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Part I
Physics

Professor Dr. Peter Nielaba

Many important results have been achieved by the computer time granted at the
HLRS and the projects are partly embedded in research clusters, e.g. “clusters of
excellence” or “Sonderforschungsbereiche”. The contributions in the proceedings
present the results of large scale simulations for elementary particle models, for
systems on nano- and micrometer length scales, and for astrophysics phenomena,
and are summarized and commented below.

O. Philipsen from the University of Frankfurt and Ph. de Forcrand from the ETH
Ziirich and CERN (“muQCD”) have investigated the critical surface bounding the
region featuring chiral phase transitions in the quark mass and chemical potential
parameter space of quantum chromo dynamics (QCD) with three flavors of quarks.
Their calculations are valid for small to moderate quark chemical potentials, u < 7.
The authors study the situation for the limiting case of two light flavours and show
first results on the nature of the chiral transition at zero chemical potential from
extrapolations using imaginary chemical potential.

For their Monte Carlo simulations the authors used the standard Wilson gauge
and Kogut-Susskind fermion actions. Configurations are generated using the
Rational Hybrid Monte Carlo (RHMC) algorithm. In order to investigate the critical
behavior of the theory, the authors use the Binder cumulant as an observable. For
each set of fixed quark mass and chemical potential, the critical coupling B, has
been interpolated from a range of typically three to five simulated S-values by
Ferrenberg-Swendsen reweighting. The simulations have been performed on the
NEC-SX9 at the HLRS in Stuttgart. An estimate of the Binder cumulant for one set
of mass values consisted of at least 200k trajectories, and the estimate of a critical
point required at least 500k trajectories.

Professor Dr. Peter Nielaba
Fachbereich Physik, Universitit Konstanz, 78457 Konstanz, Germany
e-mail: peter.nielaba@uni-konstanz.de
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P. Baikov, K. Chetyrkin, J.H. Kiihn, P. Marquard, M. Steinhauser and T. Ueda
from the KIT Karlsruhe (“ParFORM”) have investigated multi-loop Feynman inte-
grals by a computer algebra program (“PARFORM?”), using MPI on the XC4000.
The computation of Feynman integrals is important for the computation of quantum
corrections to physical processes, the code is under constant development, and the
authors give an overview on the present status.

A. Riefer, M. Rohrmiiller, M. Landmann, S. Sanna, E. Rauls, U. Gerstmann, and
W.G. Schmidt from the University of Paderborn (“MolArchl’) have investigated
the electronic structure and optical response of 2-aminopyrimidine molecules by
a combination of density functional theory and many-body perturbation theory.
The calculations predict quasiparticle gaps, i.e., differences between the ionization
energies and electron affinities, of about several eV for the molecules, and the
result indicate a near cancellation of the electronic self-energy and exciton binding
energies for the lowest excitations of 2-aminopyrimidines. The authors find a strong
influence of local-field effects as well as resonant-nonresonant coupling terms in the
electron-hole Hamiltonian on the optical properties.

The authors have used the Vienna Ab-initio Simulation Package (‘“VASP”)
implementation of the gradient-corrected density functional theory (DFT-GGA) for
their computations of the ground state and GWA calculations. The HSE06 hybrid
functional has been used as well. For the electronic self energy calculations applying
perturbation theory (“GoW;”) and Bethe-Salpeter type calculations the cell size has
been varied. The calculations within this project were performed on the CRAY XE6
at the HLRS with good scaling properties.

K. Binder, P. Virnau and A. Winkler from the University of Mainz (“colloid”)
have investigated the spinodal decomposition of colloid-polymer mixtures between
walls including hydrodynamic interactions by the multi particle collision dynamics
and domain decomposition methods on Hermit. Polymers are described as soft
spheres weakly interacting with each other, while colloid-polymer and colloid-
colloid pairs interact with the (repulsive)Weeks- Chandler-Andersen potential, so
that a depletion attraction between colloids results, similar to the Asakura-Oosawa
model. Large system sizes and long simulation times are required for this study,
and interesting results of the effect of confining geometry on the decomposition
dynamics have been achieved and will be studied in the future. Important results
are the effects of hydrodynamics and of different boundary conditions on the
growth exponents. The authors used the standard halo layer domain decomposition
technique to treat the embedded particles and the parallelization approach proposed
by Sutmann et al. for the solvent particles. This level of parallelization allowed
the authors to use 1,024 cores (or more) to study successfully the phase separation
kinetics in the Asakura-Oosawa model in huge systems (max. 1,100,000 MD
particles and 52,000,000 solvent particles) over multiple scales of MD time. The
authors find that for huge systems at the late time stages of phase separation the net
cost of explicit solvent particles in the framework of MPCD is only about approx.
10 % in comparison to standard Molecular Dynamics simulations.

S. Schmieschek, A. Narvez, and J. Harting from the University of Stuttgart
and the Eindhoven University of Technology (“icpsusp”) investigate multiple
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component flows in porous media by lattice Boltzmann simulations on the XC2
cluster at the SSCK. The authors integrated a “multi relaxation time” collision
scheme with their pseudo-potential multiphase lattice Boltzmann implementation
“Ib3d” for fluids with multiple components, and good scaling is achieved. The steps
taken to optimize the performance have allowed to limit the increase in calculation
time close to the expected minimum. The authors show that for multi-component
systems the additional calculation time spent in the collision step is very small in
comparison to the time increase due to the calculation of the interaction forces. The
authors give an overview on the present status.

R.J. Geretshauser, F. Meru, K. Schaal, R. Speith, and W. Kley (University of
Tiibingen and ETH Ziirich, “SPH-PPC”) have analyzed pre-planetesimal collisions
with their solid body smoothed particle hydrodynamics (SPH) code parasph.
The main focus of the project is on the investigation of the growth conditions
for macroscopic pre-planetesimals. By parameter studies the authors investigated
fragmentation criteria in dust collisions depending on aggregate size and aggregate
porosity, and they extended their previous study on bouncing criteria of equally
sized aggregates depending on their porosity and the presence of compacted shells
of various porosities. The authors derive fragmentation criteria for dust cylinders
depending on angular velocity as well as porosity and perform corresponding
simulations.

The code parasph, used by the authors, is based on the “parasph” library,
featuring domain decomposition, load balancing, nearest neighbor search, and inter-
node communication, extended for the simulation of ductile, brittle, and porous
media and by an implementation of a porosity model and by SPH enhancements.
The parallel implementation utilizes the Message Passing Interface (MPI) library,
and HDF5 was included as a compressed input and output file format with increased
accuracy, decreasing the amount of required storage space. The simulations were
carried out on the NEC Nehalem cluster of the HLRS with 240,143-476,476 SPH
particles depending on the size of the projectile. Thirty-two to eighty cores were
used, and simulations roughly took 72-240h for 1s of simulated time, depending
on the size of the problem and the involved physical process.

S.C.O. Glover, P.C. Clark and R.S. Klessen from the University of Heidelberg
(“EDuCool”) investigate the evolution of star-forming clouds for a wide range
of metallicities and the effects on the mass function of the fragments that form,
on cooling and heating rates, and on the number of Bonnor-Ebert masses of the
fragmenting clouds. The authors use a modified version of the Gadget-2 (SPH)
code, a typical simulation run is done with 40 million SPH particles and requires
130 kCPU-h on 256 or 512 CPUs. Interesting results have been obtained on the
thermodynamical evolution of gas and dust, the fragmentation and the properties of
the fragments.

F. Hanke, A. Marek, B. Miiller, and H.-Th. Janka from the MPI for Astrophysics
in Garching (“SuperN”) investigate core-collapse supernova explosions of massive
stars. The authors have developed a fully MPI-OpenMP parallelized version of their
VERTEX-PROMETHEUS code in order to perform three-dimensional simulations
of stellar core-collapse and explosion. The simulations typically require 10%°
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floating point operations, and good scaling up to 32,000 cores has been achieved
on Hermit.

K.D. Kokkotas, P. Lasky and B. Zink from the University of Tiibingen (“Magne-
tar’) have investigated the dynamic stability of strong magnetic fields inside highly
magnetized neutron stars by general relativistic magnetohydrodynamics simulations
by the Horizon code on GPUs. Parts of the simulations have been done on the
Nehalem cluster at the HLRS. The authors have varied the stiffness of the equation
of states and the rotation of the neutron star and were able to simulate the time
evolution for hundreds of milliseconds or even seconds. Their results are important
contributions to an Sonderforschungsbereich on “Gravitational Wave Astronomy”.



Constraints on the Two-Flavour QCD Phase
Diagram from Imaginary Chemical Potential

O. Philipsen and Ph. de Forcrand

In along term project, we calculate the critical surface bounding the region featuring
chiral phase transitions in the quark mass and chemical potential parameter space of
QCD with three flavours of quarks. Our calculations are valid for small to moderate
quark chemical potentials, u < T. The presence of tricritical lines at imaginary
chemical potential u = i 7, with known scaling behaviour in their vicinity, puts
constraints on this phase diagram. Here we undertake first steps to study the situation
for the limiting case of two light flavours. In this case, the nature of the chiral
transition at zero chemical potential is not yet established. We show first results of
our project to extract this behaviour from extrapolations using imaginary chemical
potential.

1 Introduction

The fundamental theory describing the strong interactions is Quantum Chromody-
namics (QCD) with two light quark flavours, the u- and d-quarks, and a heavier
s-quark. Since the interaction weakens at asymptotically large energy scales, QCD
predicts at least three different forms of nuclear matter: the usual hadronic matter
at low temperature and density, a quark gluon plasma at high temperature and low
density, and colour superconducting nuclear matter at low temperatures and high
density. Direct Monte Carlo simulations of the finite density QCD phase diagram
are impossible because of the so-called sign problem, so that indirect methods need

O. Philipsen (<)

Institut fiir Theoretische Physik, Goethe-Universitidt Frankfurt, 60438 Frankfurt am Main,
Germany

e-mail: philipsen @th.physik.uni-frankfurt.de

Ph. de Forcrand
Institut fiir Theoretische Physik, ETH Ziirich, CH-8093 Ziirich, Switzerland Physics Department,
TH-Unit, CERN, CH-1211 Geneva, Switzerland

W.E. Nagel et al. (eds.), High Performance Computing in Science and Engineering ’12, 5
DOI 10.1007/978-3-642-33374-3_1, © Springer-Verlag Berlin Heidelberg 2013
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Fig. 1 Left: Schematic phase transition behaviour of Ny = 2 4 1 QCD for different choices of
quark masses (m,4.m;) at @ = 0. Right: The same with chemical potential for quark number
as an additional parameter. The critical lines sweep out surfaces as p is turned on. At imaginary
chemical potential 4 = iw /3T, the critical surfaces terminate in tricritical lines which determine
their curvature through critical scaling

to be employed, which work for small enough p/T only (for an overview and
references, see [1]).

At zero chemical potential, the nature of the quark-hadron phase transition
depends on the quark masses, as summarised in Fig. 1. In the limits of zero and
infinite quark masses, order parameters for the breaking of the global chiral and
centre symmetry, respectively, can be defined, and one finds numerically that first
order phase transitions take place at some finite temperature 7,.. On the other hand,
for intermediate quark masses the transition is an analytic crossover. Hence, each
corner of first order phase transitions is bounded by a second-order critical line as
in Fig. 1. The physical quark masses are light, so our interest is in the lower left
boundary, which is called the chiral critical line, as opposed to the deconfinement
critical line in the heavy mass region.

In previous work the location of the boundary line has been determined for the
case of degenerate quark masses, Ny =3 [2, 3], where it was also shown that it
belongs to the 3d Ising, or 3d Z(2), universality class. On the lattice, temperature
and lattice spacing are related by 7 =1/(aN;), i.e. larger N, corresponds to
finer lattices for a fixed physical temperature. We have used N, =4 lattices,
corresponding to a lattice spacing a ~ 0.3 fm, to map out how this line changes
(i) for Ny = 3 as a function of chemical potential u [3,4] and (ii) for u = 0 in the
case of non-degenerate quark masses m,, ;4 # m; [4]. It was found that the physical
point is located close to the boundary line on the crossover side.

When a chemical potential for the baryon density is switched on, the chiral
critical point of the Ny = 3 theory recedes as in Fig. 1 (right). The critical quark
mass marking the boundary line can be expanded as

= ) e )




N; =2 QCD at imaginary chemical potential 7

with ¢; = — 3.3(3),co = — 47(20) [5, 6]. The same behaviour is found for non-
degenerate quark masses. Tuning the s—quark mass to its physical value, we
calculated mﬁ’d (p) with ¢; = —39(8) and ¢, < 0 [7]. Similar behaviour is found for
heavy quarks. Hence, the critical lines sweep out surfaces, as shown in Fig. 1 (right).
Contrary to common expectations based on simplified models, the curvature of both
surfaces is such that the region of first order shrinks, i.e. the phase transitions weaken
when a real chemical potential is switched on. As a consequence, the physical point
remains in the crossover region and there is no chiral critical point in QCD for
moderate baryon densities.

In the current and future project, we explore in particular the implications for
the behaviour of QCD in the two-flavor chiral limit (m, =my =0, m; = 00). In
that limit, it is widely believed that QCD undergoes a finite-temperature, second-
order O(4) chiral transition at u = 0, which turns first-order at a tricritical point
for some real wu. However, other possibilities exist. At w =0 in particular, the
finite-temperature transition might be first-order. The present numerical evidence
is inconclusive: using Wilson fermions, O(4) scaling is preferred [8], while with
staggered fermions O(4) scaling has been elusive, and first-order behaviour has
also been claimed [9]. Note that behaviour consistent with O(4) has been seen with
improved staggered fermions, in an Ny = 2+ 1 setup where the strange quark mass
is fixed at its physical value [10]. Approaching the chiral limit from the imaginary p
direction, i.e. working in the back plane of Fig. I (right), offers a novel, independent
method to help settle the issue.

2 The Binder Cumulant and Universality

In order to investigate the critical behaviour of the theory, we use the Binder
cumulant [11] as an observable. It is defined as

SX)*
Bu(m.p) = % @)

with the fluctuation §X = X — (X) of the order parameter of interest. Since we
investigate the region of chiral phase transitions, we use the chiral condensate, X =
Y. For the evaluation of the Binder cumulant it is implied that the lattice gauge
coupling has been tuned to its pseudo-critical value, 8 = B.(m, t), corresponding
to the phase boundary between the two phases. In the infinite volume limit the
Binder cumulant behaves discontinuously, assuming the values 1 in a first order
regime, 3 in a crossover regime and the critical value ~ 1.604 reflecting the 3d Ising
universality class at a chiral critical point. On a finite volume the discontinuities are
smeared out and By passes continuously through the critical value. This is sketched
in Fig. 2. In the neighbourhood of the chiral critical point at zero chemical potential
it can be expanded linearly
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Fig. 2 Schematic behvaviour 4
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0 R
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with A — 1.604 for V' — oo.

3 Continuation of the Critical Surfaces to Imaginary p

Let us consider imaginary chemical potential, i = iu;. The QCD partition function
exhibits two important exact symmetries, reflection symmetry in p© and Z(3)-
periodicity u;, which hold for quarks of any mass [12],

zZw=2p. z(%)=2 (% + zz”T”) , @)

for general complex values of 1. The symmetries imply transitions between adjacent
centre sectors of the theory at fixed u{ = 2n + )xT/3,n = 0,£1,£2,.... The
Z(3)-sectors are distinguished by the Polyakov loop

N,
1 L .
Lix) = §Tr£[1 Up(x,7) = |L| 7%, 5)

whose phase ¢ cycles through (¢) = n(27x/3),n = 0,1,2,... as the different
sectors are traversed. Moreover, the above also implies reflection symmetry about
the Z(3) phase boundaries, Z (1§ + ;) = Z(u§ — ).

Transitions in u; between neighbouring sectors are of first order for high T
and analytic crossovers for low 7' [12-14], as shown in Fig.3 (left). The order
parameter is the shifted phase of the Polyakov loop, ¢ = ¢ — u;/T. Away from
Wi = pf, there is a chiral or deconfinement transition line separating high and
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Fig. 3 Left: phase diagram for imaginary . Vertical lines are first order transitions between Z(3)-
sectors, arrows show the phase of the Polyakov loop. The i = 0 chiral/deconfinement transition
continues to imaginary f, its order depends on Ny and the quark masses. Right: Schematic phase
diagram of the Roberge-Weiss endpoint

low temperature regions. This line represents the analytic continuation of the chiral
or deconfinement transition at real w. Its nature (first, second order or crossover)
depends on the number of quark flavours and masses. We have investigated the
nature of the junction of those lines for Ny = 3 [15], similar investigations have
been carried out for Ny = 2 [16]. The combined outcome is shown in Fig. 3 (right),
which corresponds to the bottom plane of Fig. 1 (right). The Roberge-Weiss point is
of first order for heavy and light quarks, and of second order for intermediate mass
quarks. These regimes are separated by tricritical lines. Four points, corresponding
to the Ny = 3 [15] and Ny = 2 boundary points, have been explicitly computed.
The most natural generalisation to non-degenerate quark masses is that they are
continuously connected by tricritical lines.

Figure 1 (right) represents the connection between the u = 0,i77T/3 phase
diagrams. In the vicinity of a tricritical point, scaling laws apply. In our case, the
scaling exponents governing the behaviour near the tricritical point are mean-field.
This is shown for the example of heavy quarks, where

[(M/ T)2 + (7[/3)2] X (myq — ”nlric)s/2 . (6)

Figure 4 shows the corresponding behaviour of the critical heavy quark mass as a
function of chemical potential.

Note that the Ny = 2 (i.e. my = 00) “backplane” contains two tricritical points
on the chiral critical surface: one in the Roberge-Weiss plane, the other on the
m,q = 0 vertical axis. The location of the latter is related to the value of the
tricritical strange quark mass. They should be again connected by critical lines
related to tricritical scaling.
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Fig. 4 For heavy quarks, tricritical scaling in the vicinity of the Roberge-Weiss imaginary-u value
extends far into the region of real p [15]
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Fig. 5 Binder cumulants for the lightest fermion mass, am = 0.0025, determining the critical

point

4 Preliminary Ny = 2 Results

Following the above discussion, we joined forces with an Italian collaboration and
performed simulations of Ny = 2 QCD. We used staggered quarks of masses
amgy = 0.01 and 0.005 on N, = 4 lattices scanning in (1/T)? to determine the
value of imaginary p corresponding to a second-order transition. Our observable is
the Binder cumulant of the quark condensate. For an example at the smallest quark
mass, see Fig. 5. Consistent results are obtained from the finite-size scaling of the
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plaquette distribution. So far we have obtained four critical points, Fig. 6. It seems
impossible to smoothly match two tricritical scaling curves passing through these
points. Additional masses are needed to determine the critical curve. Nevertheless,
assuming convexity of the critical curve already constrains the m, 4 = 0 tricritical
point to lie at (u/ T)? = —0.3. The figure illustrates the case where this point lies at
w = 0. It might also lie at (u/T)?> > 0, so that the u = 0 chiral transition would
be first-order. Preliminary results have been reported in [17]. Additional small-mass
measurements are underway and will settle this issue.

5 Simulation Details

For our Monte Carlo simulations we use the standard Wilson gauge and Kogut-
Susskind fermion actions. Configurations are generated using the Rational Hybrid
Monte Carlo algorithm [18]. Our numerical procedure to compute the Binder
cumulant is as follows. For each set of fixed quark mass and chemical potential, we
interpolate the critical coupling 8. from a range of typically three to five simulated
B-values by Ferrenberg-Swendsen reweighting [19]. For each simulation point
~50k RHMC trajectories have been accumulated, measuring the gauge action, the
Polyakov loop and up to four powers of the chiral condensate after each trajectory.
Thus, the estimate of B4 for one set of mass values consists of at least 200k
trajectories, and the estimate of a critical point at least 500k trajectories.

The simulations are performed on the NEC-SX9 at the HLRS in Stuttgart. A scan
in parameter space involves simulations of many parameter sets. For such a problem,
parallelisation is achieved trivially by running one set of couplings per node, each
node running in vector mode. This way of parallelising allows to explore large
regions of the parameter space at the same time, which is necessary when mapping
out a phase diagram. At the same time, there is no overhead for parallelisation and
communication, ensuring maximal computing efficiency and one-to-one scaling of
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compute power with the number of processors. The vector mode ensures maximal
throughput for each individual lattice. Typically we work with several nodes at once

us

ing each of their eight cores in parallel and avoiding communication between

the nodes.
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Parallel Computer Algebra and Feynman
Integrals

P.A. Baikov, K.G. Chetyrkin, J.H. Kiihn, P. Marquard, M. Steinhauser,
and T. Ueda

1 Introduction

Relativistic quantum field theories are the mathematical tools which are indispens-
able in modern particle physics. In particular in combination with perturbation
theory, realized with the help of so-called Feynman diagrams, it is possible to make
predictions which can be confronted with experiment.

The main motivation of the current project is to study multi-loop Feynman
integrals, the mathematical expressions of the Feynman diagrams, which have to be
computed when considering quantum corrections to physical processes. From the
mathematical point of view a Feynman integral corresponds to a multi-dimensional
integral over the time and space components of momenta which are defined in a
complex space-time dimension d. The integrand consists of rational functions of
scalar products formed by all d-dimensional momenta involved in the problem.

There are several technical challenges one has to master in the course of such
calculations. Among the most demanding ones is the processing of huge amount of
data which has to be processed in intermediate steps. For this reason some years ago
parallel versions of the computer algebra program FORM [1] have been developed
which are refined and optimized to date in order to solve even more complex tasks.
The main advantage of FORM is the ability to process huge expressions (basically
only limited by disk space) in a fast and effective way.

There are two parallel versions of FORM: PARFORM [2] and TFORM [3].
Whereas the parallelization of TFORM is realized with threads which restricts

This is the report for the project ParFORM for the period June 2011-2012.
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Fig. 1 Run time and speed-up for the benchmark program BAICER on XC4000. For comparison,
we also plot the result on ttpmoon, a computer cluster in our institute

TFORM to multi-core computers, PARFORM uses MPI (“Message Passing Inter-
face”) for the communication among the various processors. Thus PARFORM can
also be used for computer clusters with a fast interconnection, e.g. infiniband. Due
to the structure of the XC4000 cluster which mostly consists of four-core nodes
essentially only PARFORM can be used for calculations.

Let us mention that since August 2010 all versions of FORM are open source and
can be downloaded from [4].

In the past we have used the cluster XC4000 (and its predecessor XC6000) for
various calculations running up to ten jobs in parallel. On April 2011 we were,
however, asked to reduce the number of jobs to at most two since the performance
of the whole system is significantly reduced if PARFORM starts writing or reading
the intermediate results to or from the hard disk. This makes the use of XC4000
quite unattractive. For this reason we have not submitted any production job in the
past 12 months but have used XC4000 essentially to further develop PARFORM and
to benchmark against other platforms.

2 PARFORM Running on XC4000

In this section we update the performance tests presented in the report from June
2010. Figure 1 compares the run time and speed-up for a typical benchmark job as
a function of the number of used CPUs. The red (circles) and blue (squares) lines
correspond both to calculations performed on XC4000. Whereas for the red data the
local disks have been used the blue data have been obtained by using global disks.
The former show a very bad performance (of at most 60 MB/s) and thus reach a
speed-up of 5 only for about 15 CPUs. On the other hand the use of the global disks
leads to good results (with a theoretical peak performance of 320 and 400 MB/s for
reading and writing, respectively) up to about 8—12 CPUs which is what we are
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usually using for the production jobs. Of course, the use of the global hard disks
explains the performance reduction of the system.

The green curve (triangles) has been obtained by running the benchmark jobs on
a cluster with 12-core nodes interconnected via QDR infiniband (with about 1 GB/s
read/write performance). As can be seen from Fig. 1, up to about ten cores the green
and blue curves are identical. For more CPUs, however, the green curve shows a
significant better behaviour reaching a speed-up of 10 for about 16 cores and 15 for
30 cores.

3 FORM 4 and PARFORM

The serial version of FORM is under constant development in order to be able to
be applicable to a broad class of problems which recently resulted in version 4 [5].
Of course, modifications of FORM require also the adaption of the parallel versions.
In the last year the main emphasis has been in implementing the new features of
version 4 into PARFORM.

In FORM version 4 two essentially new features, which has been requested by
many users over the recent years, are introduced: the factorization of expressions
and the ability to work with rational polynomial functions as coefficients of terms.
They are based on newly written routines for (multivariate) polynomial operations
(additions, subtractions, greatest common divisors, factorizations, etc.), for which
FORM uses a number of well-known algorithms.

All new features added in version 4 are also available in PARFORM. Although
FOrRM and PARFORM share most of the source code, some additional code was
needed to synchronize data between the master process and all worker processes.
An example is the factorization of $-variables, which are small expressions stored
in memory. When factorizing a $-variable, each factor is stored in an additionally
allocated buffer. Therefore the routine for synchronization of $-variables between
the master and workers was extended such that all factors are also synchronized via
MPI if the $-variable has been factorized.
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Electronic and Optical Excitations
of Aminopyrimidine Molecules from
Many-Body Perturbation Theory

A. Riefer, M. Rohrmiiller, M. Landmann, S. Sanna, E. Rauls, U. Gerstmann,
and W.G. Schmidt

Abstract Calculations based on (occupation constrained) density functional
theory using local as well as hybrid functionals to describe the electron-
electron exchange and correlation are combined with many-body perturbation
theory in order to determine the electronic and optical excitation properties of
5-(pentafluorophenyl)pyrimidin-2-amine, 5-(4-methoxy-2,3,5,6-tetrafluorophenyl)-
pyrimidin-2-amine, and 5-(4-(dimethylamino)-2,3,5,6-tetrafluorophenyl)pyrimidin-
2-amine. Large quasiparticle shifts and exciton binding energies of about 4eV
are found. They cancel each other partially and thus allow for a meaningful
description of the molecular optical response within the independent-particle
approximation. We find a surprisingly strong influence of local-field effects as
well as resonant-nonresonant coupling terms in the electron-hole Hamiltonian on
the optical properties.

1 Introduction

Organic semiconductors are important materials for various applications due to their
low cost fabrication processes and the possibility to fine-tune desired functions by
chemical modification of their building blocks. While the last years have seen a
tremendous progress in the understanding of the excitation properties of inorganic
semiconductors, fueled in part by the availability of advanced computational
schemes for electronic structure and optical response calculations such as the GW
approximation (GWA) for obtaining accurate electronic quasiparticle energies and
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Fig. 1 Schematic model of 5-(pentafluorophenyl)pyrimidin-2-amine (FAP), 5-(4-methoxy-
2,3,5,6-tetrafluorophenyl)pyrimidin-2-amine (OFAP), and 5-(4-(dimethylamino)-2,3,5,6-tetra-
fluorophenyl)pyrimidin-2-amine (NFAP) (from left to right). Dark (red), light (yellow), gray,
lightgray and small balls indicate O, C, N, F and H atoms, respectively

the Bethe-Salpeter approach (BSE) to calculate electron-hole interaction effects
[1-6], far less is known about the electronic and optical properties of organic
crystals.

Recently, a novel class of organic electronic material has been synthesized by
the self-assembly and silver(I) complex formation of 2-aminopyrimidines [7]. The
compounds were structurally as well as optically characterized [8] and it was
found that the solid state absorption differs remarkably from the parent compound
2-aminopyrimidine. The optical properties could be tuned by changing the silver
counterion or by the reversible solvent extrusion and interchange. Furthermore, the
electrical conductivity of the material was proven for a thin crystalline film.

In order to gain a better understanding of the excitation properties of this class
of systems, we first study molecular excitations in the respective parent molecules.
In detail, we present first-principles calculations on the electronic and optical
properties of 5-(pentafluorophenyl)pyrimidin-2-amine (FAP), 5-(4-methoxy-
2,3,5,6-tetrafluorophenyl)pyrimidin-2-amine (OFAP), and 5-(4-(dimethylamino)-
2,3,5,6-tetrafluorophenyl)pyrimidin-2-amine (NFAP) in order to clarify the impact
of many-body effects and chemical trends. The three aminopyrimidine molecules
(APM) are shown in Fig. 1. They consist of 22 (FAP), 26 (OFAP) and 30 (NFAP)
atoms forming a 2-aminopyrimidinering (atoms 1-8 in Fig. 1) and a (per)fluorinated
phenylring ring (12—17) where the position no. 22 is either a fluorine atom F,; (FAP),
a methoxy group (OFAP) or an amino group (NFAP).

2 Methodology

Ground-state and GWA calculations are performed using the Vienna Ab-initio
Simulation Package (VASP) implementation [9] of the gradient-corrected [10]
density functional theory (DFT-GGA). In addition, the hybrid functional due to
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Heyd, Scuseria, and Ernzerhof (HSE06) [11] was used. The electron-ion interaction
is described by the projector augmented-wave (PAW) method [12, 13]. We expand
the valence wave functions into plane waves up to an energy cutoff of 400eV. DFT
calculations for single molecules were performed using a 14 x 15 x 20 A3 super cell
and I" point sampling for the Brillouin zone (BZ) integration. Test calculations show
that the eigenenergies are converged within a few hundredths an eV. For electronic
self-energy calculations applying perturbation theory (GoW;) and Bethe-Salpeter
type calculations (see, e.g., Ref. [5]) as well as for calculations of charged molecules
the cell size was varied as described below.

DFT calculations are known to often considerable underestimate electronic
excitation energies [4]. Reliable quasiparticle gaps, exciton pair energies and Stokes
shifts, however, can be obtained from occupation constraint DFT (or ASCF)
methods, cf. Refs. [14—16]. Thereby the quasiparticle (QP) gap is obtained directly
as difference between the ionization energy and electron affinity

E2" = E(N + 1,R) + E(N — 1,R) = 2E(N.R), (1)

where E(N,R), E(N +1,R), and E(N — 1, R) represent the energy of a N, N + 1,
and N — 1 electron system, respectively, with the equilibrium geometry R of the
N electron system. The energy of the lowest excitonic excitation corresponding
to the situation that one electron occupies the lowest unoccupied molecular orbital
(LUMO) leaving a hole behind in the highest occupied molecular orbital (HOMO)
is given by

E.. = E(e —h,R)— E(N,R), 2)

where E (e — h, R) is the total energy of the system in presence of the electron-hole-
pair with fixed geometry R. Alternatively, as can be derived from Janak’s Theorem
(see Ref. [14]), the energy of the lowest optical excitation can be obtained from
the difference of the eigenenergies of the half-occupied HOMO ¢p 95 and LUMO
£1.0.5, respectively

Eox 2 El =e105—¢enos. 3)

Relaxing the atomic coordinates to the geometry R* for fixed occupation numbers
yields the lowest emission energy

Eem = E(e — h,R*) — E(N,R"), “)
which can be used to calculate the Stokes shift

AS = Eex - Eem- (5)

From calculations of the ground-state energy for different cell sizes one can
conclude an error for the ASCF values of 0.1eV. The QP gaps E gQP are compared
to the gap E gG(’WO that has been obtained from the GoW, approximation of the
electronic self energy and is obtained by postprocessing the PW91 wave functions
and eigenvalues. The implementation details are given in Ref. [17].
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For systems where the electronic states have either the occupancy 0 for conduc-
tion states, n = c¢, or 1 for valence states, n = v one obtains the dielectric tensor in
independent-particle approximation [18-20] (IPA)

4re? 1
Sij(a)):Sl‘j+ e hm—ZZ

a0 e () — (o 4 ) et o) kgl (6)

where the sum Zk is to be taken over the first BZ, q; is the reciprocal vector in the
cartesian direction i, u,k are the periodic parts of the Bloch wave functions, ¢, (k)
the respective eigenenergies, 2 is the crystal volume, and 7 is the broadening. In
order to allow for comparison with the experimental data we average over the three
cartesian directions |

e(ho) = 3 > ei(ho). (7

i=x,y,z

The dielectric function within the IPA or by solving the BSE is based on the
electronic structure as obtained from either the PW91/HSEO06 calculations (partially
with scissors shifted eigenvalues) or from the GWA.

Solving the Bethe-Salpeter equation includes the electron-hole attraction and
local-field effects in the dielectric function. For practical calculations, the BSE
is transformed into a two-particle Schrodinger equation. Neglecting dynamical
screening and umklapp processes, the resonant part of the exciton Hamiltonian
(Tamm-Dancoff-Approximation, TDA, cf. Ref. [21]) for direct transitions and spin-
singlets can be calculated in reciprocal space according to

I{trcekY Velk! = (SCQP (k) - SQP (k))Sw/Sw/Skk/
Sger(1 =46 s
Z { 926G — 9G0) GG’ ( GO) Bkk(G)Bkk (G)
G2
GG
e'(k—K +G k—K+G.0) . ,
B k—K 1 GP BEQBE G} @)
where the Bloch integral
/ 1 .
B¥.(G) = ol / drut, (r)e' S u,ne (r) 9)

over the periodic parts u of the Bloch wave functions has been introduced. In
the actual calculations we replace the inverse dielectric matrix ¢~ by a diagonal
model dielectric function suggested by Bechstedt et al. [22]. It depends on the static
dielectric constant e, and reduces the computational effort substantially. In case
of inorganic semiconductors [23, 24], molecular crystals [16,25] and even surfaces
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[26], the application of this model dielectric function leads to rather accurate results.
This is related to the fact that the model dielectric function depends on the local
charge density and therefore carries some information about the local screening. For
molecule calculations, the correct choice of g4 is difficult. The authors of Ref. [27]
defined an effective volume §2. where the screening takes place in order to address
this problem in their optical response calculation of poly-para-phenylenevinylene.
In our work we use for molecular calculations oo = 1, which marks the lower limit
for the screening interaction. If one assumes 2,5 = 183 A3, the IPA calculations for
FAP result in oo = 1.05, which leads to a blueshift of the excitonic eigenvalues
by about 0.3eV. Calculations for further values of ey indicate a nearly linear
dependence of the exciton binding energies on the screening, as may be expected.
The dimension of the exciton Hamiltonian (Eq.8) is determined by the size of
the energy window for conduction and valence states. The spectra are calculated
including either all states satisfying &.(k) — &,(k) < 6eV (DFT) or the lowest 96
states (GWA). For the actual calculation of the spectra we use the time-evolution
algorithm proposed by one of the present authors [26]. In addition to BSE-TDA,
also calculations with the full exciton Hamiltonian were performed (BSE). For
the comparison with measured optical spectra we use real and imaginary parts of
the dielectric function, &'(hw) and &’ (hw), respectively to obtain the attenuation
coefficient o using the approximation

a(hw)  ho \/ [\/s’(hw)z T e (hw)? — e/(ha))]. (10)

The calculated data are compared with optical absorption measurements on powder
samples.

The HLRS CRAY XEG6 is the main computational resource used for the
calculations in this work. As can be seen in Fig. 2, the scaling is nearly linear up
to 200 cores, allowing for highly efficient calculations.

3 Results

The structural relaxation of FAP, OFAP and NFAP in gas phase shows that the
geometry of the aminopyrimidine and pentafluorophenyl rings does barely change
upon attachment of either a fluorine atom (FAP), a methoxy group (OFAP) or
an amino group (NFAP). The comparison of our calculated data with x-ray data
of two polymorphic crystals of the hydrogen analogue 5-phenyl-pyrimidin-2-
ylamine (HAP) and a HAP-hexafluorobenzene co-crystal[7] as well as the recently
crystallized NFAP ligand itself shows only small differences in bond length and
angles. Only for the hydrogen bonds we observe deviations of up to 0.10-0.16 A
between measured and calculated data. The geometries calculated here also closely
agree with Mgller Plesset perturbation theory (MP2) results for APM [28]: The bond
lengths deviate by less than 0.02 A and the largest deviation of bond angles amounts
to 3°.
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Fig. 2 Wall clock time for the DFT-GGA calculation of 5-(pentafluorophenyl)pyrimidin-2-amine
(FAP) in a 20 x 20 x 20 A3 cell including 1,152 electronic states on the HLRS CRAY XE6. In
(a) the behavior of the wall clock time with respect to the number of cores and tasks per node
(ppn) is shown. As can be seen, the scaling is nearly linear up to 200 cores. The time required is
reduced with increased distribution of the tasks on several nodes. Additionally, (b) shows that the
wall clock time can be further reduced if the cores employed for the calculations are equally spaced
(spacing 32/#ppn) on the nodes

Table 1 Molecular

e . FAP OFAP NFAP
excitation energles WOl 6
(in eV, see text) E, 3.4 3.35 3.00
E JISE0 4.53 4.55 421
EZoWo <17 <74 <7.1
EZ 7.36 7.06 6.47
o 3.51 3.46 3.21
E. 3.50 3.46 3.22
Eom 2.08 1.97 1.98
Ag 1.43 1.49 1.23

Starting from the relaxed structures we calculated the quantities defined in
Eqgs. (1)—(5). The results for FAP, OFAP, and NFAP are compiled in Table 1. We find
that the difference of the HOMO and LUMO eigenenergies, E gP WOl — o —ep, is
largest for FAP and decreases by going from OFAP to NFAP (see also Fig.4 for
the electronic levels), i.e., with increasing electron-donating properties. In HSE06
the ordering between FAP and OFAP is reverse compared to the GGA calculation.
However, the gaps are very close. The trend observed with GGA holds also for the
GoWy gaps Eg"W" and the ASCF gaps EgQP. The calculation of a QP ASCF gap
requires the determination of the total energies E(N + 1,R) and E(N — 1,R) of
charged molecules. Due to the interactions with the periodic images the dependence
of the latter and thus the gap EgQP on the cell size is not negligible. In order to
correct the calculated excitation energies, the gaps were determined for a cubic cell
with varying size L = 18,...,30A.

As shown in Fig. 3, the gap values depend linearly on 1/L. Extrapolation to
L — oo leads to the gaps cited in Table 1.
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Fig. 3 Dependence of the calculated quasiparticle-gaps E E P and GoWy gaps E gOW" on the cell
size L. The filled/striped symbols for GoW, values denote calculations with a cutoff for the
response function of 60/40eV (see text). The inset shows the respective values for the energy
difference between the LUMO+1 and HOMO

A dependence on the unit cell size is also noted for the calculated GoW, gaps,
see Fig. 3. To some extent, this is to be expected due to the periodic repetition of the
molecules. The restriction of the calculations with respect to further parameters due
to numerical limitations, however, is even more important in the present case. The
self-energy calculations for cubic cells with the size L = 18-20 A (22-24 A) were
performed with a maximum cutoff for the response function of 60eV (40eV), 90
frequency points, and a cutoff of 15-16eV for the sum over empty states (including
up to 1,056 bands).

The dependence of the Gy W} on the numerics is obvious from the inset in Fig. 3,
where the energy difference between the FAP HOMO and LUMO+-1 states is
shown, but also from Fig. 4, where the energetic ordering of the electronic states is
visualized. Obviously, the order changes upon inclusion of electronic self-energies
calculated with the GoW, approximation, but is itself not yet converged, at least
for the unoccupied states. Nevertheless, as will shown below, the reordering due to
state-dependent self-energy corrections calculated in Go W, improves the agreement
between the measured and calculated optical absorption. The present data suggest
that the band gaps calculated within the GWA decrease with increasing cell size
for the molecules studied here. The numbers given in Table 1 should thus be
considered as approximate upper limits. We find that the values are by about 0.5eV
larger than the respective energy gaps determined from the ASCF calculations.
The fundamental gaps calculated with the HSEO6 scheme, on the other hand, are
between the PW91 and the quasiparticle gaps.

Interestingly, the quasiparticle shifts are nearly cancelled by electron-hole attrac-
tion effects: The lowest electron-hole excitation energies E,, are remarkably close
to the difference of the HOMO and LUMO single particle eigenenergies obtained
from DFT. This near cancellation of many body effects due to the electron-electron
and the electron-hole interaction suggests that optical excitation spectra calculated
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Fig. 4 Energies of molecular orbitals as obtained from DFT (PW91) and G, W, calculations for
cubic cells with L = 22 A (leftyand L = 24 A (right). The influence of the self-energy corrections
and cell size on the energy order of the states is indicated by different colors. Thick bars refer to
the orbitals that correspond to HOMO, LUMO, and LUMO+1 in the PWO91 calculations. The
fundamental gap is indicated. Note the different energy-region for the empty states

in the independent-particle approximation may be a reasonable description at least
for the low-energy excitations.

The calculation of the electron-hole excitation energies is computationally
robust: The approaches according to Eqgs. (2) and (3) result in energies that agree
within 0.01eV. The lowest-energy excitations calculated for structural relaxation
differ appreciable from the respective vertical excitation energies. We calculate
Stokes shifts between 1.2 and 1.5 eV for the three molecules. Thereby, the energetic
ordering changes between absorption and emission. While NFAP is predicted to
have the lowest vertical excitation energy, its deexcitation occurs at slightly larger
energies than OFAP.

Our calculated values are in reasonable agreement with the experimental data
available: For FAP dissolved in ethanol Stoll et al.[8] measured a Stokes shift of
1.28 eV. Given that the optical response of the molecules will be influenced by the
solvent, these data confirm the validity of the present calculations.

From the eigenfunctions and eigenvectors obtained in DFT one can directly
calculate the dielectric function in independent-particle approximation. Figure 6
shows the resulting spectra for FAP, OFAP, and NFAP. Obviously, in all three cases
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Fig. 6 Imaginary part of the dielectric function calculated in independent-particle approximation
for FAP, OFAP and NFAP. A broadening of n = 0.10 eV has been used

the onset of the optical absorption is larger than EPFT = ¢; — ey due to the small

transition probability between HOMO and LUMO. There are more similarities in
the spectra. In particular FAP and OFAP agree largely concerning the positions and
line shapes of the main peaks I-IV (see Fig. 6).

Since the dielectric function in independent-particle approximation is composed
of independent transitions between occupied and empty electronic states, it is
straightforward to interpret. In particular we find that transitions between HOMO
and LUMO+1 are essentially causing the first absorption peak for all three
molecules. The data show furthermore that the optical absorption occurs largely
due to states localized at the aminopyrimidine and pentafluorophenyl rings. This
explains why the optical response of the three molecules shown in Fig. 6 is rather
similar. A notable exception is the first absorption peak of NFAP. In this case
the HOMO is strongly influenced by amino-group localized states (cf. Fig.5).
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Fig. 7 Imaginary part of the dielectric function calculated by solving the BSE based on GoW,
calculations or by applying a respective scissors-shift to reproduce the ASCF-gaps or for FAP (a),
OFAP (b) and NFAP (c). A broadening of 7 = 0.10eV has been used. The solid (dashed)/dotted
curve and bars gives the spectra and oszillator strengths versus the eigenvalues calculated within
BSE (BSE-TDA) on the basis of the scissors shifted PW91/GyW, electronic structure. The
eigenvalues contributing to the first peak are labeled. See Ref. [23] for details. The strongest
absorption maximum of FAP dissolved in ethanol[8] is shown by a dotted line

Contributions of the attached fluorine atom or the methoxy group are — to a much
smaller extent — also present in the first absorption peak of FAP or OFAP (cf. Fig. 5).

In Fig.7 the molecular dielectric functions calculated by taking many body
effects into account are shown. The calculations have been performed using the full
excitonic Hamiltonian as well as applying the TDA. The empty electronic levels
were either shifted such that the respective molecular ASCF gaps are reproduced
or the Gy W} electronic structure was used as input. The red-shift of the first peak in
the NFAP spectra compared to FAP and OFAP as observed in IPA occurs also on
the BSE level of theory. It is even enhanced by the smaller respective value of the
ASCEF gap. In general the positions of the first optical absorption maxima calculated
within the BSE agree within 1 eV with the IPA calculation, which is indicative for
some cancelation of quasi-particle and excitonic shifts as already concluded from
the values in Table 1.

Similar to the IPA spectra discussed above we perform a systematic analysis of
the states contributing to the respective absorption peaks (for details see Ref. [29]. It
turns out that — as already found on the IPA level of theory — HOMO and LUMO+1
are the states that mostly contribute to the first adsorption peak.

Comparing the spectra obtained from the full Hamiltonian and in TDA one finds
distinct differences: (i) a redshift of the eigenvalues going from TDA to the full
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Hamiltonian and (ii) strong modifications of the line shape for energies above 4.5 eV
(FAP, OFAP) or 4.0eV (NFAP). While the Tamm-Dancoff-Approximation clearly
affects the calculated optical absorption, in particular for excitations beyond the
lowest absorption peak, we find the influence of the electronic structure that is used
as input for the BSE calculations to be even more important. The optical spectrum
based on the GoWj electronic structure differs appreciable from the one based on
scissors-shifted PW91 eigenvalues. This is due to the state-dependent self-energy
corrections leading to an energetic reordering of the eigenvalue spectrum that results
in a significant blue-shift of the optical absorption data.

The measured position of the optical absorption peak of FAP dissolved in
ethanol[8] in the energy window 2.3-5.7¢eV is at 4.72eV (vertical line in Fig.7).
Clearly, the BSE spectrum based on the Gy W, electronic structure agrees best with
this value. It yields an optical absorption peak at 4.48 eV. From Table 1 it is clear
that the error bar of the calculated excitation energies is of the order of several
tenths of an eV. Moreover, our choice for the static dielectric constant used in the
molecule calculations is bound to result in excitation energies that approach the real
values from below. An additional uncertainty in the experiment-theory comparison
is related to the fact that the solvent molecules are not included in the present gas-
phase calculations. Therefore the deviation between measured and calculated data
of less than 0.3 eV is not surprising.

Comparing the computational results for the electronic states of FAP, OFAP, and
NFAP summarized in Fig. 4 and the optical response from Figs. 6 and 7 one finds
that the former are far more sensitive to the attachment of functional groups than the
latter. Since the optical absorption essentially takes place at the aminopyrimidine
and pentafluorophenyl rings, modifications in the molecular wave functions due to
methoxy or amino group are only partially reflected in the optical data.

4 Summary

In the present work the electronic structure and optical response of 2-
aminopyrimidines is analyzed on the basis of DFT as well as many-body
perturbation theory calculations. The calculations predict quasiparticle gaps, i.e.,
differences between the ionization energies and electron affinities, of about 7eV
for the molecules. The energies of the lowest optical excitations of the respective
molecules are considerably lower. In fact, our result indicates a near cancellation
of the electronic self-energy and exciton binding energies for the lowest excitations
of 2-aminopyrimidines. In addition to electron-hole attraction effects, we observe
a very strong influence of local fields, i.e., the unscreened electron-hole exchange
on the optical absorption spectra. Moreover, the resonant-nonresonant coupling
terms in the excitonic Hamiltonian usually neglected in calculations for inorganic
semiconductors are found to noticeably modify peak positions and oscillators
strengths in case of the systems studied here.



28

A. Riefer et al.

Acknowledgements We gratefully acknowledge financial support from the DFG as well as
supercomputer time provided by the HLRS Stuttgart and the Paderborn PC2.

R

I N T N

11

12.
13.
14.
15.

16.
17.
18.
19.
20.

21

22.
23.

24.
25.
26.
217.

28.
29.

eferences

. M. Rohlfing, S.G. Louie, Phys. Rev. Lett. 81, 2312 (1998)

. S. Albrecht, L. Reining, R. DelSole, G. Onida, Phys. Rev. Lett. 80, 4510 (1998)

. M. Rohlfing, Int. J. Quant. Chem. 80, 807 (2000)

. G. Onida, L. Reining, A. Rubio, Rev. Mod. Phys. 74, 601 (2002)

P.H. Hahn, W.G. Schmidt, F. Bechstedt, Phys. Rev. B 72, 245425 (2005)

W.G. Schmidt, phys. stat. sol. (b) 242, 2751 (2005)

. L. Stoll, R. Brodbeck, B. Neumann, H.G. Stammler, J. Mattay, Crys. Eng. Comm. 11(2), 306
(2009)

. L. Stoll, R. Brockhinke, A. Brockhinke, M. Boettcher, T. Koop, H.G. Stammler, B. Neumann,
A. Niemeyer, A. Huetten, J. Mattay, Chem. Materials 22(16), 4749 (2010)

. G. Kresse, J. Furthmiiller, Comp. Mat. Sci. 6, 15 (1996)

. J.P. Perdew, J.A. Chevary, S.H. Vosko, K.A. Jackson, M.R. Pederson, D.J. Singh, C. Fiolhais,
Phys. Rev. B 46, 6671 (1992)

. J. Heyd, G.E. Scuseria, M. Ernzerhof, J. Chem. Phys. 118(18), 8207 (2003)

P.E. Blochl, Phys. Rev. B 50, 17953 (1994)

G. Kresse, D. Joubert, Phys. Rev. B 59, 1758 (1999)

R.M. Dreizler, E.K.U. Gross, Density Functional Theory (Springer-Verlag, Berlin, 1990)

M. Preuss, W.G. Schmidt, K. Seino, J. Furthmiiller, F. Bechstedt, J. Comp. Chem. 25, 112

(2004)

A. Hermann, W.G. Schmidt, P. Schwerdtfeger, Phys. Rev. Lett. 100, 207403 (2008)

M. Shishkin, G. Kresse, Phys. Rev. B 74, 035101 (2006)

H. Ehrenreich, M.H. Cohen, Phys. Rev. 115, 786 (1959)

S.L. Adler, Phys. Rev. 126, 413 (1962)

N. Wiser, Phys. Rev. 129, 62 (1963)

. V. Olevano, L. Reining, Phys. Rev. Lett. 86, 5962 (2001)

F. Bechstedt, R. Del Sole, G. Cappellini, L. Reining, Solid State Commun. 84, 765 (1992)

A. Riefer, F. Fuchs, C. Radl, A. Schleife, F. Bechstedt, R. Goldhahn, Phys Rev B 84(7), 075218

(2011)

W.G. Schmidt, M. Albrecht, S. Wippermann, S. Blankenburg, E. Rauls, F. Fuchs, C. Radl,

J. Furthmiiller, A. Hermann, Phys. Rev. B 77, 035106 (2008)

P.H. Hahn, W.G. Schmidt, K. Seino, M. Preuss, F. Bechstedt, J. Bernholc, Phys. Rev. Lett. 94,

037404 (2005)

W.G. Schmidt, S. Glutsch, P.H. Hahn, F. Bechstedt, Phys. Rev. B 67, 085307 (2003)

A. Ruini, M. Caldas, G. Bussi, E. Molinari, Phys. Rev. Lett 88(20) (2002)

A.Y. Golovacheva, A.N. Romanov, V.B. Sulimov, J. Phys. Chem. A 109, 3244 (2005)

A. Riefer, E. Rauls, W.G. Schmidt, J. Eberhard, 1. Stoll, J. Mattay, Phys Rev B 85, 165202

(2012)



Spinodal Decomposition Kinetics
of Colloid-Polymer Mixtures Including
Hydrodynamic Interactions

Alexander Winkler, Peter Virnau, and Kurt Binder

Abstract The phase separation dynamics of a model colloid-polymer mixture is
studied by taking explicitly the hydrodynamic interactions caused by the solvent
into account. Based on the studies on equilibrium phase behavior we perform a
volume quench from the homogeneous region of the phase diagram deep into the
region where colloid-rich and polymer-rich phases coexist. We demonstrate that
the Multiparticle Collision Dynamics (MPCD) algorithm is well suited to study
spinodal decomposition and present first results on the domain growth behavior of
colloid-polymer mixtures in quasi two-dimensional confinement. On the one hand
side we find that the boundary condition of the solvent with respect to the repulsive
walls strongly influences the phase separation dynamics and on the other hand we
show that the wetting behavior of the system leads to changes in the demixing
pattern morphology over time and hence affects the domain growth laws.

1 Project Description

This project deals with computer simulations of suspensions of colloidal particles
in confinement under non-equilibrium conditions. Colloidal suspensions are a
prototype system of soft matter, and the softness of these systems make them ideally
suited for studying them under far from equilibrium conditions.

The term colloid in general refers to systems that are structured on the nano-
to micrometer scale. Food, detergents, paints and many biological substances are
colloids. In the context of soft matter physics, however, the term is usually restricted
to suspensions of nano- to micrometer sized particles or droplets dispersed in a
liquid. Additionally to their obvious use in technological applications, colloids are
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interesting model systems for research on statistical mechanics. The interactions
between colloidal particles can be tuned e.g. by addition of salt to suspensions of
charged particles or by grafting polymers onto their surfaces, and a large number
of experimental techniques are available to study their properties (for overviews see
[1-5).

In binary fluid mixtures, the growth of the linear dimension /(¢) with time ¢ after
the system was quenched from the one-phase region into the two-phase region can
be described by simple power laws /(¢) oc t*. The exponent o not only depends
on the dimensionality of the system, but also whether or not hydrodynamic effects
are considered. In two dimensions, droplet coagulation yields /(z) o ¢% [6], while
the Lifshitz-Slyozov mechanism gives /(¢) oc t'/3 [7] like in three dimensions (see
[8] for a recent study of a pure two-dimensional system). For compositions, where
domain structures are bicontinuous, hydrodynamic mechanisms yield /(¢) o ¢ in
three dimensions and /(¢) o< £/ in two dimensionsif [ > L;, = ?/(py) (here nis
the shear viscosity, p the density and y the interfacial tension between A and B-rich
domains) [9]. However, experiments and simulations often find slow transients
before asymptotic power laws occur [10, 11], and for two-dimensional systems it
is still controversial whether a scaling description in terms of universal power laws
holds at all. In quasi two-dimensional systems the situation becomes even more
complex because the wetting behavior of the system leads to additional dynamics
perpendicular to the walls which affect the coarsening pattern morphology. There
exist reports where the Lifshitz-Slyozov (¢ = 1/3) power law for droplet patterns
was exceeded in quasi two dimensions which was commented as a result of a wetting
layer backflow [12, 13].

In this project we shall study the dynamics of a model colloid-polymer mixtures
between two walls. Polymers are described as soft spheres weakly interacting
with each other, while colloid-polymer and colloid-colloid pairs interact with
the (repulsive) Weeks-Chandler-Andersen potential, so that a depletion attraction
between colloids results, similar to the Asakura-Oosawa model. This model was
developed and tested by Zausch et al. [14]. In this context, the phase behavior of
this model was determined in the bulk.

1.1 Description of Methods and Algorithms

In mesoscale simulations a simple continuum description based on the Navier-Stokes
equations is sometimes not sufficient. A fully atomistic approach on the other hand
may also not be well suited since only the short time behavior is accessible with
present-day computers due to the high number of microscopic degrees of freedom.
The Multi Particle Collision Dynamics (MPCD) algorithm [15-17] is easy to
implement and a comparatively fast approach which takes advantage of explicit
ideal solvent particles for which analytic expressions, e.g. transport coefficients,
exist. The basic idea is to extend the ordinary Velocity Verlet based Molecular
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Fig. 1 Phase diagrams of the continuous AO-model. (a) Colloid coexistence densities as a
function of polymer reservoir packing fraction 7, = %d ; exp(Bup) (here, d, is the polymer
diameter, u, is the chemical potential of the polymers and 8 is the inverse temperature) for wall
distances D = 5 and D = 10. (b) The same colloid coexistence densities as a function of polymer
packing fraction 7, for wall distance D = 5. In both plots the crosses represent the bulk phase
diagram data for comparison

Dynamics (MD) simulations by a stochastic collision step followed by a streaming
step of the solvent. The momentum is locally conserved by the division of the system
into cells which contain the ideal, point like solvent particles with mass m and
velocity v. The collision step consists of an independent random rotation of the
relative velocities v; — u of the solvent particles in each cell, where u is the average
velocity in the cell. Then, a streaming step is performed where the solvent particles
propagate the distance x = v; 7, T being the discretization time step of the solvent.
There are different techniques to couple the embedded fluid particles (like
colloids and polymers) to the solvent. The simplest way is to exchange momentum
between solvent particles and fluid particles by inserting also the fluid particles in
addition to the solvent particles into the cells during the collision step [18].

1.2  Previous Work

We were able to determine the static properties of the continuous Asakura-Oosawa
model confined between two planar walls by means of free energy calculations. We
used cluster-move based grand canonical Monte Carlo simulations [14, 19] together
with successive umbrella sampling [20] and parallel Wang-Landau sampling [21,
22] to calculate the coexistence densities and interfacial free energies for various
parameter sets. The resulting phase diagrams are shown in Fig. 1.
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We were able to implement and test extensively the MPCD algorithm. We used
the standard halo layer domain decomposition technique to treat the embedded
particles and the parallelization approach proposed by Sutmann et al. [23] for the
solvent particles. This level of parallelization allows us to use 1,024 cores (or more)
to study successfully the phase separation kinetics in the Asakura-Oosawa model
in huge systems (max. 1,100,000 MD particles and 52,000,000 solvent particles)
over multiple scales of MD time. We performed a volume quench (see Fig. 1b)
from the homogeneous phase into the region where the colloid-rich phase and the
polymer-rich phase coexist and recorded the average domain growth as a function
of MD time. The investigation of spinodal decomposition kinetics of colloid-
polymer mixtures, which are intrinsically asymmetric binary mixtures [14], is a
very challenging problem in terms of performance on parallel super computers. The
domain growth of colloid and polymer phases leads to an asymmetric distribution
of the computational effort, because the polymer-rich phase consists typically out
of two to four times more particles than the colloid rich phase. This fact leads to a
strong slowdown of the simulation with respect to the Molecular Dynamics force
calculation when the system demixes over time. The treatment of solvent particles
in the framework of MPCD algorithms hides this imbalance between the various
processes, so that we achieve almost the same performance as in simple Molecular
Dynamics simulations even though 52,000,000 solvent particles are present (see
Fig.2). The simulations corresponding to the NOHI (no hydrodynamic interactions)
performance curve are very closely related to standard MD simulations, since
no explicit solvent particles are present and the overall performance is set by
the velocity Verlet integration step. We conclude that the problem of spinodal
decomposition is very well suited for MPCD algorithms, since the imbalance of
computational effort in the velocity Verlet integration of fluid particles gets hidden
by the homogeneous computational effort which is needed to handle the solvent.
For huge systems at the late time stages of phase separation the net cost of explicit
solvent particles in the framework of MPCD is only about approximately 10 % in
comparison to standard Molecular Dynamics simulations.

For the first wall distance under consideration, D = 5, which is rather small in
comparison to the lateral system dimensions of Ly = L, =256 (unit length scale
is a colloid diameter), the system is expected to exhibit spinodal decomposition
kinetics with a two-dimensional character. Via the MPCD algorithm it was possible
to change the solvent properties like wall boundary conditions and hydrodynamic
coupling without influencing the static properties of the model. From the results
for wall distance D =5 we are able to conclude that without hydrodynamic
interactions (NOHI) the phase separation kinetics is distinctively slower than with
included hydrodynamic interactions (MBST Stick, MBST Slip). Moreover, we
discover a strong influence of the confinement due to the boundary conditions of
solvent particles. When the solvent interacts via perfect slip (specular reflection
at the walls) we discover that the domain growth is accelerated in comparison
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Fig. 2 Performance of the MPCD simulations on the super computer Hermit for system size 256 X
256 x 10 for two different thermostat types as a function of MD time. The MBST (Maxwell
Boltzmann Stochastics Thermostat) curve corresponds to fully included hydrodynamics by explicit
solvent particles, while in the NOHI (no hydrodynamic interactions) performance curve no explicit
solvent particles are present. Arrows indicate a change in the number of used cores. The overall
performance for 1,024 and 4,096 cores was divided by 4 and 16 respectively. The sharp minima in
the MBST data correspond to checkpoints where a full snapshot is written to the hard disk

to stick boundary conditions (bounce back reflection rules). When switching off
hydrodynamic interactions the slowest domain growth mechanism is observed (see
the snapshot series in Fig. 3). The development of the average domain size /; over
time is shown in Fig.4. The domain growth law is altered from an 1/3 power law
behavior to a 2/3 power law when comparing perfect stick boundary conditions and
perfect slip boundary conditions [24]. We believe to explain this change in the phase
separation kinetics via hydrodynamic screening caused by the walls.

We discover further a non-monotonic behavior of the dynamics perpendicular to
the walls which influences the morphology of the observed demixing patterns (see
the transition from percolated structures to droplets in the case of slip boundaries
in Fig. 3). These dynamics perpendicular to the walls result from the fact that the
colloids try to form a wetting layer at the walls while the polymers do not favor the
walls. This becomes even more pronounced in the case of wall distance D = 10.
The morphology of the coarsening pattern plays a crucial rule with respect to the
growth law dynamics. Only in the case of percolating structures the hydrodynamic
long range interactions are expected to cause a 2/3 power law for the late times. In
contrast, the coarsening via droplets is predicted to happen according to a power law
with exponent 1/3.

For quasi two-dimensional systems we find that the dynamics perpendicular to
the walls change the morphology of the phase separation patterns over time. By
choosing different ratios between the colloid and polymer concentration (labeled
as quenchl, quench2, quench3 respectively) we can influence the morphology and
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Fig. 3 Snapshot series of the demixing process. Only the polymers are shown (black dots). Time
increases from top to bottom. The left series corresponds to hydrodynamics with perfect slip
boundary conditions. The middle column corresponds to hydrodynamics with stick boundary
conditions and the right column corresponds to switched off hydrodynamics. (a) Time t = 12.
(b) Time ¢ = 1, 200. (¢) Time # = 12,000. (d) Time ¢t = 30,000

hence, the domain growth laws (Fig. 5). The Euler characteristic (Fig. 5a) represents
a measure of morphology, values larger than zero correspond to a droplet structure,
values below zero correspond to a structure dominated by holes and values close
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Fig. 4 Growth of the average domain size /; as a function of MD time (1 MD time unit
corresponds to 500 integration steps) for three different solvent properties in a system of size
256 X 256 X 5. Red squares represent the data for switched off hydrodynamic interactions (NOHI),
while the blue diamonds and black full circles show the data obtained with the Maxwell Boltzmann
Stochastics Thermostat (MBST) with perfect slip and perfect stick boundaries respectively

to zero represent percolation patterns. The data becomes meaningful from time
t = 600 on, when colloid and polymer curves start to behave in an antisymmetrical
manner. The data was obtained from single runs and has a statistical error of
typically §y & 0.005. Part (b) of the same figure shows the corresponding growth
laws of the average domain size the corresponding decomposition pattern of which
are shown just beneath in the same figure. Here, the perfect slip boundary condition
was used, since only in the case of not screened hydrodynamics we expect to see a
difference in the domain growth with respect to the underlying morphology. One can
clearly see that being closer to a percolation pattern (quench3) leads to the fastest
domain growth while crossing the percolation line slows down the demixing process
drastically (which might be evidence for the so-called pinning effect [25-27]).
From these first results for D =10 we conclude that the spinodal decomposition
of asymmetric binary mixtures (with respect to their bulk phase behavior as well
as with respect to the condensation behavior at the walls) in quasi two-dimensional
confinement does not show a universal behavior of the domain growth but rather
the dynamic changes in morphology influence strongly the growth mechanism
of the decomposition patterns. Additionally we see that in contrast to pure two-
dimensional systems a screening of the hydrodynamic solvent correlations due to
walls is present and that hydrodynamic acceleration of the coarsening mechanism
can be only present for length scales comparable to the wall separation D in the
case of stick boundary conditions.
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Fig. 5 (a) Euler characteristic for colloid and polymer pattern at various concentration ratios using
an MBS thermostat with slip boundaries. (b) Average domain size /; for the three different colloid-
polymer concentrations obtained from a single run as a function of time. As a guide for the eye
power laws with different slopes are included. At the botfom a snapshot series for the various
concentration ratios is given. Only the polymers are shown (black dots)

3 Outlook

It is planned to complete the studies for wall distance D = 10 with the focus on
quench 3 and compare similar as for D =5 the influence of hydrodynamics on
the phase separation kinetics. Furthermore, the extreme case of an almost pure
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two-dimensional system with D = 1.5 (where two particles do not fit on top of
each other anymore) will be studied to clarify to which extent the dimensionality
influences the spinodal decomposition and whether it is a continuous or a more
sharp transition of the domain growth behavior when the system gets access to the
third dimension. The extreme case of D = 1.5 is additionally useful in the sense
that the morphology pattern is not influenced dynamically anymore by a competing
dynamics perpendicular to the walls. Finally, we want to address the question
whether wetting layer backflow (which can only exist in quasi two-dimensional
systems) can enhance the phase separation kinetics in the case of droplet patterns.
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Multi Relaxation Time Lattice Boltzmann
Simulations of Multiple Component Fluid
Flows in Porous Media

Sebastian Schmieschek, Ariel Narvaez, and Jens Harting

Abstract The flow of fluid mixtures in complex geometries is of practical interest
in many fields, ranging from oil recovery to freeze-dried food products. Due to its
inherent locality the lattice Boltzmann method allows for straightforward imple-
mentation of complex boundaries and excellently scaling parallel computations.
The widely applied Bhatnagar Gross Krook (BGK) scheme, used to model the
contribution of particle collisions to the velocity field, does however suffer from
limitiations in precision that become more prominent with increasing surface to
volume ratio. To increase the accuracy of simulations of mixtures in porous media,
we integrated a so-called multi relaxation time (MRT) collision scheme with a
pseudo-potential method for fluids with multiple components. We describe some
optimisation details of the implementation and present test results verifying the
physical accuracy as well as benchmarks obtained on the XC2 Opteron cluster at
the Scientific Supercomputing Centre Karlsruhe (SSCK).

1 Introduction

Fluid flows involving multiple components and phases are of interest in many
different fields of application, e.g. oil recovery [1], soil treatment and decontami-
nation [2], food processing [3] and fuel cell optimisation [4]. This has motivated
ongoing theoretical [5] and experimental [6] as well as numerical [7-12] research.
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An important measure to describe the behaviour of fluid flows in porous media
is the permeability. It is relating an externally applied mean pressure gradient to a
resulting mean flow rate through the medium.

Numerous numerical models have been utilized to model flow in porous media,
exhibiting strengths in different areas [7-9, 13]. While finite element methods
(FEM) allow for a very efficient calculation of certain systems, the incorporation
of complex boundary conditions may become very tedious. Particulate models
such as dissipative particle dynamics (DPD) or molecular dynamics (MD) ease
the integration of various fluid components but require time averaging to produce
strong statistics. Furthermore, microscopic modeling as in MD does not allow to
reach length- and time-scales relevant for the simulation of porous media. While in
direct comparison of algorithmic costs to macroscopic (FEM) and other mesoscopic
methods (DPD), lattice Boltzmann methods (LBM) seem to be expensive, their
inherent thermostatistics supresses noise in the results and thus makes the method
very competititve. In adition, the localised nature of the model eases parallelization
as well as the integration of complex boundary geometries.

In the decades since its introduction, the LBM has been subject to several
extensions, e.g. to account for multiphase flows [16—18], thermal transport phe-
nomena [ 19, 20] or reactive flows [21]. Furthermore weaknesses of the model were
discovered and accounted for [22, 23]. One prominent issue of the widely used
Bhatnagar Gross Krook (BGK) collision scheme is the unphysical dependence of
the position of simple bounce back boundaries on the relaxation time parameter t.
While in straight channel geometries, the thusly introduced error is easy to account
for, in complex boundary geometries a significant relaxation time dependent error
is observed [12,23]. Amongst several other improvements, the introduction of a so-
called mutlti relaxation time (MRT) collision scheme to the LB algorithm allows to
mend this shortcoming.

Since many flow situations in porous media involve multiple fluid phases or
components, a consistent algorithm which takes phase separation or interfacial
tension into account is required. In this contribution we report aspects of the
integration of a MRT collision scheme with our pseudo-potential multiphase
lattice Boltzmann implementation [b3d and present results of ongoing physics- and
performance benchmarks towards a more acurrate and precise simulation tool for
multiphase flows in porous media. Figure 1 shows example visualisations of our test
cases: on the left hand side a rendering of the model porous medium, a BCC sphere
packing and on the right hand side three snapshots of the domains of two immiscible
fluids in a ternary mixture for different concentrations of an amphiphilic species.

2 Simulation Method

The lattice Boltzmann equation

Je®x + e At + A — fi(x,1) = 2(fi, /)

Advection Collision
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Fig. 1 Left: Rendering of the surface area of the model porous medium used in our simulations.
A body centred cubic (BCC) sphere packing. The permeability « of this system is analytically
accessible [14, 15]. Right: Rendering of the dynamics of the spinodal decomposition of two
immiscible components in a ternary mixture. Depicted is the state reached after simulation of
10,000 timesteps with surfactant concentrations of C; = {0, 18.75,31.25 %}

is modeling fluid flows in terms of the single particle distribution function f. It is
discretised on a lattice with velocities ¢;, k = 0..h. Our model relies on the so-called
D3Q19 lattice, comprised by b = 18 velocities in direction of the face and edge-
centers of a three dimensional cube, as well as an additional zero-velocity. The time
development of f is described by an undisturbed linear motion (advection) and
an operator £2 representing particle interactions. The time step At and the length
of the lattice constant Ax are further on chosen to equal one. The expression fkeq
designates the local equilibrium distribution, depending on the conserved properties
density p and mean velocity u. Its form can be chosen depending on the problem
to simulate. In the scope of this work a third order expansion of the local Maxwell
distribution with the lattice speed of sound ¢, = 1/+/3 and lattice weights wy is
used [24]:

2 3
eq _ 1 (cu)  (cu) _uu (cu) 3 uu(cu)
Ji Wk'o[ + c? + 2¢t 2¢? 6¢t 2¢t

s

For the BGK approach the collision operator

Znox =~ [tx.0) = 0],

with a single relaxation time 7 is used. The relaxation time is determining the
kinematic viscosity v = c§ (r - %) With the above described choices the equation
of state (EOS) P = ), keqc§ = pc§ = pkpT of an ideal gas with density p and
Temperature 7 is recovered, where kg denotes the Boltzmann constant.
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While this formulation readily allows to solve the Navier-Stokes equations up
to second order accuracy, there exist several limitations to the model. Due to the
single relaxation time scale the Prandtl number, i.e. the ratio of momentum to energy
transport, is fixed. In the low viscosity regime t — 0.5 strong numerical instabilities
are observed. Furthermore, the position of a bounce-back (no-slip) boundary is
viscosity dependent.

These issues can be adressed by introducing a different collision operator,
allowing to vary the Prandtl number and increasing the overall numerical stability.
The collision operator of the generalised (MRT) LBM can be written as [25]

2urr = ~MTIEM|f(x, 1)) — | fH(x,1))] -

Herein M is an invertible transformation matrix, relating the stochastical moments
of the single particle velocity distribution f to linear combinations of its discrete
components f;. It can be obtained by a Gram Schmidt orthogonalization of a matrix
representation of the stochastical moments. The latter can be related to physical
properties such as density p, velocity u, momentum p, energy e, etc. The collision
process is performed in the space of moments, where Sisa diagonal matrix of
the individual relaxation times. Additional to the shear viscosity, the bulk viscosity

£=2¢2 (- — 1) can be varied.
378 \tuk 2

The Shan Chen pseudo-potential method alters the local mean velocity

— Za(ua'pa)/fa Fa'fa
Za (Pa)/ Ta my

common to all species o of density p and mass m by introducing a phenomenologi-
cal force

dp*
dt

FO{E —

o b
X) =YX Y gz y_ Y (X)ex,
k=0

which is defined to be proportional to a functional of the fluid densities * = 1—e™*
and a coupling parameter g,z determining the nature and magnitude of interaction
between the components « and «. This accounts for additional (non-ideal) terms
in the equation of state [16, 26]. For attractive self-interactions (g4, <0) of a
magnitude larger than a critical value g. a phase separation in a vapour and a liquid
phase can be observed. Repulsive interactions between two components (g > 0)
are utilised to model systems of partly miscible or immiscible fluid mixtures. While
the input parameters are determined strictly phenomenological, this approach has
recently been shown to be equivalent to the explicit adjustment of the free energy of
the system [27].

Amphiphiles (surfactants) are comprised of a hydrophilic (water-loving) head
group and a hydrophobic (oil-loving) tail. Amphiphilic behaviour is modeled by a
dipolar moment d with orientation ¢ defined for each lattice site. It is relaxing in a
BGK-like process, where the equilibrium moment is dependent on the surrounding
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fluid densities [28]. The introduction of the dipole vector accounts for three
additional Shan Chen type interactions, namely an additional force-term

F* = =2y (X £)gas Y A(X + €k, 1) - O Y (X + €. 1)
k#0

for the regular fluid components « imposed by the surfactant species s. Therein,
the tilde denotes post collision values and the second rank tensor @ =1 — 3%,
with the identity operator I weights the dipoles force contribution according to
the orientation relative to the density gradient. The surfactant species is subject to
forcing as well, where the contribution of the regular components « is given by

F* = ZW(X, t)&(x, Z) : Zgas Z kaa(x =+ Ck, Z)’

a k0

and
P = 2o (%, 1) s+ s VP (X + €, 1) (&(x + ) @ - d(x. e

+ [d(x + cp)d(x. 1) + d(x, )d(x + ¢, 1)] - ck)
is the force due to self-interaction of the amphiphilic species [29].

3 Implementation

The lattice Boltzmann implementation /b3d provides functionality to simulate three-
dimensional simple, binary immiscible and ternary amphiphilic fluid systems using
the Shan Chen pseudo-potential model for non-ideal fluid interactions.

The boundary conditions available include periodic boundaries, body forcing,
and bounce-back boundaries as well as Lees-Edwards shearing for simple and
binary fluid mixtures. The software is written in Fortran 90 and parallelized using
MPIL. It supports XDR and parallel HDF5 formats for I/O and provides checkpoint
and restart for long-running simulations.

The code has been developed at University College London, University of
Stuttgart and Eindhoven University of Technology. It has been ported to many
supercomputers worldwide, where it has shown excellent scalability. Recently it
has been shown to scale linearly on up to 262,144 cores on the European Blue
Gene/P system Jugene [30]. We were able to confirm very good scaling of our
ternary systems on the Opteron based XC2 as well (Fig. 2, left).
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Fig. 2 Left: Speedup measure for a ternary system of 2563 lattice sites on the XC2 at SSC
Karlsruhe. The solid line represents ideal scaling relative to 16 core performance, the dotted line
represents ideal scaling relative to 128 core performance. We observe very good scaling. Right:
Performance comparison, measured in thousand lattice updates per second (kLUPS) produced on
a single processor core based on the Intel Nehalem microarchitechture, running at a clock rate
of 2.4 GHz. Results for a variation in component count using a BGK or MRT collision scheme,
respectively. The components a and b denote immiscible Newtonian fluids, whereas component s
is an amphiphilic fluid species. With increasingly complex fluid interaction calculations, the
contribution of a more costly collision scheme is rendered less important

In recent years, /b3d has been coupled to a molecular dynamics solver in order
to simulate complex fluids containing particulate components, such as blood [31],
or nano-particle stabilised emulsions and suspensions [32]. Moreover, the code has
been used to study for example the self-assembly of cubic mesophases [33], micro-
mixing [34], flow through porous media [10] and fluid surface interactions [35,36].
A refactored version of the code with limited functionality that focuses mainly on
multiphase fluid simulation functionalities, has recently been released under the
LGPL [37].

In order to improve the accuracy and numerical stability of /b3d with respect
to the application to the simulation of multiphase flows in porous media, recently
a MRT collision model was integrated with the software. While the MRT collision
algorithm is more complex than the BGK collision scheme and can cause significant
performance loss when implemented naively, the increase in calculation cost can
be dramatically reduced. We take advantage of two properties of the system to
minimize the impact of the additional MRT operations on the code performance:

1. The symmetry of the lattice allows to precalculate the sum and difference of
discrete velocities which are linear dependent, thus saving at least half of the
calculation steps [38].

2. The equilibrium stochastical moments can be expressed as functions of the
conserved properties density and velocity, thus saving the transformation of the
equilibrium distributions [25].

As such, the performance penalty could be reduced below 17 %, which is close to
the minimal additional cost reported in [25]. Since in multiphase systems the relative
cost of the collision scheme is further reduced, the use of the MRT scheme has even
less impact on the performance (Fig. 2, right).



MRT LBM for Multi Component Flows in Porous Media 45

doC = 000%

g 100 Hacl= 625% ' o 0.8 : . .

5 C,=1250% 07 frcr. ]

= C.=1875% B

g v C,=25.00% = 0.6 . 1
+C=31.25% g | |

3 xC =3438% g, 0.5 e,

= «C_=3750% 504 - |

’Qi:; f 4 N aaal I 03+ ) |

W 10} v s ; EY

& . S o2t o 1

15} H . "

> 0.1 F . 1

< | 0 L ! | Bog

1000 10000 0 10 20 30 40
Timesteps Surfactant concentration ¢, [%]

Fig. 3 Left: Double logarithmic plot of the dynamics of the average domain size for different
surfactant concentrations. After an initial phase, resulting from the chosen homogenous random
initialisation of the fluid densities, the average domain size follows a power-law. Increasing
surfactant concentration is slowing down the domain growth. With exceeding a concentration of
C, & 35 % the critical micelle concentration is reached and a stable microemulsion with a minimal
domain size is formed. Right: Time exponent of the dynamics of the average domain size as a
function of the surfactant concentration, determined by a fitted power-law behaviour depicted on
the left-hand side. At low concentrations C; < 10 % the impact of added surfactant on the domain
size dynamics is close to negligible. As the concentration approaches the saturation of the interface
the retardation of the decomposition becomes very sensitive to added surfactant

4 Results

To evaluate the functionality of the newly implemented MRT collision scheme,
simulations of the influence of surfactant concentration on the decomposition
process of two immiscible fluid components, earlier performed with [b3d utilising
the BGK method are reproduced [33].

While keeping the total density of all fluid components constant at py = 0.8 —
equivalent to constant pressure — the concentration of the surfactant component is
varied between 0 and 37.5 % in steps of 6.25 %. Simulations are carried out on
a domain of 256 lattice sites. The coupling parameter between the immiscible
components b (blue) and r (red) is set to g», = 0.08. The coupling parameters to
the surfactant species are set to g, = —0.006 and g,; = —0.003, respectively. The
fluid components are initialised at homogenous density distribution and a random
dipole orientation. The average domain size is extracted by evaluation of the Fourier
transformation of the field of the order parameter @ = p, — p, which becomes zero
at the interface of the immiscible components [33].

As can be observed from Fig.3, two regimes of the dynamics can be distin-
guished. At low to intermediate surfactant concentrations (C; < 35 %) spinodal
decomposition is taking place, resulting in completely demixed fluids. Here, after an
initial phase related to the formation of domains from the homogenous initialised
fluids, the average domain size clearly follows a power-law with respect to time.
Figure 3 (left) shows a double-logarithmic plot of the dynamics of the average
domain sizes for varying surfactant concentration. The extracted numerical values
for the power-law relation can be found in Fig.3 (right). Average domain sizes
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exceeding 80 lattice sites have been excluded from the fit, as in this range the
periodic boundary conditions begin to influence the results. In the range of higher
concentration close to the critical micelle concentration (C; = 31.25 %) the initial
phase is extended considerably as compared to lower concentrations. The impact of
adding surfactant on the dynamics of the average domain size is almost an order of
magnitude large here as compared to the low concentration range around 10 %. With
exceeding a concentration of Cy; &~ 35 % the critical micelle concentration is reached
and stable microemulsions with a constant domain size are formed. These results are
in agreement with the findings of the reference study and allow confidence in the
MRT collision scheme.

To test the behaviour of the MRT scheme in a complex geometry, the flow of two
miscible phases through the model BCC sphere packing porous medium, illustrated
in Fig. 1 (left), is simulated. The permeability for this model system

aZ

£ 67 xh

can be derived analytically in terms of the side length of the unit cell a, the
dimensionless drag / and a geometry-factor y giving the ratio of actual to maximal
sphere radius. We choose the maximum radius here, so y = 1. The dimensionless
drag can be shown to depend on the system geometry only and can be expressed as
an expansion of y [14, 15].

In our simulation setup, we measure the permeability using Darcy’s law

with the fluid density p, the kinematic viscosity v, the average velocity (u) and
the average pressure gradient (VP). For the test runs two miscible fluids of
equal density p, = pp = 1.0 and equal kinematic viscosity, varied by the relaxation
parameter 7, are driven through the porous medium by applying a body force of
F = 0.001 in lattice units in a four lattice sites long layer located in the center of a
buffer region of 20 lattice sites width.

Figure 4 shows a comparison of absolute permeability measurements conducted
in simulations with varying relaxation parameter t using the MRT and BGK
collision scheme, respectively. In these preliminary simulations the only relaxation
parameter modified in the MRT scheme is the one related to the dynamic viscosity,
all other parameters are kept to equal 1 or O for parameters related to conserved
properties (p and u). In this configuration at t = 1, the MRT scheme is therefore
equivalent to the BGK scheme, as can be observed from the identical outcome
of the permeability measure at that point. However, already for this parameter
set, the dependence of the system’s behaviour on the relaxation parameter ist less
pronounced. It has been shown that this dependence can be eliminated by a suitable
choice of parameters [23]. However, previous attempts by other groups were not
combined with the Shan Chen multicomponent method and thus did not allow to
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Fig. 4 Preliminary results of measurements of absolute permeability of the model BCC sphere
packing porous medium for varying relaxation times 7. In this case we use non-optimised values for
the MRT relaxation parameters, all equal to 1. In the case of T = 1.0, this reduces the MRT to the
BGK-scheme as is here illustrated by identical results. By adjusting the relaxation parameter set,
the dependence of the permeability measurement on the relaxation parameter can be completely
resolved [23]. Since equal fluid properties were chosen, the relative permeability k,/k is 0.5 for
all cases

simulate multicomponent flow in porous media. All relative permeabilities «,/«
measured were found to be exactly 0.5 which is to be expected, since in the runs
presented here all properties of the liquid components were set to be equal.

These promising results allow to proceed with further tests, such as to optimise
the MRT parameter set and study the accuracy of relative permeability measure-
ments for fluid mixtures with different properties. Possible future applications of
this model include then permeability calculations for ternary amphiphilic mixtures
and studies of imbibition and demixing processes in porous media, where our model
can take effects of wettability into account as well.

S Summary

To improve accuracy and efficiency of the application of our lattice Boltzmann
implementation for fluid flows with multiple components in porous media we
have implemented a multi relaxation time collision scheme. The steps taken to
optimize the performance have allowed to limit the increase in calculation time close
to the expected minimum. Furthermore we could show that for multi-component
systems the additional calculation time spent in the collision step is very small in
comparison to the time increase due to the calculation of the interaction forces.
The reproduction of prior simulations of the dynamics of an amphiphilic fluid
mixture as well as a currently modest but optimisable improvement in accuracy
on a broader scale of viscosity values allow confidence in the implementation.
Preliminary tests of permeability measurements for multicomponent flows in porous
media are promising and allow to proceed further towards productive application of
the model to the simulation of ternary amphiphilic mixtures in porous media.



48

S. Schmieschek et al.

Acknowledgements This work was financed within the DFG priority program ‘“nano- and
microfluidics” and by the NWO/STW VIDI grant of J. Harting. Sebastian Schmieschek likes to
express his gratitude to the HPC-Europa2 programme for funding during development. We thank
the Scientific Supercomputing Center Karlsruhe for providing the computing time and technical
support for the presented work.

References

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

L. Paterson. Diffusion-limited aggregation and two-fluid displacements in porous media. Phys.
Rev. Lett., 52:1621-1624, Apr 1984.
Z. Zhang and J. E. Smith. The velocity of dnapl fingering in water-saturated porous
media: laboratory experiments and a mobile-immobile-zone model. Journal of Contaminant
Hydrology, 49(3-4):335-353, 2001.

. A. Datta. Porous media approaches to studying simultaneous heat and mass transfer in food

processes. i: Problem formulations. Journal of Food Engineering, 80(1):80-95, 2007.

. Z. Wang, C. Wang, and K. Chen. Two-phase flow and transport in the air cathode of proton

exchange membrane fuel cells. Journal of Power Sources, 94(1):40-50, 2001.

. R. de Boer. Highlights in the historical development of the porous media theory: Toward a

consistent macroscopic theory. Applied Mechanics Reviews, 49(4):201-262, 1996.

. R. Lenormand, E. Touboul, and C. Zarcone. Numerical models and experiments on immiscible

displacements in porous media. Journal of Fluid Mechanics, 189:165-187, 1988.

. M. Liu, P. Meakin, and H. Huang. Dissipative particle dynamics simulation of pore-scale

multiphase fluid flow. Water Resour. Res., 43(4):W04411, April 2007.

. X. Yi, J. Ghassemzadeh, K. Shing, and M. Sahimi. Molecular dynamics simulation of gas

mixtures in porous media. I. Adsorption. J. Chem. Phys., 108(5):2178-2188, Feb 1998.

. T. Y. Hou and X.-H. Wu. A multiscale finite element method for elliptic problems in composite

materials and porous media. Journal of Computational Physics, 134(1):169-189, 1997.

J. Harting, M. Venturoli, and P. V. Coveney. Large-scale grid-enabled lattice-Boltzmann
simulations of complex fluid flow in porous media and under shear. Phil. Trans. R. Soc.
Lond. A, 362:1703-1722, 2004.

A. Narvaez and J. Harting. A D3Q19 lattice-Boltzmann pore-list code with pressure boundary
conditions for permeability calculations. Advances in Applied Mathematics and Mechanics,
2:685, 2010.

A. Narvaez, T. Zauner, F. Raischel, R. Hilfer, and J. Harting. Quantitative analysis of numerical
estimates for the permeability of porous media from lattice-Boltzmann simulations. J. Stat.
Mech: Theor. Exp.,2010:P211026, 2010.

J. Harting, T. Zauner, A. Narvaez, and R. Hilfer. Flow in porous media and driven colloidal
suspensions. In W. Nagel, D. Kroner, and M. Resch, editors, High Performance Computing in
Science and Engineering ’08. Springer, 2008.

H. Hasimoto. On the periodic fundamental solutions of the Stokes equations and their
application to viscous flow past a cubic array of spheres. Journal of Fluid Mechanics,
5(02):317-328, 1959.

A. Sangani and A. Acrivos. Slow flow through a periodic array of spheres. International
Journal of Multiphase Flow, 8(4):343-360, 1982.

X. Shan and H. Chen. Lattice Boltzmann model for simulating flows with multiple phases and
components. Phys. Rev. E, 47(3):1815, 1993.

M. R. Swift, W. R. Osborn, and J. M. Yeomans. Lattice Boltzmann simulation of nonideal
fluids. Phys. Rev. E, 75(5):830, 1995.

A. K. Gunstensen, D. H. Rothman, S. Zaleski, and G. Zanetti. Lattice Boltzmann model of
immiscible fluids. Phys. Rev. A, 43(8):4320, 1991.



MRT LBM for Multi Component Flows in Porous Media 49

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.
38.

B. Diinweg, U. D. Schiller, and A. J. C. Ladd. Statistical mechanics of the fluctuating lattice
Boltzmann equation. Phys. Rev. E, 76:36704, 2007.

R. Adhikari, K. Stratford, M. E. Cates, and A. J. Wagner. Fluctuating lattice Boltzmann.
Europhys. Lett., 71:473, 2005.

Q. Kang, P. C. Lichtner, and D. Zhang. Lattice Boltzmann pore-scale model for multicompo-
nent reactive transport in porous media. J. Geophys. Res., 111(B5):B05203, May 2006.

X. He, Q. Zou, L.-S. Luo, and M. Dembo. Analytic solutions of simple flows and analysis
of nonslip boundary conditions for the lattice Boltzmann BGK model. Journal of Statistical
Physics, 87:115-136, 1997.

C. Pan, L.-S. Luo, and C. T. Miller. An evaluation of lattice Boltzmann schemes for porous
medium flow simulation. Computers & Fluids, 35(8-9):898-909, 2006.

S. Succi. The lattice Boltzmann equation for fluid dynamics and beyond. Oxford University
Press, 2001.

D. d’Humieres, I. Ginzburg, M. Krafczyk, P. Lallemand, and L. Luo. Multiple-relaxation-time
lattice Boltzmann models in three dimensions. Phil. Trans. R. Soc. A, 360:437451, 2002.

X. Shan and G. Doolen. Multicomponent lattice-Boltzmann model with interparticle interac-
tion. J. Stat. Phys., 81(112):379, 1995.

M. Sbragaglia and X. Shan. Consistent pseudopotential interactions in lattice Boltzmann
models. Phys. Rev. E, 84:036703, Sep 2011.

M. Nekovee, P. V. Coveney, H. Chen, and B. M. Boghosian. Lattice-Boltzmann model for
interacting amphiphilic fluids. Phys. Rev. E, 62(6):8282-8294, Dec 2000.

M. Nekovee, P. V. Coveney, H. Chen, and B. M. Boghosian. Lattice-Boltzmann model for
interacting amphiphilic fluids. Phys. Rev. E, 62:8282, 2000.

D. Groen, O. Henrich, F. Janoschek, P. Coveney, and J. Harting. Lattice-boltzmann methods in
fluid dynamics: Turbulence and complex colloidal fluids. In W. FE. Bernd Mobhr, editor, Jiilich
Blue Gene/P Extreme Scaling Workshop 201 1. Jiilich Supercomputing Centre, 52425 Jiilich,
Germany, apr 2011. FZJ-JSC-IB-2011-02; http://www?2.fz-juelich.de/jsc/docs/autoren2011/
mohrl/.

F. Janoschek, F. Toschi, and J. Harting. Simplified particulate model for coarse-grained
hemodynamics simulations. Phys. Rev. E, 82:056710, 2010.

F. Jansen and J. Harting. From Bijels to Pickering emulsions: a lattice Boltzmann study. Phys.
Rev. E, 83:046707, 2011.

N. Gonzilez-Segredo, J. Harting, G. Giupponi, and P. V. Coveney. Stress response and struc-
tural transitions in sheared gyroidal and lamellar amphiphilic mesophases: lattice-Boltzmann
simulations. Phys. Rev. E, 73:031503, 2006.

A. Sarkar, A. Narvdez, and J. Harting. Quantification of the degree of mixing in chaotic
micromixers using finite time Lyapunov exponents. Microfluidics and Nanofluidics, in press,
2010.

C. Kunert and J. Harting. Roughness induced apparent boundary slip in microchannel flows.
Phys. Rev. Lett., 99:176001, 2007.

S. Schmieschek, A. V. Belyaev, J. Harting, and O. I. Vinogradova. Tensorial slip of
superhydrophobic channels. Phys. Rev. E, 85:016324, 2012.

’1b3d open source version 7’ available online, March 2012. http://mtp.phys.tue.nl/Ib3d.

B. Chun and A. J. C. Ladd. Interpolated boundary condition for lattice Boltzmann simulations
of flows in narrow gaps. Phys. Rev. E, 75:066705, Jun 2007.


http://www2.fz-juelich.de/jsc/docs/autoren2011/mohr1/
http://www2.fz-juelich.de/jsc/docs/autoren2011/mohr1/
http://mtp.phys.tue.nl/lb3d

Simulation of Pre-planetesimal Collisions
with Smoothed Particle Hydrodynamics I1

R.J. Geretshauser, F. Meru, K. Schaal, R. Speith, and W. Kley

Abstract In the frame of planet formation by coagulation the growth step from
millimetre-sized highly porous dust aggregates to massive kilometre-sized plan-
etesimals is not well constrained. In this regime of pre-planetesimals, collisional
growth is endangered by disruptive collisions, disintegration by rotation as well
as mutual rebound and compaction. Since laboratory studies of pre-planetesimal
collisions are infeasible beyond centimetre-size, we perform numerical simulations.
For this purpose, utilise the parallel smoothed particle hydrodynamics (SPH) code
parasph. This program has been developed to simulate macroscopic highly
porous dust aggregates consisting of protoplanetary material. We briefly introduce
our porosity model and use it to perform simulations on the growth criteria of
pre-planetesimals. With the aid of parameter studies we investigate fragmentation
criteria in dust collisions depending on aggregate size and aggregate porosity. We
extend a previous study on bouncing criteria of equally sized aggregates depending
on their porosity and the presence of compacted shells of various porosities.
Regarding the rotational stability of highly porous dust aggregates we theoretically
derive fragmentation criteria for dust cylinders depending on angular velocity as
well as porosity and perform suitable simulations.
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1 Introduction

According to the coagulation scenario planet formation occurs in protoplanetary
discs by a sequence of successive mutual collisions from micrometre-sized dust
grains to planets. Three regimes can be distinguished: during the first step from
grains to millimetre-sized pre-planetesimals growth proceeds in a fractal way [5].
The growth mechanism in the second growth step from millimetre-sized pre-
planetesimals to kilometre-sized planetesimals is not well constrained and subject
of this work. Once a sufficient population of planetesimals exists, the third growth
step to full-size planets proceeds due to gravity-aided accretion [15]. An overview
of this process can be found in Ref. [9].

We turn to the second growth step from pre-planetesimals to planetesimals which
is currently subject of extensive numerical and experimental effort. Two important
obstacles could be identified in the pre-planetesimal regime: fragmentation and
bouncing barrier. The most serious barrier is the fragmentation barrier: the relative
velocities between pre-planetesimals increase as the size of the pre-planetesimals
increases. The consequence is an increased probability for catastrophic disruption.
Since experimental data on pre-planetesimal collisions are rather sparse, collision
maps often have to contain simplistic assumptions such as a constant velocity
threshold for fragmentation over several orders of magnitude in size [2, 16].
Transition velocities between parameter regions of positive and negative growth are
often treated as independent from object porosities.

The second obstacle to planetesimal formation is the bouncing barrier. In this
scenario [16, 28], millimetre to centimetre-sized pre-planetesimals become more
and more compacted during their collisional evolution. The relative velocities for
these objects are still rather low. However, due to their compact structure the pre-
planetesimals rebound instead of sticking to each other or destroying each other
upon collision. Recent studies indicate that if growth is halted at smaller sizes than
millimetre size, the bouncing barrier could even be beneficial to planetesimal growth
if some objects grow out of this barrier and sweep up all the smaller particles [27].

The need for a detailed numerical investigation of pre-planetesimal collisions
arose from the lack of experimental data under realistic protoplanetary disc condi-
tions in this field. For this reason we developed a smoothed particle hydrodynamics
(SPH) code to simulate porous pre-planetesimal material [9, 11] and calibrated
it with laboratory benchmark experiments [17]. For a detailed classification of
the collision outcome we developed the four-population model [10]. Numerical
model and classification scheme were utilised to show that the stability of pre-
planetesimals is significantly decreased if they possess an inhomogeneous structure
[12, 13]. Additionally, preliminary studies showed that the conditions for rebound
are drastically changed if pre-planetesimals feature a compacted outer shell [9, 13].
We also begun with a large-scale parameter study of pre-planetesimal collisions
in the decimetre regime which already indicated that size ratio and porosity of the
collision partners have an influence on the collision outcome, which is not negligible
[9,13].
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In this article we continue this work. Initially, in Sect. 2, we briefly review the
code and porosity model. Detailed quantitative investigations of size- and porosity-
dependence of the fragmentation velocity threshold are presented in Sect.3.1.
The influence of the compactness of hard shells is studied in Sect.3.2. Finally,
in Sect. 3.3, analytical formulae for the stability of rotating dust aggregates are
presented and counterchecked with simulations. Further areas of research are
described in the outlook Sect. 4.

2 SPH Code and Porosity Model

2.1 Solid Body SPH

For the simulation of pre-planetesimal collisions we utilise the numerical method
smoothed particle hydrodynamics (SPH) [14,21] together with extensions for solid
body mechanics [1, 20, 22] and a suitable porosity model [11,25].

As a method which was originally developed for pure hydrodynamics, SPH relies
on the usual equations of continuum mechnics to ensure conservation of mass,
momentum, and energy. Under external forces, stresses develop inside a solid body
to restore its original shape. Hence, the main properties of solid body mechanics
enter in the momentum equation via the stress tensor oy, which is defined as

Ogp = —PSaﬂ + Sozﬁ s (D

where p and S, denote the hydrostatic pressure and deviatoric stress tensor,
respectively. Throughout this article Greek indices denote the spatial components
and the Einstein summing notation is applied. The time evolution of the deviatoric
stress tensor is computed according to Hooke’s law in frame invariant Jaumann rate
form [1,9,11,13,24]. The transition to plastic deformation due to shear is determined
by the von Mises criterion

S s fS§B )

where f = min [Y2(¢)/3J2, 1] and Y = Y(¢) is the shear strength. The quantity
Jr = SupSap is the second irreducible invariant of the deviatoric stress tensor. Sub-
grid porosity is modelled by the filling factor ¢, which is defined as

p=L=1-0, 3)

Ps

where p, ps, and @ are the density of the porous material, the density of the matrix
material, and the porosity, respectively. The pre-planetesimal material is mono-
disperse spherical SiO, dust [3,4] dust for which p; = 2,000 kg m3.
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Fig. 1 Calibrated strength curves. The compressive strength X(¢), tensile strength 7'(¢p), and
shear strength Y (¢) as a result of the calibration process described in Ref. [11]

The elastic as well as the plastic evolution of the hydrostatic part of the stress
tensor are computed according to the filling-factor-dependent bulk modulus K(¢)
as well as the compressive strength X'(¢) and tensile strength T'(¢) [11-13],
respectively. The bulk modulus scales with the filling factor by the following relation

¢ Y
K@) = Ko (—) @)
¢$RBD

where y = 4 and K| is the bulk modulus of an uncompressed random ballistic
deposition (RBD) dust sample with ¢rgp = 0.15 [3]. This value was calibrated to
be K() = K(¢RBD) =4.5kPa [11]

The strength quantities [11, 17] are illustrated in Fig. 1 and represent transition
thresholds from the elastic to the plastic regime. The tensile strength is given by a
power-law

T(d)) — _102.8+1.48¢ Pa . (5)

The compressive strength takes the form
¢max_¢min _ 1)Aln10 ’ (6)

2(¢>=pm( —

with Pmax = 0.58 and Pyin = 0.12, which denote maximum and minimum filling
factor of the compressive strength relation. The quantity A In 10 is the power of the
expression with A = 0.58. The constant p,,, = 260 Pa is its mean pressure.

The shear strength is given by the geometric mean of Egs. (5) and (6)

Y(¢) = vE@IT@)]. (7
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2.2 The Code Parasph

The parasph code was developed by Hipp [19] and extended by Schifer for
the simulation of ductile, brittle, and porous media [23, 24]. The porosity model
was improved and calibrated by Geretshauser for pre-planetesimal material [9, 11]
together with other extensions. The program is based on the parasph library [6,7].
This is a set of routines developed for a easier and faster handling of parallel
particle codes. By means of this library the physical problem and the parallel
implementation are clearly separated. parasph features domain decomposition,
load balancing, nearest neighbour search, and inter-node communication. Moreover,
SPH enhancements such as additional artificial stress and XSPH were implemented.
The adaptive Runge-Kutta-Cash-Karp integrator has been used for the simulations
presented here. For testing purposes an adaptive second order Runge-Kutta, and an
Euler integrator was added. HDF5 (Hierarchical Data Format) was included as a
compressed input and output file format with increased accuracy, which decreases
the amount of required storage space considerably. The parallel implementation
utilises the Message Passing Interface (MPI) library. Test simulations yielded a
speedup of 120 on 256 single core processors of a Cray T3E and of 60 on 128
single core processors on a Beowulf-Cluster.

3 Results

The simulations in this section are carried out with 240,143-476,476 SPH particles
depending on the size of the projectile. The program parasph is run on the NEC
Nehalem cluster of the HLRS. Depending on the size of the problem 32—80 cores
were used. The simulation time is strongly dependent on the collision velocity. In
particular for fragmenting collisions the adaptive time step becomes as small as
~107>s throughout the whole simulation. In contrast in bouncing and sticking
collisions, the time step is initially low and than increases for the rest of the
simulation. To give a rough number, simulations take 72-240h wall-clock time
for 1s of simulated time depending on size of the problem and involved physical
process.

3.1 Velocity Thresholds

The main focus of the project lies on the investigation of the growth conditions for
macroscopic pre-planetesimals. In this section we carry out simulations to constrain
the influence of projectile size and aggregate porosity on these conditions for
centimetre to decimetre-sized pre-planetesimals. Although the velocity threshold
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Fig. 2 Fragmentation threshold velocity against projectile size. The different colours represent
the filling factors ¢ = 0.15 (blue), ¢ = 0.25 (red), and ¢ = 0.35 (black). The arrows denote
upper and lower limits. The target is a sphere of radius 10 cm. Due to the higher collision energy
the threshold velocity for fragmentation decreases with increasing projectile size. Highly porous
aggregates (¢ = 0.15) are less stable than aggregates of intermediate porosity (¢ = 0.35)

for fragmentation might be significantly lowered if the pre-planetesimals possess an
inhomogeneous filling factor distribution [10], we restrain to initially homogeneous
aggregates as a simplification and reference case.

Figure 2 illustrates the dependence of the fragmentation threshold velocity on the
size of the impacting projectile. In each case the target is a porous dust sphere of
radius 10 cm. Also the projectile has spherical shape. Both objects are homogeneous
and of identical filling factor. We investigate three of the latter: ¢ = 0.15, ¢ = 0.25,
and ¢ = 0.35. This represents a range between high and intermediate porosity.
All three curves have a similar shape. Very small projectiles intrude into the target
and get swallowed. Only few dust fragments are ejected. With increasing projectile
size the impact energy increases and hence the threshold for disruption decreases.
However, compared to the immense range of sizes in pre-planetesimal collisions
ranging from millimetre to kilometre sizes the difference in threshold fragmentation
velocity within the quite narrow investigated size range is remarkable. We conclude
that even small differences in size have to be considered in the field of pre-
planetesimal growth. Figure 2 already gives rise to another important dependence:
the aggregate porosity.

Figure 3 shows a surprising dependence of the threshold velocity on the
aggregate porosity. As a standard setup for this study we collide two homogeneous
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Fig. 3 Threshold velocity for fragmentation against filling factor. The target and projectile are
spheres of radius 10 cm and 6 cm, respectively. The arrows denote upper and lower limits. Starting
from low filling factors the threshold velocity increases because the strength of the aggregate
increases. At a filling factor of ¢ ~ 0.37 a sharp drop occurs

spherical aggregates with vanishing impact parameter. The target and projectile
radii are 10cm and 6 cm, respectively. At low filling factors or, equivalently, high
porosity, the tensile and shear strength are low (see Egs. (5), (7), and Fig. 1). As a
consequence, such pre-planetesimals are rather fragile. However, the compressive
strength is also rather low (Eq. (6) and Fig. 1) and hence energy can easily be dissi-
pated by plastic deformation since the pressure threshold for plastic compression is
exceeded in each collision.

As the filling factor increases the compressive strength, shear strength, and
tensile strength increase. On the one hand the plastic deformability of the aggregate
and hence the ability to dissipate energy hereby decrease. On the other hand,
however, the aggregates become less fragile. Overall the aggregates gain a higher
stability and the threshold velocity further increases for higher filling factors.

At a filling factor of ¢ ~ 0.35 a sudden drop in the threshold velocity occurs.
This drop is surprising and is caused by a complex interplay between the elastic and
plastic properties of the aggregates which makes it difficult to capture this feature
quantitatively. This issue is still object of ongoing research but the influence of
the following aspects could be identified. (1) With increasing compressive strength
X (¢) an increasing fraction of the initial kinetic energy can be stored in elastic
loading of the aggregates (see also Sect. 3.2). As a consequence, this elastic energy
is available for the separation of the aggregates in a bouncing collision. (2) With
increasing ¢ also the bulk modulus of the aggregates increases (Eq.(4)) and the
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aggregates become stiffer. As a result, the contact area between the aggregates
decreases and less energy is necessary to separate the aggregates in a bouncing
collision. (3) Because of partial sticking of the aggregates, a clean growth-neutral
bouncing is unrealistic. Instead some mass transfer or even the rip out of larger
chunks can be expected. (4) Due to the increase in X' (¢) and K(¢) density waves of
increasing amplitude propagate across the aggregate and lead to a local rarefaction
of the material and consequential local reduction of shear and tensile strength
(see also a similar phenomenon in Sect. 3.3). These density waves finally rip the
aggregate apart even at low collision velocities.

The aspects (1) and (2) decrease the probability for sticking of the projectile
to the target and increase the probability of bouncing of the targets. Aspect (4)
increases the probability for fragmentation of the aggregate. The collisions at the
drop of the threshold velocity in Fig.3 show a behaviour where the aggregates
mainly bounce but partly also fragment or some mass transfer (aspect 3) occurs.
Since sticking and consequential growth and bouncing (with some fragmentation
or mass transfer), resulting in neutral or negative growth, are two clearly distinct
physical processes, a sharp drop in the describing threshold velocity can be expected
which at least qualitatively explains the shape of the curve in Fig. 3. We note that a
collision model based on experimental data [16] which features only the categories
“porous” and “compact” aggregates uses a filling factor of ¢ = 0.40 as separation
criterion which is close to the drop filling factor of ¢ = 0.37. Other experimental
investigations [26] find that the maximum filling factor that can be reached for
porous aggregates in protoplanetary discs is roughly ¢ ~ 0.33. However, this value
is obtained for polydisperse SiO, dust which is less compressible. This value can
be expected to be higher for our monodisperse dust. To summarise, the drop in our
threshold velocity curve occurs where also experimental data indicate a significant
change in the collision behaviour of dust aggregates. However, the reasons for this
drop require a closer investigation.

3.2 Bouncing, Hard Shells and Porosity

In our first study we investigate the influence of porosity on the bouncing and
sticking behaviour. This is to assess whether the experiments with intermediate
porosity [2] and high porosity [18] can be combined into the collision map presented
by Giittler et al. [16].

For this, we conduct simulations of collisions between a homogeneous target
and projectile. We distinguish three cases where both objects feature a uniform
filling factor of ¢ =0.15, ¢ =0.35, and ¢ = 0.55. According to the compressive
strength relation this is nearly equivalent to maximum, intermediate, and minimum
porosity. The aggregates thus feature very low, intermediate, and very high pressure
thresholds for plastic deformation. Resulting from this property we expect a
strong dependence of the filling factor on the sticking and bouncing behavior. The
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Fig. 4 Cross-section through the outcome of collision simulations with homogeneous aggregates
for high (¢; = 0.15, left), intermediate (¢; = 0.35, middle) and low porosity (¢; = 0.55, right).
The projectile radius is equal to the target radius. The collision velocities are in the first line (a, e, i)
0.1, in the second line (b, f; j) 0.3, in the third line (¢, g, k) 0.5, and in the fourth line (d, h, 1)
1.0ms™'. The highly porous dust aggregates stick for each of the simulated collision velocities.
The filling factor is increased in the vicinity of the impact site. Additionally the aggregates are
deformed to almost kidney shape for 1.0ms™! (d). In contrast, the homogeneous aggregates with
¢; = 0.35 exclusively rebound. The region of increased filling factor in the interior increases
with collision velocity. The impact site is flattened. The aggregates with low filling factor also
exclusively rebound at the given velocities. However, no significant compaction or deformation is
visible except some fragmentation for the highest collision velocity (/)

impacting projectile has a radius r, = 10 cm just like the target. The impact velocity
vois 0.1, 0.3,0.5, and 1.0 ms™".

The theoretical demarcation between sticking and bouncing in Ref. [16] makes
the following assumptions: (1) elastic deformation of the aggregates, and (2) the
filling factor in the contact region is not changed in the collision. These assumptions
are too simplistic.

1. The assumption of elastic deformation of the aggregates is only valid for filling
factors close to the maximum filling factor. In particular for highly porous
aggregates the deformation is highly plastic and as a consequence the contact
area between the aggregates is increased compared to elastic contact (see e.g.
Fig. 4d).
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Fig. 5 Cross-section through collision results involving aggregates with a hard shell of 0.1r.
The interior of all aggregates is highly porous ¢, = 0.15, which would lead to perfect sticking if the
aggregates were homogeneous. However, in the left (a—d), middle (e-h), and right column (i-I) the
filling factors of the hard shell are 0.35, 0.45, and 0.55, respectively. Initially, both aggregates are
spheres of 10 cm radius. The displayed cross-sections show the situation after the impact with 0.1
(a, e, i),03 (b, f g),0.5(c, g k), and 1.0ms™" (d, h, [). Even thin hard shells can lead to bouncing
if the filling factor is sufficiently high

2. As it can clearly be seen in Fig. 4, the filling factor is highly increased in the
contact area. This leads to an increased tensile strength in this region (Eq. (5)).
An increased tensile strength, however, also increases the contact energy, which
promotes sticking.

We conclude, that because of these effects in particular for highly porous dust
aggregates the threshold velocity for sticking is much larger than presented in [16].
Consequently, the parameter space where bouncing occurs is much smaller than
assumed in this reference and sticking dominates for low velocities and low filling
factors.
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We use the same setup as above regarding ratio of target and projectile radius and
collision velocity, but we add a hard outer shell (Fig.5). The thickness of the hard
shell is given as a fixed fraction of target and projectile radii, respectively, i.e. 0.1,
0.2, 0.3, 0.4. The core of all aggregates has a filling factor ¢, = 0.15, whereas the
filling factor of the hard shell ¢, takes the values 0.35, 0.45, and 0.55.

From the comparison with aggregates without hard shell, which exclusively
resulted in sticking (cf. Fig.4, first row), it is evident that hard shells do have
an influence on the bouncing behaviour of dust aggregates. This is because for
aggregates with ¢ = 0.15 the compressive strength is very low. As a consequence,
nearly the total kinetic energy of the impact is dissipated by plastic deformation and
nearly no elastic loading of the colliding objects is possible.

Conversely, for aggregates with hard shells (¢, = 0.35) the plastic deformation
threshold is higher for the shell. During the impact, the shell is elastically loaded and
the aggregates rebound. However, in the immediate area around the impact site the
deformation threshold for the shell is exceeded and plastic deformation takes place
in the hard shell. Therefore, the tensile 7°(¢) and shear Y (¢) strengths are increased
in this region and counteract the bouncing. However, hard shells of intermediate
porosity are still sufficiently plastically deformable such that bouncing is still a rare
event in the investigated parameter space.

The situation changes for hard shell filling factors of ¢, = 0.45 and 0.55. The
value of ¢, = 0.55 is close to maximum compaction. Thus, the hard shell rather
breaks than being plastically deformed. As a consequence of the lacking plastic
deformability the collisions of aggregates with denser hard shells exclusively result
in bouncing and partial fragmentation (of the shell).

We conclude that hard shells of intermediate porosity in general do not prevent
sticking. Only in a few cases, where the hard shell was thick enough for sufficient
elastic loading or at the right velocity for a thin hard shell bouncing occurs.
However, if the hard shells become more compact, even thin shells suffice to yield
bouncing collisions. For very compact hard shells and higher collision velocities
partial fragmentation of mostly shell material can be expected.

3.3 Stability of Rotating Dust Aggregates

Particularly in aggregate collisions where the impact parameter is not vanishing, the
aggregates or fragments start to rotate [24]. However, high spinning rates may lead
to additional disruption of the aggregates since tidal forces may tear them apart.
To assess this effect for pre-planetesimal collisions, we analytically derive critical
angular velocities for a long rotating dust cylinder depending on its filling factor
and radius. Additionally we carry out simulations of rotating cylinders with the
same specifications. As a consistency check of the SPH code we compare the stress
evolution inside the cylinder with the theoretical reference. We also compare the
simulated critical angular velocity with the expected value.
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Table 1 Results of the rotating cylinder study. The cylinders have an initial filling factor ¢;. The
rotation is accelerated by w. The onset of fragmentation starts at a critical time 7. and a critical
angular velocity w.. Simulated and theoretical value of the latter are compared

b; o[s™!] t[s] w.[s™!] simulation w,|s] theory %

0.15 1 9.95 9.64 9.52 101.26
0.25 1 10.2 9.86 14.3 68.95
0.35 0.2 31.25 6.08 17.98 33.82
0.45 0.2 28.4 5.50 23.56 23.34
0.55 0.2 27.05 5.20 34.36 15.13

According to our porosity model presented in Sect. 2 disruption can occur when
the stress inside the cylinder represented by the full stress tensor o, exceeds
either the tensile strength 7'(¢) or the shear strength Y (¢p). For each angular velocity
o the stress state is well defined [8]. From this one can derive two critical angular
velocities w! and w! . The first arises from the tensile strength criterion and reads:

|12 —v)
wc - ,()07‘3(3 _ l)) T(¢) ’ (8)

where ry and v are the radius of the cylinder and the Poisson ratio, respectively.
Fragmentation due to exceeding the shear strength occurs when the following
critical angular velocity is reached

y 8(1—v)
W, = \/p0r§(3 _ 41)) Y(¢) (9)

The cylinder fragments at the minimum of one of these velocities. The theoretical
values for the fragmentation criterion can be found in Table 1 for the investigated
initial filling factors ¢;.

To check our theoretical predictions, we carry out simulations of a rotating
cylinder consisting of porous SiO, dust. The radius of the cylinder is rp = 10cm
and its height is # = 60 cm. It rotates about the z-axis which represents the central
axis of the cylinder and is accelerated by an constant angular acceleration w. The
exact values are given in Table 1.

Initially the cylinder deforms elastically and the tensions inside the body
increase. We measure the principal stresses of o4 along a line from (0,0,0) which
represents the centre of mass of the cylinder radially outwards along the x-axis. The
resulting principal stresses in cylinder coordinates 044, 0 and o, are displayed
in Fig.6 fort = 10s and t = 25, shortly before the cylinder fragments. During
its whole elastic evolution the stresses match the theoretical predictions extremely
well. This confirms the validity of our code in the elastic regime.
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Fig. 6 Stresses oy, of the stable rotating cylinder with ¢; = 0.55. The principal stresses in
cylinder coordinates og4 (top), oy (middle), and o,, are measured along a line from the centre
of the cylinder radially outwards at two different times ¢ = 10s (left) and t = 255 (right). In this
elastic regime the simulated stresses (black) almost perfectly follow the curves expected from the
theory (colored). The radius of the cylinder is 10 cm, however due to SPH smoothing this boundary
is exceeded in the graphs. At the rim the stresses start to deviate from the expected values

With respect to fragmentation, the simulation for the cylinder with ¢; = 0.15
reproduces the critical angular velocity very well (see Table 1). For higher initial
filling factors however, the predicted critical angular velocity is much larger than the
simulated value. The discrepancy increases with ¢;. The reason for this is illustrated
in Fig.7 which displays the evolution of the density inside the cylinder. As the
body rotates density waves develop inside. These lead to a local rarefaction of the
material. As a consequence the tensile and shear strength is diminished in these
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Fig. 7 Density evolution of a rotating cylinder with ¢; = 0.55 after the stable phase. The images
show a cut along the x-z plane through the centre of the cylinder which is rotating about the z-axis.
The density is colour-coded. While at + = 255 the density distribution is still homogeneous, at
t = 265 density fluctuations at the top and bottom of the cylinder start to develop. Together with
the density the tensile and shear strength are locally diminished. These regions are weak spots at
which rupture starts (t = 27s and t = 27.45)

regions (Fig.8). However, the stresses increase with increasing angular velocity.
The rarefied regions serve as weak spots from which rupture can develop due to
material failure which arises from a stress exceeding the strength values.

4 Outlook

The presented results encourage further studies for a deeper insight into the outcome
of pre-planetesimal collisions. First of all, the sudden drop in fragmentation thresh-
old velocity at a given porosity requires further investigations. More simulations
have to be carried out to assess other dependencies of this behaviour, for example
the projectile size. A high resolution in time is desirable at this transition point
to understand the complex interplay between elastic and plastic behaviour. With
respect to the rotating cylinder the development of the elastic waves should be
studied in more detail.

Recently, new measurements for another possible pre-planetesimal material
became available. This demands for an extensive parameter study using this new
material to explore possible differences with respect to growth conditions. Off-
centre collisions of pre-planetesimals are still a desiderate because they represent
the more realistic situation in the disc.
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Fig. 8 Local shear strength Y (¢) (red) and von Mises stress «/3J, (black) forr > 0atz = 0.2
for a rotating cylinder with ¢y = 0.55. According to the von Mises yielding criterion the cylinder
starts to fragment once the von Mises stress exceeds the shear strength. In the stable regime (r =
205s) Y(¢) is two magnitudes larger than the stresses. However, density fluctuations lead also to
fluctuations in Y(¢) which are already visible at 1 = 26s and t = 27s. Eventually, the shear
strength locally falls below the von Mises stress at = 27.15s and r ~ 1 cm and rupture sets in

To gain an idea of what realistic processed pre-planetesimals look like, it is
desirable to study the collision history of an aggregate. For this, a homogeneous
aggregate is subsequently collided with other aggregates of different sizes and filling
factor at various collision velocities. The input information for a realistic collision
sequence can be derived from global coagulation simulations.
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The Stellar IMF at Very Low Metallicities
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Abstract The theory for the formation of the first population of stars (Pop. III)
predicts an initial mass function (IMF) dominated by high-mass stars, in contrast
to the present-day IMF, which tends to yield mostly stars with masses less than
1 Mg. The leading theory for the transition in the characteristic stellar mass predicts
that the cause is the extra cooling provided by increasing metallicity. In particular,
dust can overtake H, as the leading coolant at very high densities. The aim of
this work is to determine the influence of dust cooling on the fragmentation of
very low metallicity gas. To investigate this, we make use of high-resolution
hydrodynamic simulations with sink particles to replace contracting protostars, and
analyze the collapse and further fragmentation of star-forming clouds. We follow
the thermodynamic response of the gas by solving the full thermal energy equation,
and also track the behavior of the dust temperature and the chemical evolution of
the gas. We model four clouds with different metallicities (1074, 107>, 107° Zo,
and 0), and determine the properties of each cloud at the point at which it undergoes
gravitational fragmentation. We find evidence for fragmentation in all four cases,
and hence conclude that there is no critical metallicity below which fragmentation
is impossible. Nevertheless, there is a clear change in the behavior of the clouds at
Z = 107> Z, caused by the fact that at this metallicity, fragmentation takes longer
to occur than accretion, leading to a flat mass function at lower metallicities.
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1 How Are the Stars Formed in the Early Universe?

The first stars to form during the earliest stages of the the Universe were thought
to give rise to massive stars, the so-called Population III (Pop. III), with numerical
simulations predicting masses in the range 20-150Mg [e.g. 1,6,28,41]. However,
recent results show that lower mass stars can also be formed, albeit with charac-
teristic masses above the solar value [11, 12, 17, 18, 36, 38]. This contrasts with
present-day star formation, which yields typically stars with masses less than 1 Mg
[9,24], and so at some point in the evolution of the Universe there must have been
a transition from primordial (Pop. III) star formation to the mode of star formation
we see today (Pop. II/T).

Metal line cooling and dust cooling are effective at lower temperatures and larger
densities, and so it has been proposed that metal enrichment of the interstellar
medium by previous generations of stars causes the transition from Pop.III to
Pop.II. This suggests that there might be a critical metallicity Z; at which the
mode of star formation changes.

The main coolants that have been studied in the literature are C 11 and O 1 fine
structure emission [7,8,15,21,23,29,34,35], and dust emission [e.g. 26,27,30,32,
33]. Carbon and oxygen are identified as the key species because in the temperature
and density conditions that characterize the early phases of Pop.III star formation,
the O 1 and C 1I fine-structure lines dominate over all other metal line transitions
[20]. By equating the C 11 or O I fine structure cooling rate to the compressional
heating rate due to free-fall collapse, one can define critical abundances [C/H] =
—3.5 and [O/H] = —3.0! for efficient metal line cooling [8].

A more promising way to form low mass Pop.II stars involves dust cooling.
Dust cooling models [e.g. 13,26,27,32,33] predict a much lower critical metallicity
(Zerie ~ 107* — 1079 Zg), with most of the uncertainty coming from the nature of
the dust in high-redshift galaxies.

At densities n = 10'' cm™ dust cooling becomes efficient [26], since inelastic
gas-grain collisions are more frequent [19]. This cooling enhances fragmentation,
and since it occurs at high densities, the distances between fragments can be
very small [25, 27, 30, 31, 33]. In this regime, interactions between fragments
will be common, and analytic models of fragmentation are unable to predict the
mass distribution of the fragments. A full 3D numerical treatment, following the
fragments, is needed.

In [13], we improved upon these previous treatments by solving the full
thermal energy equation, and calculating the dust temperature through the energy
equilibrium equation. We assumed that the only significant external heat source is
the cosmic microwave background (CMB), and included its effects in the calculation
of the dust temperature. We found that model clouds with metallicities as low as

'[X/Y] = log;o(Nx/Ny), — log,,(Nx/Ny)@, for elements X and Y, where » denotes the gas in
question, and where Nx and Ny are the mass fractions of the elements X and Y.
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107*Zg or 107 Zg do indeed show evidence for dust cooling and fragmentation,
supporting the predictions of [39,40] and [10].

In this work, we simulate the evolution of star-forming clouds for a wider range
of metallicities (10™*, 1072, 107° Zo, and 0), and study the effect that this has on
the mass function of the fragments that form. We also investigate how properties
such as cooling and heating rates, and number of Bonnor-Ebert masses [5, 14] of
the fragmenting clouds vary with metallicity and whether there is any systematic
change in behavior with increasing metallicity.

2 Simulations

2.1 Numerical Method

We model the collapse of a low-metallicity gas cloud using a modified version
of the Gadget-2 [37] smoothed particle hydrodynamics (SPH) code. To enable us
to continue our simulation beyond the formation of the first very high density
protostellar core, we use a sink particle approach [3,22], in the same way as in
[13]. Sink particles are created once the SPH particles are bound, collapsing, and
within an accretion radius, /..., which we take to be 1.0 AU. The threshold number
density for sink particle creation is 5.0 x 103 cm™. At the threshold density, the
Jeans length at the minimum temperature reached by the gas is approximately one
AU, while at higher densities the gas becomes optically thick and begins to heat
up. Further fragmentation on scales smaller than the sink particle scale is therefore
unlikely to occur. For further discussion of the details of our sink particle treatment,
we refer the reader to [11].

For the metallicities and dust-to-gas ratios considered in this study, the dominant
sources of cooling are the standard primordial coolants (H, bound-bound emission
and collision-induced emission) and energy transfer from the gas to the dust.
Collisions between gas particles and dust grains can transfer energy from the gas
to the dust (if the gas temperature T is greater than the dust temperature T,), or
from the dust to the gas (if Ty, > T'). Full details of the dust cooling treatment can
be found in [13].

3 Code Performance

Each of the simulations need approximately 130 kCPU-h to be concluded. In order
to run them in a reasonable time, we need to make use of 256 or 512CPUs. A
minimum of 40 million SPH particles are required for resolving the fragment mass
and correct predict the mass distribution of the protostellar cores.
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Table 1 Parallel efficiency for different number of SPH particles in
simulations run

Particles
CPUs 10° 10° 107 4-107
8 1.00
16 0.82
32 0.52 1.00
64 0.26 0.91 1.00 1.00
128 0.44 0.92 0.95
256 0.50 0.75
512 0.52

We also run simulations to evaluate the parallel efficiency using different number
of CPUs and SPH particles. The time is normalized for the minimum number of
CPUs, which is related to the number of SPH particles in the simulation. The
simulation was run until a predicted result was achieved, without file writing, so
that we could measure just the time needed for the CPUs to calculate the evolution
of the gas and dust. The result is shown in Table 1.

In addition, to cover the parameter space, we run four simulations, resulting in
0.55 Mio. CPU-h. For resolution studies and post-processing, we had an additional
overall cost of approximately 0.15Mio. CPU-h. In total, this project required
approximately 0.7 Mio. CPU-h

4 Computational Challenge

We performed a set of four simulations, with metallicities Z/ZQ = 1074, 107,
1079, and the metal-free case. Each simulation used 40 million SPH particles. We
used these simulations to model the collapse of an initially uniform gas cloud with
an initial number density of 10°cm™ and an initial temperature of 300 K. The
cloud mass was 1,000 M. We included small amounts of turbulent and rotational
energy, With Ew/|Egrav] = 0.1 and B = Eyo/|Egrav] = 0.02, where Egyy is the
gravitational potential energy, Ey, is the turbulent kinetic energy, and E,y is the
rotational energy. The mass resolution is 2.5 x 1073 Mg, which corresponds to 100
times the SPH particle mass [see e.g. 4]. The redshift chosen was z = 15, when the
cosmic microwave background temperature was 43.6 K. The dust properties were
taken from [16], and the dust grain opacities were calculated in the same fashion
as in [2]. In the calculations, the opacities vary linearly with Z, which means for
instance that for the Z/ Zo = 10~* calculations, the opacities were 10~* times the
original values.
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5 Scientific Results

5.1 Thermodynamical Evolution of Gas and Dust

Dust cooling is a consequence of inelastic gas-grain collisions, and thus the energy
transfer from gas to dust vanishes when they have the same temperature. We
therefore expect the cooling to cease when the dust reaches the gas temperature. In
order to evaluate the effect of dust on the thermodynamic evolution of the gas and
verify this assumption, we plot in Fig. 1, the temperature and density for the various
metallicities tested. We compare the evolution of the dust and gas temperatures
in the simulations, at the point of time just before the formation of the first sink
particle (see Table 2). The dust temperature (shown in blue) varies from the CMB
temperature in the low density region to the gas temperature (shown in red) at much
higher densities.

The efficiency of the cooling is also expressed in the temperature drop at
high densities. The gas temperature decreases to roughly 400K in the 107> Zg
simulation, and 200K in the Z = 10™* Z, case. This temperature drop significantly
increases the number of Jeans masses present in the collapsing region, making the
gas unstable to fragmentation. The dust and the gas temperatures couple for high
densities, when the compressional heating starts to dominate again over the dust
cooling. The subsequent evolution of the gas is close to adiabatic.

5.2 Fragmentation

The transport of angular momentum to smaller scales during the collapse leads to
the formation of a dense disk-like structure, supported by rotation. This disk then
fragments into multiple objects.

Figure 2 shows the density structure of the gas immediately before the formation
of the first protostar. The top-left panel shows a density slice on a scale comparable
to the size of the initial gas distribution. The structure is very filamentary and
there are two main over-dense clumps in the center. If we zoom in on one of
the clumps, we see that its internal structure is also filamentary. Observe that at
large scales the gas cloud properties are the same for all metallicities. Differences
in the thermodynamic evolution appear only at n = 10! cm™ (see Fig.1). As a
consequence, we observe variations in the cloud structure only in the high-density
regions.

ForZ = 107° Zo and 0, the formation of spiral structures is not observed. In
these two runs, star formation occurs mainly in the central clump.

At the beginning of the simulation, the cloud had ~3 M gg. During the collapse,
the gas cools and reaches ~6 Mg in all cases. Cooling and heating are different
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Fig. 1 Dependence of gas C
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depending on the metallicity, and this difference is seen for distances smaller than
~400AU. The Z = 1074 Zo case, for instance, has twice the number of Mpg for
distances smaller than ~10 AU, when compared to the other cases. This will have
direct consequences for the fragment mass function as we will see in the following
section (Fig. 3).
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Table 2 Sink particle properties for the different metallicities at the point where 4.7 Mo have
been accreted by the sink particles. “ST” (start time) is the time when sink particles start to form.
“FT” (formation time), is the time taken to accrete 4.7 M@ in the sinks. “SFR” is the mean star
formation rate. Mean and median refer to the final mean and median sink mass. Finally, “N” is the
number of sink particles formed

Z/Z¢ ST FT SFR Mean Median N
(10° year) (year) Mp/year) Mo) Mo)

0 171.6 73 0.064 0.24 0.12 19

107° 171.2 72 0.065 0.29 0.06 16

1073 170.8 88 0.053 0.24 0.11 19

10~ 169.2 138 0.034 0.10 0.05 45

log Number Density [cm™]
log Number Density [cm™]

log Number Density [cm™]
log Number Density [cm™]

Fig. 2 Number density maps for a slice through the high density region for Z = 107*Zg (top),
1073 Zg, 107 Zg, and 0 (bottom). The image shows a sequence of zooms in on the density
structure in the gas immediately before the formation of the first protostar

5.3 Properties of the Fragments

The simulations were stopped at a point when 4.7 Mg of gas has been accreted
into the sink particles, because the high computational cost made it impractical
to continue. Figure 4 shows the mass distribution of sink particles at that time.
We typically find sink masses below 1 Mg, with somewhat smaller values in the
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Fig. 3 Number density map showing a slice through the densest clump, and the star formation
efficiency (SFE) for Z=10"*Zg (bottom), 107> Zg, 107°Zg, and O (top). The box is
100 AU x 100 AU and the percentage indicates the star formation efficiency, i.e. the total mass
in the sinks divided by the cloud mass (1,000 M)

10~*Zg case compared to the other cases. No sharp transition in fragmentation
behavior was found, but rather a smooth and complex interaction between kinematic
and thermodynamic properties of the cloud.

Table 2 lists the main sink particle properties. It shows that the time taken to form
the first sink particle is slightly shorter for higher metallicities. This shorter time is
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a consequence of the more efficient cooling by dust, which decreases the thermal
energy that was delaying the gravitational collapse. In Table 2 we also observe that
the star formation rate is lower for Z = 107*Zg. This is because star formation
started at an earlier stage of the collapse, when the mean density of the cloud was
lower and there was less dense gas available to form stars.

To better understand whether the resulting stellar cluster was affected by varying
the metallicity, we plot the final sink mass distribution in Fig. 4. It shows that for
the simulations with Z < 107 Zo, the resulting sink particle mass function is
relatively flat. There are roughly equal numbers of low-mass and high-mass stars,
implying that most of the mass is to be found in the high-mass objects. This mass
function is consistent with those found in other recent studies of fragmentation in
metal-free gas [18, 36]. If the sink particle mass function provides a reliable guide
to the form of the final stellar IMF, it suggests that at these metallicities, the IMF
will be dominated by high-mass stars.

All of the histograms in Fig. 4 have the lowest sink particle mass well above the
resolution limit of 0.0025 M. Note that in all cases, we are still looking at the very
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early stages of star cluster evolution. As a consequence, the sink particle masses in
Fig. 4 are not the same as the final protostellar masses — there are many mechanisms
that will affect the mass function, such as continuing accretion, mergers between the
newly formed protostars, feedback from winds, jets and luminosity accretion, etc.

6 Conclusions

In this paper we have addressed the question of whether dust cooling can lead
to the fragmentation of low-metallicity star-forming clouds. For this purpose we
performed numerical simulations that follow the thermodynamical and chemical
evolution of collapsing clouds. The chemical model included a primordial chemical
network together with a description of dust effects, where the dust temperature was
calculated by solving self-consistently the thermal energy equilibrium equation.

As a result, we found that dust can cool the gas, for number densities higher
than 101, 10'2, and 3 x 1083 cm™3 for Z = 107*, 107>, and 10~° Zo, respectively.
Higher metallicity implies larger dust-to-gas fraction, and consequently stronger
cooling. This is reflected in a lower temperature of the dense gas for the higher
metallicity simulations, and this colder gas permitted a faster collapse. Therefore,
the fragmentation behavior of the gas depends on the metallicity, and higher
metallicities lead to a faster collapse.

For example, the characteristic fragment mass was lower for Z = 107*Zg,
since a lower temperature reduces the Bonnor-Ebert masses at the point where the
gas undergo fragmentation. This also implies a lower ratio of fragmentation and
accretion time, #rag / face, Which will lead to a mass function dominated by low-mass
objects. For Z < 107 Z,, fragmentation and accretion timescales are comparable,
and the resulting mass spectrum is rather flat, with roughly equal numbers of stars
in each mass bin.

In addition to that, dust cooling appears to be insufficient to change the stellar
mass distribution for the Z = 107> and 107%Zg cases, when compared with the
metal-free case. This can be seen in the sink particle mass function (Fig. 4), which
shows that the Z < 107> Z¢ cases do not appear to be fundamentally different.

Finally, we conclude that the dust is not an efficient coolant at metallicities below
or equal to Zei = 107> Zg, in the sense that it can not change the fragmentation
behavior for these metallicities. Our results support the idea that low mass fragments
can form in the absence of metals, and clouds with Z < Z;; will form a cluster with
a flat IMF.
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The SuperN-Project: Porting and Optimizing
VERTEX-PROMETHELUS on the Cray XE6

at HLRS for Three-Dimensional Simulations

of Core-Collapse Supernova Explosions

of Massive Stars

F. Hanke, A. Marek, B. Miiller, and H.-Th. Janka

Abstract Supernova explosions are among the most powerful cosmic events,
whose physical mechanism and consequences are still incompletely understood.
We have developed a fully MPI-OpenMP parallelized version of our VERTEX-
PROMETHEUS code in order to perform three-dimensional simulations of stellar
core-collapse and explosion on Tier-0 systems such as Hermit at HLRS. Tests on
up to 64,000 cores have shown excellent scaling behavior. In this report we present
the system of equations and the algorithm for its solution that are employed in our
code VERTEX-PROMETHEUS. We also discuss the parallelization of VERTEX-
PROMETHEUS and present our progress in porting, optimizing, and performing
production runs on a large variety of machines, starting from vector machines and
reaching to modern systems. In particular the results of our efforts to achieve good
parallel scaling on the new Cray XE6 at HLRS Stuttgart are highlighted.

1 Introduction

A star more massive than about eight solar masses ends its life in a catastrophic
explosion, a supernova. Its quiescent evolution comes to an end, when the pressure
in its inner layers is no longer able to balance the inward pull of gravity. Throughout
its life, the star sustained this balance by generating energy through a sequence
of nuclear fusion reactions, forming increasingly heavier elements in its core.
However, when the core consists mainly of iron-group nuclei, central energy
generation ceases. The fusion reactions producing iron-group nuclei relocate to the
core’s surface, and their “ashes” continuously increase the core’s mass. Similar
to a white dwarf, such a core is stabilised against gravity by the pressure of its
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degenerate gas of electrons. However, to remain stable, its mass must stay smaller
than (roughly) the Chandrasekhar limit. When the core grows larger than this limit, it
collapses to a neutron star, and a huge amount (~ 10°3 erg) of gravitational binding
energy is set free. Most (~ 99 %) of this energy is radiated away in neutrinos, but
a small fraction is transferred to the outer stellar layers and drives the violent mass
ejection, which disrupts the star in a supernova.

Despite 40 years of research, the details of how this energy transfer happens and
how the explosion is initiated are still not well understood. Observational evidence
about the physical processes deep inside the collapsing star is sparse and almost
exclusively indirect. The only direct observational access is via measurements
of neutrinos or gravitational waves. To obtain insight into the events in the
core, one must therefore heavily rely on sophisticated numerical simulations. The
enormous amount of computer power required for this purpose has led to the use of
several, often questionable, approximations and numerous ambiguous results in the
past. Fortunately, however, the development of numerical tools and computational
resources has meanwhile advanced to a point, where it is becoming possible to
perform multi-dimensional simulations with unprecedented accuracy. Therefore
there is hope that the physical processes which are essential for the explosion can
finally be unravelled.

An understanding of the explosion mechanism is required to answer many
important questions of nuclear, gravitational, and astro-physics like the following:

e How do the explosion energy, the explosion timescale, and the mass of the
compact remnant depend on the progenitor’s mass? Is the explosion mechanism
the same for all progenitors? For which stars are black holes left behind as
compact remnants instead of neutron stars?

e What is the role of the — incompletely known — equation of state (EoS) of the
proto-neutron star? Do softer or stiffer EoSs favour the explosion of a core
collapse supernova?

e How do neutron stars receive their natal kicks? Are they accelerated by asym-
metric mass ejection and/or anisotropic neutrino emission?

e What are the generic properties of the neutrino emission and of the gravitational
wave signal that are produced during stellar core collapse and explosion? Up
to which distances could these signals be measured with operating or planned
detectors on earth and in space? And what can one learn about supernova
dynamics or nuclear and particle physics from a future measurement of such
signals in the case of a Galactic supernova?

e How do supernovae contribute to the enrichment of the intergalactic medium
with heavy elements? What kind of nucleosynthesis processes occur during and
after the explosion? Can the elemental composition of supernova remnants be
explained correctly by the numerical simulations? Does the rapid neutron capture
process (r-process), which produces e.g. gold and the actinides, take place in
supernovae?
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2 Numerical Modeling

2.1 History and Constraints

According to theory, a shock wave is launched at the moment of “core bounce”
when the neutron star begins to emerge from the collapsing stellar iron core. There is
general agreement, supported by all “modern” numerical simulations, that this shock
is unable to propagate directly into the stellar mantle and envelope, because it loses
too much energy in dissociating iron into free nucleons while it moves through the
outer core. The “prompt” shock ultimately stalls. Thus the currently favoured
theoretical paradigm exploits the fact that a huge energy reservoir is present in
the form of neutrinos, which are abundantly emitted from the hot, nascent neutron
star. The absorption of electron neutrinos and anti-neutrinos by free nucleons in the
post-shock layer is thought to reenergize the shock, thus triggering the supernova
explosion.

Detailed spherically symmetric hydrodynamic models, which recently include
a very accurate treatment of the time-dependent, multi-flavour, multi-frequency
neutrino transport based on a numerical solution of the Boltzmann transport
equation [1, 2], reveal that this “delayed, neutrino-driven mechanism” does not
work as simply as originally envisioned. Although in principle able to trigger the
explosion (e.g., [3-5]), neutrino energy transfer to the post-shock matter turned out
to be too weak. For inverting the infall of the stellar core and initiating powerful
mass ejection, an increase of the efficiency of neutrino energy deposition is needed.

A number of physical phenomena have been pointed out that can enhance
neutrino energy deposition behind the stalled supernova shock. They are all linked
to the fact that the real world is multi-dimensional instead of spherically symmetric
(or one-dimensional; 1D) as assumed in the works cited above:

(1) Convective instabilities in the neutrino-heated layer between the neutron star
and the supernova shock develop to violent convective overturn [6]. This
convective overturn is helpful for the explosion, mainly because (a) neutrino-
heated matter rises and increases the pressure behind the shock, thus pushing
the shock further out, (b) cool matter is able to penetrate closer to the neutron
star where it can absorb neutrino energy more efficiently, and (c) the rise of
freshly heated matter reduces energy losses by the reemission of neutrinos.
These effects allow multi-dimensional models to explode easier than spherically
symmetric ones [7-9].

(2) Recent work [10-13] has demonstrated that the stalled supernova shock is
also subject to a second non-radial low-mode instability, called the standing
accretion shock instability or “SASI” for short, which can grow to a dipolar,
global deformation of the shock [12, 14, 15].
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(3) Convective energy transport inside the nascent neutron star [16—18] might
enhance the energy transport to the neutrinosphere and could thus boost the
neutrino luminosities. This would in turn increase the neutrino-heating behind
the shock.

This list of multi-dimensional phenomena (limited to non-magnetized supernova
cores) awaits more detailed exploration by multi-dimensional simulations. Until
recently, such simulations have been performed with only a grossly simplified
treatment of the involved microphysics, in particular of the neutrino transport and
neutrino-matter interactions. At best, grey (i.e., single energy) flux-limited diffusion
schemes were employed. Since, however, the role of the neutrinos is crucial for the
problem, and because previous experience shows that the outcome of simulations
is indeed very sensitive to the employed transport approximations, studies of the
explosion mechanism require the best available description of the neutrino physics.
This implies that one has to solve the Boltzmann transport equation for neutrinos.

2.2 The Mathematical Model

As core-collapse supernovae involve such a complex interplay of hydrodynamics,
self-gravity and neutrino heating and cooling, numerical modellers face a classical
“multiphysics” problem. Although the overall problem can still be formulated as
a system of non-linear partial differential equations, rather dissimilar methods —
sometimes with conflicting requirements on the computer architecture and the
parallelization strategy — need to be applied to treat individual subsystems. In
the case of our code, the system of equations that needs to be solved consists of
the following components:

e The multi-dimensional Euler equations of (relativistic) hydrodynamics, sup-
plemented by advection equations for the electron fraction and the chemical
composition of the fluid, and formulated in spherical polar coordinates;

e Equations for the space-time metric (or in the Newtonian case, the Poisson
equation) for calculating the gravitational source terms in the Euler equations;

e The Boltzmann transport equation and/or its moment equations which determine
the (non-equilibrium) distribution function of the neutrinos;

e The emission, absorption, and scattering rates of neutrinos, which are required
for the solution of the neutrino transport equations;

e The equation of state of the stellar fluid, which provides the closure relation
between the variables entering the Euler equations, i.e. density, momentum,
energy, electron fraction, composition, and pressure.

In what follows we will briefly summarise the neutrino transport algorithms,
thus focusing on the major computational kernel of our code. For a more complete
description of the entire code we refer the reader to [19, 20], and the references
therein.
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Fig. 1 Illustration of the phase space coordinates (see the main text)

2.3 “Ray-by-Ray Plus” Method for the Neutrino Transport
Problem

The crucial quantity required to determine the source terms for the energy, momen-
tum, and electron fraction of the fluid owing to its interaction with the neutrinos is
the neutrino distribution function in phase space, f(r, ¥, ¢, €, ©, @, t). Equivalently,
the neutrino intensity I = ¢/(2mhc)? - € f may be used. Both are time-dependent
functions in a six-dimensional phase space, as they describe, at every point in space
(r, 9, ¢), the distribution of neutrinos propagating with energy ¢ into the direction
(®, D) at time ¢ (Fig. 1).

The evolution of I (or f') in time is governed by the Boltzmann equation, and
solving this equation is, in general, a six-dimensional problem (as time is usually not
counted as a separate dimension). A solution of this equation by direct discretization
(using an Sy scheme) would require computational resources in the PetaFlop range.
Although there are attempts by at least one group in the United States to follow such
an approach, we feel that, with the currently available computational resources, it is
mandatory to reduce the dimensionality of the problem.

Actually this should be possible, since the source terms entering the hydrody-
namic equations are integrals of I over momentum space (i.e. over €, ®, and @), and
thus only a fraction of the information contained in / is truly required to compute
the neutrino effects on the dynamics of the flow. It therefore makes sense to consider
angular moments of /, and to solve evolution equations for these moments, instead
of dealing with the Boltzmann equation directly. The Oth to 3rd order moments are
defined as

1
J.HKL,...(ro,¢,€1)= 4—/I(r, 0. p.e,0,@,1)n"23d2 (1)
T

where d§2 = sin®@ d® d®, n = (cos O, sin @ cos @, sin O sin @), and exponenti-
ation represents repeated application of the dyadic product. Note that the moments
are tensors of the required rank.
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So far no approximations have been made. In order to reduce the size of the
problem even further, one needs to resort to assumptions on its symmetry. At this
point, one assumes that / is independent of & and @, then each of the angular
moments of / becomes a scalar, which depends on three spatial dimensions, and
one dimension in momentum space: J, H,K,L = J,H,K, L(r,9,¢,¢,t). Thus
the neutrino moment equations at different angular directions (except for some
terms which can be accounted for explicitly in an operator split) decouple from
each other. Therefore, for each “radial ray”, i.e. for all zones of same angle, the
moment equations can be solved independently. Except for some additional terms,
this problem is identical to solving Ng x Ny times the moment equations for a
spherically symmetric star with Ny x Ny being the number of grid zones in polar
direction. As we will explain later, the great advantage of our “ray-by-ray” neutrino
transport is the easy way to obtain perfect scaling behaviour to a large number of
cores.

The System of Equations
With the aforementioned assumptions it can be shown [19], that in the Newtonian

approximation the following two transport equations need to be solved in order to
compute the source terms for the energy and electron fraction of the fluid:

li‘i‘ﬁ i_}.
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These are evolution equations for the neutrino energy density, J, and the neutrino
flux, H, and follow from the zeroth and first moment equations of the comoving
frame (Boltzmann) transport equation in the Newtonian, O(v/c) approximation.
The quantities C© and CV are source terms that result from the collision term
of the Boltzmann equation, while 8, = v./c, By = vy/c, and B, = v, /c, where
Vr, vy, and v, are the components of the hydrodynamic velocity, and c is the speed
of light. The functional dependencies 8, = B,(r, 0, ¢,t), J = J(r, 0,¢,¢€,1),
etc. are suppressed in the notation. This system includes four unknown moments
(J,H,K, L) but only two equations, and thus needs to be supplemented by two
more relations. This is done by substituting K = fx -J and L = f; - J, where fx
and f; are the variable Eddington factors, which for the moment may be regarded
as being known, but in our case are indeed determined from a separate simplified
(“model”) Boltzmann equation.

The moment equations (2) and (3) are very similar to the O(v/c) equations
in spherical symmetry which were solved in the 1D simulations of [21] (see
Egs. (7),(8),(30), and (31) of the latter work). This similarity has allowed us to reuse
a good fraction of the one-dimensional version of the transport part, for coding the
multi-dimensional algorithm. The additional terms necessary for this purpose have
been set in boldface above.

Finally, the changes of the energy, e, and electron fraction, Y., required for the
hydrodynamics are given by the following two equations

de 4 [°
Z=-T ] de Y %) 4
s ) € b (€) 4

VE(ve,Ve....)

dYe _ 47 mpg ® de (0) 0)
el M (GUCEICUC) ®
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(for the momentum source terms due to neutrinos see [19]). Here mp is the baryon
mass, and the sum in Eq. (4) runs over all neutrino types. The full system consisting
of Egs. (2-5) is stiff, and thus requires an appropriate discretization scheme for its
stable solution.

2.3.1 Method of Solution

In order to discretize Egs.(2-5), the spatial domain [0, Fpax] X [Pmin, Umax] X
[@min, Pmax] is covered by N, radial, Ny latitudinal, and N, longitudinal zones,
where 9, = 0 and ¥« = 7 correspond to the north and south poles, respectively,
of the spherical grid and gpin = 0 and ¢max = 27 covers the full sphere. (In general,
we allow for grids with different radial resolutions in the neutrino transport and
hydrodynamic parts of the code. The number of radial zones for the hydrodynamics
will be denoted by N,!jyd.) The number of bins used in energy space is N, and the
number of neutrino types taken into account is N,,.

The equations are solved in three operator-split steps corresponding to a lateral,
an azimutal and a radial sweep.

In the first two steps, we treat the boldface terms in the respectively first lines of
Egs. (2-3), which describe the lateral and azimutal advection of the neutrinos with
the stellar fluid, and thus couple the angular moments of the neutrino distribution of
neighbouring angular zones. For this purpose we consider the equations

10Z 1 Od(sind By &)

c ot + 7 sin ¥ Y 0. ©

105 1 0By, &)
¢ ot rsind 9

0, (N

where & represents one of the moments J or H. Although it has been suppressed
in the above notation, an equation of this form has to be solved for each radius, for
each energy bin, and for each type of neutrino. An explicit upwind scheme is used
for this purpose.

In the third step, the radial sweep is performed. Several points need to be noted
here:

e Terms in boldface not yet taken into account in the lateral sweep, need to be
included into the discretization scheme of the radial sweep. This can be done in a
straightforward way since these remaining terms do not include derivatives of the
transport variables J or H. They only depend on the hydrodynamic velocities vy
and v, which are a constant scalar field for the transport problem.

* The right hand sides (source terms) of the equations and the coupling in energy
space have to be accounted for. The coupling in energy is non-local, since the
source terms of Eqgs. (2) and (3) stem from the Boltzmann equation, which is an
integro-differential equation and couples all the energy bins.
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e The discretization scheme for the radial sweep is implicit in time. Explicit
schemes would require very small time steps to cope with the stiffness of the
source terms in the optically thick regime, and the small CFL time step dictated
by neutrino propagation with the speed of light in the optically thin regime. Still,
even with an implicit scheme > 10° time steps are required per simulation. This
makes the calculations expensive.

Once the equations for the radial sweep have been discretized in radius and energy,
the resulting solver is applied ray-by-ray for each pair of angles (¢, ¢) and for each
type of neutrino; i.e. for constant (¥, ¢), N, two-dimensional problems need to be
solved.

The discretization itself is done using a second order accurate scheme with
backward differencing in time according to [21]. This leads to a non-linear system
of algebraic equations, which is solved by Newton-Raphson iteration with explicit
construction and inversion of the corresponding Jacobian matrix with the Block-
Thomas algorithm.

3 Porting and Scaling on the Cray XE6 “HERMIT”’ at HLRS

3.1 Parallelization Strategy

The ray-by-ray approximation readily lends itself to parallelization over the different
angular zones. In order to make efficient use of modern supercomputer systems
with relatively small shared-memory units (e.g. 16 CPUs per node on Cray XE6),
distributed memory parallelism is indispensable. An MPI version of the VERTEX-
PROMETHEUS code using domain decomposition was initially developed within a
cooperation between MPA and the Teraflop Workbench at the HLRS in 2007/2008.
Since then, the parallelization of VERTEX-PROMETHEUS has been further
extended to allow good scaling on several thousands of cores as required for future
3D supernova simulations.

The VERTEX-PROMETHEUS code employs a hybrid MPI-OpenMP paral-
lelization scheme, in which the parallelization of the transport module — the main
computational kernel and most CPU-intense part of the code — is along radial “rays”
for fixed angular bins of the three-dimensional grid. Hence, every “ray” of the
transport is treated by one core using as many OpenMP threads as cores available
on an individual node. This strategy allows almost perfect scaling behavior, since
almost no MPI communication is necessary between individual rays during the
transport step.

The MPI-parallelization of the much less expensive hydrodynamical part
PROMETHEUS is based on standard domain decomposition methods. Hereby, the
reconstruction scheme used to solve the hydrodynamic equations requires so-called
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Fig. 2 Schematic sketch of the MPI communication pattern for an angular direction in the
hydrodynamics part of our code. The red rectangle symbolizes the data available in a specific
MPI task, the surrounding area marked by the dashed line reflects the zones to be communicated

“ghost-zones”, which have to be available in each MPI task. In our case, four ghost
zones are required on each cell interface in angular directions to integrate one time
step and these zones have to be MPI communicated to the neighbouring MPI tasks.
A sketch of grid zones to be MPI communicated is illustrated in Fig. 2.

3.2 Porting VERTEX-PROMETHEUS to the Cray XE6
“HERMIT”

As demonstrated in Fig.3, we have already obtained excellent scaling behavior
with the explained parallelization strategy. For example, we have performed scaling
tests on the BlueGene/P system JUGENE at the Forschungszentrum lJiilich to
demonstrate that our VERTEX-PROMETHEUS code scales perfectly up to 65,000
cores.

Since our VERTEX-PROMETHEUS code runs successfullyon several architec-
tures, the code should in principle work out of the box. However, we had to change
several smaller statements in order to be able to compile the code. Furthermore,
while performing the first scaling test on the Cray of the HLRS we detected that the
routine, which calculates the most important neutrino interaction rates, shows poor
performance. Initially, we have used the same version of this part of the transport
solver, which performs perfectly using the Intel compiler. To obtain better results on
the Cray XE6 we have rewritten this routine and we use now a vectorized version
with one main loop.

Employing this single optimization, the code scales well on up to 32,000 cores
of the Cray XE6 at HLRS as shown in Fig. 3. However, the scaling behavior is
still slightly worse than on Intel platforms. We plan to analyse the detailed code
performance on the Cray XEO6 further to get better results of the scaling tests.
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Fig. 3 Strong scaling of VERTEX-PROMETHEUS on different machines and architectures. The
colored lines show the speedup on the respective machine relative to the run with the smallest
number of cores for a given problem size. The symbols mark the number of cores on which the
timings were done. The dashed black lines indicate a theoretically perfect scaling behavior. Note
that several lines lie on top of each other. Also note that due to limited memory on BlueGene/P
three different setups were timed, which are shown as three separate speedup curves

Another point concerning the special characteristics of the Cray XEG6 is the strong
interconnection of the individual nodes. We cannot profit a lot by this feature since
our code needs only a low amount of communication (less than 5 % of the total
computing time).

Furthermore, we want to improve the performance of I/O on the Cray XE6. The
I/0 is now handled by means of parallel HDF5 to ensure high scalability and to
eliminate the excessive memory consumption asscociated with temporary 1/O arrays
on the root node. The handling of I/O performs quite well on IBM BlueGene and
Intel systems, however we want to optimize I/O on the Cray XEG6 further.

4 Conclusion

We have presented our main simulation tool VERTEX-PROMETHEUS. In the
past years, we have developed a fully MPI/OpenMP parallelized code version to
be able to perform large scale runs on several thousand cores. At the moment
our code shows excellent scaling behavior on several platforms. After the new
Cray XE6 “HERMIT” had become available at HLRS, we have ported VERTEX-
PROMETHEUS to this new system. With minor optimizations (required by the
compiler) the code scales now up to 32,000 cores.
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Since our code is now ready to run on the new Cray XE6 at HRLS, we are
ready to start the first generation of three-dimensional simulations of core-collapse
supernova explosions this year. This simulations are extremely expensive (several
10?° floating point operations) that we need to strongly rely on Tier-O systems
such as “HERMIT”. Only systems like the new Cray XEG6 in Stuttgart give us the
possibility to advance our understanding of the details of the explosions mechanism
of core-collapse supernovae.
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Stability of the Strongest Magnetic Fields

Konstantinos D. Kokkotas, Burkhard Zink, and Paul Lasky

Abstract Neutron stars with the strongest magnetic fields, known as magnetars,
contain fields up to nine orders of magnitude stronger than those produced in the
laboratory. While the field exterior to the star is thought to be dominated by a
roughly dipolar structure, the interior field is entirely unknown, and is currently
a hotly debated topic in astrophysics since it is thought to be connected with huge
gamma-ray outburst, the giant flares, and possibly also with gravitational radiation.

1 Scientific Background

No known object in the universe carries stronger magnetic fields than a magnetar,
a neutron star endowed with a surface magnetic field of approximately 10> G in
strength [1]. Neutron stars in general represent the most extreme objects in the
Universe, with masses 1.4 times that of the sun compressed in a region less than
30km in diameter. The state of matter inside these stars is largely unknown, and
efforts to predict their internal structure with the use of gravitational-wave detectors
are the subject of current research.

Germany is very active in the field of gravitational-wave detection: Our group in
Tiibingen forms part of one of the prestigious transregional SFB (Sonderforschungs-
bereiche), which is focused on “Gravitational Wave Astronomy,” and it has recently
entered its third period after a very positive review. We are part of these activities
in the form of two projects which contribute modeling efforts for neutron stars and
magnetars as possible gravitational wave sources.
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Due to their ultra-strong magnetic fields, magnetars contain a substantial amount
of electromagnetic field energy, which they release in both continuous radiation,
frequent flares and storms, and sometimes in so-called “giant flares” with energies
greater than 10* erg [2]. Moreover, these events are so energetic that they are
potential sources of gravitational radiation observable from Advanced LIGO, the
upcoming upgrade of the LIGO gravitational wave detectors which have already
been in operation for a few years [3]. In addition, the tails after the giant outburst
also exhibit a set of normal mode oscillations, some of which are likely core plasma
(Alfvén) waves excited by the outburst [4,5].

Gravitational wave luminosities and post-flare modes are likely connected to the
internal structure of the magnetic field inside the magnetar. However, despite their
importance, this internal structure is entirely unknown. Simple analytical models
with purely dipolar or toroidal field structure are commonly used for modeling
purposes, but such models are known to be unstable [6, 9]. It is probable that actual
core magnetic fields in neutron stars are much more complex. Since neutron stars
are very compact objects, general relativistic magnetohydrodynamics (GRMHD)
simulations are needed to investigate these strongest magnetic fields.

2 Report

The main goal of this project is to investigate the dynamical stability of magnetic
fields inside highly magnetized neutron stars, and the associated gravitational wave
signal possibly connected with giant flare events in magnetars. In our initial study
of the subject [9] we have found that purely poloidal magnetic fields in general
relativistic neutron star models are dynamically unstable to both low-order varicose
(sausage-like) and kink instabilities, and we have followed this evolution over
several hundred milliseconds as the instability is driven towards the saturation state.
Following this process for over a hundred Alfvén times (and tens of thousand of
sound crossing times) is unprecedented in this field, and competitive efforts to
do so had to stop evolving after only 30 or 40 ms. This new capability is in part
made possible due to the use of GPU computing, which allowed us to employ the
massively parallel architectures to evolve for such long evolution times, as well as
reduce experimentation turnover times.

The main result obtained in the first paper is that well-known axisymmetric
equilibrium fields, which are often used as exact background configurations for
two-dimensional simulations or perturbative studies, are in fact always unstable, and
therefore these simplified models are generally very approximate. This is consistent
which earlier studies on magnetic field stability in main-sequence stars [6]. We
do, however, observe a somewhat different saturation state than what would be
expected from simple “twisted-torus” configurations which have been discussed in
the literature.

Such a twisted-torus state is a mixture of poloidal and toroidal fields, recognizing
that both purely toroidal and purely poloidal fields are expected to be dynamically



Stability of the Strongest Magnetic Fields 97

unstable. In between, Newtonian MHD studies have presumably found stable
configurations [7], so it is natural to expect that the result of the reconfiguration
of magnetic fields starting from a dynamically unstable state may result in a con-
figuration similar to a twisted torus, in particular since the poloidal field instability
itself tends to produce toroidal components. In fact, we do find a saturation state
with substantial toroidal components, but only in parts of that state, we also observe
something akin to a twisted torus. Overall, the final state of our simulations is in
fact highly nonaxisymmetric and still quite dynamic, so either the system needs
much longer timescales to settle down, or we have found quasi-equilibria of a
truly complex structure, which could actually represent a possible more realistic
configuration for neutron star interiors in general. If confirmed in the future, this
would constitute an intriguing result.

If a giant flare in a magnetar is indeed connected with a large rearrangement
in the internal magnetic field, then this process could be an observable source of
gravitational radiation. Magnetic fields inside magnetars could exceed 10'° or even
10'® G in amplitude, and a large-scale dynamical process would not only be a burst
source (though possibly a weak one), but also excite various modes inside the
star which could oscillate until some damping mechanism kicks in. The prospect
of obtaining a direct signal from the magnetic field inside a neutron star is both
intriguing from the perspective of understanding the giant flare mechanism better, as
well as from the viewpoint of asteroseismology, since oscillation modes such excited
could five us insights into the properties of the supernuclear matter in the core.

However, the most important question is: will we be able to actually observe a
signal from these events, even if a violent rearrangement of a strong magnetic field
happens as indicated? This question has been hotly debated in the literature, and
in a recent follow-up paper [10] we have given the first answer for a wide range
of possible field strengths based on general relativistic magnetohydrodynamics
simulations.

In a series of simulations for the poloidal field instability, we have investigated
the gravitational wave output over hundreds of milliseconds The field strengths
ranged from about 10'> G at the surface up to (unrealistically high) 10'7 G. This
wide range was chosen to measure the scaling behavior of gravitational wave strain
and energy with the magnetic field strength, since even if the particulars of our
model are not represented in a magnetar giant flare, we expect such scaling laws
to be rather robust results. On the other hand, this allowed us to gain an order of
magnitude estimate of the kind of signal we could expect from a giant flare under
optimistic conditions. So far, estimates in the literature spanned a range of many
orders of magnitude, so even a rough estimate has not been available until then.

The primary agent for gravitational-wave emission from neutron stars is the
fundamental quadrupole mode (£ =2 f-mode) since it couples efficiently into
gravitational radiation. If a large dynamical rearrangement of the magnetic field
happens inside a star, the resulting fluid motions can have an overlap with this
f-mode and thereby excite observable oscillations during the ringdown timescale
(approximately 100 ms). Such a monotone signal (the frequency hardly shifts due
to the presence of the magnetic field, dynamic or not) is an optimal target for
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observation even under noisy conditions. However, current interferometric detectors
are not very sensitive in the frequency range of the mode (kHz), which somewhat
offsets its advantages. Still, it is the most obvious emission mechanism, and has
primarily been discussed in the literature.

We have found that the catastrophic rearrangement of magnetic fields following
a dynamical instability is in fact a rather weak motor for gravitational radiation,
certainly well below some of the more optimistic results in the literature. In fact,
assuming typical damping times, an f-mode excited from even a rather strong
internal field will not yield an observable signal in present or currently planned
detectors according to our simulations. Though disappointing, this is of course
a s significant insight when discussing potential targets for gravitational wave
observations. Some hope comes from the fact that we have not covered the whole
space of dynamical instabilities yet, but it is hard to conceive why say a toroidal
unstable field of similar strength should produce a signal orders of magnitude
stronger.

But there is another result we have obtained in that paper, which is far more
promising in terms of observation: The magnetic field dynamics themselves give of
course both rise to a burst signal (during the reconfiguration), as well as possibly
later local or semi-global modes of oscillation when the field has mostly settled
down. The Alfvén waves timescale gives rise to modes in the range of roughly
ten to hundreds of Hertz, which is precisely in the range of optimal sensitivity of
interferometric detectors, and incidentally also overlaps with the frequency range
spanned by the quasi-periodic oscillations (QPOs) seen in the tail of giant flares.

In large part due to the use of GPU computing, we can now afford to simulate
neutron stars for hundreds of milliseconds or even seconds. Therefore we were able
to investigate gravitational wave output also, and for the first time in the published
literature, in this low-frequency range which is so interesting for future observations.
We did indeed find a substantial amount of energy in this range, likely a mixture of
the (still ongoing) rearrangement due to the dynamical instability, and Alfvén modes
travelling along the field lines. While it is hard to disentangle these effects precisely,
we do observe a substantial gravitational wave output from these modes. It is still
well below what can be observed at present, but future gravitational wave detectors
like the proposed Einstein Telescope could be able to observe parts of the signal
under benign conditions. The unknown damping timescale of the Alfvén modes,
and the question of frequency stability of the modes, will have to be addressed in
the future to say more about this, but it is still an exciting result.

In extension of the work above, we have recently finished a more detailed
investigation of the nature of the large-scale magnetic field instability under different
conditions [11]. While the earlier studies were focussed on a “canonical” model
of a neutron star (a nonrotating polytrope with K =100 and I" =2) which is
often employed in the literature, we have extended the parameter space to include
different equations of state and also rotation. There are a number of reasons for this:
first, it is important to estimate how robust results obtained in a special case are
under different (but still reasonable) conditions. Connected with that, we wanted to
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estimate the parameter dependence of the dynamical instability, saturation state, and
of course also the level of gravitational wave emission.

The equation of state of a real neutron star is largely unknown. In fact,
finding constraints on the EOS is one of the major goals of modern neutron star
research, since this ties directly into nuclear physics and the properties of matter
at supernuclear densities (as are present in the core of the neutron star). So far, we
employ a popular, but simple and parametrized model, the polytrope, in the hope
that the parameter space spanned by the models represents, to some extent, the full
variety of behavior of real neutron stars, at least as far as the questions we are trying
to address are concerned. In the most recent paper, we have varied the stiffness of the
EOS (which also determines the maximum possible mass before collapse to a black
hole would occur, and the mass-radius relation) between very low and very high
values to observe how the gravitational wave output changes with this important
parameter.

The other parameter we have varied is the rotation of the neutron star, and
this deserves some explanation. Observed magnetars are slowly rotating (periods
in the order of 10s, which is high compared to the sound crossing timescale of
milliseconds), so the initial focus on nonrotating models was a reasonable first step.
However, we wanted to understand the behavior of the instability when rotation is
introduced on grounds of principle, and we have therefore performed a number of
simulations of neutron star models with low to very rapid rotation rates (periods in
the order of milliseconds) to observe the dependence of the dynamical instability
on the rotation rate. It should be added that strongly magnetized neutron stars are
probably not born slowly rotating, so understanding the stability of magnetic fields
in their interior is not just an academic exercise.

The results of this extended study can be summarized as follows: (i) gravitational
waves from f-modes caused by magnetar flares are unlikely to be detected in
the current or near-future generation of gravitational waves observatories, (ii)
gravitational waves from Alfvén waves propagating inside the neutron star are more
likely candidates, although this interpretation relies on the unknown damping time
of these modes, (iii) any magnetic field equilibria derived from our simulations
are characterized as non-axisymmetric, with approximately 65 % of their magnetic
energy in the poloidal field, (iv) rotation acts to separate the timescales of different
instabilities in our system, with the varicose mode playing a more major role due to
a delayed kink instability and (v) despite the slowing growth rate of the kink mode,
it is always present in our simulations, even for models where the rotational period
is of the same order as the Alfvén timescale. Details can be found in [11].

We are now at the point where we have explored a good part of the essential
parameter space of the magnetic field instability. Future work will include addi-
tional field topologies (toroidal fields) and also differential rotation. The latter is
particularly interesting since differential rotation can interact with magnetic fields
in interesting ways, e.g. via dynamo effects or the magnetorotational instability. We
now just begin to really understand how magnetic fields in neutron stars look like,
and how they interact with the observed phenomena.
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Table 1 Each simulation used 1 GPU. The simulations investigate magnetic field stability in
rotating magnetized neutron star models. Each neutron star is a rapid rotator with 400 Hz frequency,
and a central magnetic field strength of 4.8 x 10'® G. Some simulations additionally have an
imposed toroidal field component

Simulation Time SUs Notes

4.8e16G, 400 Hz 192h 1536 Rotating magnetized simulation of purely poloidal field.
4.8e16G, 400 Hz, tor 0.1 192h 1536 Imposed toroidal field.

4.8e16G, 400 Hz, tor 0.5 192h 1536 Imposed toroidal field.

4.8e16G, 400 Hz, tor 1.0 192h 1536 Imposed toroidal field.

3 Codes

All studies described above were performed with the Horizon code [8]. The code
solves the equations of general relativistic magnetohydrodynamics (GRMHD) on
general spacetimes and in three dimensions, and is therefore ideally suited to
investigate the complex and often nonsymmetric dynamics of magnetic fields in
neutron stars.

Horizon is fully implemented in CUDA, and is therefore entirely ported to
make use of NVIDIA GPUs. Since the code operates on a regular uniform mesh,
many operations can be parallelized/vectorized in a straightforward manner, and
coherency in the memory access patterns (which is important to obtain a high
memory bandwidth on GPUs) is possible in many cases. While these statements
would equally apply to Newtonian MHD, GRMHD has in addition a higher
arithmetic complexity than standard MHD codes, so that we, overall, obtain a very
high speedup compared to a reference CPU implementation.

All major operations are performed on the GPU, and no memory transfers over
the PCI bus are performed to update the simulation as long as only one GPU is
employed. The code also has an experimental MPI implementation, but we did not
yet employ this part of the code in our studies, though this is planned for the future.

4 Resource Usage

We have employed several machines to perform the simulations leading to the
publications mentioned above. Initially, the nehalem cluster at HLRS was the only
larger resource available to us, but subsequently one of us (P. Lasky) obtained
access to a new, large machine in Australia, which also coincided with his move
from Germany to Melbourne. For practical reasons, many of the simulations were
performed on this so-called MASSIVE cluster, and only a small number on the
nehalem cluster in Stuttgart. We have collected a list of the simulations performed
in Table 1.
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Part I1
Solid State Physics

Prof. Dr. Holger Fehske

The computational treatments in the fields of solid state physics and material science
were directed towards the electronic and structural properties of fascinating systems
ranging from metals via ceramics, oxides, semiconductors and their surfaces to
nanostructures. The six contributions selected reveal that research in this area
extraordinarily benefits from the supercomputing facilities of the High Performance
Computing Center Stuttgart during this funding period.

A good example is the work by the Stuttgart group (J. Roth et al.) on laser
ablation in metals that has been carried out with fully parallelized IMD, a molecular
dynamics simulation package. In this problem, laser radiation directly acts on
the metal’s nearly-free electrons, which after excitation to a non-equilibrium
state, quickly equilibrate. For this reason a two-temperature model with separate
temperatures for electrons and phonons applies. The resulting set of coupled heat-
conduction differential equations for electrons and ions gives the time evolution
of the electron and lattice temperature within the system. On an atomistic scale
the continuum description has to be replaced by molecular dynamics. Choosing
aluminium as a reference system, the authors first determined the electronic material
properties (e.g. the heat capacity and the electron-phonon coupling strength) and
afterwards analyzed the melting depth and the ablation threshold, also if a two-pulse
sequence with long time separation or overlapping pulses were applied.

The ab initio study by B. Hoffing and F. Bechstedt from the European Theo-
retical Spectroscopy Facility and the University Jena deals with electronic surface
properties of the transparent conducting oxides In,Os3, ZnO,, and ZnO. Employ-
ing the repeated-slab supercell method, the authors have carried out density
functional (DFT) calculations which include many-body effects perturbatively in
order to determine ionization energies and electron affinities for different surface

Prof. Dr. Holger Fehske

Institut fiir Physik, Lehrstuhl Komplexe Quantensysteme, Ernst-Moritz-Arndt-Universitét
Greifswald, Felix-Hausdorff-Str. 6, 17489 Greifswald, Germany
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orientations and terminations of the oxides. Thereby the quasiparticle equation
for the electronic self-energy is solved on top of the self-consistent solution of a
generalized Kohn-Sham equation using Hedin’s GW method. This allows to analyze
the surface stability in dependence on the chemical potential of the oxygen atom
respectively molecule. The numerical results indicate a strong dependence of the
surface barrier on the orientation and termination of the surface which might be
caused by the strong surface dipoles existing in these ionic compounds.

A technically related, but physically different project addresses surface states at
silicon surfaces with different hydrogen coverage, which is a central challenge on
the way to optimize solar cells. The technologically highly relevant investigations
by the Paderborn’s group (U. Gerstmann et al.) were based on a gauge-including
projector augmented plane wave approach in the framework of DFT with a
gradient-corrected PBE functional. The focus is on electron paramagnetic resonance
fingerprints of the paramagnetic states created by hydrogen adsorbed on Si(111) and
Si(001). At this the numerics provides the microscopic structure and magnetization
density of a paramagnetic hydrogen vacancy at different-oriented Si surfaces.
Interestingly the calculations could be extended to micro- and nano-crystalline
3C-SiC being basic solar cell materials.

The group from the Stuttgart MPI for Solid State Research (G. Bester and
P. Hang) has continued its investigations of the vibrational properties of both
passivated and unpassivated nanoclusters. The authors discuss how molecular-type
surface-acoustical and surface-optical modes coexist and interact with bulk-type
vibrations to the point where structural changes were induced by the surface. Their
ab initio DFT calculations give deeper insight into the thermodynamics of III-V and
II-VI colloidal nanoclusters with up to thousand atoms. Of particular importance
in this respect seems to be the behavior of the low-temperature specific heat.
Noteworthy, coherent acoustic modes could be identified in good agreement with
experiment.

To re-emphasize, all the projects in the rapidly growing field of computational
solid state physics have in common, besides the high scientific quality, the strong
need for computers with high performance to achieve their results. Therefore the
new leading edge supercomputer technology being available at the HLRS will play
an essential role in their physical research.



Molecular Dynamics Simulations of Laser
Ablation in Metals: Parameter Dependence,
Extended Models and Double Pulses

Johannes Roth, Johannes Karlin, Marc Sartison, Armin Krauf,
and Hans-Rainer-Trebin

1 Introduction

Laser ablation has become a very useful tool in machining today. For example
for drilling holes, welding, engraving or coating by deposition of laser-irradiated
material. The opposite process, laser removal of material is in general called laser
ablation and some aspects of this process shall be discussed here.

If the target of laser ablation are metals, and the pulses applied have durations
of a few femtoseconds, then the time evolution of the process can be described in
the following way: The laser acts on the free electrons of the metal and excites
them. The next step is a thermalization of the electrons which leads to an electron
temperature different from the ordinary lattice temperature. Then the electron
system and the lattice start to exchange heat which means especially heat conduction
into the bulk by the electrons. Up to this point the process is dominated by the
quantum nature of the material. The lattice is heated up by the energy obtained from
the electrons, it melts, and finally ablation occurs. The latter processes now take
place on the scale of several picoseconds and can thus be simulated by classical
molecular dynamics simulations.

Since we want to simulate large samples with millions to billions of atoms, we
cannot use ab-initio-methods to study the quantum effects. Instead of that we apply
a continuum model, the so-called two temperature model (TTM) [1, 3, 7], which
consists of two coupled heat balance equations formulated for the electrons and
lattice as a function of the temperatures mentioned above. The lattice equation
will later be replaced by molecular dynamics (MD) simulations which allows us
to obtain atomistic information about the ablation process. The combined model is
called TTM+MD.
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The behavior of a material in classical MD simulations is given by the structure
(initial conditions) and the interaction. The question is now how this behavior is
driven by the coupling to the electron system whose quantum nature is described
by the continuum model. In the case of metals there are three relevant parameters:
electron heat conductivity, electron heat capacity and electron-phonon coupling.
With respect to these parameters all metals can be divided into classes. Keeping
the interaction and the crystal structure fixed we have varied the parameters within
the experimentally observed range. In a first part of this work we will present results
on this study.

In Fourier’s law for the heat flow generated by a temperature gradient it is
assumed that the temperature change is instantaneous. This might not be true in
general for femtosecond pulses. Several people have generalized Fourier’s law
to include a finite relaxation time [4, 5]. If combined with the conservation of
energy this leads to a generalization of the electron heat balance equations to a
heat wave equation, also called the telegraph equation. For the coupled equations
this is called an extended TTM (ETTM) and combined with MD an ETTM+MD
model. We show numerically by solution of the ETTM and by simulations with the
ETTM+MD model that the simple TTM leads to satisfactory results for example
for Al and Cu, but that the ETTM has to be applied in case of Pb for example.

Drilling holes with femtosecond lasers requires thousands of pulses with time
intervals of hundreds of microseconds between two consecutive pulses. The com-
plete process is obviously beyond the realm of classical molecular dynamics
simulations. But since the sample cools down completely between two pulses we
can simply run two simulations at pristine and ablated samples thus skipping the
long interval in between. In the work presented here we have reduced the time
interval even more such that the sample is not cooled down completely. Yet another
aspect is the temporal shape of the pulses which is usually Gaussian. But it is
predicted from experimental studies with increasing or decreasing overlapping pulse
sequences that non-Gaussian pulses shapes may be more effective in ablation. We
have studied two cases of two overlapping Gaussian pulses, one increasing, one
decreasing and will report first results.

1.1 Molecular Dynamics Simulations

All the simulations have been carried out with IMD, the ITAP Molecular Dynamics
simulation package [11,17].! IMD contains modules to simulate laser ablation with
the two-temperature model [9, 21]. Most of the features are fully parallelized using
MPI. With respect to details of the usage and the parameters applied for ablation we
refer the interested reader to the IMD homepage.'

! Available at http://www.itap.physik.uni-stuttgart.de/~imd
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2 The Two-Temperature Model and Its Coupling
to Molecular Dynamics

In femtosecond laser ablation the laser radiation acts directly on the free electrons
of the metal, exciting them to a non-equilibrium state. If the electrons equilibrate
fast enough it is possible to define a separate temperature for them. This is the basis
of the two-temperature model (TTM) where separate temperatures for the electrons
and the lattice or phonons are introduced. The model was introduced by Anisimov
et al. [1] based on ideas formulated by Ginzburg, Kaganov and others [3, 7]. Laser
ablation is then described by a system of coupled heat conduction equations for the
electrons and the ions separately:

Ce(Te)% = V[K.VT,] — (T, — T;) + S(x, 1), )
oT;
Ci(Ti)W = VIK;VTi] + k(T = T)). ()

Equations (1) and (2) describe the time evolution of the electronic (7,) and the ionic
(T;) or lattice temperature within the metal. C,; are the heat capacities, K,; the
heat conductivities, k the electron-phonon coupling constant and S (x, ¢) the external
laser field. With these equations the laser field is coupled physically meaningfully
into the system: first the energy is brought into the electronic system via a source
term S(x, ). Then the electronic system transports the heat diffusively into the bulk
and at the same time interacts with the ions.

To work on an atomistic scale, Eq. (2), which is a continuum description of the
temperature field, has to be replaced by molecular dynamics. This means that instead
of (2) the following equations of motion have to be solved together with (1):

d*x

j K (Tz - Te) dx;
mjd—tzj = —Vy, U({xx} —

) a1 Ma 3)
This is the coupled TTM+MD model [6, 14]. The lattice parameters C; and K; are
no longer present, since they are intrinsic properties of the atoms. The coupling
parameter k has to be translated to atomistic observables which can be done
by division by Cj, the atomistic heat capacity which is obtained directly in the
simulations.

Thus we are left with the parameters C,, K., and ¥ which can vary in a broad
range. The heat capacity C, which is a linear function of temperature for metals is
replaced by the heat capacity coefficient y = C,/T which is constant over a broad
temperature range.
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3 Parameter Studies of Electronic Material Properties

While the heat capacity and heat conductivity of the ions are intrinsic properties
of the interaction we note that the electron properties might vary in a broad range.
The idea here is to keep the atomistic part, namely the crystal structure and the
interaction fixed, vary the electronic parameters in the range observed in experiment,
and determine how strongly the melting depth and ablation threshold depend on
these parameters. More details may be found in [13].

As atomistic reference system we chose aluminum. First of all, since it is well
studied and has previously been used in our simulations [16, 18]. Second, since it
turns out that it is a good reference point centering the range of parameter values
observed for other metals.

Parameter Range and Sample Properties

The parameters for standard Al are the electron heat capacity coefficient y =
135J/(m3K?), the electron-phonon-coupling constant k = 2.45-10'7 J/(m*Ks), and
the electron thermal conductivity K, = 235J/(s Km) (see for example Appendix
C of the book of Biuerle [2]). The laser fluences® for the study of the melting
depth were varied between 457.77 and 951.44 J/m? in steps of 114.4J/m?. K, was
increased from 67.8 to 406.8 J/(s Km) in steps of 67.8 J/(s Km), y in four steps from
1.19 to 118.97J/(m? K?) and « in four steps from 1.36- 10'°t0 6.78 - 10'8 J/(m> K s).
The sample volume was 184.44 x 4.84 x 4.84 nm? containing about 260,000 atoms.

Results for the Melting Depth

In all cases we keep two of the three parameters fixed at the aluminum value and
vary the third one. If the melting depth is plotted as a function of fluence and
heat capacity coefficient y (Fig. 1, top) we find only a weak dependence on this
parameter. The reason is that the amount of energy stored in the electronic system is
rather small. If the melting depth is plotted as a function of fluence and the thermal
conductivity K, (Fig. 1, middle) we observe an almost linear increase with respect
to this parameter. The reason is that the energy can penetrate deeper into the bulk
for higher conductivities. If the melting depth is plotted as a function of fluence
and the electron-phonon coupling constant « (Fig. 1, bottom) we observe a region
between 10'® and 10'7 J/(m? K s) where no melting is induced. The coupling is too
small and the energy stays in the electron system. At high « and for higher fluences

2The strength of a laser beam is typically given by power per area, called laser fluence.
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the the melting depth increases again with the parameters. The reason is similar to
the previous case: a better coupling leads to a higher energy transfer which finally
melts the lattice.

Results for the Ablation Threshold

The ablation threshold can suitably be fitted by simple functions:

1. The dependency of threshold fluence on the heat capacity coefficient can be
described by a power law F(y) =a - y? + ¢ with a = 0.00706 m* K*/J +0.41 %,
b=1.98 + 2.5%, ¢ =1144]/m? +0.044 %. Here, y is limited to the range
between 1.19 and 118.97 J/(m? K) since outside this region no ablation has been
observed. The ablation threshold increases with increased energy storage, but the
influence is again rather small.

2. The threshold fluence is a linear function of the thermal conductivity over the
whole range of parameters F(K,) = a - K, + b witha = 0.284K s/m £3.6 %
and b = 160J/m? 1.7 %. For higher conductivities a larger fluence is required
since heat is lost by diffusion into the bulk.

3. The threshold fluence with respect to the electron-phonon-coupling has been
fitted with a linear function although here the dependency is not so obvious as
can be concluded from the error bars: F(k) = a -k + b. The values are a =
—1,351mKs £28.9%, b = 184.711J/m? £0.93 %. If k > 6.78-10'3 J/(m>K s)
the coupling is so strong that no stable system can be simulated. For higher
couplings a smaller fluence is sufficient since heat is transfer faster to the lattice
and leads to ablation.

Summary of the Parameter Studies

In summary we conclude that the behavior of the ablation threshold is as expected:
the electron system stores little energy, if the thermal conductivity is high, the heat
flows into the bulk and leads to deep melting and increasing ablation threshold. A
high electron-phonon coupling constant on the other hand leads to earlier melting
and ablation, thus requiring less fluence. In general the situation is more complicated
since the parameters are temperature-dependent. The metals may be partitioned into
three classes: Al where the parameters y and « are merely rescaled, Ag, Cu, Au with
a high temperature region of increased parameters and Ni, Pt, W with decreasing
parameters [10]. A study like ours would now require to work with average or
effective parameters.
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4 An Extended Two-Temperature Model

Derivation of the Model

In Fourier’s law of heat flow q(x,7) = —K.VT(x,t¢) and in the standard two-
temperature model [1,3,7] it is assumed that the temperature change is instantaneous
and the relaxation time of the electrons 7, is zero. If a finite relaxation time t, is
introduced for the electrons [4, 5] we get the modified law for the heat flow

wdiq(x. 1) = —q[(x.1) + K, VT (x,1)] 4)
which together with the conservation of energy leads to a heat wave equation:

9T,
TeCe(Te)a_

aT, ad ad
2 +Ce(Te)W = V[KeVTe]_K(l+Te5)(Te_E)+(1+Te§)S(Xvt)

&)
Comparing the new equation to the original equation (1) we observe that in addition
to the second time derivative on the left side which has frequently been added

phenomenologically, the electron-phonon coupling parameter « and the laser source
term S (X, 7) have to be supplemented by a differential operator.

Results for ETTM

The extended two-temperature model (ETTM) has been solved numerically by
Hiittner and Rohr [4] and reproduced by us for 1 ps pulses. For Al (z, = 0.067)
the differences between the TTM and the ETTM are negligible. They are significant
for Cu (r, = 0.276) where a difference in peak temperature of 1,000K and final
temperature difference of 500K is observed. They grow even larger for Pb(r, =
0.377) with a peak temperature difference of 6,000K and a final temperature
difference of 1,000 K.

Results for ETTM+MD

We studied the ETTM+MD model for a test sample with 180,000 atoms and a
number of different metals. Standard embedded atom interactions were applied [20].
The electron and lattice temperatures were monitored as a function of time at a
certain depth within the sample. In all cases we find that the lattice temperature
is completely unaffected by a finite relaxation time. The behavior of the electron
temperature is presented in Fig.2 for 0.1 ps pulses. For Al and even for Pb there
are only minor differences between the two models although the relaxation time
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Fig. 2 Electron temperatures in the TTM+MD and the ETTM+MD model. From left to right:
Al, Cu and Pb. The results for TTM+MD are printed in blue and for ETTM~+MD in red

increases by a factor of 4. For Pb there are deviations between TTM+MD and
ETTM+MD, but considerably reduced if compared to the TTM vs. ETTM case,
i.e. at the peak temperature from 6,000 to 3,000 K and at the final temperature from
1,700K to a very low value.

Summary for the ETTM

The results for ETTM and ETTM+MD are not directly comparable due to
the different parameters used. In general the standard two-temperature model is
certainly sufficient for long pulse durations, i.e. longer than the electron relaxation
time t,. The extended two-temperature models are required if 7, is large as in the
case of Pb. The heat transport is delayed in ETTM and ETTM+MD which leads to
a higher electron temperature since the heat flow to the lattice ions is reduced. The
wave nature of the extended equation (5) does not play a role in the regime studied.

S Properties of Two-Pulse Sequences in Aluminum

A two-pulse sequence with a long time separation and two overlapping pulses
formed by two increasing and decreasing Gaussians have been simulated to study
the effect of pulse shapes on the effectivity of ablation. More details can be found
in [8].

Pulse Shapes

The illumination of the samples with the laser beam was chosen homogeneously
due to their small cross sections. Thus the intensity distribution is given by a one
dimensional function

Sip=(1—R)-pexp(—pux)og - g(t) (6)
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The reflectivity R is set to 0.825, u is the inverse absorption depth and g(¢) the
temporal shape of the laser pulse. The energy density per area parameter o for
aluminum is 144.18 J/m?,

The starting point was a Gaussian pulse with width o, = 0.4 ps:

1 1 (t —15)?
o= o (555) v

For all simulations 7, was set to 1.018.
The shapes of the double pulses can be described with the following formula

1 ‘ 1(t —19)? _ 1(t—ci-tp)?
gi(t) = NS (az exp (_E—o} ) + bi exp (_E—o} )) (®)

with amplitudes a; and b; and time interval c;.

For the separated double pulse we set a; = by =1 and ¢; = 15. For the increasing
pulse we set a; = 3/4, b, = 1 and ¢, = 2. For the decreasing pulse we set az = 1,
b3 = 3/4 and Cc3 = 2.

Results of the Simulation of Two-Pulse Sequences

The sample size for the simulations was 241.92 x 4.84 x 4.84 nm? containing about
350,000 atoms. The samples were equilibrated at 305 K. Sequences of simulations
were carried out at intervals of Aog = 8 J/m?. Thus the data given for the ablation
thresholds are only accurate within about Aoy /2.

1. Single pulse: Ablation sets in at og =224.28J/m? and t = 12.6ps with an
ablation depth of 21.2 nm. The sample melts down to a depth of 35.0nm.

2. Two pulses at a fixed time interval: Ablation is observed at oz = 144.18 J/m?
and t = 29.8 ps, thus after the second pulse has arrived. The first pulse melts the
probe up to a depth of 26.0nm at the time when the second pulse hits the probe.
At first the ablation depth is 10.4 nm, but finally the sample melts down to a depth
of 79.6nm and a layer with 26.0 nm is ablated.

The electron and lattice temperature have nearly reached equilibrium when
the second pulse hits the sample, but the sample is still warm.

3. Increasing pulse: Ablation sets in at oz = 144.18J/m? and t = 11.9 ps with an
ablation depth of 11.4nm and a melt depth of 34.5 nm. The sample melts up to a
depth of 54.0 nm and the total depth of the ablated layer is 20.0 nm.

4. Decreasing pulse: Ablation is observed at 0y = 137.17J/m? and t = 12.2ps
with an ablation depth of 12.2 nm and a melt depth of 34.2 nm. The sample melts
up to a depth of 51.0nm and the total depth of the ablated layer is 20.3 nm.
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At first the evolution of the electron temperature is sharp as for a single pulse,
but then it continues to rise slowly. This behavior is caused by the inset of the
second pulse at that time. The lattice temperature behaves similar to the previous
case. Its rise time is longer than for a single pulse. Obviously, the specific pulse
shape of the laser beam is smeared out and only its width determines the behavior
of the lattice temperature.

The total fluence to achieve ablation is 1,260 J/m?2 for a single pulse, 1,648 J/m?
for two separate pulses, 1,439 J/m? for the increasing and 1,367J/m? for the
decreasing pulse.

Summary of the Simulation of Two-Pulse Sequences

Two separate pulses require considerably more fluence than a single pulse to achieve
ablation. Furthermore, ablation is observed only once. There are several reasons for
this behavior: part of the energy of the second pulse is still absorbed by the ablated
layer and lost for further heating. The fact that sample is still warm should play a
minor role. Another reason for the higher threshold is that the energy of the pulses
add up but ablation is initiated by one pulse only. The total number of ablated layers
is the similar to the single pulse. The final melting depth is much larger than the
depth for a single pulse. Obviously the energy added to the system acts as expected.
To supplement this study the distance between the pulses was varied. If the height
of the second pulse is between 75 and 87.5 % of the first pulse we find that o has
to rise up to about 152.19 J/m? to achieve ablation.

The two cases of overlapping pulses are very similar. The fluence for ablation
is about 10 % higher than for the single pulse. This is due to the lower maximum
and shows that it is better to concentrate the laser energy into a very short pulse.
The melting depths are larger than for a single pulse which again reflects the fact
that more energy has been added to the system. In contrast to a single sharp pulse
ablation splits up into several layers, but in total the depth is similar to the case of a
single pulse.

The results should be compared to the work of Rosanti and Urbassek [12]. The
pulses they study are half as wide as ours, and they vary the time between the two
pulses. Unfortunately they do not report melting depths and ablation thresholds.

Experimental results show that the most effective way to ablate material by multi-
pulses is a decreasing sequence of pulses with very short distance between them,
almost overlapping. For increasing sequences the small peaks at the beginning do
not lead to melting or ablation and thus this pulse shape is not as effective as
decreasing pulses. The most effective pulse shape, however, seems to be a sharply
rising pulse with a slow decay [19].
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Table 1 Pair potentials

Year Machine Time (ps/step/atom) Cores Atoms/core

1996 T3E 600 53 8-512 4,630-37,044
1999 T3E 1200 38 128-512 10,117,414

2006 Blue Gene/L 20+ 1 1-2,048 2,000-128,000
2010 XTS5 (Jaguar) 6 131,072 1,048,576

2012 XE6 6.5 512 16,384-1,048,576
2012 XK6 Cuda 4.7 16 16,384-1,048,576
2012 XE6 OMP 6.0 16-512 16,384-1,048,576

Table 2 EAM interactions

Year Machine Time (jus/step/atom) Cores Atoms/core
2006 Blue Gene/L 365 1-2,048 2,000-128,000
2010 Nehalem 8.3 2,048 29,297

2010 Nehalem 9.7 3,072 19,531

2010 Nehalem 9.9 3,584 16,741

Ranges indicate that the performance is almost the same within this interval.

6 Performance and Benchmarks

General benchmark data for IMD have been given by Stadler et al. [17]. The data
demonstrate that IMD scales almost linearly in weak scaling (same number of atoms
per processor) and fairly well for strong scaling (total number of atoms constant,
thus communication load growing). This behavior is still valid as a systematic study
on the Blue Gene/L clearly shows (See the previous HLRS report [9]).

Tables 1 and 2 collect benchmark results for T3E, Blue Gene/L (Jiilich),
Nehalem, Hermit (XE6/XK6), and Jaguar (XT5). EAM interactions require typ-
ically up to twice as much time as pair interactions. Currently we find that
IMD is about three times faster on Hermit than on the Blue Gene/L. On Jaguar,
the degradation of performance going from 1 to 131,072 cores was only about
11 % for 1,048,576 atoms per core! The total amount of atoms in this case was
137°438°953°472. IMD is about 8 % faster with the GNU compiler as compared to
the Cray compiler. If the extra time required for EAM interactions with respect to
pair potentials is taken into account we find that IMD is currently about as fast on
the Nehalem as on Hermit.

The numbers for pair potentials may be not as reliable as those for EAM
interactions since the former are pure benchmark results from short time runs while
the latter are results from true production simulations from multi-hour runs.

In all cases tested up to now, OpenMP lead to a rapid loss of performance, for
example by a factor of 10 when going from one to two threads on Hermit (pure
OMP). Cray is currently carrying out benchmarks to figure out how to improved
the performance with OpenMP. If OpenMP and MPI are used, the performance loss
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is down to 44 % for 16,384 atoms and 11 % for 1,048,576 atoms for 8 OpenMP
threads.

The GPU version of IMD is still under development. Currently it can be used
only for pair potentials and monatomic samples.

A major issue are the development of inhomogeneities during simulation. The
performance loss for 60 million atoms was about 75 % after 200,000 time steps. For
movies the full sample has to be run until the end. For production runs a simple cure
is available: since the simulation has to be restarted anyways, the uninteresting bulk
of the sample is cut off after 200,000 steps.

In general load balancing is a very hard task because the communication setup
is so central to the code that changing it to improve performance would be almost
equivalent to rewriting the code. Furthermore, the performance is strongly depen-
dent on the simulated setup. So there is no general recipe. Since the performance
problem is typically one-dimensional it has been discussed to break up the rigid
assignment of atoms to equidistant chunks of the simulation box. However, if a
reordering of the atoms occurs during simulation this could kill all improvements
since it requires communication of huge amounts of atoms and vast amounts of extra
memory.

7 Summary

We presented results on ablation simulation with homogeneous laser beams in the
two-temperature model combined with molecular dynamics simulations. We studied
the influence of electronic parameters, namely heat conductivity, heat capacity and
electron-phonon-coupling, the question in which cases the TTM must be extended
to finite electron temperature relaxation times. Finally we presented results on pulse
sequences and overlapping pulses.
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Electronic Surface Properties of Transparent
Conducting Oxides: An Ab Initio Study

B. Hoffling and F. Bechstedt

Abstract We investigate the surface properties of the transparent conducting oxides
In,O3, SnO,, and ZnO using density functional theory and quasiparticle calculations
based on many-body perturbation theory. We employ the repeated-slab supercell
method. An energy alignment of valence and conduction states via the electrostatic
potential is applied to determine ionization energies and electron affinities for
various surface orientations and terminations of the oxides. In addition, surface
energies for different orientations of bixbyite In,O3 are calculated. We find a strong
influence of surface orientation and preparation techniques on these fundamental
quantities.

1 Introduction

Transparent conducting oxides (TCOs) like In,O3z, SnO,, and ZnO are routinely
used as transparent electrodes in photovoltaic and optoelectric devices [1] as well
as in transparent electronics based on doped oxides [2, 3]. They are transparent in
almost the entire range of the solar spectrum and usually exhibit a high electron
conductivity [4-6]. They are also used in silicon (Si) photonics and Si-based solar
cells [7]. Electronic properties of their surfaces like ionization energy and electron
affinity are frequently used to predict natural band discontinuities at the interfaces
with other materials such as Si [8, 9]. The existence of surface or interface states
within the fundamental gap can lead to electron-hole recombination and limit
the efficiency of the device. Consequently, these parameters are of great interest,
but due to sample preparation problems, rather poorly known. Modern theoretical
approaches can help to address these questions.
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Density functional theory (DFT) is known to underestimate the fundamental
band-gap of semiconductors, therefore many-body effects have to be taken into
account correctly to describe the electronic properties of oxides [10-13]. We use
modern quasiparticle (QP) calculations based on many-body perturbation theory
[12, 14] to predict the electronic bulk properties of the body-centered cubic (bcc)
bixbyite as well as the rhombohedral (ri) geometry of In,O3, the most favored
rutile (rt) geometry of SnO,, and wurtzite (wz) structure ZnO. We combine the
results with DFT ground-state calculations to obtain surface energies, ionization
potentials and electron affinities for various surface orientations and terminations
of the TCOs. Due to the large cell size required for surface calculations and the
high computational cost of quasiparticle methods, massively parallel machines are
required to perform the calculations.

The underlying theoretical and computational methods are described in Sect. 2.
In Sect.3 our results are presented and their reliability discussed in the light
of available measured values. Finally, in Sect.4, we give a brief summary and
conclusions.

2 Computational Methods

The ground-state properties of the oxides are determined in the framework of
DFT [15], using the local density approximation (LDA) [16] for exchange and
correlation (XC). We employ the XC functional of Ceperley and Alder [17]. The
calculations for ZnO have been carried out in the generalized gradient approxima-
tion (GGA), employing the PW91 functional to model XC [18]. All computations
are performed with the Vienna Ab initio Simulation Package (VASP) [19]. The
projector-augmented wave (PAW) method [20] is used to describe the electron-ion
interaction in the core region. Usually it allows for the accurate treatment of first-row
elements such as oxygen and localized semicore states such as In4d, Zn3d, and Sn
4d by modest plane-wave cutoffs. The electronic wave functions are expanded into
plane waves up to cutoff energies of 550 (In,O3), 450 (SnO3), and 500eV (ZnO),
respectively [10-14].

Brillouin-zone (BZ) integrations are carried out as summations over special
points of the Monkhorst-Pack (MP) type [21]. Monkhorst-Pack meshes of 5 x 5 x 5
(cubic) or 8 x 8 x 8 (rhombohedral) k-points are found to be sufficient for In,O3
[10]. For hexagonal ZnO a 12 x 12 x 7 mesh is applied [12]. In the r¢-SnO, case,
we use a mesh of 8 x 8 x 14 k-points [13].

All calculations were carried out on the NEC SX-9 system, on which both the
scaling behavior and the performance per CPU for our code are most efficient (see
Ref. [22] for details on performance and scalability).

By minimizing the total energy obtained within DFT-LDA or DFT-GGA we
obtain the cubic (ap) and non-cubic (a, c) lattice constants for bulk TCOs. For
In,O3 we find values ag = 10.09A [10] (experiment: 10.12A [23]) and 5.48 A
[10] (experiment: 5.49 A [23]) for the bee and rh structure, respectively. In the case
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of rt-SnO, we geta = 4.74 A and ¢ = 3.20 A [13] (experiment: a = 4.74 A and
c=3.19A [24]), and, finally, for wz-ZnO we observe a = 3.28 Aandc = 5.28A
(experiment: a = 3.25 and ¢ = 52A [24]). Except for ¢ for rz-SnO, the lattice
constants differ from the corresponding measured values by less than 1 %.

The structural parameters are then used for the calculation of the QP band
structures [14, 25]. The QP equation for the electronic self-energy is solved
pertubatively on top of the self-consistent solution of a generalized Kohn-Sham
(gKS) equation using Hedin’s G W method. In the zeroth approximation we describe
the GW self-energy by the spatially non-local XC potential Vxc (X, x’) described by
the hybrid functional HSEO6 of Heyd et al. [26-29]. The QP shifts for the gKS
eigenvalues are computed within the Gy W, approach [30]. It has been demonstrated
that for the studied compounds this treatment leads to energy gaps in excellent
agreement with measured values [10, 12-14,31].

The surface calculations are carried out using the repeated slab supercell method.
The number of layers in the slab is 9 (bcc-In,03(001)), 8 (bcc-Inp,03(110)), 11
(rh-Iny03(001)), 8 (r£-Sn0,(001)), 19 (r£-Sn0,(100)), 6 (wz-ZnO(1010)), and 20
(wz-ZnO(0001)), with 12 A of vacuum each. Usually orthorhombic slabs are applied
resulting typically in N x N x 1 MP meshes, with N = 3, 8, 8, and 12 for hcc-In, O3,
rh-InyO3, Sn0O,(001), and ZnO, respectively. The SnO,(100) slab is treated using
an MP mesh of 8 x 14 x 1. For polar directions, i.e. bcc-In,O3(001), SnO,(001), and
Zn0O(0001), we encounter the fundamental problem of a net dipole moment within
the slab, and the additional difficulty that a slab with two non-equivalent surfaces
does not allow the computation of surface energies. To get around these obstacles
we employ symmetric slabs by breaking the stoichiometry within the supercell
and adding an additional layer of oxygen or, alternatively, metal atoms. Because
of different bond lengths in the [0001] and the [0001] direction, respectively, the
Zn0O(0001) slab cannot be symmetrized this way. We introduced a central Zn-layer
and constrained the bond lengths to create a symmetric slab, thereby creating
an unphysical strain in the center of the slab. Since the lateral cell-size of the
(0001) — 1 x 1 slab is small, we make the slab thick enough to obtain a converged
electrostatic potential exhibiting bulklike oscillations and a plateau in the vacuum
region. However, due to the additional unknown strain we cannot calculate surface
energies for this surface orientation.

To align the QP band levels in the slabs one needs to determine the electrostatic
potential V(x) acting on the electrons. It can be derived from the effective single-
particle potential occurring in the Kohn-Sham equation [16] or the generalized
Kohn-Sham equation [14] and is defined as the local part of the electron-ion
interaction described by the pseudopotentials and the Hartree potential of the elec-
trons. This quantity is independent of local (LDA), semi-local(GGA) or non-local
(HSEO06) description of the exchange-correlation part of the effective single-particle
potential and therefore well suited to serve as a universal reference level.

The ionization energy

I = Ey.—E, (D
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Energy (eV)

z (A)

Fig. 1 Planar average of the electrostatic potential ¥ (z) along the cubic axis z||[1010] for the
ZnO(lOIO) slab (black) and for the ZnO bulk calculations (red). The QP conduction band minimum
E. and valence band maximum E, are shown as dotted lines. The ionization energy / and electron
affinity A are indicated. The vacuum level is used as energy zero

and the electron affinity
A= Ey.—E. (2)

are defined as the energy difference between the vacuum level E,., i.e. the
electrostatic potential as seen by an electron in the vacuum, and the valence band
maximum (VBM) E, and the conduction band minimum (CBM) E., respectively.
Hence, to obtain QP values for / and A, one has to align the QP bulk band
structure with the electrostatic potential as obtained through the DFT-LDA slab
calculations. As an example, the alignment for the ZnO(1010) surface is shown
in Fig. 1. The plane averaged electrostatic potential V (z) shows the characteristic
atomic oscillations in the area of the slab and reaches a plateau in the vacuum
region. By aligning the atomic oscillations in the slab with those obtained via the
bulk calculation one derives / and A.

Computing / and A using this method we come up against a theoretical problem
in the QP description. The GW approximation sets the vertex function I" for the
calculation of the XC self-energy ¥ = GWI to I' = 1. It has been shown that
the inclusion of vertex corrections changes the position of the SiO, VBM by 0.6 eV
while the gap is closed by 0.3 eV, so that I and A are reduced by 0.6eV and 0.3 eV,
respectively [32]. Therefore, a variation of the band edges of about 5-10 % due to
further many-body effects cannot be excluded.

The surface energy Es is defined as the energy cost for creating the surface. For
stoichiometric cells with symmetric slabs with surface area A containing N bulk
unit cells it can be easily calculated by

Eqab — NEwuik
Esgp = —, 3
SF 74 (3
where Eg,p and Eyy are the calculated total energies for the slab and the bulk unit
cell respectively. For non-stoichiometric slabs we have to generalize the formalism
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to include the chemical potential fte and o of the cation (i.e. In, Sn, or Zn) and
oxygen atom, respectively [33]. For a slab with N, cations and N oxygen atoms
Eq. (3) then turns into

1
Esg = ﬂ [Eslab(Ncalv NO) - Ncalﬂcat - NOMO] . (4)
Since the bulk acts as reservoir, the chemical potentials of the atoms are related by

Neatfheat + NOMO = Ubulk, (5)

where 1, and no denote the number of cations and oxygen atoms per formula unit,
respectively, puk = Ebulk/ Munit 1S the chemical potential per formula unit, and 72,
the number of formula units per bulk unit cell. Substituting Eq. (5) into Eq. (4), we
obtain

1

T 24

N, no
- Mouk + (
t n

cai cat

Esr

[Eslab - Ncal - NO) ﬂ0:| . (6)
This enables us to determine surface stabilities in dependence on the chemical
potential of the oxygen atom, generally given in relation to (to,, the chemical
potential of the free O, molecule as obtained via a LDA total energy calculation
of a free oxygen molecule.

3 Results and Discussion

We determine the ionization energies and electron affinities of the TCOs for
different surface orientations and terminations. The results are listed in Table 1 and
displayed in Fig. 2.

There are only a few measurements of the surface properties of In,O; and
Sn-doped-In,O3 (Indium-Tin Oxide, ITO). The electron affinity seems to vary
in the range of A = 4.1...5.0eV in dependence on the doping concentration
(see Ref. [34] and references therein). Together with the measured gap of 3.6¢V,
ionization energies of I = 7.7...8.6 eV may be derived. Klein [35] suggested values
of A =35+02eVand ] = 7.1 % 0.15eV for evaporated In,O3 films. In a more
recent paper [36] the same author gave values of A = 4.45eV and I = 8.05eV
for ITO samples. Our theoretical values indicate a strong influence of the surface
orientation and termination. The oxygen-terminated (001)-surface differs from the
indium-terminated surface by more than 3 eV. To illustrate, the planar average of
the respective electrostatic potentials are shown in Fig. 3a. The atomic configuration
of the different surface terminations is shown in Fig. 3b, along with isosurfaces of
the electrostatic potential, to illustrate the different surface barriers. This effect is
due to the strong influence of the direction of the surface dipole in highly polar
materials like the TCOs. Dangling bonds located at the oxygen atoms will most
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Table 1 Characteristic energies: fundamental gap E,, electron affinity 4 and ionization energies
I of transparent conducting oxides derived from QP calculations. All values in eV. The surface
orientation used for the calculation of 7 and A is indicated by the Miller indices (hkl) or (hkil).

Experimental values are given in parentheses

Crystal Orientation E, A 1
rh-In, 03 (0001) 3.79 6.11 9.41
(3.02)
bcce-Iny, O3 (001) In-terminated 3.15 6.10 9.25
(001) O-terminated 9.22 12.37
(110) 5.30 8.45
(3.58)" (3.5-5.0® (7.1-8.6)"
rt-SnO, (100) 3.64 4.10 7.73
(001) Sn-terminated 3.45 7.08
(3.6)° (4.44)4 (8.04)¢
wz-ZnO (0001) Zn-terminated 3.21 5.07 8.24
(1010) 3.65 6.84
(3.38)¢ (3.7-4.6, 4.05 (7.1-8.0, 7.45,
4.42, 4.64)%f8h 7.82, 8.04)% &k

“References [37,38]
bReferences [35,36]
“Reference [46]
dReferences [41,42]
“Reference [45]
I Reference [43]
$Reference [39]
hReference [40]

'
N

Energy (eV)
S

mHm @ 6 @ G ©O 0D ®

Fig. 2 Valence band (red) and conduction band (green) edges for (1) rh-In,O3(0001), (2) bce-
In,03(001) O-terminated, (3) bee-InyO3(001) In-terminated, (4) bece-InpO3(110), (5) SnO2(100),
(6) SnO,(001) Sn-terminated, (7) ZnO(0001) Zn-terminated, and (8) ZnO(1010). The vacuum
level is used as energy zero

likely increase polarity and, hence, the surface dipole of the slab. On the other
hand, the In-termination will decrease the dipole, lowering the surface barrier
for electrons. All in all, our predictions seem to overestimate the experimental
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[

Energy (eV)

z (&)

Fig. 3 (a) Planar average of the electrostatic potential V (z) for the In-terminated (black) and
O-terminated (red) bce-In, O3(001) surface. (b) Surface structure of the O-terminated (above) and
In-terminated (below) bcc-InpyO3(001) surface. Isosurfaces of the spatially resolved electrostatic
potential are shown for V(x) = —3eV

findings. The discrepancies to the largest experimental values are of the order of
0.5 eV. Apart from uncertainties in the theoretical description, such as the neglect of
vertex corrections in the G W approximation, several problems of the real-structure
surfaces such as doping influence, surface coverage (and, hence, surface dipole),
and sample quality may occur. Also the gap value of 3.6eV taken from optical
measurements deviates by 0.5eV from the recently predicted one [37], mostly due
to the fact that the lowest interband transitions are dipole-forbidden in the bixbyite
structure [38].

There are several measurements regarding the surface barrier of wz-ZnO, which
vary over a wide range. Jacobi et al. [39] found electron affinities of 4 = 3.7, 4.5,
and 4.6eV depending on surface orientation and termination. Other electric mea-
surements yield an electron affinity of A = 4.64eV [40]. A value of A = 4.05eV
is derived from studies of the semiconductor-electrolyte interface [41] which yields
I =7.45¢eV taking into account the known gap [42]. Another measurement gave
1 =7.82eV [43]. Again, it seems that we overestimate the measured values.

The surface properties of SnO, are hardly known. Measurements gave
A=4.44eV [41] which, in combination with the gap of 3.6eV measured for
rt-SnO, [42], yields an ionization energy of I = 8.04eV. For tetragonal SnO,, a
variation in the interval / =7.9-8.9¢V, depending on Sb doping, is reported [44].
SnO; is therefore the only TCO where our predictions seem to underestimate the
experimental value. This might be due to a possible influence of virtual electronic
states in the fundamental gap [8].

The large variety of measured values for / and A of the TCOs is probably not
only due to sample quality problems, but also to the strong dependence of the
surface barrier on surface orientation and termination. To investigate the influence
of the surface preparation on the surface energy of the different orientations and
terminations we calculate the surface energy of important surfaces for the bcc
geometry of In,Os.
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Egp: (eV/IAY)

Ho-172po, (€V)

Fig. 4 Surface energiy Egsp per unit area of the non-polar (110) (blue), the In-terminated (001)
(black), and the O-terminated (001) (red) surface of bcc-InyO; in dependence of the chemical
potential (1o of the oxygen atom. The energy zero is set to half the chemical potential of a free O,
molecule

The surface energy is plotted in dependence on the chemical potential of the
oxygen atom in Fig. 4. For the polar (001) direction we see a strong dependence of
the surface energy on the chemical potential ;1o of the O atom. While in the oxygen-
rich limit of ;to = 1/2 0, the O-termination is favored over the In-termination by a
factor of 2, this changes drastically in oxygen-poor environments. The In-terminated
surface becomes equally stable or even energetically favored over the oxidized
surface. The non-polar (110) surface with a surface energy Esp = 0.11eV/A? is
energetically favored over both (001) phases in practically all settings. We therefore
conclude, that the ionization energy and electron affinity of bcc-In,O3 strongly
depends on the preparation conditions of the sample.

4 Summary and Conclusions

We have investigated the electronic properties of the transparent conducting oxides
In,O3, SnO; and ZnO by means of quasiparticle calculations based on many-body
perturbation theory. The resulting band structures with rather accurate fundamental
band gaps were combined with density functional theory calculations of material
slabs to investigate electronic surface properties for different surface orientations
and terminations. For this purpose the bulk and surface electronic structures have
been energetically aligned using the electrostatic potential as reference.

The results were compared with the few experimental data available. Even
though the experimental values are at variance, we found nevertheless a slight
but systematic overestimation of ionization energy and electron affinity in our
predictions. This is most likely due to the omission of vertex corrections in the
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quasiparticle calculations. The only exception to this rule was SnO,, possibly due to
the influence of states within the fundamental gap at real surfaces. We found a strong
dependence of the surface barrier on the orientation and termination of the surface.
This is caused by the strong surface dipoles in highly ionic compounds.

We also analyzed the influence of the chemical potential of oxygen on the surface
energy of different surface orientations and terminations of bcc-In,O3. We found
that the surface stability, of different phases and, hence, the surface barrier of the
sample, is strongly dependent on the preparation conditions.
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Surface Magnetism: Relativistic Effects
at Semiconductor Interfaces and Solar Cells

U. Gerstmann, M. Rohrmiiller, N.J. Vollmers, A. Konopka, S. Greulich-Weber,
E. Rauls, M. Landmann, S. Sanna, A. Riefer, and W.G. Schmidt

Abstract Ab initio calculations of the electronic g-tensor of paramagnetic states
at surfaces and solar cells are presented, whereby special emphasis is given onto
the influence of relativistic effects. After discussing the numerical requirements for
such calculations, we show that for silicon surfaces the g-tensor varies critically
with the hydrogen coverage, and provides an exceptionally characteristic property.
This holds also in the case of powder spectra where only the isotropic part g,
is available from experiments. Extending our calculations onto microcrystalline
3C-SiC, our study explains why sol-gel grown undoped material can serve as an
excellent acceptor material for an effective charge separation in organic solar cells:
Due to an auto-doping mechanism by surface-induced states it fits excellently into
the energy level scheme of this kind of solar cell and has the potential to replace the
usually used rather expensive fullerenes.

1 Introduction

Solar cells provide an increasing market with high potential for a further devel-
opment. The global market for photovoltaics cells is expected to be doubled
during the next decade. However, overcapacities will be an ongoing challenge
for the manufacturers and a wedding-out and consolidation process seems to be
unavoidable. One way out is the production of highly efficient solar cells by minimal
costs. So far, however, such an optimization of the cells is mainly based on try
and error. For a further improvement of cell performance a better understanding
of the microscopic structures and the basic electronics behind the light-induced
separation of charge carriers as well as the efficiency limiting processes is crucial.
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Experimentally, electron paramagnetic resonance (EPR) provides a powerful tool
to analyse the microscopic structure of paramagnetic systems. Since most of the
electrically active centers in solar cells are those with unpaired electrons, these
electronic states are paramagnetic. Hence, EPR provides an appropriate possibility
to characterize the basic material as well as the solar cells itself. In many cases,
however, the wealth of important information available from EPR measurements,
cannot be extracted from experimental data alone. For an identification of the
microscopic structures, accurate first principles calculations of as many as possible
relevant properties are necessary to calculate a fingerprint of the structure that can
be compared with the experimental values. From EPR experiments the components
of the electronic g-tensor are available also in those cases in which hyperfine (hf)
splittings cannot be resolved. However, in contrast to the ab initio calculation of
hf splittings that already do have an appreciable history, quantitative predictions of
electronic g-tensors making use of the machinery of ab initio density functional
theory (DFT) have become possible only very recently [1]. In semiconductors,
this has been already demonstrated successfully for defects in SiC and GaN bulk
material [2—4]. For surfaces, however, theoretical data obtained by first principle
calculation is very rare. In this work we show, that the EPR parameters are mainly
influenced by relativistic effects like the spin-orbit coupling (SOC). At surfaces
and interfaces these effects become exceptionally anisotropic giving rise to special
effects like the so-called Rashba effect [5].

We evaluate our method using hydrogented silicon surfaces as an example.
Such surface states appear in hydrogenated microcrystalline silicon (pc-Si:H), a
material that can be used for efficient and low-cost solar cells [6] (see Fig.1).!
We show that the ab initio calculation of g-tensors can help to elucidate the
situation in such microcrystalWe calculate the elements of the electronic g-tensor
for some paramagnetic states at silicon surfaces from first principles, using a
recently developed gauge-including projector augmented plane wave (GI-PAW)
approach [1,9] in the framework of DFT. According to the in-diffusion of water and
atmospheric gases [10] we investigate the EPR fingerprint of those paramagnetic
states that are created by hydrogen adsorbed at Si(111) and Si(001) surfaces. Our
approach is shown to be able to distinguish between different surface states [11].
For silicon surfaces with different hydrogen coverages, the g-tensor is by far more
characteristic than the hf splitting of the Si dangling bonds or that of the adsorbed
H atoms. This holds in cases of powder spectra like in the case of amorphous or
microcrystaline material for solar cells where only the angular average of the spectra
is available experimentally.

A central challenge on the way to optimized solar cells is to make the thickness
of the individual layers smaller than the diffusion length of the charge carriers.
Recently, 3C-SiC microcrystals grown by a sol-gel based process have been

'In comparison with cells based on amorphous silicon suffer less from the notorious light-induced
degradation, known as the Staebler-Wronski effect [7]. Best cell performance is, however, achieved
for material grown close to the transition to amorphous growth [8].
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Fig. 1 From microcrystaline material (here: atomic structure of oxidized pc-Si) towards single
solar cells and photovoltaic plantages

proposed as a promising acceptor material for photovoltaic applications [27]. Such
uc-SiC samples have been already characterized by optical spectroscopy and elec-
tron paramagnetic resonance (EPR) [32]. In this work, the available experimental
data is analyzed with the help of ab inito DFT calculations resulting in electronic
band structures and g-tensors. Based on this, a possible scenario for the observed
acceptor process is discussed.

2 Methodology

Our first-principles calculations of the EPR parameters are based on density
functional theory (DFT) using the generalized gradient approximation for the
electron exchange and correlation functional (GGA-PBE) in its spin-polarized
form [12]. The hyperfine splittings, i.e. the interaction of the magnetic moments of
the electrons with those of the nuclei, are calculated taking into account relativistic
effects in scalar-relativistic approximation [13, 14]. Although there exist a non-
relativistic derivation for the isotropic contact interaction by Fermi [15], Breit has
shown that the origin of the hyperfine splitting can be only described correctly in a
relativistic treatment [16]. The static magnetic field caused by the magnetic moment
iy = gnpyl of a nucleus with gyromagnetic ratio gy located at the origin is
included using the vector potential for this magnetic field
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A = vx (B M

replacing the momentum operator p by the canonical momentum # = p + e¢/cA;
in Dirac’s equation

(c’oc-p+,3mc’2+ V—Erel)llf = 0. 2)

The influence of the resulting magnetic fields B;(r) = V x A;(r) leads to level
splittings in the 107'2...1072eV range. The smallness of these splittings allows
a simplified computation via perturbation theory. Within first order perturbation
theory the expectation value of the hyperfine interaction is given by

Enr = —e (¥|a-A;(r) |¥) , 3)

Here, o is a 4 x 4 matrix constructed from the 2 x 2 Pauli spin matrices oy, 0,, and

o0, respectively, whereby |¥) = ( Pu ), is given by the Dirac spinor decomposing

Ps
into the two-component Pauli spinors @; and @g. For light atoms, @, is the large
component whereas @ turns out to be small. This leads to

Enp = —e ((PL|0 - A(r) |Ps) + (Ps|o - A(r) D)) . “)

Thus, Eyr is a genuine relativistic term that couples large and small components of
Dirac’s equation. The small component @g can be expressed in terms of the large
component Py, as

co-p & — S(r)

by = =
S 2mc? + E — V(r) L7 ome?

(0-p)PL . &)

whereby S(r) is the inverse relativistic mass correction. This can be used to express
& in terms of @, leading to expectation values containing the large component
exclusively [17]. In the case of orbital quenching we obtain [14]:

8
Eoonact = —TﬂuB (@1 1S - o8(r)| Br)
108
+ <¢L ﬁg[ﬂ]'a’l—(ﬂ]‘r)(‘f'l')]‘q)L> (6)
1
Egp = 1tp <¢>L Slowr? =30 0w, .r)]‘ch> (7

The dipolar term Eg;p, is angular dependent and, thus, in the general case gives rise
to anisotropic hf tensors. In the non-relativistic case, since S(r) — 1, only the first
term in (6) contributes to the isotropic part, the so-called contact term. By this,
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we obtain the results of the classical theory given by Fermi [15], that only the
probability amplitude at the nucleus contributes. In the relativistic case, however,
this first term does not contribute at all. It is second term in (6) which becomes the
relativistic analogue to the contact interaction. For a pure Coulombic potential

—Ze?
Vir) = (3)
the derivative 0.5 (r)/dr is similar to a broadened §—function
1 aS 1 rn/2
Srn(r) = = m/ : ©)

dmr?or  Amr? E 2
|:(1+ 2)r—l—rTh/2i|
2mc

In other words, the magnetization density of the electron in the relativistic theory
is not evaluated at the origin, where it would be divergent for s electrons, but is
averaged over a sphere of radius

Ze?

e (10

I'Th =
which is the Thomson radius, about ten times the nuclear radius.

As a result, the divergence of the s electrons presents no problem. Also if we
approximate the nuclear potential by that of a charged volume rather than that of
a point charge [18], the divergence already disappears. However, it is important to
note, that we would obtain divergent contact terms mixing the approximations, e.g.
using (scalar)? relativistic orbitals in a non-relativistic formula.

Whereas the hf splittings depend on the magnetization density m(r) = n’(r) —
n(r) exclusively, the main deviation of the g-tensor from its free electron value
ge ~ 2.002 319 278 is given by the spin-orbit coupling of the many-particle
system. In physically transparent form it can be written in terms of spin-polarised
electron currents j(Tl)’“ and j(f)’“ induced by a unit magnetic field B* applied along
the direction w:

Ag%0 = % 3 o/v g jDr@dr | (11
o=E1(1d)

v

To obtain this result we start again from Dirac’s equation and apply perturbation
theory with respect to spin-orbit coupling and to an external magnetic field B.

2 In the scalar relativistic treatment @; is caculated solving Dirac’s equation but thereby ignoring
spin-orbit interactions. This leaves the electron spin as a “good” quantum number. Already in a
scalar relativistic treatment, s-like wave functions diverge at the nuclear site (if the nucleus is
taken to be a point charge).
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« is the fine structure constant, S the total spin given by the number of unpaired
electrons times 1s. VV g denotes the gradient of the spin-polarized effective
potential. Besides ground state quantities the evaluation of the g-tensor requires
the calculation of the spin-currents jg) ** in linear magnetic response [9]:

. o o o o o
3P = 23 Re (U |77 97 60) AU ) + 5 07 () B xx (12)

JP = %IZ [r)(r| + c.c. denotes the current operator for vanishing magnetic field.
A = 5L - B describes the influence of the uniform magnetic field determining
the perturbed wavefunctions |1pg)ya) = 9%(e,) %I)W(g),g ) via Green’s function
of the unperturbed system

Ve V]
Go(e) = ) — = (13)

e

whereby the sum runs over the empty orbitals e.

Strictly seen, the formalism so far presented ensures only a faithful description
of the nuclear and two-electron spin-orbital coupling. According Ref. [1, 11] higher
order contributions can be approximately taken into account via the spin-other-orbit
correction, given by the screening B()*#(r) of the external magnetic field B* by the
induced currents as experienced by the magnetization density m(r) of the unpaired
electrons:

J73Y

Ags%® = if—;‘/eu BYH () m(r) dr. (14)

In the case of the paramagnetic states at Si surfaces the contribution of the SOO
term comes out to be very small (clearly below 10 ppm). In other words, the spin-
other-orbit contributions do not contribute considerably to the g-values given in
Tables 1-4.

For a modelling of the surfaces we use supercells and periodic boundary
conditions. Hence, the explicit treatment of an external magnetic field B has to
be done in a gauge-invariant way in order to retain the translation invariance of
the wavefunctions. Here, the gauge-including projector augmented plane wave (GI-
PAW) approach sattisfies this requirement and allows an ab initio calculation of the
all-electron magnetic response using an efficient pseudopotential approach [1, 9].
The GI-PAW approach is implemented in the pwscf-code (QUANTUM-ESPRESSO
package) [19] and has been already applied succesfully to identify paramagnetic
defect structures in SiC and GaN [2—4].

To model the semiconductor surfaces (silicon and SiC) at least eight atomic
layers are treated in a supercell, whereby the lowest layer was saturated with
H atoms. To ensure a well defined transition to bulk material, the atoms in the
lowest three layers were kept on their ideal bulk positions. All other atoms were
allowed to relax freely. To minimize the interaction of the periodic images of the
surface, 10 A vacuum is inserted. We use supercells containing up to 175 atoms and
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Table 1 Largest hf splittings (MHz) of a H vacancy at Si(111):H surface as calculated by ab initio
DFT. 6 denotes the angle between the principal axis of the hf tensor and the surface normal. All hf
splittings due to H atoms are below 2 MHz

# nuclei A Ay Az 0
Siy 1 —220.0 —220.0 —414.9 0.0°
Sis 3 1.4 0.0 —6.7 52.1°
Sis 3 —26.5 —27.4 —42.8 0.4°
Siy 3 —20.1 —20.4 —26.7 66.3°
Sis 3 —-7.5 7.7 —10.4 10.0°

Table 2 k-point convergence of the g-values calculated for the H vacancy at Si(111):H surface.
Given are the principal values g; as well as the angular averaged value g,,. 6 denotes the angle
between the principal axis g3 and the surface normal

k-point mesh gav g1 o g3 0

r 2.010887 2.01250 2.01250 2.00766 0.0°
2x2x1 2.006393 2.00925 2.00925 2.00068 0.0°
3x3x1 2.006607 2.00939 2.00939 2.00104 0.0°
4x4x1 2.006630 2.00939 2.00939 2.00111 0.0°
5x5x%x1 2.006630 2.00939 2.00939 2.00111 0.0°
6x6x%1 2.006630 2.00939 2.00939 2.00111 0.0°

Table 3 Comparison of the calculated g-tensors for a single adsorbed H-atom and for a nearly
complete H-coverage of the Si(001) surface. For a better comparison with the calculated hf
splittings (MHz) the calculated Ag-values are here given in ppm

AL A, Ay bhe Agay Ag) Agy Ags 0
(111): H saturated with H vacancy ~ —220 —220 —415 0° 4,309 7,070 7,070 —1,213  0.0°
(001): single adsorbed H atom —189 —189 —373 18° —2,149 —=2,079 -219 —4,139 27.8°
(001): monohydride with H vacancy —254 —2,554 —450 20° 2,941 5,841 3,431 —449 33.5°

Table 4 Analysis of 3C-SiC microcrystals: Calculated g-tensor values for different surface related
defects visualized in Fig. 5. The value experimentally observed for a pc-SiC powder spectrum and
the corresponding angular averaged theoretical values g,, are also given

Defect Zav g1 g2 g3

Exp. 2.0073
(@) Si(001):H 2.00320 2.00187 2.00359 2.00415
(b) C(001):H 2.00292 2.00245 2.00273 2.00357
(c) Si(001) +H 2.00268 2.00238 2.00271 2.00294
(d) C(001) + N¢ 2.00271 2.00180 2.00299 2.00333

norm-conserving pseudopotentials with a plane wave energy cutoff of 30 and 50 Ry
for silicon and SiC, respectively. The ab initio calculation of the g-tensor is still very
time-consuming: Whereas for the geometry optimisation a 2 x 2 x 1 Monkhorst-Pack
(MP) [20] k-point set comes out to be sufficient, to obtain converged estimates for
the g-tensor in the general case 4 x 4 x 1 samplings come out to be unavoidable. In
some cases the number of k-points can be reduced by symmetry, but the number of
(k+q)-points has to be multiplied by a factor of 7 in order to obtain the derivatives in
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the reciprocal space. A second requirement for the calculation of the spin-currents in
linear magnetic response [9] is calculation of the Green’s function (see Eq. 14). As a
result, the calculation of a g-tensor becomes computationally extremely demanding
and takes about an order of magnitude more CPU time than structure optimization.
On the other hand, the calculation of the hyperfine splittings can be done on the fly.
Given that structure optimization takes 1 day CPU time, and the g-tensor more than
10 days, the hf splittings are already available after 10 CPU minutes.

3 Results

We first discuss the H vacancy at a Si(111):H surface as a reference system.
This structure is obtained if removing one H-atom from an otherwise completely
hydrogenated Si(111) surface. It provides a simple model for a single paramagnetic
dangling bond. Figure 2 shows several views of the microscopic structure and the
corresponding magnetisation density m(r). As can be seen from the top view (lower
left corner), the structure shows perfect C3, symmetry with the symmetry axis along
the surface normal. An analysis of m(r) at the nuclei leads to the hyperfine splittings
given in Table 1. As intuitively expected, the by far largest hf splitting (—415 and
—220MHz for the magnetic field along and perpendicular to the surface normal,
respectively) is due to the unsaturated Si-atom at the surface. The right part of Fig. 2
shows the magnetization density in a plane parallel to the surface normal. It can be
considered as a typical ‘textbook’ fingerprint of a dangling bond. As an additional
feature, weaker accumulations of m(r) are found along the Si zig-zag line. As a
result, besides that of the dangling bond nucleus itself, our ab initio calculations
predict further characteristic hf splitting. With a value of about —43 MHz due to
three equivalent nuclei Siz in the third layer, the hf splitting could be large enough
to be resolved in EPR measurements. In contrast, the hf splittings below 10 MHz
(see Table 1), especially that of the H atoms at the Si(111) surface (below 2 MHz)
are too small to be resolved. They will contribute to the width of the central line
instead. The position of this central line is determined by the g-tensor.

In Table 2, the calculated principal g-values are compiled for different k-point
samplings. At least for the 4 x 4 x 1 and larger samplings the values can be
considered converged. The vanishing angle 6 between gz and the surface normal
confirms again the perfect alignment of the dangling bond along the surface normal.
Perpendicular to the surface normal with g; = g» = 2.00939 comparatively large
g-values are predicted. The g-value parallel to the surface normal remains similar
to that of the free electron. The reason for this particular anisotropic shape is the
perfect alignment of the dangling bond along the surface normal resulting in a
strongly anisotropic spin-orbit coupling similar to the Rashba-type [5] characterized
by vanishing spin-orbit coupling for the spin along the surface normal.

We also take this textbook dangling bond as an example to evaluate the
computational efficiency of our code in massive parallel application. We analyse the
hydrogen vacancy at the H-terminated Si(111):H surface in a 119 atom supercell by
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Fig. 2 Microscopic structure and magnetisation density of the paramagnetic H vacancy at
Si(111):H surface for different side views (lower left corner: top view). Plot of the magnetisation
densitywithin a plane including the surface normal. The arrows describe the direction of the
magnetization density (i.e. the principal axis of the hf tensor) at the Si-nuclei

using a 6 X 6 x 1 k-point set. Due to the trigonal C3, symmetry this results in an
explicit treatment of 24 k-points. In the standard mode, the QUANTUM-ESPRESSO
code uses parallelization with respect to reciprocal lattice vectors. For Fast Fourrier
Transformations (FFT) and a limited number of processors, already this simple
treatment often provides a good scaling with the number of quasi-processors (cores)
used. However, especially in cases where the number of lattice vectors does not fit to
the number of cores and for more than 32 cores the performance of the calculations
becomes more and more saturated (see Fig. 3). We cannot exclude that the observed
saturation is also supported by additional communication between the several nodes
as unavoidable for N.,,.; > 32. However, for band structure calculations, in general
for calculation with a large number of k-points® a second parallelization via pools
can be established. Here, the k-points are devided into pools whereby each pool
contains a subset of the k-points. By this, for the present architecture we obtain
linear scaling for up to 256 processors (16 nodes).

The number of pools is obvious limited by the number of k-points in the
calculation and more critical by the memory consumption per core: By doubling the
number of pools the required memory per core is increased by a factor of 1.2-1.4.
The best scaling, however, is obtained for metallic systems with several thousands of
k-points. On the other hand, for a small number of cores per pool the parallelization
via k-points can become counter-productive. For a given system size (including cell
size, number of electrons/bands, number of k-points) and for a chosen number of
cores an optimal number of pools exists, mostly larger than the available memory
allows. In other words, the overall limiting factor is given by the memory available

3For spin-polarized calculations, the second spin channel is realized by doubling the k-point set.
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Fig. 3 CPU time on the 100000
HLRS CRAY XE6 for a

self-consistent field

calculations (blue) and

g-tensor calculations (red).

For exact description of the .
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square corresponding to 1, 2,
4 and 8 pools, respectively
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per core. Here, for future work, especially for larger systems with up to thousand
atoms, an architecture with more than 2 GB RAM per core would be desirable.

Coming back to the physical results of our calculations, the situation becomes
more difficult in case of the Si(001) surface that has an appreciable history of both
experimental and theoretical work (see e.g. Ref. [21] for a review). It shows the
famous 2 x 1 reconstruction into rows of buckling Si dimers. The left part of Fig. 4
shows a side view along these dimer rows. The adsorption of a single H atom
breaks the double bond of a dimer. The result is a single dangling bond (left row
but one in Fig.4). If further H atoms are adsorbed at the Si(001) surface, either
further dimers are broken or existing dangling bonds are saturated. In the case of
complete saturation, each Si atom at the surface bonds one H atom. In Table 3,
the EPR parameters for such microstructures are compared. Obviously, the g-tensor
varies strongly with the hydrogen coverage. Especially the Ags-values along the
principal axis of the g-tensor differ by more than one order of magnitude. In this
sense, the g-tensor is by far more characteristic than the hf splittings which vary only
within 20 %. Since in contrast to the hf splittings the sign of Ag can be determined
experimentally, this holds also in case of powder spectra where only the isotropic
part g, is available from experiment.

The results and experiences obtained for the H-terminated silicon surfaces gives
us confidence that our method will be acccurate enough to predict the spectroscopic
magnetic properties of dangling bonds in real devices, like solar cells based on
microcrystalline SiC:

Microcrystalline silicon carbide (uc-SiC) has become an attractive new class
of advanced materials for light emitting diodes and heterojunction photovoltaic
devices [24]. Here, the microcrystallites are of interest as effective charge carrier
collectors in organic solar cells. When a photon is absorbed by an organic
photoactive material, an exciton, i.e., a bound state of an electron and a hole, is
created. Due to the notably short exciton lifetime of several tens of nanoseconds,
the most important design criterion for such solar cells is to make the thickness
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Fig. 4 Structure and magnetisation densities for a single adsorbed H-atom (left) and for a nearly
complete H-coverage of the Si(001) surface (H vacancy at monohydride surface, right)

of the individual layers smaller than the diffusion length of the exciton [22, 23].
For this purpose, usually fullerene molecules are dispersed in a polymer matrix.
One possibility to further increase the efficiency of this kind of solar cells is to use
alternative acceptor materials with a more suitable position of the LUMO (lowest
unoccupied molecular orbital) level. By adjusting the latter, the open circuit voltage
of the solar cell can be increased at the expense of the energy lost by the electrons
connected with charge transfer from donor to acceptor material. Instead of using
rather expensive fullerenes, currently wide bandgap micro- and nano-crystals as
acceptor materials are under discussion, such as TiO, [25], ZnO [26], and last but
not least SiC [27].

Usually, the mentioned materials provide unavoidable technical difficulties, such
as intrinsic defects, the lack of suitable p-doping [28] or omnipresent n-doping. As
an promising alternative, in Ref. [31] a sol-gel growth process for pc-SiC has been
proposed. The resulting material is almost free from usually unavoidable nitrogen
donors, allowing arbitrary doping. In Ref. [32] electron paramagnetic resonance
(EPR) was used as an analytic tool for the control of the doping success: Doping
with N, Al and P leads to different, characteristic EPR spectra. They are clearly
different from those known for usual shallow donors and acceptors in bulk SiC.
The nominally undoped and nitrogen-doped samples show an EPR line similar to
a center discovered in porous 3C-SiC, assigned to a carbon dangling bond at the
3C-SiC/SiO; interface. The g-factor is slightly different, but the line half width
is almost the same. At first view, this similarity is very surprising since the
microcrystallites are not oxidized: Even if the crystals became as large as 20 um in
diameter, they do not show the typical SiO; lines in nuclear magnetic resonance and
infrared reflection spectroscopy. Electrical and photoluminescence measurements
support the finding that the required acceptor behavior of pc-SiC is caused by
surface-related defects in combination with an appropriate position of the Fermi
level, which is determined by doping.

Based on the experimental results, the microscopic structure of the responsible
defect structure at the clean surface of the micro-crystallites and its influence onto
the charge-separation mechanism is discussed with the help of ab initio calculations.
In order to elucidate the microscopic origin of the observed EPR signals, we
calculate the EPR parameters for some possible dangling-bond related structures
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and compare them with the experimental values. For a modelling of the surfaces we
use the settings already mentioned in connection with the partially hydrogenated
silicon surfaces. In close analogy to the (001)-oriented silicon surfaces we first
discuss the different defects at the corresponding surface of 3C-SiC (see Fig.5).
In silicon, the clean (001) surface is stabilized by rows of buckled dimers, which
are still surviving if the surface is partially hydrogenated. Only, if nearly all silicon
atoms are mono-hydrogenated, the dimers at the reconstructed surface lose their
buckling. In 3C-SiC, the silicon-terminated Si-surface looks similar at first view. But
due to the smaller bond length in SiC the buckling becomes less efficient, resulting
in almost all cases in surfaces with very complicated reconstructions [29, 30]
showing metallic and diamagnetic properties. Hence, these configurations cannot
be responsible for the observed paramagnetic structures.

Only an almost completely hydrogen-passivated configuration with one missing
hydrogen (shown in Fig. 5a) leads to a paramagnetic surface state. In the following,
we focus onto the carbon-terminated C-surface, where the situation is by far more
straightforward. Here, similar to the case of diamond, already the clean surface
provides a 2 x 1 dimer reconstruction without buckling (see also Fig. 5b—d). All
these surface related defects provide paramagnetic states and are, thus, possible
candidates to explain the g =2.0073 EPR-signal of unknown origin. In Table 4,
the calculated elements of the corresponding g-tensor are listed. Since no angular
dependent EPR-measurements for the microcrystalline SiC-powder were possible,
the only value that has to be compared to the experiment is g,,, the average g-value
over possible orientations. In all cases, Si-related hyperfine splittings in the range
20-30MHz can be found, but the calculated average g -values g,, are far away
from the experimental data. So, the corresponding models have to be discarded as
explanation for the surface related EPR-signal.

Nevertheless, it is worth to check the energetic level of the surface related
defects. For this, we have to analyse the corresponding electronic band structures.
Figure 6 (middle) shows the band structure of the clean C-terminated (001) surface,
calculated using the gradient-corrected PBE functional. In comparison with the
SiC-bulk material (left part) additional broad bands appear in the gap. Those in
the lower part are occupied covering a 1.2 eV broad region. The unoccupied bands
overlap with the conduction bands of the bulk material, so that the position of the
LUMO is lowered. In total, the fundamental gap is considerably reduced to 0.2 eV.
Having in mind the well-known underestimation of band gaps by the local density
approximation (LDA) or the gradient-corrected functionals like PBE (e.g. the
fundamental gap comes out about 1.4 eV while the experimental value is 2.4eV for
3C-SiC), the experimental values should be larger. To determine the exact positions
of the band edges further elaborated calculations (e.g. hybrid functionals) would
be necessary. Nevertheless, the LDA prediction of the gap considerably reduced
from both the valence band as well as from the conduction band can be considered
at least qualitatively correct. The result is something like an auto-doping of the
3C-SiC microcrystals. The additional unpaired electron, introduced by a param-
agnetic surface structure, leads only to an additional energy level clearly below the
highest occupied surface state, but leaves all other features of the band structure
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Fig. 5 Magnetization density of different surface-defects at the (001) surface of 3C-SiC.
(a) Si-terminated surface, hydrogen passivated but with one missing H-atom Si(001)-H, (b) the
corresponding defect at the C-terminated surface C(001)-H, (¢) C-terminated surface with one
H-atom adsorbed C(001)+H, (d) C-terminated surface with a substitutional nitrogen atom on a
C-site C(001)+N¢

Fig. 6 Calculated band structure of 3C-SiC bulk (left) and for a 2 X 1 dimer-reconstructed SiC
(001) C-surface (middle). The remarkable reduction of the fundamental gap (shaded grey) by the
surface leads to an efficient auto-doping. Additional localized defects at the surface (right) induce
additional defect levels (blue) and give rise to a spin-polarized band structure, but do not change
the situation with respect to the LUMO considerably

of the clean surface unchanged. In all cases, the gap is significantly reduced, and
the pure existence of the surface leads to an efficient auto-doping. In other words,
independent from details of the paramagnetic defect structure, already the nominally
undoped micro-crystalline sol-gel 3C-SiC behaves as an efficient acceptor for the
charge carriers collection.
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4 Conclusions

Ab initio calculations of the electronic g-tensor of paramagnetic states at surfaces
and solar cells are presented. After discussing the numerical requirements for such
calculations, we show that for silicon surfaces the g-tensor varies critically with
the hydrogen coverage, and is by far more characteristic than the hf splitting of the
Si dangling bonds or the adsorbed H atoms. This holds also in the case of powder
spectra where only the isotropic part g,, is available from experiments. Extending
our calculations onto micro- and nano-crystalline 3C-SiC as a basic material for
solar cells, our study shows that sol-gel grown material can serve as an excellent
acceptor material for an effective charge separation in organic solar cells. It fits
excellently into the energy level scheme of this kind of solar cell and has the
potential to replace the usually used, rather expensive fullerenes. It turned out, that
already undoped pc-3C-SiC acts as a particular suitable acceptor due to its auto-
doping mechanism by a surface-induced band structure.
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Ab-Initio Calculations of the Vibrational
Properties of Nanostructures

Gabriel Bester and Peng Han

1 Introduction

Colloidal semiconductor nanocluster research is a rapidly growing field driven by
the attractive idea to tailor material properties by acting on the morphology of
the structures. The modification of the optical properties by merely changing the
diameter of colloidal quantum dots is one of the figureheads of nanostructure science
[1-3]. It is the intense research effort towards the fabrication of nanostructures with
favorable properties that has helped to establish most of the knowledge base we
rely on today. Till now, the modification of the electronic and optical properties
by changing the size of the nanoclusters are well understood theoretically and
well controlled experimentally. One open problem of nanostructure science is the
effects of temperature on the electronic and optical properties of nanoclusters and
hence their vibrational properties. A theory at 7 = 0K yields very valuable results
to unveil certain aspects of the underlying physics, but to make predictions valid
in the real world, where the physical properties such as temperature broadening,
quantum coherence dephasing, spin-flip transitions and relaxation of charge carriers
are key components [4-6], the effects of vibration and temperature on the dynamical
processes must be addressed.

The vibrational properties such as the phonon density of states (DOS) and
dispersion of bulk semiconductors have been calculated with great accuracy using
ab initio density functional perturbation theory (DFPT) since the end of the last
century [7]. After the successful applications of DFPT on bulk phonon eigenmodes,
ab initio studies on the vibrational properties of semiconductor nanostructures such
as fullerenes, nanowires, nanotubes, and nanoclusters with small sizes have been
performed [8—10]. However, an accurate density functional theory (DFT) study on
the vibrational properties of nanoclusters with the experimentally relevant size of
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few nm diameter has not been reported until now due to the high computational
demand.

With the computational facility available at the Hochst Leistungs Rechenzentrum
Stuttgart (HLRS), we have recently calculated confinement and surface effects
on the vibrational properties of colloidal semiconductor nanoclusters based on
first-principles DFT. We describe how the molecular-type vibrations, such as
surface-optical, surface-acoustic, and coherent acoustic modes, coexist and interact
with bulk-type vibrations, such as longitudinal and transverse acoustic (LA, TA)
and optical (LO, TO) modes. We could link the vibrational properties to structural
changes induced by the surface and highlight the qualitative difference between
III-Vs and II-VIs semiconductor nanoclusters [11]. We describe the specific heat
of nanoclusters at low temperature and link the thermodynamic properties to the
low frequency vibrational modes and the surface structure. We suggest that the
low temperature specific heat should be a promising avenue to study the surface
properties of nanoclusters. Since nanoclusters are believed to have only a certain
fraction of their surface atoms directly passivated by ligand atoms, we study
the effects of the removal of passivant and the reconstruction of the surface on
the vibrational properties. We attribute the strong modification of the vibrational
properties to the transformation from sp? to sp? bonds.

2 Computational Methods

2.1 Research Methodology

A detailed review on density functional theory applied to lattice-dynamical cal-
culations has been given elsewhere [7]. Here, we briefly outline our research
methodology. Based on the adiabatic approximation (Born-Oppenheimer approx-
imation), the lattice-dynamical properties of a system are given by

h? 9
- ; 201, arg T ECRDIP(RY) = c@((R)) (1)

where R; is the coordinate of atom 7, M; its mass, {R} the nuclei configuration
given as a set of atomic positions, # the Planck constant, ¢ and @({R}) the eigen-
value and eigenvector of the lattice vibrations, respectively. E({R}) is the ground
state energy of the system, which is determined by the many body Hamiltonian

h? 02 2 1
Hpo(R) =~ 3 5+ 53 e RO VR @)
i i#]
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where m is the mass of the electron, e the electron charge, and r; the coordinate of
electron i. The electron-nucleus interaction potential V(r) is given by

VA
Va(r) = Z . IeR1| 3)

with Z; represents the charge of the nucleus /. The electrostatic interaction
potential Vi ({R}) is written as

VAYA
Vy({R}) = Z X T - )
1751 4

Based on the Hellmann-Feynmann theorem, the force acting on the nucleus 7 is

d
Ff:‘%lj}) . {R})|M|W( (R}) 5)

and the force constant matrix elements are

PE{R}Y) [ dpr(r) aVr(r) 9 Vg(r)
IR;0R,; OR, OR; dr +/ =(r)

*Vy ({R})
d 6
R, 08, " rr, @

where ¥ (r, {R}) is the electronic ground-state wave function and pg(r) the electron
charge density for the nuclei configuration {R}. The charge density pgr(r) is
obtained by mapping the problem onto a set of one-particle equations (Kohn-Sham
equations):

h* 9 Pr(r ) Eyc
e + Ve + ¢ [ P Sy @ — e @)
and
N/2
pr(r) =2 Y, (r)|? ®)
n=1

where §E,. is the exchange-correlation energy, €, and v, (r) are the eigen energy
and wave function of the electronic states, respectively.

Based on the harmonic approximation of lattice dynamics, the frequencies @ and
the corresponding eigenmodes u; are obtained by solving the eigenvalue equation

Z ! 82E({R})u = w’u )
M, M, 0R;0R; I

To analyze the eigenmodes in terms of core and surface contributions, we
calculate the projection coefficients
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(Ne.Ne.N)
v I "X

o Sl Xv ()P

o (10)

where, N, Ny, N, and N are the core, surface, passivant, and total number of
atoms, X" (/) represents the three components that belong to atom / from the 3N -
component eigenvector. We define the surface atoms as the atoms belonging to the
outermost seven layers of the cluster (around 3 A thick). From the phonon DOS
D(w) we obtain the specific heat according to:

C k o h(,() 2 eha)/kBT d
A=A D : 11
w o /0 (kBT) (ehe/ksT —1)2 (w)dw (1)

2.2 Computational Details

The nanoclusters we studied are constructed by cutting a sphere, centered on a cation
with T; point group symmetry, from the zinc blende bulk structure and removing
the surface atoms having only one nearest-neighbor bond. The surface dangling
bonds are terminated by pseudohydrogen atoms H* with a fractional charge of 1/2,
3/4, 5/4, and 3/2 for group VI, V, III, and II atoms, respectively. The calculations
are performed using the local-density approximation (LDA), Trouiller-Martin norm-
conserving pseudopotentials with an energy cutoff of 30 Ry for III-Vs and 40 Ry for
[I-VIs.

The geometry relaxation is performed using the Broyden-Fletcher-Goldfarb-
Shano (BFGS) procedure for the optimization of the ionic positions. The forces
are minimized to less than 3 x 1074 a.u. (5 x 10™*a.u.) under constrained symmetry
for the passivated (unpassivated) nanoclusters. With the optimized geometry, the
dynamical matrix elements % are obtained by solving Eq. (6). In the calcu-
lation, the charge density pg(r) are obtained by solving the Kohn-Sham equation
self-consistently and the values of % are calculated using a finite difference
approach. In principle we need 3N atomic displacements to obtain all the elements
of the dynamical matrix (N being the number of atoms). In practice we calculate
a significantly lower number of displacements (3N /24) and use the symmetry
elements of the point group to deduce the missing elements. This is a key points
to be able to treat these large structures.

All the calculations are performed with the CPMD code package developed at
the Max Planck Institute in Stuttgart and at IBM in Ziirich [12]. The CPMD code
is a high performance parallelized plane wave/pseudopotential implementation of
DFT. It offers, at the moment, the best scaling among the DFT codes using a hybrid
scheme of MPI and OpenMP.

In this project, all the calculations were carried out on the NEC Nehalem Cluster
at HLRS with 2.8 GHz and 12 GB memory per nodes, and infiniband interconnects.
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The details of the scaling behavior and the performance per CPU for CPMD code
have been given elsewhere [13].

3 Results

3.1 Confinement Effects on Vibrational Properties

We have calculated the vibrational properties for a total of 23 nanoclusters made
of InP, InAs, GaP, GaAs, CdS, CdSe, and CdTe. The wave function of the lowest
unoccupied molecular orbital (LUMO) state for Gass; Ass3;Hj;, nanocluster with
isosurface corresponding to 75 % of the maximum value are presented in Fig. 1. In
this report, we extract the essence of these calculations and select representative
results. The vibrational DOS of InP and CdS nanoclusters along with the bulk
phonon DOS are plotted with a broadening of 0.8 cm™! in Fig. 2. Although formally
TA, LA, and TO, LO phonon modes cease to exist in a nanocluster, the comparison
with the bulk phonon DOS in Fig. 2e, j reveals an obvious bulk parentage. From
Fig.2, we see that: (i) The III-V (InP) nanoclusters show a blueshift of LO-, TO-,
and LA-derived cluster modes with decreasing size while this blueshift cannot be
found in II-VIs (CdS). (ii) The surface modes tend to completely fill the acoustic-
optic phonon gap in II-VIs but not for III-Vs. (iii) The “broadening” of the bulk-like
optical phonon branches induced by the confinement is larger for II-VIs than for
II-Vs.

These three effects can be understood from the geometry of the relaxed nan-
oclusters. We plot the nearest-neighbor distances of relaxed III-Vs and II-VIs
nanoclusters as a function of the distance of the respective bond to the cluster center
in Fig. 3. From this figure, we see that the bond length at the dot center is reduced
through the presence of the surface in all cases. The bond length distribution of
III-Vs and II-VIs exhibits qualitative differences. For III-Vs, the surface shells
show a successive reduction of bond length, going outward, while II-VIs show a
large bond length distribution. The overall reduction of bond length in III-Vs along
with the positive Griineisen parameters explains the blueshift of the LO-, TO-, and
LA-derived cluster modes. The lack of shift in the TA modes stems from the small
negative Griineisen parameter for this branch. Moreover, we attribute the broadening
of optical branches and the filling of the phonon-gap in II-VIs to the results of the
large bond length distribution.

After discussing the confinement effects on the high frequency vibrational
modes, we now focus on the low frequency modes. In Fig.4, we plot the size-
dependent lowest frequencies f,;, = v/4R calculated from the longitudinal and
transverse speed of sound v and cluster radius R as solid and dashed curves. The
circles and the crosses are the lowest core and surface acoustic modes obtained
from the DFT calculations. We see that the lowest core modes follow closely the
analytic 1/R dependence while the surface acoustic modes are strongly affected
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Fig. 1 The wave function of
the lowest unoccupied
molecular orbit (LUMO) state
for a Gasy Ass3Hjp,
nanocluster with isosurface
corresponding to 75 % of the
maximum value. The colors
blue and red give the phase of
the wave functions

Fig. 2 Vibrational density of
states (DOS) contributed by
core atoms (black) and
surface atoms (red) for
(a)—(d) InP clusters, (e) bulk
InP, (f)—(i) CdS clusters, and
(j) bulk CdS

Vibrational DOS (arb. units)
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by the morphology of the surface and are not monotonous with cluster size.
Another important type of vibrational modes are the so-called coherent acoustic
modes, in which all the atoms vibrate in phase. The coherent phonon modes have
been observed with Ramans spectroscopy, far-infrared absorption spectroscopy, and
resonant high-resolution photoluminescence spectroscopy, and are now the center of
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Fig. 4 Size-dependent low frequency vibrational modes for (a) InAs and (b) CdS. Lowest modes
with bulk character (circles), surface acoustic modes (crosses), lowest breathing modes (triangles),
and experimental results (Oron et al. [14] and Saviot et al. [18]) for the coherent acoustic modes
(diamonds). Lowest spheroidal mode according to the Lamb model (dashed-dotted line), according
to the confined bulk model using the sound velocity of the TA- (solid lines) and LA-branch (dashed
lines)

attention when the manipulation of spins and the spin dephasing is investigated [ 14—
16]. We plot our results as triangles along with the experimental data as diamonds
and the results from the Lamb model as dashed-dotted line. Our results are in
good agreement with the experimental results (although our clusters sizes are still
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somewhat smaller than experiment in the case of InAs) and with the simple Lamb
model.

3.2 Passivated versus Unpassivated Nanoclusters

In the real world applications, the nanoclusters are believed to have only a certain
fraction of their surface atoms directly passivated by ligand atoms [17]. Thus, we
studied an extreme situation where the nanoclusters are unpassivated [19]. In Fig. 5,
we compare the vibrational DOS of a fully passivated with geometry optimization
(a), an unpassivated nanocluster without (b) and with (c) geometry relaxation. By
removing the passivants while frozening the atomic positions, we effectively create
dangling bonds in the sp? hybrid orbitals. In this frozen geometry, the orbitals
cannot redistribute effectively and the bonds close to the surface are weakened. This
leads to the red shift of the modes with surface character. Once the geometry is
optimized, the dangling bonds tend to transform from sp? to sp? hybrid orbitals and
strengthen. This leads to a blue shift of vibrational modes with a magnitude even
greater than the fully passivated cluster and in general a “broadened” vibrational
DOS. To understand this effect, we plot in Fig. 6 the relaxed unpassivated cluster (a)
and the nearest neighbor distances of a relaxed passivated and a relaxed unpassivated
InP nanocluster as a function of the distance of the respective bond to the cluster
center (b). From Fig. 6b, we see that the bond length reduction close to the surface
is more significant in the case of the unpassivated cluster and this results in the blue
shift. Moreover, we can also find that the variation in bond lengths is significantly
larger in the unpassivated cluster, which leads to the broadening of the vibrational
DOS.

3.3 Thermodynamic Properties

Following the discussion on the vibrational properties, we now turn to the thermody-
namic properties of nanoclusters. The vibrational specific heat C,(T) is calculated
using Eq. (11) with the vibrational DOS from DFT computations. Different aspects
of the results are summarized in Fig. 7.

In Fig.7a, we plot C,(T')/ T for CdSeH* nanoclusters with different size as
a function of T2. With this choice of axis, the Debye T regime would appear
linear. We identify two distinct regions, region I below 24 K? and region 2 above
this temperature. In region 1, C,(T')/ T shows a strongly non-linear dependence
and it converts to a nearly linear behavior in region 2. Most surprising is that
we find the smaller nanocluster has a larger specific heat than the larger ones.
To understand these behaviors, we plot in Fig.7b the low frequency vibrational
spectrum along with the percentage of surface character. The temperature region
1 roughly corresponds to the frequency region below 30 cm™! in (b), and the small
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Fig. 6 (a) Relaxed geometry of un-passivated Ins,; P35 nanoclusters, (b) Bond length distribution
as a function of their distance to the dot center for In;zngle;‘OO. The LDA bulk bond length is
given as dashed lines

nanoclusters have more vibrational modes (higher vibrational DOS) than the larger
ones in this frequency region and these modes have surface character. We can
see that the surface modes move up in frequency with increasing cluster size and
attribute this effect to the atomic configuration on a curved surface. As depicted in
the inset of Fig. 7a, the stronger curvature of smaller dots leads to an “open” surface
that allows for softer surface modes. From Fig. 7b, we see that the vibrational modes
with core characters contribute to the specific heat when the temperature arrives
into region 2. These vibrational modes show a red shift with decreasing cluster size
due to the negative Griineisen parameter along with the contraction of the surface.
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Fig. 7 Specific heat C, divided by the temperature T as a function of T2 for different CdSe
nanoclusters. In (b) the low frequency eigenmodes are drawn as vertical lines for three different
CdSe nanoclusters. The solid circle gives the percentage of surface character of each mode. In
(c) we estimated the slopes in the (nearly) linear regime of panel (a) for CdSe nanoclusters,
changing the passivant mass. In (d) we report the corresponding onset temperature of C,

These bulk-like contributions are reflected in the nearly linear behavior in Fig. 7a.
We estimated the slopes and the onset temperature of the curves and plotted them
in Fig. 7c, d with the passivant mass as hydrogen, carbon, oxygen and phosphorous.
The slope reduces with increasing size in all cases and it increases with increasing
mass of passivant. This behavior can be understood from the reduced frequency with
increasing passivant masses. From Fig. 7d, we find that the smaller nanoclusters
have an earlier onset than the larger ones. This is again related to the surface mode
softening we reported for decreasing cluster size.

4 Summary

In summary, we have performed ab initio DFT calculations to study the confinement
and the surface effects on the vibrational and thermodynamic properties of III-V
and II-VI colloidal nanoclusters with up to thousand atoms. We can identify the
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following confinement and surface effects. (i) The LA, TO and LO-derived cluster
modes of III-V clusters significantly blue shift with decreasing cluster size. For
II-VI clusters this shift is absent but the broadening of bulk derived modes is
significant and the gap between optical and acoustic phonons is filled by surface
modes. (ii) We can clearly ascribe these observations to the large relaxation of the
clusters dominated by an inward relaxation of the surface penetrating deep inside
the cluster in case of the III-Vs and a large distribution of bond length at the surface
of II-VIs. These strong confinement effects tend to disappear for clusters with more
than 1,000 atoms. (iii) We find surface optical modes in the phonon gap and surface
acoustic modes as the lowest frequency modes. The coherent acoustic phonons are
identified and found to be in good agreement with results from the Lamb model and
experiment. (iv) In the unpassivated nanoclusters, the unpaired electrons in the sp?
hybrid orbitals reduce the bond strength and result in red shift with frozen geometry.
Once the geometry is optimized, the dangling bonds tend to transform from sp? to
sp? hybrid orbitals and leads to a blue shift of vibrational frequencies. (v) The low
temperature specific heat reflects the surface acoustic vibrational modes and we
suggest to study the low temperature specific heat to access the surface properties.
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Part I11
Reacting Flows

Prof. Dr. Dietmar Kroner

Two contributions in this section about Reacting Flows impressively show how
the results obtained by high performance computing can be used for the design
of realistic combustors in order to increase the efficiency or to avoid damages.
Furthermore in two other contributions parameter studies for flames are performed
and the results are compared with available experimental data.

In the contribution about “Conservative Implementation of LES-CMC for Tur-
bulent Jet Flames” by P. Siwaborworn and A. Kronenburg, the authors carry out
parametric studies for turbulent jet flames, in particular for a so-called Sandia D
flame with available experimental results. The method used for this purpose is a
combination of large eddy simulation (LES) and of conditional moment closure
(CMC) to account for turbulence due to chemistry. Two studies are carried out. One
deals with the combustion model and investigates the impact of a so-called FDF-
weighting function in the governing equations which is believed to be the main
reason for inaccurate prediction. The other deals with the impact of the CMC grid
resolution. The study demonstrates that inclusion of the FDF-weighting function
leads to more accurate solution. The simulation have been performed on the NEC
Nehalem Cluster with up to 720 cores. The parallel efficiency falls below 40 % if
more than 180 cores are used.

In “Numerical Investigation of a Complete Scramjet Demonstrator Model
for Experimental Testing under Flight Conditions” by Y. Simsont, P. Gerlinger,
M. Aigner a scramjet model has been investigated numerically. The simulation
corresponds to a realistic scramjet model which has been tested for wind tunnel
experiments at Mach 8. The results are used for improving the design, such that
the inflow conditions and the distribution of the temperature are optimized. For
instance the simulations of the flow through the original geometry do not indicate
selfignition. Therefore additional wedges have been attached and it could be shown

Prof. Dr. Dietmar Kroner
Abteilung fiir Angewandte Mathematik, Universitit Freiburg, Hermann-Herder-Str. 10,
79104 Freiburg, Germany
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that locally the temperature increases such that self-ignition oocurs. The underlying
mathematical model consists of the compressible Navier-Stokes equations and
transport equations for the species with reactive source terms. The results have been
obtained with the software package TASCOM3D on the NEC SX-9 mit 16 CPUs.
The performance of the code is carefully studied. It turns out the it was not so strong
as results on the older SX-8 machine. This project was supported by the DFG.

The paper “A Unified TFC (Turbulent Flame-Speed Closure) Combustion Model
for Numerical Computation of Turbulent Gas Flames” by F. Zhang, P. Habisreuther,
M. Hettel and H. Bockhorn concerns the modeling and simulation in turbulent
compressible flows, in particular the modeling of premixed, non-premixed and
partially premixed combustion. The numerical results are obtained by using the
OpenFOAM software, which is based on centered Finite-Volume schemes. Two
different turbulent models, RANS and LES are compared. For the combustion
mechanisms for the species “state-of-the-art” methods are used, e.g. GRI 3.0 or
Maas/Pope. The details of the chemical reactions are computed using CHEMKIN
II and the results are integrated into the simulations via tables. The results of all
simulations show reasonably good agreement with the experiments. The computa-
tional effort for RANS is much lower than that for LES. For the parallelization an
efficiency of 55 % has been obtained. The main result has been summarized by the
authors as follows: “Nevertheless, there are only very few alternative models until
now which could be used to simulate such different flames using one single reaction
model. There are models indeed, which could provide better results for some of the
demonstrated flames, but these will completely fail elsewhere.” This project was
supported by the DFG.

In “Lagrangian Approach for the Prediction of Slagging and Fouling in Pulver-
ized Coal Combustion” by O. Lemp, U. Schnell and G. Scheffknecht the authors
present a modeling approach for the prediction of slagging and fouling in industrial
coal-fired boilers. Both slagging and fouling may cause damages of the furnace
and lead to an immense decline of power plant efficiency. The simulations done so
far (in absence of measurements) are thought to contribute to design, investigation
of damage processes as well as optimization of boiler performance. Simulation
have been performed using the CFD code AIOLOS based on Finite-Volume
methods. Chemically reacting flow is described by convection- diffusion-reaction
equations. Turbulence is computed via the kK —e model and for chemistry-turbulence
interactions the Eddy-Dissipation concept is employed. Since realistic (industrial)
scenarios are considered, high-performance computing must be used in order to get
effective hints for a better design, in particular for an optimization of the boiler
performance. The computation is based on six million computational cells and the
calculation were executed on the NEC-SX8 with § CPUs and on the NEC-SX9 with
16 CPUs. The efficiency is lower than for previous computations.



Conservative Implementation of LES-CMC
for Turbulent Jet Flames

P. Siwaborworn and A. Kronenburg

Abstract The objective of the present work is to validate a large eddy simulation
(LES) approach that has been coupled with a conditional moment closure (CMC)
method for the computation of turbulent diffusion flames. Contrary to earlier work,
we use a conservative implementation of CMC that ensures mass conservation of
the fluxes across the computational cell faces. This is equivalent to a weighting of
the fluxes by their probabilities at the cell faces, and it is thought that this weighting
leads to a more dynamic response of the conditionally averaged moments to tempo-
ral changes induced by the large scale turbulent motion. The first application to the
Sandia Flame Series D-F allows for the validation of the method, but further studies
with different flame geometries and more pronounced large scale instationary effects
will be needed for the demonstration of the benefits of conservative CMC when
compared to the conventional (non-conservative) implementation.

1 Introduction

The Large eddy simulation (LES) approach is considered to be the most promising
approach for the computation of turbulent flows in applications of engineering
interest. LES solves large scales of turbulent flows up to grid sizes using spatial
filtering and models subgrid scales using Smagorinsky model. CMC is applied for
a turbulent combustion modelling using mixture fraction as a conditional variable.
A non-conservative LES-CMC has provided predictions of major and minor species
for different flames in a last decade. However, inaccurate predictions occur in CMC
cells which have large temporal variations of the mixture fraction field. A lack of
FDF-weighting (filtered density function) ratios in a convective term of the non-
conservative CMC is believed to be the main reason for inaccurate predictions.
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In contrast to non-conservative LES-CMC, the present conservative formulation is
inherently mass conserving. It considers FDF-weighting ratios in convective term
so that improved predictions of local conditional scalars can be obtained.

In this work, investigations of turbulent jet flames (Sandia Flame D, E and F)
are performed by the conservative LES-CMC approach. Flame D is used as the
first test case to validate the numerical results by comparison with well-established
experimental data. Subsequently, Flames E and F are investigated for extinction
and reignition phenomena. Computational results of the present work from using
HLRS resources are given first. Subsequently, the computational resources which
have been used to simulate Sandia Flames series will be addressed.

2 Results of the Present Work

In this section, the computational setups are described, followed by the summaries
of parametric CMC studies in Sect.2.2. Section 2.3 presents the simulation results
for Sandia Flame D, which is carried out as the first test case in order to validate
the LES-CMC simulation models as a reference. Predictions of Flame D are also
chosen as representatives in this paper, since the simulation results of Flames E
and F follow the same tendency as predictions of in Flame D. This section closes
with the discussion and conclusions about the performance of various CMC model
parameters in Sect. 2.4.

2.1 Computational Setup

Computational grid was generated with dimensions of 80D in z-direction and 8 D in
x- and y-directions at the flame base increasing to 60D at the outlet of the domain.
Fine grid simulations of Sandia Flame series, having 112 x 112 x 320 cell grids
for LES and 8 x 8 x 80 cell grids for CMC (reference case), have been carried
out with HLRS resources. The regions above the jet and pilot are captured by 28
and 40 LES cells (for a dimension), respectively. Due to grid independence studies
by Navarro et al. [1], these computational cells satisfy a condition that the largest
fraction of energy spectrum is resolved after the initial break-up of the jet. The CMC
grid has 100 nodes in mixture fraction space which has refinement at » = 0 and 1.

2.2 Parametric Studies

The results of the LES-CMC modelling are presented in three main parts. Parametric
studies of flow and mixing field, parametric studies of combustion model and
parametric study of CMC grid resolution are investigated in order to study the effects
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of each parameter on simulation results. Details of these studies for each parameter
are given in the following sections.

2.2.1 Parametric Studies of Flow and Mixing Field

The parametric studies of flow and mixing field are the inflow velocity variances in
turbulent inflow generator, the Schmidt number, Sc, the turbulent Schmidt number,
S¢;, and constant value, C¢, which is used in modelling of the variance of mixture
fraction (¢7, = C:A? ( 335 Baf )). Besides Cg, all of them are fluid properties
which actually are not allowed to be changed. However, the velocity variance levels
are adjusted to yield suitable values for the inflow generator which creates the
oscillation of the velocity field in this work. The Schmidt number and the turbulent
Schmidt number, which are the ratios of momentum transfer rate to mass transfer
rate for resolved and unresolved scales, are varied to test a sensitivity of the flow
and mixing field. Sandia Flame D is used as a reference case and thus simulation
results from these optimal values are reported in Sect. 2.3.

2.2.2 Parametric Studies of Combustion Model

The evaluation of the LES-CMC combustion model is in the focus of the present
research project. The parametric studies concerning the combustion model carried
out here comprise the evaluation of the CMC formulation, the approximation of
the CMC convective fluxes and the model for the conditionally filtered turbulent
diffusivity.

e CMC Formulations
The difference of the two CMC formulations (the non-conservative form in
Eq. 1 and the conservative form in Eq. 2) is the inclusion of the FDF information
into the transport equation, in particular into the convective term (the second term
on the LHS) of the conservative CMC formulation.
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where y denotes ﬁ?(n) and F(n) is the Favre filtered probability density

function (FDF). Q, = Y, | n is the conditionally filtered mass fraction. u, is
the conditionally filtered velocity, W, is the conditionally filtered reaction source

term and N 1




162 P. Siwaborworn and A. Kronenburg

the modelled -by using of a gradient diffusion approximation- of the subgrid-
scale conditional scalar flux. Based on finite volume method, both conditional
species transport equations can be applied to each control volume (CV) of the
computational domain. It is believed that including the FDF information in con-
vection will make the CMC conservative form more precise than the traditional
one [2]. Therefore, the study of two different formulations of the combustion
model is performed in this work to reveal the results of the assumption.
* Flux Approximations

Since each CMC cell comprises of a number of LES cells, two methods can be
applied to approximate the convective flux between CMC cells. The first method
calculates convective flux over the CMC cell face from the convective fluxes
of the LES cells adjacent to the CMC cell face. The second method computes
convective flux from the values at the CMC cell centre, which takes into account
the values of all LES cells within the CMC cell. The convective flux from the
first method is shown as the summation of the small arrows in Fig. 1, while the
convective flux from the second method is shown as the big arrow in the same
figure.

¢ Conditionally Filtered Turbulent Diffusivity Models

There are three methods to model the conditionally filtered turbulent diffu-
sivity, D,. However, all of them are based on the Smagorinsky model for the
subgrid-scale kinematic viscosity, v, and the relation of unconditionally filtered
turbulent diffusivity, D; = v;/Sc¢;. In the first method, D, is calculated based
entirely on CMC cell (named D, ;). Therefore, v; in this method is calculated
based on CMC grid resolution. In the second method, D, is calculated based
on D, from every LES cell which locate inside that CMC cell. The ensemble
averaging over a CMC cell can be computed by weighting with FDF. In the third
method D, 3, the ratio of the size of CMC cell to LES cell is included into the
second method in order to adjust the length scale during modelling D, value.
This additional value is hoped to predict more accurately since the D, model
should be based on the filter width of CMC instead of on the filter width of LES.

2.2.3 Parametric Study of the CMC Grid Resolution

Another main parametric study for all Sandia Flame series is the CMC grid
resolution. For a simple and stable flame, this parameter might not reveal any effect.
However, it is believed that a high number of CMC cells may capture the extinction
and reignition phenomena due to the turbulence-chemistry interactions in Flames E
and F. Thus, three CMC grid resolutions are performed in this study topic. These
are 4 x 4 x 80,8 x 8 x 80 and 16 x 16 x 80 CMC cells for the same LES resolution.

To summarize, all parametric studies are shown in Table 1 and they were varied
for Flame D. The values resulting in the best agreement between simulation and
experiments of parametric studies of flow and mixing field of Flame D were chosen
for further simulations of Flames E and F.
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2.3 Results of Sandia Flame D

Results of Sandia Flame D are composed of three principal parts. Firstly, results of
the parametric studies of flow and mixing field are reported. Subsequently, results
of the parametric studies of combustion model are shown and discussed. Finally,
results of the parametric study of CMC grid resolution are given and discussed.

2.3.1 Parametric Studies of the Flow and Mixing Field

Using a reference case of parametric studies in combustion model (CMC-1, flux-1
and D) and CMC grid resolution of 8 x 8 x 80, the best results of parametric
studies in flow and mixing fields are variance-2, S¢;, S¢ 1 and C¢ ;. The meaning
of each parameter can be found in Table 1. Overviews of best results in flow and
mixing filed which use these optimum values can be observed in Figs. 2 and 3.

Figure 2 shows a snapshot of the instantaneous temperature field along a 2D
plane through the burner centerline for the whole computational domain (left)
and focused on the upstream region (right). The black lines indentify the isoline
of stoichiometric mixture fraction. It can be observed from a temperature profile
(Fig. 2 (right)) that there is a high level of turbulence which comes from the digital
turbulent inflow generator at the inlet. Moreover, the local extinction, which would
be characterized by discontinuous red color of the temperature along the isoline of
stoichiometric mixture fraction, hardly occurs in Flame D, in accordance with the
experimental findings.

Radial profiles of mean and RMS axial velocity and mixture fraction at three
downstream locations are shown in Fig. 3. Both mean and RMS of axial velocity and
mixture fraction agree properly with the experiments [3,4], since the effects of initial
inflow from inflow generator are previously checked and adjusted. Moreover, it can
be seen form Fig. 3 that the jet spreading is captured well. Small overpredictions
of the mean mixture fraction in the range of 1.2 < r/D < 2 at position z/D = 3
may come from the influences of lateral boundary conditions. Small overpredictions
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Table 1 Summary of parameters studies

P. Siwaborworn and A. Kronenburg

Quantity Name Values or methods
variance-1 w'u', V'V and w'w’ [3]
Variances of inflow generator
variance-2 %u’ u, %v’ v and %w’ w
S C1 0.4
Schmidt number Sco 0.7
S C3 1.0
Turbulent Schmidt number S 0.4
Sc 1.2 0.7
Variance of mixture fraction Cea 0.2
Cen 0.3
CMC-1 Conservative CMC
CMC formulation
CMC-2 Non-conservative CMC
flux-1 Computing fluxes based
on LES cells at CMC faces
Convective flux
flux-2 Computing fluxes based
on CMC cell centers
D, Modelling D, based on CMC cells
Conditionally filtered
D, Modelling D, based on LES cells
turbulent diffusivity
D3 Modelling D,
with adjusting the length scale
4 x4 x 80 4 CMC cells in X- and Y-directions
with 80 CMC cells in Z-direction
Number of CMC cells 8 x 8 x 80 8 CMC cells in X- and Y-directions
with 80 CMC cells in Z-direction
16 X 16 x 80 16 CMC cells in X- and Y-directions

with 80 CMC cells in Z-direction

of the mean axial velocity and mixture fraction around 1 < r/D < 2 at position
z/D = 15 may require more simulation time for more precision. However, the
current predictions provide a good basis for the parametric studies of combustion

model.
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Fig. 2 Snapshots of the temperature field in total computational domain (/eft) and in the upstream
region (right) for Sandia Flame D. The iso-contour of stoichiometric mixture fraction is presented
by the black lines

2.3.2 Parametric Studies of the Combustion Model

As shown in Table 2, five case studies are performed to show the effects of each
case in CMC model. All cases are based on the optimal conditions from parametric
studies of flow and mixing field (variance-2, Sc,, S¢; 1 and Cg 1) and use 8 x 8 x 80
for the number of CMC cells. A reference case (case-1) includes the models
CMC-1, flux-1 and D,,, while other cases have at least one varied parameter
compared with the reference case.

Preliminary Studies

Preliminary studies of parametric studies of combustion model are required to
choose the cases which may predict the simulation results different from the
reference case (case-1 from Table 2). These case studies will be further examined
for the simulation results in next sections. In the first step, a representative direction
has to be defined. Having the highest convective value among three directions,
the convective flux in z—direction is chosen as a representative. Note that a
consideration of FDF profile is required, since it is applied to transfer the values
from a mixture fraction space to a physical space. The low value of FDF means
only a small influence of any property can appear in the physical space.
Subsequently, the convective fluxes in z—direction are shown in radial and
axial distributions. The instantaneous predictions of CH4 fluxes in Fig. 4 show that
the radial distribution exhibits larger differences of the convective fluxes between
each case than the axial distribution. Thus, the radial distribution is applied for
investigations of convective flux comparisons for the other species. It should be
reminded that a consideration of FDF is necessary as previously discussed.
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Fig. 3 Radial profiles of mean and RMS axial velocity and mixture fraction at three downstream
locations for Flame D. Symbols denote experimental values [3,4], while the solid and dashed lines
present the mean and RMS values of LES-CMC (reference case of Table 2)

Table 2 Summary of different parameters in combustion model study. The meaning of each
numerical method can be found in Table 1

Name

Combustion model

Flow and mixing field CMC grid resolution

case-1
(reference case)
case-2
case-3
case-4
case-5

CMC-1, flux-1, D,

CMC-2, flux-1, D,»
CMC-1, flux-2, D,
CMC-1, flux-2, D,
CMC-1, flux-1, D, 3

variance-2
SCz, SC,_l

Ce 8 X 8 % 80
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Fig. 4 Axial (left) distribution along the centerline and radial (right) distribution at z/ D = 7.5 of
convective fluxes in z-direction of CHy for a time step (Sandia Flame D)

The investigations of fluxes in other species show that fluxes in different species
follow the same tendency of CH4 fluxes in Fig.4. It can be observed that case-2,
case-3 and case-4 produce different convective fluxes compared with the reference
case (case-1). However, case-3 and case-4 produce similar flux, which means their
conditional scalar predictions should not be different. Therefore, case-3 is chosen
for the further parametric studies. Fluxes of case-1 and case-5 are similar and also
case-3 and case-4 are similar because of low effects of different D, models on
the convective term. Since case-1, case-2 and case-3 produce different convective
fluxes, the conditional scalar predictions from these cases should differ from each
other.

In next step, the statistical results of three cases (case-1, case-2 and case-3) are
sampled over 30,000 time steps for the statistics to investigate the different effects
of combustion model parameters and to validate with the experiment.
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Fig. 5 Conditional profiles of cross-sectionally averaged temperature and CO at two different
downstream positions in mixture fraction space for Flame D. Symbols are experimental data [4],
while the solid, dashed and dotted lines present the results of LES-CMC in different cases in
combustion model (Table 2)

Conditionally Filtered Reactive Scalars

As in CMC methodology, species mass fraction are analyzed in mixture fraction
space, the efficiency of the combustion model can be decoupled from flowfield
predictions. Therefore, the performance of each case of combustion model can
be directly considered from conditional profiles. Initial values for the conditional
reactive species are obtained from the SLFM solution.

A good agreement of case studies with experiments is shown in Figs.5 and 6.
The conditional mean temperature and the conditional mean mass fraction of CO,
CH4 and H; are given in both figures as a representative of intermediate products,
fuel and radicals. Note that the error bars indicate the conditional RMS and they
are only plotted to illustrate the turbulent level of each scalar. The reason of
different predictions between case-1 and case-2 on the rich side (n > 0.35) belongs
to two different sets of convective fluxes which are calculated from two CMC
formulations. Because of the lack of FDF-weighting function in convective term,
the low convective fluxes on the rich side are generated in the upstream positions of
case-2. These can be observed in Fig. 7. Therefore, case-2 (non-conservative CMC)
usually overpredicts on the rich side of mixture fraction in temperature, radical and
intermediate product, while the underpredictions occur in the fuel.
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Fig. 6 Conditional profiles of cross-sectionally averaged CH4 and H, at two different downstream
positions in mixture fraction space for Flame D. Symbols are experimental data [4], while the solid,
dashed and dotted lines present the results of LES-CMC in different cases in combustion model
(Table 2)
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Fig. 7 Radial distribution of mean convective fluxes in z-direction of CHy at z/ D = 7.5 (Sandia
Flame D). The solid, dashed and dotted lines present the results of LES-CMC in different cases
and FDF (reference case) in combustion model (Table 2)

It can be observed from the Figs.5 and 6 that case-1 (conservative CMC)
shows more accurate results than case-2. Cross-sectional simulation results from
case-3 hardly differ from case-1, even though the convective fluxes from both cases
are different (Fig.7). The reason can be explained by using FDF value for each
CMC cell in the same cross section to calculate the cross-sectional averages. If the
conditional predictions between two cases of any CMC cell have a difference where
the low FDF is calculated in mixture fraction space, the conditional predictions in
cross-sectional averages will be similar.



170 P. Siwaborworn and A. Kronenburg

Table 3 Summary of different cases in CMC grid resolution study

Name CMC grid resolution Flow and mixing fields Combustion model
res-1 4 x4x80 variance-2

CMC-1, flux-1
res-2 8 x 8 x 80 Scy, Sep o
(reference case) D,
res-3 16 x 16 x 80 Ce 1

2.3.3 Parametric Study of CMC Grid Resolution

As described in Table 1, three cases of CMC grid resolution are varied, while the
same conditions of flow and mixing field (variance-2, Sc;, Sc¢;1 and C¢ ;) and
CMC combustion model (CMC-1, flux-1 and D, ) are set up. The variations of
the CMC cells in each x— and y— direction are 4 cells for case-1, 8 cells for case-2
(reference case) and 16 cells for case-3 with the same 80 CMC cells in z— direction,
as summarized in Table 3.

Since the CMC resolution varies in the radial distribution for three case studies,
the radial distribution of conditional value should show more prominent features.
Therefore, the radial distribution of mean scalar are investigated at position z/ D =3,
7.5 and 15. The mean temperature and CO predictions in radial distributions are
shown in Fig. 8.

It can be seen from position z/ D = 3 that res-2 and res-3 perform better than
res-1 since there is an underprediction of the temperature for res-1 in this position.
Predictions of res-3 can capture the highest value of CO at position z/D = 7.5.
Moreover, predictions from res-3 (16 x 16 x 80 for CMC cells) match better with
the experiments than the others at position z/ D = 15 which show a great advantage
of small CMC cells in this resolution. A reason may relate to the size of CMC cell
which the big size of CMC cell may predict inaccurately in which a high level of
mixture fraction gradient occurs. However, an increasing CMC resolution from res-2
to res-3 requires more computational time than 60 %. Considering the computational
time and results from all CMC resolutions, the appropriate resolution is res-2 (8 x
8 x 80 for CMC cells) for Flame D.

2.4 Summary

In this section, parametric studies of LES-CMC are carried out for the Sandia
Flame D. The parameter studies comprised investigations of flow and mixing field,
variants of the CMC combustion model parameters and CMC grid resolution.
Flame D is used to investigate the influences of various flow and mixing field
parameters on the simulation results. These parameters, which are S¢ = 0.7,
Sc¢; = 0.4 and C; = 0.2, are optimal values and thus, they are used for further
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Fig. 8 Radial profiles of mean temperature and CO for Flame D. Symbols are experimental data
[4], while the solid, dashed and dotted lines present the results of LES-CMC from the different
CMC grid resolutions (Table 3)

studies of Flame D, as well as for Flames E and F. Values of velocity variance of
inflow generator, however, depend on the physical inflow of each flame. It should be
noted that an adjustment of the velocity variances is carried out to reduce the high
level of turbulence which may come from the implementation of inflow generator.
Suitable inflow variances for Flame D are found to be % of the measured variances
at z/ D = 0.14 of these flames, respectively.

Parameter studies of different variants of the CMC combustion model are
carried out to find the most suitable model. Initial studies of the CMC fluxes have
shown that the effect of turbulent diffusivity modelling is negligible. However, a
comparison of CMC models, which varies the CMC formulation (conservative vs.
non-conservative), reveals considerable differences. Moreover, some slight differ-
ences between two methods of CMC convective flux approximation (cell face vs.
cell centre based) are detected. Therefore, three dominant cases which differ in both
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Table 4 Test cases for the LES-CMC model

Test cases
LES cells CMC cells Flux implementation
Bluff-body flame, HM1 16 X 16 x 80 ]
218 x 218 x 320 24 % 24 X 80 Various
4 lifted flames 96 x 96 x 480 1616 > 80 Various
16 X 16 x 160

numerical aspects are investigated for further studies. Conditional mean scalars,
which are averaged in the same cross section, show that the conservative CMC
formulation with computing convective fluxes based on LES cells located at the
CMC cell faces (case-1) is similar to the one with computing convective fluxes based
on CMC cell centers (case-3). This can be explained by the low FDF values where
the differences of predictions occur in a CMC cell. Consequently, the conditionally
averaged predictions with FDF weighting create the similar results over a cross
section. Generally, conditional predictions reveal that case-1 can capture better mean
measurements than case-2 (the non-conservative formulation using the same flux
approximation). This is because the variation of FDF-weighted convective fluxes in
different directions of case-1 allows the predictions to be more accurate.

Three different CMC grid resolutions (4 x 4 x 80, 8 x 8 x 80 and 16 x 16 x 80) are
examined in order to find the appropriate number of CMC cells for Sandia Flame D.
Basically, the best predictions are found in CMC grid resolution of 16 x 16 x 80.
However, the reasonable resolution for Flame D is 8§ x 8 x 80 CMC cell due to the
computational cost with efficient performance.

3 Future Study Cases

In order to show advantages of conservative CMC, more complicated flames are
required for the simulations. Therefore, future test cases will be the Sydney bluff-
body flame, HM 1, with 218 x218 x 300 cells for LES for two CMC mesh sensitivity
studies. Moreover, four lifted flames investigated at Berkeley [5, 6] and Calgary [7]
will be examined (two Berkeley flames and two Calgary flames). The summation of
all test cases can be found in Table 4.

4 The Usage of Computational Resources

The fine grid simulation results, which are presented here, have been performed on
NEC Nehalem Cluster with 80 processors due to scalability tests for LES-CMC.
The using of parallel program MPI and vectorization compiler let the code runs
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faster. An approximate wall time is around 48 h per summited job. The analysis of
all parametric studies from Table 1, of Flames D, E and F corresponds to 450,000
CPU hours. The amount of CPU use for Sandia Flame series is appropriate to the
requirements of computational resources, 450,000 CPU hours for all test cases in
future.
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Numerical Investigation of a Complete Scramjet
Demonstrator Model for Experimental Testing
Under Flight Conditions

Yann Simsont, Peter Gerlinger, and Manfred Aigner

Abstract In the present paper a complete scramjet demonstrator model for exper-
imental testing at Mach 8 is investigated numerically using the scientific code
TASCOM3D (Turbulent All Speed Combustion Multigrid Solver) on the HPC
vector system NEC SX-9, installed at the High Performance Computing Center
Stuttgart (HLRS). First the three-dimensional intake of the model is simulated.
Then the results are used as inlet conditions for the simulation of the combustor,
where hydrogen is injected by a lobed strut injector located in the middle of the
diverging chamber. The test conditions, corresponding to a flight speed of Mach 8
at an altitude of 30 km, and the results of the simulations are discussed in detail,
occurring difficulties are highlighted. In order to ensure self-ignition and prevent
the flow from blockage, potential design changes are described and investigated in
order to proof their functionality. Finally the performance of the reactive and non-
reactive simulations on the NEC SX-9 is analyzed.

1 Introduction

For future hypersonic transportation the use of air breathing engines (i.e. ramjets for
flight Mach numbers 2—7 and scramjets for flight Mach numbers 5-15) is of great
interest. Contrary to rocket driven systems no oxygen is transported. Therefore air
breathing engines provide the opportunity to increase the payload to total mass ratio,
and thus reduce the cost per payload unit. The main objective of the Research Train-
ing Group GRK 1095/2 (University of Stuttgart, Technical University of Munich,
RWTH Aachen University and DLR Cologne) is the design and development of
a complete scramjet demonstrator model. Experimental testing of the model is
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Fig. 1 Scramjet demonstrator model in the hypersonic test facility IT-302

funded by the DFG grant GA 1332/1-1 and conducted in two hypersonic wind
tunnels (IT-302 and AT-303) at the Khristianovich Institute of Theoretical and
Applied Mechanics (ITAM), Russian Academy of Sciences, Siberian Branch in
Novosibirsk, Russia. A first testing period has been accomplished in October and
November 2011, a second testing period has been performed in March and April
2012. Figure 1 shows the complete scramjet demonstrator model mounted in the
IT-302 wind tunnel. In the present paper the final numerical simulations before
experimental testing are described. Those simulations are directed at distinguishing
unfavorable flow conditions, which might occur during testing (e.g. blockage of the
intake, deficient self-ignition in the combustor, thermal blockage, etc.), as well as
suitable correctives to avoid those phenomena and ensure successful experiments. In
respect of the advanced stage of the project — the scramjet demonstrator model had
already been assembled — potential design modifications derived from the numerical
results have to be easy to implement.

2 Geometry and Test Design

The investigated scramjet demonstrator model consists of an intake, an isolator, a
combustor with central strut injection and a nozzle (Fig.2) and has a total length
of 1.046 m. The intake combines a single outer compression ramp (15.5° angle)
and side wall compression (3.5° angle) and has been developed based on a 3D
mixed compression intake tested at ITAM [1] and various numerical simulations
[2]. Gaseous hydrogen is injected at x = 623 mm downstream of the ramp leading
edge in axial flow direction at the trailing edge of a lobed strut injector through seven
horizontal and six vertical ports shown in Fig. 3. The strut is mounted centrally in
the model from one sidewall to the other and corresponds to previously investigated
lobed strut injectors [3, 4]. The lobed structure creates streamwise vortices and
therefore enhances the mixing of fuel and air. The combustion chamber has a
rectangular cross section, the top and bottom walls diverge — each with an angle
of 2° — beginning at x = 580 mm (at half length of the strut).
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inlet and isolator combustor nozzle

Fig. 2 Drawing of longitudinal section of the scramjet demonstrator model with instrumentation
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Fig. 3 Sketch of central lobed strut injector (fop) and areas of hydrogen injection at the trailing
edge of the injector highlighted in blue (bottom)

Table 1 Inflow conditions for experimental testing at Mach 8

Air conditions A B
Mach number Mas, (—) 8 8
Velocity uso () 2,472 2,201
Total pressure p, (bar) 110 110
Static pressure p., (Pa) 1,127 1,127
Total temperature T, (K) 3,280 2,600
Static temperature Too (K) 238 188
Wall temperature T, (K) 293 293

The intake ramp is equipped with 15 thermocouples and two static pressure
transducers along the center line. Over 30 pressure transducers are integrated in
the top and bottom wall of the combustor and a Pitot rake is mounted at the end of
the combustor to measure the Mach number at 5 points of the cross section. The test
conditions, corresponding to a flight speed of Mach 8 at an altitude of 30km, are
summarized in column A of Table 1. Column B lists the conditions for a lower total
temperature Ty also tested experimentally. Since the measurement duration in the
wind tunnels is relatively short (about 100 ms) the wall temperature of the model is
assumed to be constant. To benefit from the symmetry of the investigated scramjet
model and economize computation time, only one half of the model is simulated
using approximately 24 million structured grid cells (14.4 million for the intake and
9.6 million for the combustor).



178 Y. Simsont et al.
3 Governing Equations and Numerical Scheme

The investigations presented in this paper are performed using the scientific
code TASCOM3D. The code has been used successfully in the last two decades
simulating reacting and non-reacting flows. It describes reacting flows by solving
the full compressible Navier-Stokes, species and turbulence transport equations.
Additionally an assumed PDF (probability density function) approach is used to
take turbulence chemistry interaction into account. The set of averaged equations in
three-dimensional conservative form is given by

JF-F,) dG-G,)  dH-H)
En ox + dy + 0z

=S, (D
where

e mm —m —~ = - - _ 1T .
Q = [p. pit, pv, pw, pE. pq. pw, por, poy.pY;| . i =1,2,....Ny—1. (2)

The variables in the conservative variable vector Q are the density p (averaged), the
velocity components (Favre averaged) u#, v and w, the total specific energy E,
the turbulence variables ¢ = v/k and @ = €/ k (where k is the kinetic energy and
€ the dissipation rate of k), the variance of the temperature o7 and the variance of
the sum of the species mass fractions oy and finally the species mass fractions Y;
(i =1,2,..., Ny —1). Thereby N describes the total number of species that are
used for the description of the gas composition. The vectors F, G and H specify
the inviscid fluxes in x-, y- and z-direction, F,, G, and H, the viscous fluxes,
respectively. The source vector S in Eq.(1) includes terms from turbulence and
chemistry and is given by

S:[O,O,O,O,O,Sq,gw,SUT,SU),,SYI-]T, i:1525--'9Nk_17 (3)

where S and S, are the averaged source terms of the turbulence variables, S,, and
SGY the source terms of the variance variables (o7 and oy ) and Syl the source terms
of the species mass fractions. For turbulence closure a two-equation low-Reynolds-
number g-w turbulence model is applied [5]. The momentary chemical production
rate of species i in Eq. (3) is given by

Ny ’
Sy =My [(V{fr (kf, [1e" = ker l—[cv”)] : 4)
r=1

where k ;. and k;, are the forward and backward rate constants of reaction r (defined
by the Arrhenius function), the molecular weight of a species M,, the spec1es
concentration ¢; = pY /M; and the stoichiometric coefficients v . and v; = of
species i in reaction r. The averaged chemical production rate for a spec1es i due
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to the use of an assumed PDF approach is described in detail in Refs. [6,7]. In
the present paper the reactive simulations have been performed using a modified
Jachimowski hydrogen/air reaction mechanism with 9 species and 19 steps [8,9].
The unsteady set of differential equations in Eq.(1) is solved using an implicit
lower-upper symmetric Gauss-Seidel (LU-SGS) [8, 10—12] finite-volume algorithm,
where the finite-rate chemistry is treated fully coupled with the fluid motion. More
details concerning TASCOM3D may be found in Refs. [7, 8, 12—-14].

4 Investigation of the 3D Intake

In this section the three-dimensional intake and the subsequent isolator are investi-
gated using the experimental test conditions listed in Table 1 in column A. The main
focus is the generation of convenient flow conditions to enable self-ignition in the
combustor while any blockage must be prevented. Figure 4 shows the Mach number
distribution in the central plane of the model. The compression of the incoming air is
effected by two strong shock waves: the first is the leading ramp shock which shortly
misses the cowls lip, the second shock wave originates at the cowl and impinges on
the thick boundary layer on the bottom wall of the model close to the central strut
injectors leading edge. The interaction of the cowl shock and the boundary layer
induces a separation zone with low Mach numbers shown in detail in the lower
part of Fig. 4. Although the extent of the separation in the spanwise cross section is
relatively small, the flow beneath the central strut injector is perturbed. In order to
avoid the impingement of the cowl shock on the boundary layer a passive suction
slot is added to the intake model at x = 525 mm.

To determine the size of the opening two different designs are investigated
numerically. Suction I is 15 mm long and has an angle of 45° at the leading edge
and 20° at the trailing edge, suction II is 25mm long, has the same angle of
45° at the leading edge, though an angle of 37° at the trailing edge. The Mach
number distribution in the central plane upstream of the strut is given for both
slot configurations in Fig.5. As intended suction I as well as suction II capture
the cowl shock. Consequently the separation zone is successfully eliminated by
the suction. Table 2 lists the air mass flows for the intake and the two suction
slot configurations. The loss of compressed air exiting through the suction slot is
minor for both slot designs with only 1.6 % (suctionI) and 4.6 % (suction II) of
the total captured mass flow. Because of the enhanced length of the slot, suction II
is considered to be more tolerant towards any unsteadiness or modification of the
simulated test conditions and is therefore recommended for the experimental testing.
The conditions at the interface between isolator and combustor (cross section at half
length of the central strut injector, where x = 580 mm) shown in Fig. 6 represent
a strongly three-dimensional and non-uniform flow field due to the 3D intake.
The average levels of pressure (p,, =0.522bar) and temperature (T,, = 1,090 K)
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Fig. 4 Mach number distribution in the central plane of the intake (fop) and detail of the impinging
cowl shock at the bottom wall causing a separation zone (bottom)
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Fig. 5 Mach number distribution in the central plane for suction I (/eft) and suction Il (right)

are relatively low, while the Mach number is high (Ma,, = 3.02). With respect to
the aspired self-ignition the conditions are particularly poor in the region directly
beneath the strut where the temperature is about 800 K and less. These unfavorable
conditions are intensified downstream of the interface, where the divergent geometry
of the combustor further accelerates the flow and decreases the level of temperature.
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Table 2 Calculated air mass flows for intake simulations with
passive suction

Total (2) Relative (%)
Mass flow intake Musow 636 100.0
Mass flow suction I mgyerion 1 10 1.6
Mass flow suction II Mg,esion 77 29 4.6
Mach number [] temperature [K] pressure [bar]
_-— T . e e . [ i e e e ——
051152253354455 600 800 1000 1200 0.10.203040506070808 1 1.1

0.165 =
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Fig. 6 Mach number (left), temperature (middle) and pressure (right) distribution at the cross
section at x = 580 mm (interface between intake and combustor simulation), respectively

Table 3 Inflow conditions for the hydrogen injection into the
combustor (horizontal and vertical ports)

Hydrogen
Mach number Mag, (—) 2.15
Equivalence ratio ¢ 0.6
Mass flow my, (%) 10.8
Total pressure py, o (bar) 7.0
Static pressure p, (bar) 0.7
Total temperature T, o (K) 293.0
Static temperature Ty, (K) 145.0
Wall temperature strut T,,,;; (K) 293.0

5 Investigation of the Combustor

The conditions for the hydrogen injection are given in Table 3, the conditions for
the incoming air flow at the interface are adopted from the intake simulation. In
consequence of the suboptimal conditions at the interface discussed at the end of
Sect.4 and the further decrease in temperature due to the diverging combustion
chamber, no self-ignition is achieved during the simulation of the combustor. In
order to enforce ignition with a design change still feasible at this stage of the
project, ignition wedges are integrated in the model. Placed at the top and bottom
walls of the combustor close to the trailing edge of the strut injector, they are
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Fig. 7 Sketch of the ignition wedges and their position in the model
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Fig. 8 Pressure (fop) and temperature (bottom) distribution in the central plane of the combustor
with ignition wedges (non-reactive simulation), respectively

designed to initiate a shock system that locally increases the temperature close to
the injection and, thus, enables ignition. Figure 7 sketches the geometry and the
position of the ignition wedges.

The evolving shock system due to the ignition wedges is observed in the pressure
and temperature distributions in the central plane in Fig. 8 (non-reactive simulation).
Enforced by a reflecting shock wave in the upper region of the incoming flow, the
shock wave originating from the front ramp of the top wedge is more dominant
than the one generated by the bottom wedge. The top wedge shock crosses the
cold injected hydrogen about 16 mm downstream of the injector’s trailing edge,
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Fig. 9 H, (top), OH (middle) and temperature (bottom) distributions at cross sections of the
combustor (reactive simulation), respectively

thereby deflecting the fuel towards the lower half of the combustion chamber.
Further downstream the shock wave is reflected by the bottom and top walls.
The temperature distribution shows three local maxima above 1,500 K: at the front
ramp of the top wedge, at about 30 mm downstream of the injector and nearby the
rear ramp of the bottom wedge. The upper part of Fig. 9 shows the H; distribution for
the reacting flow at several cross sections of the model. The deflection of hydrogen
by the shock waves is observed as well as the mixing of fuel and air supported by
the strong vortices which are induced by the lobed strut. At the hot spot close to the
rear ramp of the bottom wedge, hydrogen and air are sufficiently mixed in order to
ignite. Accordingly we observe a significant increase in the temperature and OH
mass fraction distributions close to the bottom wall (middle and bottom part of



184 Y. Simsont et al.

Table 4 Computational performance of the simulations for the ITAM hypersonic wind tunnel
experiments

Combustor Combustor
Intake non-reactive reactive
Number of volumes (Mio) 14.4 9.6 9.6
Number of species 2 3 9
Number of iterations 140,000 130,000 80,000 (on basis of non-
reactive solution)
Vector op. ratio (%) 98.16 98.68 99.12
Average vector length 105.3 191.8 212.5
MFLOPS 4,329 4,912 7,204
Quota peak perf. (%) 4.2 4.8 7.0
Wall-clock time/iter. (s) 1.008 0.744 1.538
Total CPU time (h) 627 430 547

Fig.9). Further downstream the flame spreads over the whole cross section and a
non-uniform, detached flame develops. Therefore the simulation gives evidence of
the successful use of the ignition wedges, while no thermal blockage is observed.
Due to the short experimental testing times the high temperatures close to the bottom
wall are not considered to be critical for the model. Numerical simulations with a
reduced total temperature (inflow conditions listed in column B in Table 1) indicate
very low temperatures and high Mach numbers at the interface between intake and
combustor (T,, = 852K, Ma,, = 3.14). In spite of these unfavorable conditions,
the ignition wedges again increase the temperature locally and enforce ignition.

6 Performance Analysis

The numerical investigations of the intake and the combustor have been performed
on the NEC SX-9 at the High Performance Computing Center Stuttgart using 1 node
and 16 CPUs. Table 4 gives an overview of the performance for the non-reactive
and reactive simulations. The average vector length is longer for simulations with
a high number of species. Accordingly the best vector performance is achieved
by the reactive simulation of the combustor using nine species (vector operation
ratio of 99.12%). The low quotas of peak performace on the NEC SX-9 (4.2—
7.0 %), particularly in comparison to the previous vector-processor based HPC, the
NEC SX-8, have already been discussed in Ref. [15].

Table 5 lists the five most time consuming subroutines (using about 73.6 % of
the computational time) for the reactive simulation of the combustor and their per-
formance data. All subroutines show high vector operation ratios (98.69-99.87 %),
but the performance varies between 3,413 and 11,247 MFLOPS (3.3-11.0 % peak
performance) due to significant differences with regard to the bank conflicts. On
the right hand side (RHS) of the set of equations subroutine PROP calculates the
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Table 5 Performance data for the most time consuming subroutines for the reactive simulation of
the combustor

Time Vec. op. Av. vec. Bank Quota peak
Subroutine (%) MFLOPS ratio (%) length confl. pert. (%)
PROP 20.8 8,035 98.69 255.9 1.74 7.8
LINE3D 17.5 3,413 99.25 223.3 534.54 33
REACTION 16.8 11,247 99.41 240.0 22.93 11.0
LFSWEEP 9.3 3,627 99.87 219.9 647.65 35
UFSWEEP 9.2 3,635 99.87 219.7 647.90 35

gas properties and subroutine REACTION the chemical source terms. As these
are local phenomena, both subroutines only depend on the data of each volume.
On the contrary the implicit left hand side (LHS) of the set of equations is solved
using an implicit lower-upper symmetric Gauss-Seidel solver (LU-SGS) [8, 10-12].
In order to resolve the data dependency from neighboring cells of the structured
i, j,k-ordered grid the LHS subroutines LINE3D, UFSWEEP and LFSWEEP
are vectorized along hyperplanes defined by i + j + k =const. using indirect
addressing. This probably causes memory latencies and therefore more bank
conflicts per iteration (0.5345-0.6479 for the subroutines LINE3D, UFSWEEP and
LESWEEP in comparison to only 0.0017-0.0229 for the subroutines PROP and
REACTION).

7 Conclusion

A complete scramjet demonstrator model designated for wind tunnel testing at
Mach 8 has been investigated numerically. A separation zone evolving from the
interaction of the cowl shock and the boundary layer at the bottom wall of the
model has been successfully eliminated by passive suction. The mass flow exiting
the model through the suction slot has been evaluated. The first simulation of the
combustor showed that the conditions were to cold for self-ignition. Therefore
ignition wedges have been integrated in the model. It has been shown for two
different test conditions, that the evolving shock system increases the temperature
locally and enables self-ignition and a stable combustion.

The performance of the simulations of the intake and the combustor on the
NEC SX-9 system has been analyzed. A good vector performance has been shown,
especially for the reactive simulation of the combustor. Still, the high number of
bank conflicts resulting from the indirect addressing of the LHS has to be further
investigated and decreased. When the experimental data is fully analyzed, further
simulations reproducing the exact testing conditions have to be performed in order
to compare the experimental and the numerical results quantitatively. Furthermore it
is intended to port the simulations of the scramjet demonstrator model to the massive
parallel scalar Cray XE6 system using more CPUs.
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Application of the Unified Turbulent
Flame-Speed Closure (UTFC) Combustion
Model to Numerical Computation of Turbulent
Gas Flames

Feichi Zhang, Peter Habisreuther, and Henning Bockhorn

Abstract The current work presents the numerical computation of turbulent reac-
tive flow by means of three different classes of flame: a premixed, a non-premixed
and a partially premixed flame. The aim thereby is to validate the unified turbulent
flame-speed closure (UTFC) combustion model developed at our institute. It is
based on the presumption that the entire turbulent flame can be viewed as a
collection of laminar premixed reaction zones (flamelets) with different mixing
ratios. The mixing process is controlled by the mixture fraction £ and the subsequent
chemical reaction by the progress variable 6. The turbulent flame speed S; is
used to describe the flame/turbulence interaction as well as the finite rate reaction.
Complex chemistry is included and the pressure dependency (elevated pressure) of
the combustion process is included in the model as well. The applicability of the
model is explored by means of RANS (Reynolds averaged Navier-Stokes approach)
and LES (large eddy simulation) methodologies at a wide range of Damkdhler
number Da. The results of all simulations show reasonable good agreement with
the experiments.

1 Introduction

CFD (computational fluid dynamics) simulation of combustion systems is an
important and reliable tool in designing and optimizing combustion devices like
combustion engines or gas turbines. For such industrial flows with high Reynolds
number Re, the resolution of all turbulent scales and the computation of all
reacting species concentrations is not possible due to computational costs. For this
reason, modeling is needed to simplify the underlying physics, namely: turbulence
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and combustion. Since combustion occurs in complex 3D flows characterized
by high turbulence intensities and thermal loads in industrial applications, the
turbulent length scales are in the order of the typical laminar flame thickness &;,
suggesting that the flamelet assumptions [1] are in most cases violated. Proper
and comprehensive modeling therefore becomes important and is the objective
of the work. There are numerous modeling concepts for turbulent combustion
which usually underly different physical restrictions, for example, some are only
applicable for premixed or non-premixed flames or for fast chemistry.

For turbulence modeling, the classical RANS method is fast, but provides
only information about the time mean variables of the flow and lack transient
characteristics. On the other hand, the LES offers the possibility to resolve the
unsteady flow structures down to a cut-off level and therefore is a good compromise
between computational costs and additional accuracy. The main difficulty for
LES modeling of turbulent combustion is that the theoretical flame thickness of
0.1-1 mm is generally smaller than the LES mesh size. This phenomena is avoided
in the current work by filtering the flame front. In doing so, the unresolved scalar
transport increases the flame thickness, both through the turbulent and numerical
diffusion so that the filtered or thickened flame can be resolved on the relatively
coarse mesh [2]. As a drawback, the response of the flame on turbulence fluctuations
becomes less sensitive.

2 Combustion Modelling

The current work proposes a unified turbulent flame-speed closure (UTFC) com-
bustion model, which was developed by the authors, for computation of turbulent
reactive flows. It is an extension of the reaction model by Schmid [3] for modeling of
non-premixed and partially premixed combustion [4]. The basic idea of the concept
is to assume that the mixing of fuel and oxidizer takes place before the chemical
reaction, so that the entire turbulent flame can be considered as a collection of
distinct reaction zones with different, but individually fixed stoichiometries. The
mixing process is controlled by the mixture fraction £ and the subsequent chemical
reaction by the progress variable 6.

To take the effect of turbulence on mixing into account, two transport equations
forgand its variance £”? are solved in addition to the basic conservation equations
and the transport equation for the reaction progress 6 (- denotes Favre-averaged
values). Pre-computed laminar flame structures are then averaged by a probability
density function (PDF) P (&) determined by the mean value of £ and its variance
£ with a fixed principal shape [1]. All averaged (i.e. over the PDF integrated)
quantities are then gathered in a look-up table with three input parameters:
the mixture fraction E, the variance of the mixture fraction £”? and the progress
variable 6.
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Fig. 1 Connection of the look-up chemistry table and the CFD solver in the UTFC approach

Figure 1 illustrates the interaction between the look-up chemistry table and
the CFD solver. The turbulent flow field and the pre-computed flame structures
are linked through exchange of E, £ and 6 (by multidimensional interpolation).
The reaction rate @y is computed by means of the turbulent flame speed S; from
the turbulence parameters (turbulence intensity u/, turbulent time scale 7, and
turbulent length scale L;) and the thermophysical characteristics (laminar flame
speed S; and density of unburned mixture p,,) as a function of the mixing ratio. The
species concentrations y; are needed to evaluate the enthalpy and the temperature,
respectively. A more detailed description of the reaction model can be found in [4].

3 Simulation Aspects

3.1 Case Description

To validate the proposed combustion model, it has been implemented into the open
source CFD code OpenFOAM [5] which employs the finite volume method of a
cell-centered storage arrangement. Subsequently, LES and RANS simulations of a
premixed, a partially premixed, and a non-premixed flame have been carried out in
sequence. All cases are operated at normal pressure py = 1 bar.
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Fig. 2 Sketch of the matrix
burner [6]
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Premixed combustion (Matrix Flame) [6]: A natural gas flame with an air
to fuel equivalence ratio of A =1.75 (lean premixed) and a thermal load of
P, = 275.6kW with the unburned mixture preheated to Ty =400°C (see
Fig.2). The Re based on the nozzle diameter (D = 0.15m) and bulk velocity
(Upui = 20.7m) is Re ~ 48.000.

Partially premixed combustion (Cabra Flame) [7]: A lifted jet flame with
a mixture of 33 % natural gas and 67 % air by volume (fuel-rich premixed),
issued from a central nozzle (up,;x = 100m/s, D =4.57mm, Ty = 320K, Re =
28.000) into a large coflow of hot combustion products from many lean premixed
hydrogen/air flames (4., = 5.4m/s, D, = 210mm, T, = 1,350K), as shown
in Fig. 3.

Non-premixed combustion (Sandia H3 Flame) [8]: Fuel jet of 50% H, and
50 % N, in volume which was injected into an air coflow at 0.2 m/s (7 = 300K).
The corresponding Re based on the nozzle diameter (D = 8 mm) was 10.000.

3.2 Numerical Setups

A fully implicit compressible formulation was used together with the pressure-
implicit split-operator (PISO) for the pressure correction. The applied discretizations
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Fig. 3 Schematic of the
lifted coflow burner [7]
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for the momentum equations were based on a second order central difference
scheme for LES and a bounded linear scheme for RANS. To show the universality
of the approach, only the standard turbulence models, i.e. the Smagorinsky sub
grid scale (sgs) model [9] for LES and the standard k — € model [10] for RANS,
were applied for the turbulence modeling. There, the turbulent Schmidt and Prandtl
number were assumed as constant S¢; = Pr, = 0.7.

For all LES simulations, a turbulence inflow-generator [11] was used to provide
transient correlated velocity fluctuations at the inlet boundary for each time step.
Moreover, the inflow generator has been applied in combination with a velocity
profile for the inlet boundary condition. The near-wall region was modelled by wall
functions. A non-reflecting boundary condition (NRBC) proposed by Poinsot and
Lele [12] has been applied for the compressible LES/RANS to avoid nonphysical
reflections of traveling pressure waves at the entrainment boundaries. x and r
indicate the streamwise and radial axis of the cylindrical coordinate system.

Since the round jet configuration is representative in our cases, the computational
domains are chosen to consist of a final part of the nozzle to allow development of
the turbulence in the burner and the velocity changes directly at the nozzle exit, and a
cylindrical domain (L x D) downstream of the burner where mixing and combustion
take place. Due to the simple geometries of the computational domain, in order to
achieve better accuracy, the computational grids are built up in a block-structured
way employing hexahedral shaped elements. Table 1 shows some statistics of the
used computational grids. In each case, the LES and RANS simulations have been
computed on the same grid for comparison reasons, although it is not necessary,
because only the time mean flow field is solved in RANS where a much coarser grid
can be used.
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Table 1 Mesh parameters and simulation setups used for the different flames

Case L xD Negy (million) Ay (mm)  Npyer At (US)  Liorr (8)  Nimesrep
Matrix Flame 2.0m X 1.6m 6.3 0.5 3,000 5 0.6 120.000
Cabra Flame 1.0m X 0.2m 4.3 0.2 900 0.5 0.1 200.000
H3 Flame 0.6mx0.4m 2.5 0.2 1,200 2.5 0.3 120.000

All simulations are initialized by a uniformly distributed flow. The first stage is
to get a fully developed flow field without reaction. In the second step, the non-
reactive flows have been ignited and develop further to a turbulent flame. Statistics
of the flow parameters are collected after certain volumetric flow-through times in
this stage. The time step Az and the total running time #,,,; for the LES simulation
are chosen to keep the CFL no. smaller than 0.4 and to get a well averaged flow field
(see Table 1).

3.3 Computational Effort

Since the computational meshes used are fine (see Table 1) and also additional
transport equations have to be solved to include chemical reactions, the in-house
Linux cluster (with a Gigabit Ethernet Interconnect) at the Division of Combustion
Technology is not able to speed up efficiently by increasing used number of
processors. For this reason, all LES/RANS simulations have been conducted on the
HP XC4000 cluster of the Steinbuch Centre for Computing (SCC) at the KIT [13]
whose large computational resources enable such a comprehensive comparison of
different models on such fine grids.

In our cases, the number of processors used are typically chosen to run a
whole simulation as one job using the maximal running time of 4,320 min. For
LES simulations, where at least 100.000 time steps are necessary to get a well
averaged flow field, 128—-196 processors depending on the mesh size have been
used to achieve a performance of approximately 3s per time step in LES. The
computational effort for RANS is much lower than that for LES, even though the
same mesh is used for both methods, because the LES has to be run for a long
time in order to gain statistical convergence. A performance study on parallelization
has been done for the finest grid with 6.3 mio. cells. By use of one single node
(4 processors), the solver needs 76s for one time step. Running the same case on
49 nodes (196 processors), a speed-up factor of 25 (=3 s) was achieved, which,
however, corresponds to an efficiency factor of only 55 %.

3.4 Chemistry Tabulation

For combustion modeling using the UTFC concept (see Sect. 2), the CHEMKIN II
program package [14] has been used for all cases to calculate the internal flame
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Fig. 4 Species profiles versus the flame coordinate (/eft) and the progress variable (right) at A =
1.75 and T, = 400 °C (Matrix Flame). The resulting laminar flame speed S; was thereby 0.805 m/s
in this case

structure applying a detailed reaction mechanism: the GRI 3.0 (Gas Research
Institute) mechanism containing 325 reactions and 53 species [15] for methane/air
combustion and the reaction mechanism of Maas and Pope [16] containing 9 species
and 27 elementary reactions for combustion of hydrogen with air. In Fig. 4, mass
fraction profiles in the flame coordinate y; (x) and in the 8-space y; (6) used for the
Matrix Flame are illustrated: at the top for the main species (O[y;] = 1072—107")
and at the bottom for some intermediate species (O[y;] = 107> — 10jL

Figure 5 gives an overview of the tabulated laminar flame speed S; (£, £"%) for the
Cabra Flame. The influence of the hot coflow on the flame speed was incorporated
by construction of the look-up table, where each of the flame computations was
conducted with a preheating temperature attained due to the mixing of the fuel
jet with the hot coflow gas. Since S is strongly dependent on the temperature, it
increases dramatically by the mixing process and comes up to a maximal value of
3.1 m/s close to the stoichiometric mixture fraction of &; = 0.177. ~

Figure 6 shows the integrated table for water vapour ')7H20(E, S//z”é’) used for
modeling of the Sandia H3 Flame, the surfaces from the lowest horizontal position
to the highest location indicate values of ¢ from 0 to 1 or from unburnt to completely
burnt state with an increment of A6 = 0.2. Note thatg and £”? are allocated not
equidistantly as indicated by the surface patches.
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Fig. 5 Chemistry look-up _- Laminar burning velocity S, [m/s]
table for the laminar flame 3 *._ Fuel: Methane/Air— 33%/67% Vol.
speed used for the Cabra

Flame

Fig. 6 Look-up table

Vino(E, £, 6) used for
combustion modeling of the

H3 Flame

4 Simulation Results

4.1 Premixed Combustion Modeling

In Fig. 7, slices (passing through the centre symmetry axis) of the computed time
mean temperature 7', streamwise velocity u, and mass fraction of methane ycp,
from LES and RANS simulations are compared with the measured data. A conical
shaped flame front stabilizing at the burner rim can be identified. It exhibits a
length of about 0.3 m. The RANS predictes a longer flame than the LES and the
experiment, which can be attributed to the k — ¢ model, where the turbulence
quantities are underestimated leading to a smaller burning speed and a weakened
reaction rate @y, respectively. In contrast, the length and the thickness of the flame
provided by LES has a good agreement with the experiment.

At the bottom left of Fig. 8, instantaneous contours of the streamwise velocity o
at the inlet BC provided by the inflow generator is illustrated, which forms intense
turbulence upstream of the burner exit. The influence of the inflow turbulence can
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also be identified in contour-plots of u (top left of Fig.8) and the vorticity v =
|rot x| (bottom right of Fig. 8). The black curves in u— and T —contours indicate
the flame surface defined by 8 = 0.5. The flame front is strongly corrugated and
torn by the intense turbulence from the inflow. However, it is attenuated by passing
through the flame surface due to the strong acceleration caused by the gas expansion
and the increased fluid viscosity. The hot products mix thereafter with incoming
cold air which again enhances turbulence, as indicated by the vorticity field (the
white curve is the isoline by T=1,700 K). The temperature increases rapidly in the
reaction zone (indicated by the isoline of 8 =0.5) and decreases then by mixing
with the ambient air, which is shown at top right of Fig.8 in the contour plot of
instantaneous temperature.

Figure 9 shows a detailed comparison of the computed radial profiles of the time
mean values with the experiment for six axial positions (from left to right: the tem-
perature 7', the streamwise velocity u, the radial velocity v as well as the Reynolds
stresses R, = u/u/ and R yy = vV'). Note that only the resolved Reynolds stresses
are used here, because the sgs part is smaller in magnitude compared to the resolved
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Fig. 8 Instantaneous flow and temperature fields derived from the LES computation
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Fig. 9 Comparison of computed and measured radial profiles at different streamwise positions
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Fig. 10 Effect of the inflow turbulence on the flame length

one due to usage of the fine grid (the sgs turbulent kinetic energy ko, x A?). The
overall agreement for the velocities and the temperature field is very good. Even
the Reynols stresses are reproduced very well. This indicates that the turbulence
generator applied for computing the velocity components at the inlet works well.
However, the flame length from LES is slightly shorter than the measured one (see
also Fig.7) which may be attributed to the overpredicted R, for example, at the
position x =0.3m. To the contrary, the Reynolds stress R, in the streamwise
direction from RANS is largely underestimated since the k — ¢ model assumes
isotropy of turbulence whereby the normal stresses are almost equal. This leads
consequently to an over-predicted flame length. Despite of these differences, the
results are satisfactory as the flame is preheated and operated at very high turbulence
level, so that the interaction of the flame with the turbulence is difficult to capture
(Da < 1).

It is important to note that the precise setting of the turbulence conditions at the
inlet boundary plays a decisive role for the current case. In order to demonstrate
this, another simulation using the same numerical setups is applied to the matrix
flame, however, applying a laminar inflow condition. As shown in Fig. 10, LES with
a steady inflow condition (right) exhibits a rather uniform and laminar flame front
due to the missing turbulence and predicts a significantly longer flame than LES
using a turbulent inlet BC (left). In this case, the enhanced turbulence leads to a
higher turbulent flame speed and a strongly increased reaction rate @y, so that the
flame is shorter.

Figure 11 demonstrates the influence of the mesh sizes on the resolved flame
brushes computed by LES where the black curves illustrate isolines of 6 =0.1-
0.9 with the increment of A@ = 0.1. It is obvious that the mesh resolution
imposes a grave impact on the turbulence/flame interaction which can be identified
by the corrugated and torn flame surfaces. As indicated in Fig. 11, the flame
front provided by LES on the coarse mesh with 0.66 million elements is less
sensitive to turbulent fluctuations than the one that is result from the finer meshes.
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Fig. 11 Effect of mesh size on the resolved flame front from LES of the matrix flame

Also, LES on a finer mesh resolves a somewhat thinner and longer flame due
to the attenuated turbulent and numerical diffusion (v;|D; oc A? according to the
Smagorinsky model). However, it is noteworthy that the time mean properties, for
example, the length and thickness of the flame, should be much more independent
on this effect since these are governed by the mean flow rate (of fuel) and resolvable
even using a coarse mesh.

4.2 Modeling of the Lifted Partially Premixed Flame

Figure 12 shows instantaneous contours of the temperature and the OH -mass
fraction from the LES. A lifted flame with an inner and an outer reaction zone
can be identified clearly, which are sustained by a premixed and a non-premixed
combustion. The reaction zones due to these two types of flame cause an inner
strong and an outer weak formation of OH or heating of the flow. The diluted
mixture is pre-burned by a higher reaction rate from the premixed combustion, the
remaining fuel mixes thereafter with oxygen from the vitiated coflow and results
in a weak diffusive flame. Note that this diffusion flame is not located exactly at
the stoichiometric surface because it is sustained by mixing of the flue gas from the
previously occured premixed combustion and incoming oxygen from coflow.

With respect to the underlying physics, the laminar flame speed increases by
mixing with the hot coflow (see Fig.5). Despite of that fact, the flame cannot
stabilize or the reaction can not take place directly after the burner mouth due to
the very small turbulent time scale or large strain generated at the shear layer, i.e.
aT)@ — 0 by iy or Da — 0. Further downstream, the fuel jet mixes with the coflow
and becomes heated as well due to the high temperature of the coflow (1,350K),
so that the flame speed increases strongly. At the same time, the flow is slowed
down by the turbulent diffusion process. As a result, there is a counteraction of
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Fig. 12 Instantaneous contours of temperature and OH-concentration from the LES computation:
white curve indicates flame surface defined by 6 =0.5; black curve denotes isoline of the
stoichiometric mixture fraction & = 0.177; horizontal lines mark positions of the measured radial
profiles at x/d=15/30/40/50/70

increasing burning speed and stalled flow motion. As soon as the local flame speed
and the flow velocity are in balance on a certain downstream location, the flame
is stabilized there. All these phenomena of a lifted partially premixed flame are
accounted for by the UTFC combustion model, so that the stabilization mechanism
can be captured properly.

In Fig. 13, the mean and root mean square (rms) values derived from the LES
show quantitatively good agreement with the measurement. The small differences
between the LES and the measured data may be caused by the used turbulence
conditions at the inlet boundary, which was unknown from the experiment. Despite
this uncertainty at the inlet BC, the diffusion flux from the RANS computation
is underestimated which leads to higher £ at x/d=15 and x/d =30. This may
be caused by the standard k — ¢ turbulence model due to its isotropic turbulence
assumption [10]. Consequently, the lift-off height is predicted too high in the RANS
computation, which can also be identified by the lower temperature level at x/d = 40
and x/d = 50 (dashed line).
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Fig. 13 Comparison of measured and computed time mean and rms profiles of mixture fraction
(left) and temperature (right) at different streamwise positions as indicated in Fig. 12

Figure 14 shows a comparison of the centerline distributions of the LES/RANS
simulations with the experiment. The agreement between the predicted and
measured data is very good. § from LES is slightly smaller than the measured
data leading to a higher 7', which may be attributed to the enhanced numerical
diffusion due to the used relatively coarse grid (v, o< A?). The RANS simulation
overpredicts the lift-off position, so that an increment of temperature occurs further
downstream. Despite of these differences, the UTFC is an able concept to be
used for modeling partially premixed flames at extinction limit and provides even

reasonable good solutions.
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Fig. 14 Comparison of centerline profiles from measurement and CFD simulations
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Fig. 15 Instantaneous contours of the temperature Ff, the turbulent flame speed S, and the sub grid
scale (sgs) turbulence intensity «’ from the LES simulation. The flame surface is indicated by
isolines of & =&, = 0.3 in each subplot as well. The horizontal line marks the position of the
measured mean flame length at L ; = 34D

4.3 Non-premixed Combustion Modeling

In Fig. 15, snapshots from the LES computation give an insight into the resolved
reactive flow field. The computed flame exhibits a length of L; s = 33D which is
equal to the predicted flame length from RANS, but slightly below the measured
one. This may be attributed to the enhanced numerical and turbulent diffusion
caused by the relatively coarse grid (of 2.5 mio. cells). The interaction of the flame
with the turbulent flow can be identified by the corrugated and disrupted flame
surface (denoted by isolines of & = §&,). As illustrated in Fig. 15 on the right (/-
contour), there are many vortices generated along the shear layer and the flame
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Fig. 16 Comparison of the measured and computed time mean profiles of (from left to right)
mixture fraction, temperature, streamwise velocity and turbulent kinetic energy

surface which cause large turbulence intensities and, thus, flame speed (see S;-
contour) in these regions too. The temperature and the flame speed are strongly
correlated to the mixing field due to the pre-defined look-up tables. The maximum
value of §; is located somewhat at the fuel rich region £ > 0.3, because H> has a
much higher diffusion coefficient than air. In addition, regions of large flame speed
and temperature are located far downstream due to the large strain and the high
variance £? caused at the root of the flame or the shear layer.

In Fig. 16, the calculated mean profiles show good agreement with the experi-
mental data [8]. The turbulent kinetic energy (in the last column) is over-predicted
close to the burner (x/D =5) in both RANS and LES simulations which may
be caused by the used inlet BC, where the turbulence properties were not exactly
known from the experiment. Also, the wall thickness of the nozzle was assumed
as infinitely thin which causes a higher strain between the jet and the coflow. The
turbulent diffusion and dissipation in LES are somewhat overestimated due to the
relatively coarse grid used, leading to profiles of & and u (in the first and third
column) which lie somewhat below the measured data at x/ D = 20. This explains
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the slightly higher temperature (in the second column of Fig. 16) in this region.
Compared to the computations presented in the early work [4] using a coarser mesh
and otherwise the same conditions, the RANS simulations performed on different
grids (1 vs. 2.5 million cells) exhibited results of very similar quality. In contrast,
the flame length was considerably underestimated by LES on the coarse mesh in [4]
due to the enhanced numerical and turbulent diffusion. This indicates that the RANS
method is not as sensitive as LES to mesh resolutions and the k — € model is well
suited for free-shear flows without large adverse pressure gradients [10].

5 Conclusions

The scope of the work is to present numerical studies of turbulent combustion
by means of three different flames: a premixed, a partially premixed and a non-
premixed flame. Aim of the work is to validate the newly developed unified turbulent
flame-speed closure (UTFC) combustion model. The turbulent reactive flows have
been computed on relatively fine grids using compressible LES and RANS methods.
In the premixed jet flame case, the LES showed very good agreement with the
measurements of the mean flow variables and the Reynolds stresses. The inflow
turbulence condition was found to play a crucial role for the modelled reaction
rate and the resulting flame length, which is well reproduced by use of an inflow
generator. The influence of mesh resolutions on the interaction between turbulence
and flame front has been pointed out. The second case was represented by a
lifted partially premixed flame, the stabilization mechanism of the lifted flame
was captured properly by use of the UTFC model. The results from LES/RANS
simulations showed a good agreement with the measured streamwise and radial
profiles for the mean and rms values of & and 7'. For the non-premixed H3 Flame,
the predicted flame length from RANS and LES were very close to the measured
one. The computed mean radial profiles are very promising in comparison to the
experiment.

In fact, it is doubtful whether the differences between the simulation results and
the measured data are solely attributable to the drawbacks involved in the UTFC
approach. For example, accurate resolution of the mixing field plays a decisive
role for computation of diffusion flames. However, this issue is mainly covered by
the turbulence modeling. In addition, the turbulence parameters in S; are derived
from the turbulence model applied as well which influence the reaction rate to an
extent. Also, the mesh resolution remains still a quality-determining factor for LES.
Nevertheless, there are only very few alternative models until now which could be
used to simulate such different flames using one single reaction model. There are
models indeed, which could provide better results for some of the demonstrated
flames, but these will completely fail elsewhere. However, it is expected that a
refined mesh and more accurate specifications of the inlet BCs or, more importantly,
use of more sophisticated turbulence or mixing model will improve the results.
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In summary, it can be stated that the UTFC model is aimed to keep track
of the characteristic rate determining time scale of the combustion process to
describe the resulting heat release. Therefore, the existence of such a time scale
in most of the combustion systems makes this approach suitable for modeling of
turbulent premixed, non-premixed and partially premixed combustion. Because of
the simplicity, the efficiency and the robustness of the proposed model and according
to the different cases already carried out in a variety of systems, it is conceivable that
the model may be useful for practical applications. For this purpose, the influence
of the chemical kinetics at different operational conditions, like preheating, elevated
pressure, and use of different fuels, can be simply implied by modifying the burning
speed ;.
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Lagrangian Approach for the Prediction
of Slagging and Fouling in Pulverized Coal
Combustion

Olaf Lemp, Uwe Schnell, and Giinter Scheffknecht

Abstract The deposition of ash particles in pulverized coal combustion provokes
several problems for the operation of utility boilers. In order to avoid such problems,
power plant operators have great interest in predicting the slagging and fouling
tendency of the used fuel.

For this purpose, an industrially highly relevant tool for the prediction of slagging
and fouling which is applicable on high performance computing platforms such
as vector machines or massively parallel systems has been developed. The model
has been implemented into the CFD code AIOLOS and couples several relevant
processes that are crucial for the build-up of depositions in power plants. It accounts
for the flight of the ash particles through the furnace, the corresponding interaction
with the flue gas and considers several deposition mechanisms on walls and tube
bundles. In case of a predicted contact between a particle and a surface, the
deposition rate is calculated based on the stickiness of the particle and the surface
which is correlated with the melting behaviour. The model also takes into account
the change of the heat transfer resistance of the already deposited particles and
consequently the influence on the flue gas temperature.

The model has exemplary been applied to a utility boiler with a thermal input of
730 MW (360 MW,) in order to demonstrate the capability of this engineering tool.

1 Introduction

Most of the German power plants are fired either with imported bituminous coals or
with local lignite coals. Bituminous coals are usually purchased on the world market
depending on economic parameters. This can result in the combustion of a coal
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which has not been considered during the design process of the boiler. However,
depending on the composition of the mineral matter of the coal, the slagging and
fouling behaviour in the course of the combustion process may vary significantly.

The impact of slagging and fouling on the functioning of a power plant is
multiple. Due to the isolating effect of the deposition on the heating tubes the heat
transfer from the flue gas to the water—steam cycle can be significantly deteriorated
leading to an increase of the temperature of the flue gas at the exit of the furnace.
Furthermore, the heat absorption in the convective heat exchangers may be reduced
leading to a possible elevated heat transfer in bundles further down stream and
consequently to higher steam temperatures that may excess the design parameters
of the pressure parts. Moreover, ash shedding can clog the ash hopper or damage
the furnace, as also do the corrosive components of the ashes that can attack the
tube material. In addition the constriction of the flue gas path due to depositions in
the tube bundles lead to an increase of the flow resistance and to a decrease of the
maximum flue gas load. These specified issues cause a significant deterioration of
the power plant efficiency or even force the operators to unscheduled shutdowns.

For those reasons power plant operators have a big interest in the prediction of
slagging and fouling. In the past mainly slagging indices were used to predict the
deposition behaviour of coals. Most of these indices were developed based on a
specific boiler geometry and coal and therefore, a transfer to different systems has
to be carried out carefully. But as computational power rose in the past decade CFD
comes more and more into play as a relevant engineering tool to predict depositions
during the design phase and the operation of boilers, or even for the analysis of
damages.

2 Description of the Modelling Framework

2.1 Physical and Chemical Phenomena Causing Deposition

Slagging defines the deposition in the furnace where radiative heat transfer is
dominant and fouling takes place in the cooler convective heat transfer sections
of the boiler. Both phenomena are caused by the inorganic components of the coal
which are either bound to the organic fuel matrix or are trapped in it (included
minerals), or are present as extraneous mineral particles (excluded minerals). The
respective amount and chemical composition of them varies depending on the origin
and geologic age of the coal. Two main processes are relevant for the slagging and
fouling: On the one hand the condensation of gaseous inorganic components and
on the other hand, the deposition of fly ash particles liberated from the coal matrix
during pyrolysis and char combustion [1,2]. The condensation of species from the
gaseous phase is usually the initial step of deposit build-up, leading to an initial
layer which is characterized by its poor heat conductivity and low viscosity. As a
consequence, this melt layer can “catch” bigger particles. Due to space limitations,
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only the modelling of the processes of the solid minerals will be described in the
following. The computational framework of the deposition of gaseous minerals is
presented in detail in [3].

2.2 Modelling Approach

The model consists of the simulation of the turbulent flow, the temperature and the
concentration field of the main flue gas species with an Eulerian approach whose
results are set as boundary conditions for the calculation of the particle trajectories
using a Lagrangian approach. In case of a predicted collision with a wall or tube, the
sticking probability is estimated and a mass deposition rate can be calculated. With a
time—dependent extrapolation the thickness of the deposition can be predicted which
can be used for subsequent calculations with an adjusted heat transfer resistance.
Figure 1 shows a very simplified flowchart of the program with the governing parts
of the modelling approach.

2.3 Simulation of Pulverized Coal Combustion

The CFD code AIOLOS, developed by IFK, has been tailored for the simulation
of turbulent reacting flows which are typical in pulverized coal combustion. Special
emphasis has been put on the interaction between heat transfer, chemical reactions
and turbulent flow. AIOLOS solves the transport equations for mass, species,
momentum and enthalpy which are obtained from the respective conservation laws.
Due to their similar appearance they can be described with a general transport
equation which — for the direction j — may be expressed as:

d(p® ad D ad 0P
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with p, t, u, x, ', and S¢ denoting density, time, velocity, coordinate, diffusion
coefficient, and source term, respectively. The system of equations is a set of
strongly coupled non-linear differential equations which demands to be solved
numerically. Discretization in AIOLOS is carried out with the Finite Volume
method.

To cover all the relevant phenomena of pulverized coal combustion several
submodels have been developed. Turbulence phenomena are described with the
k-¢ model. Pressure—velocity coupling is modelled by the SIMPLE method in
combination with the interpolation scheme from Date for pressure correction [4].
Radiation is described with the Discrete Ordinate method [5]. Turbulence—chemistry
interaction is modelled with the Eddy Dissipation Concept (EDC) proposed by
Magnussen [6], and a global reaction scheme taking into account pyrolysis, char
burnout and volatile combustion is applied. The modular structure of the code allows
the continuous expansion, e.g. the simulation of new developments in combustion
technology (e.g. oxy-coal combustion [7]) or the coupling of the furnace simulation
with a highly detailed model of the water—steam cycle [8]. In addition, the code
has been optimized to achieve high performance on parallel and vector computers.
Further information concerning the AIOLOS code is given elsewhere [5,9, 10].

2.4 Modelling of the Two—Phase Flow

For the prediction of slagging and fouling, special emphasis has been put on the
description of the two—phase flow. The interaction between dispersed coal particles
in a continuous carrier gas flow can be described in two ways. The so—called
Eulerian approach approximates the two—phase flow as quasi one—phase (continuum
approximation). This is a common procedure for the simulation of pulverized coal
combustion due to the low concentration of fuel particles in the gas phase. The
balance is carried on in a fixed coordinate system, and the slip between gas and
dispersed particle phase is neglected (see also [11]). In AIOLOS, the Eulerian
approach is always used for the basic simulation, providing the velocity, temperature
and main gas species concentrations fields which are the boundary conditions for the
prediction of the particle trajectories.

Lagrangian Approach for the Calculation of the Particle Trajectories

The space-resolved calculation of the deposition process is modelled with a
Lagrangian approach. As the particles pass through a discrete number of turbulent
eddies the respective interaction of the turbulence and the particle has to be taken
into account. Therefore, the calculation of the particle trajectories is based on a
stochastic separated flow (SSF) model which uses a Lagrangian method of the
equation of motion for each particle:

d(}’)’lp . I/lp)

=F F, 2
dt D+g ()
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with the particle mass mp, the particle velocity up, the drag force Fp and
gravitational force F,. The drag force is defined as

R 24
Fp=Cp T Ap(ug —up) with Cp = ——(1+0.15R%T)  (3)
dP 2 Rep

where p is the molecular viscosity, ug p the instantaneous velocity of the gas phase
or the particle, Cp the drag coefficient — considering the ratio to the Stokes drag —
and the Reynolds number Rep of the particle which is defined as

_ lup—ugldrpg
W

Rep (4)

Hence the particle velocity can be calculated by solving Eq. (2) analytically:

up = ug + (u(} - uG) exp (—ﬁ) +tpg (1 - 'O—G) |:1 —exp (ﬂ)} (5)
Tp pp TP

with the relaxation time of the particle 7p which is defined as:
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and the interaction time At which is defined as the minimum of either the transit
time #7 of a particle across a turbulent eddy or the eddy-life time 7 [12] which are
given as

L, L.
min | g = dr=—th|(l - —— 7
(E v2k/3 ' ( tlug —MP|)) @

These times are calculated assuming that the characteristic size of an eddy is the
dissipation length scale L, [13]

k3/2
Le=Clt— (8)

Finally, the new particle position after the interaction time A¢ can be calculated:

0
up+u,,

0
= At
X =Xx 4+ >

(€))

with x° and u° denoting the position of, and the velocity at the previously considered
time step, respectively.

Velocity fluctuations. In the SSF—model velocity fluctuations caused by the gas
phase turbulence are assumed to be isotropic with a Gaussian probability density
distribution having a standard deviation of ,/2k/3. The local distribution is
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randomly sampled when a particle enters an eddy to obtain the instantaneous
velocity. Therefore, the mean gas velocity ug is superimposed by a fluctuating
component u;:

ug = ug + I/l/G (10)

It should also be mentioned that each Lagrangian particle in the SSF-model
represents a fraction of the entire fuel mass stream. Therefore, a high number of
particle trajectories has to be calculated in order to achieve a statistically valid result.

Energy Balance

An important aspect for predicting the stickiness of the particle is its temperature.
In this framework the temperature is calculated from an energy balance considering
the convective heat transfer Q'c, the radiative heat transfer between particle and gas
Q,. and the particle combustion heat release Qcom [14]:

d . . .
E(mP “hp) = Q¢+ Or + Qcom (11

2.5 Description of Tube Bundles in AIOLOS

AIOLOS treats tube bundles as porous blocks. No special delimitation of the mesh
is therefore considered. The corresponding finite volume cells are treated as internal
computational cells which are expanded with additional sink and source terms for
enthalpy, radiation intensity and momentum. In case of a contact of the flue gas
with them, heat is transferred to the tubes and the flue gas experiences a pressure
drop. The amount of the source and sink term depends on the packing of the tube
bundle [15].

2.6 Calculation of the Deposition Rate

In case of the collision of a particle with a surface the net deposition rate has to
be calculated. For this purpose, a two—step model proposed by Pykkonen [16] is
used. The model takes into account that in the Lagrangian framework, the particle
cloud represents a fraction of the entire fuel stream. After each contact with a
surface a fraction of this cloud can be deposited. Therefore, each Lagrangian particle
is aggregated with a variable Cp, considering the concentration of its not—yet
deposited mass. This value is set at the beginning of the simulation to 1 (=100 %)
and decreases accordingly to the occurrence of deposition processes:

CP,t = CP,t—l : (1 - fImpfStck) (12)
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Jimp denotes the impact propensity and fs,cx the sticking propensity which are
calculated each time—step when a particle has been detected in a next—to—wall cell.
This is interpreted by the model as a collision between particle and surface.

Calculation of the Impact Propensity

For the calculation of the impact propensity fimp, three types of contacts between a
particle and a surface are distinguished:

* Contact particle vs. furnace wall
* Contact particle vs. tube in the first row of a tube bundle
» Contact particle vs. tube in a tube bundle

In each case the driving force is different. In the first and the second case inertia
is the main driving force. In the third case the main force is due to eddy impaction
when a particle has not enough momentum to follow the streamlines (turbophore-
sis). The so—called thermophoresis which describes the impaction tendency due
to a temperature gradient in the boundary layer is neglected. In the first case the
impaction propensity is assumed to be equal to 1. In the second case the impaction
propensity depends on the cross—sectional area of the tubes Arype, the cross—
sectional of the furnace Acyoss and the parameter n; which considers the impaction
of particles on cross flowed cylinders [11]. The propensity is given as

Aue
flmpzm( Tb) (13)

ACross

In the third case the packing of the tube bundles and boundary layer mechanisms are
decisive. The model calculates the concentration of the corresponding resting time
trp in the next—to—wall cell and calculates a so—called deposition velocity up caused
by the turbulent impaction. The impaction propensity is calculated as follows:

“trp- A
fimp = 2T T2 (14)
TB

The impaction efficiency is also a function of the tube bundle surface Arp per
volume tube bank Vrp. A more detailed description of the models and their
application can be found in [11, 17].

Calculation of the Sticking Propensity

The calculation of the stickiness of the particle and the surface is based on Walsh’s
proposal [18] that considers the stickiness of the particle itself and the stickiness of
the surface to predict the sticking propensity:

Sswk = Pp(Tp) +[1— Pp(Tp)]- Ps(Ts) (15)
——

sticky particles sticky surface




214 O. Lemp et al.

Pp s(Tp.s) denotes the sticking propensity of the particle and surface as a function
of the corresponding temperature. Walsh proposed to predict the sticking propensity
calculating the actual viscosity of the particle and the surface and setting it into a
ratio with a so—called reference viscosity which is defined as the viscosity below
each particle would stick completely. The calculation of the viscosity was mostly
carried out with empirical correlations based on measurements of glass—rich melts.
As the measurement of the reference viscosity is quite time—consuming, and the
approaches for the calculation of the viscosity have been observed by the authors
as only valid for specific ash compositions [19], alternative models had to be
developed. Therefore, an approach which was derived for the deposition of ashes
from bio—fuels has been transferred to coal combustion. Frandsen [20] proposed to
estimate the sticking propensity based on the melting behaviour of the fuel. The
model assumes that if the melted fraction is

* Less than 10 % the particle or surface is non—sticky,
* Between 10 and 70 % a linear approach is assumed,
* Higher than 70 % the particle or surface is fully sticky.

The melt fraction of the coal as a function of the temperature can be calculated
with the software FactSage [21]. The calculation relies on the mineral content of
the fuel assuming a thermodynamical equilibrium. The basis of this software is a
huge database with thermochemical data from measurements of mostly binary and
ternary systems which are applied for the multi—-component system that represents
ash particles [22].

Calculation of the Net Mass Deposition Rate

Finally, the net mass fraction of deposition 71gep net per square meter and second is
calculated by
mdep,net = Tash * fStek * fImp — kemagh (16)

with 11 44p denoting the arriving mass flow, the specific mass of the already deposited
ash magq, and an erosion coefficient k, which takes into account several shedding
mechanisms (e.g. soot blowing). This coefficient has not yet been extensively
investigated and scarce information is found in literature, but it is in the focus of
the actual experimental work at IFK.

2.7 Slag Conductivity

Special emphasis has also been put on the description of the thermal conductivity of
already deposited particles. Two different models based on the recommendations
of Zbogar [23] have been implemented. The conductivity of sintered layers is
calculated with the model of Hadley, the one of porous deposits with the model of
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Table 1 Boundary Inlet flows (kg/s)
conditions of the evaluation

case

Fuel OFA  Primary Secondary  Sidewall —Hopper
2446 69 57.89 132 30 1.12

Yagii/Kunii. Porosity is in both cases the determining resistance for the conductivity
of heat between the deposition surface and the heating surface. The porosity ¢ is
calculated in the following way:

e=1—[(1—¢0) + Xmeu(l —&o)] (17

where €, denotes the initial porosity which depends on the characteristics of the
deposit (sulfatic or silicatic) and Xyer Which is the calculated melt fraction [24].

3 Simulation Results

3.1 Simulation of a Utility Boiler

In this section results of the simulation of a power plant with a thermal input of
750 MW are presented. The firing system of the utility boiler consists of 12 air—
staged swirl burners on three levels. The burners are arranged asymmetrically on
each wall of the furnace leading to a rotational flow of the flame. Each burner level
is additionally provided with two air nozzles to avoid oxygen lean areas next to the
walls that can provoke corrosion of the walls. The over fire air (OFA) is installed
at an elevation of 28.4m. The overall dimensions of the boiler firing imported
bituminous coal are 12 x 12 x 68 m. The operating conditions are summarized in
Table 1.

For the simulation with AIOLOS a three—dimensional CFD model consisting of 18
domains is used. Each burner is individually discretized, as also the four burner near
regions of each wall, one main region and the convective area. The tube bundles are
modelled with porous blocks. The CFD model with a total cell number of around
5.8 mio is outlined in Fig.2 (left). Several validation simulations with AIOLOS
have already been made for the considered utility boiler (see [5,25]). Exemplary, an
isosurface at a temperature of 1,400 °C is outlined in Fig. 2 (right) for displaying the
typical rotational shape of the flame.

In the presented case a North American coal (Pittsburgh #8 coal) is fired. The fuel
properties are summarized in Table 2. For the calculation of the melting behaviour
the “FactSage” software is used as aforementioned. Figure 3 shows the respective
results of the calculation. The green curve represents the amount of melted phases
relative to the sum of the solid and the slag phase, the black line describes
the sticking propensity. In this case, at a temperature of 1,050°C 10% of melt
fraction is reached and the particle and the surface start to become sticky. Between
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Fig. 2 CFD model of the
utility boiler (/eft; dimensions
in m) and isosurface of
temperature 1,400 °C (right) 60

50
40 40

30 30

10
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013

024 81

Table 2 Properties of Pittsburgh #8 coal

Proximate analysis Ultimate analysis

Chix Volatiles Moisture Ash C H N S O
(wt.-%) (wt.-%) (Wt.-%) (wt.-%) (wt-%) (wt-%) (wt-%) (wt-%) (wt.-%)
ar 5329  31.68 9.27 12.14  67.20 4.28 1.35 0.88 4.88
daf® 67.80  40.31 - - 85.11 5.45 1.72 1.12 6.21
Ash oxide analysis
Si0, ALO; CaO Fe, 0, MgO Na,0O K,O TiO, SO, P,04

63.90 24.12 044 1.95 0.32 0.29 2.27 0.41 3.63 0.16
#As received
"Dry, ash-free basis

1,050 and 1,430°C (70 %) the following linear correlation is assumed for the
stickiness:
fok = —0.0026 - Tps —2.7632 (18)

Above this temperature full stickiness is assumed for the surface and the particle
which implies that the sticking propensity equals 1. This calculation is carried out
before the CFD simulation.

The presented results correspond to a theoretical study of two cases. In both
cases the operating conditions are equal, only the initial condition of the deposition
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Fig. 3 Melt fraction and sticking propensity of Pittsburgh #8 coal
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Fig. 4 Deposition rate on rear wall, comparison of clean boiler (left) with slagged boiler (right)

thickness on the surfaces is varied. In the first case an almost clean furnace was
assumed and in the second case, a typical condition at the end of the operating
time was assumed. Figure 4 shows the predicted deposition rate at the rear wall of
the furnace. The rates are normalized by the maximum calculated deposition rate
in the second case. It is quite obvious that in the second case the deposition rate
is higher than in the first case. Due to the deteriorated heat transfer the flue gas
temperature rises, and the resulting higher surface temperatures lead to an increased
sticking propensity. A similar result can also be observed in the tube bundles. The
results for the first two bundles are shown in Fig. 5 (in both cases a cut through the
centre of the bundle is shown). This calculation provides valuable information about
the positions with high deposition rates which can be used for the optimization of
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Fig. 5 Deposition rate in tube bundles, comparison of clean boiler (/eft) with slagged boiler (right)

soot blower operation. The investigated utilty boiler has no remarkable slagging and
fouling problems, only around the burner quarl high deposition rates are reported
from the operators. This can be also observed in the presented results, especially on
the second burner level.

3.2 Performance

The presented case consists of almost 6 million computational cells and a total of
18 domains. The calculations were performed at the platforms provided by the High
Performance Computing Center Stuttgart (HLRS). The calculations were executed
on two vector platforms. On the NEC-SX8 8 CPUs, and on the NEC-SX9 16 CPUs
were utilized. An average vector length of 222 (SX9: 196) has been achieved. The
computational performance is about 1.6 GFLOPS (SX9: 0.9 GFLOPS) and the
memory requirement is 11 GB. Each simulation requires about 120,000 iterations
until convergence which results in a total elapsed time for a full simulation of about
120h (SX9: 64 h). The lower performance compared to previous simulations of
pulverized coal combustion with AIOLOS [7, 8] is attributed to the multi-domain
grid and the high number of overlapping cells in this specific case. Nevertheless,
investigations to increase the performance of this particular case have been initiated
showing promising results. The calculation of the particle trajectories is carried out
on a massively parallel computer. 500,000 particle trajectories and the consideration
of 3,000 time steps take a computing time of about 2 h.

The actual development work focuses specially in the optimization of the code
on the new Cray XE6 “Hermit” platform at HLRS.
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4 Conclusions and Outlook

The modelling framework of a highly useful industrial application for the prediction
of slagging and fouling in coal-fired utility boilers has been presented. The model
couples a huge number of physical and chemical processes that determine the
deposition of gaseous and solid components of the fuel on heat transfer walls
and tube bundles. Due to the lack of experimental data a full validation has not
been carried out yet. However, the first simulation results provided plausible and
promising results. The software tool can be applied during the design process, for
the retrospective investigation of damage events as a consequence of slagging and
fouling phenomena, and for the optimization of the boiler performance (e.g. soot
blower operation). It is applicable for a wide band of coals and can consider the
influence of different operating conditions on the deposition tendency. Due to the
multitude of processes the use of high—performance computing (HPC) is a must.
Also the influence of the flue gas on the water—steam cycle is currently in the focus
of the development. Therefore, the coupling of the tool to IFK’s water—steam code
[8] will be carried on.
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Part IV
Computational Fluid Dynamics

Prof. Dr.-Ing. Siegfried Wagner

The following paragraph represents the selection of papers submitted to HLRS
for the Review Workshop 2012 that revealed a very high scientific standard and
demonstrated at the same time the unalterable usage of high performance computers
(HPC:s) for the solution of the problem.

It is very important that users together with members of the HLRS further
develop highly sophisticated numerical methods and advanced algorithms. Remark-
able progress in this respect is demonstrated by the present contributions over the
last year. One part of the users ran their jobs on the NEC SX-9 and on the NEC
Nehalem Cluster whereas others already switched to the new platform of HLRS,
i.e. the Cray XE6 “Hermit”. Thus, the number of cores that were employed by
several users at the “Hermit” has increased remarkably compared to the situation
on the NEC SX-9. However, the maximum number of cores used is far below the
113,664 cores that are offered by the “Hermit”. Besides changing from the vector
computer NEC SX-9 to the massively parallel platform Cray XEG6, the users moved
more and more to highly sophisticated methods, e.g. Discontinuous Galerkin (DG)
method. The DG method is especially suited to massively parallel platforms and
offers higher order methods with an acceptable programming effort.

As an example, Christoph Altmann et al. applied a DG method and an unstruc-
tured grid for their numerical simulations using up to 4,096 cores. They plan to
extend their code to be able to run reliable simulations on O(10,000) and even on
0(100,000) processors. The extension of the codes to be able to use a higher number
of cores than so far is and should be a central concern of all users of massively
parallel high performance computers.

Rebecca Busch et al. used also a DG method up to fourth order. In addition, they
performed the evolution of the surface and volume integrals in small groups which
they called patches. The data in the patches are stored in a memory efficient way,

Prof. Dr.-Ing. Siegfried Wagner
Institut fiir Aerodynamik und Gasdynamik, Universitdt Stuttgart, Pfaffenwaldring 21, 70550,
Stuttgart, Germany



222 IV Computational Fluid Dynamics

i.e. the data could very quickly be transferred from the memory to the CPU. This
procedure enabled them a reduction of computation time of up to 84.4 %.

Groskopf and Kloker studied the effects of an oblique roughness on the hyper-
sonic boundary layer by Direct Numerical Simulation (DNS) using up to tenth order
explicit finite differences (EFDs). They ported their NS3D code from the NEC SX-9
to the Cray XE6 “Hermit” and implemented explicit finite differences to speed up
the computation of derivatives for a large number of domains. That way they could
significantly reduce the amount of necessary MPI communications and increase the
performance compared to the more accurate and more expensive compact finite
differences they have formerly used. They demonstrated a remarkable speed-up
from 14 to 4,096 MPI processes and gained even a superlinear speed-up due to
cache effects when using EFDs.

Breuer and Alletto investigated the effect of wall roughness seen by particles in
turbulent channel and pipe flows. They could show that LES with a combination of a
Lagrangian treatment of the disperse phase could considerably improve the particle
statistics in turbulent channel and pipe flow by incorporating a recently published
wall roughness model for the solid phase.

Martin Konopka et al. used LES to study supersonic film cooling at incident
shock-wave interaction. They reached a performance of 285 GFlop/s on 16 CPUs of
the vector computer NEC SX-9. Their code is completely vectorized with a vector
operation ratio higher than 99 %.

Kloren and Laurien investigated stratified and non-stratified mixing flows and
also used Large Eddy Simulation (LES) for their studies in order to reduce the
computational effort compared to DNS but to increase the accuracy compared to
RANS. An interesting result has been that the speed-up with four cores per node is
remarkably better than with eight cores per node.

Jastrow and Magagnato simulated compressible viscous flow and solved the
compressible Navier-Stokes equations in the outer flow field using an approximate
Riemann solver while using the simplified boundary-layer equations near the wall.
The specialty of the code of Jastrow and Magagnato is the Cartesian-grid immersed
boundary method (IBM) that offers an interesting approach to realize automatic
Cartesian mesh generation. They used 1,344 Opteron cores of the Cray XE6 and
consumed about 24 h computational time for one unsteady calculation in three
dimensions using about ten million points.

K. Niibler et al. examine the shock control bump flow physics by numerical
simulation on the NEC Nehalem Cluster using the well-known RANS code FLOWer
and by wind tunnel measurements. In order to identify a good bump design they
performed automated shape optimizations and found out that around 80 consecutive
computations are necessary to define the optimum shape.

Starzmann et al. solved also the Reynolds-averaged Navier-Stokes (RANS)
equations for their numerical simulations and simulated two-phase flows by the
ANSYS Code CFX on the NEC Nehalem Cluster. They needed a simulation time of
only 2 weeks on the high performance computing cluster for the treatment of their
project whereas on a simple PC cluster the pure numerical calculations would have
run between 2 and 3 months.
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The project of Markus Wittmann et al. aimed at improving the scalable domain
decomposition and partitioning scheme for the Lattice Boltzmann flow solver
ILBDC. The authors did not use any computers of the HLRS but of other national
and international platforms. An important aspect of their contribution is the devel-
opment and evaluation of GPGPU-enabled codes. Larger scaling and benchmarking
tests were carried out on NERSC’s Dirac system and on the Japanese Tsubame
2 platform. In addition, some specific results deal with potential alternatives to
MPI, especially MPC and Co-Array FORTRAN. Although they did not observe
substantial improvement compared to plain MPI usage, the result, although it is
negative, is important information for HPC users in general.



Discontinuous Galerkin for High Performance
Computational Fluid Dynamics

Christoph Altmann, Andrea Beck, Andreas Birkefeld, Gregor Gassner,
Florian Hindenlang, Claus-Dieter Munz, and Marc Staudenmaier

Abstract In this report we present selected simulations performed on the HLRS
clusters. Our simulation framework is based on the discontinuous Galerkin method
and consists of four different codes, each of which is developed with a distinct
focus. All of those codes are written with a special emphasis on (MPI) based high
performance computing. Results of compressible flow simulations such as flow past
a sphere, compressible jet flow and isotropic homogeneous turbulence as well as an
application of our aeroacoustic framework are reported. All simulations are typically
performed on hundreds and thousands of CPU cores.

1 Introduction

The central goal of our research is the development of high order discretiza-
tion schemes for a wide range of continuum mechanic problems with a special
emphasis on fluid dynamics. Therein, the main research focus lies on the class
of Discontinuous Galerkin (DG) schemes. The inhouse simulation framework
consists of four different discontinuous Galerkin based codes with different features,
such as structured/unstructured grids, non-conforming grids (/-adaptation), non-
conforming approximations spaces (p-adaptation), high order grids (curved) for
approximation of complex geometries, modal and nodal hybrid finite elements and
spectral elements with either Legendre-Gauss or Legendre-Gauss-Lobatto nodes.
The time discretization is an important aspect in our research and plays a major
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role in the computing performance of the resulting method. The simulation frame-
work includes standard explicit integrators such as Runge-Kutta, a time accurate
local time stepping scheme developed inhouse and an implicit time discretization
based on implicit Runge-Kutta methods. The general layout of the framework
outsources all aspects of a specific physical problem to be solved (e.g. fluid
dynamics) in an encapsulated module separated from the main code by clearly
defined interfaces. Thus by exchanging this physical problem definition module,
the framework is able to solve various partial differential equations such as the
compressible Navier-Stokes equations (fluid dynamics), linearized Euler equations
(aeroacoustics), Maxwells equations (electrodynamics) and Magnetohydrodynamik
equations (Plasma simulation). One of the major foci in the group is the simulation
of unsteady compressible turbulence in the context of Large Eddy Simulation (LES)
and Direct Numerical Simulation (DNS). Due to the occurance of multiple spatial
and temporal scales in such problems and the resulting high demand in resolution
for both, space and time, a high performance computing framework is mandatory.

2 Description of Methods and Algorithms

Discontinuous Galerkin (DG) schemes may be considered a combination of finite
volume (FV) and finite element (FE) schemes. While the approximate solution is a
continuous polynomial in every grid cell, discontinuities at the grid cell interfaces
are allowed which enables the resolution of strong gradients. The jumps on the cell
interfaces are resolved by Riemann solver techniques, already well-known from the
finite volume community. Due to their interior grid cell resolution with high order
polynomials, the DG schemes can use coarser grids. The main advantage of DG
schemes compared to other high order schemes (Finite Differences, Reconstructed
FV) is that the high order accuracy is preserved even on distorted and irregular grids.

2.1 High Order Discontinuous Galerkin Solver HALO

A nodal discontinuous Galerkin scheme on a modal basis is implemented in the
code HALO (Highly Adaptive Local Operator). The code runs on unstructured
meshes composed of hexahedra, prisms, pyramids and tetrahedra. To maintain the
high order accuracy at curved wall boundaries, a high order representation of the
element boundaries is required. Several techniques for the construction of curved
element boundaries are used, see [2,9]. The code is designed for the computation of
unsteady flow problems and fully parallelized with MPI [2]. The scheme is explicit
and therefore each grid cell only needs direct neighbor information. This property
allows a very efficient parallelization. The computation domain is decomposed
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by either ParMetis or recently also by the use of space filling curves. A major
disadvantage of an explicit DG scheme can be the global time step restriction for
guaranteed temporal stability. This restriction depends on the grid cell size, on the
degree of the polynomial approximation and on wave speeds for advection terms and
on diffusion coefficients for diffusion terms. In HALO, this drawback is overcome
by a special time discretization, the so called time-consistent local time stepping
[3,4]. The stability criterion is applied only locally to each grid cell, thus each cell
runs with its optimal time step. Hence, the computational effort is concentrated on
the grid cells with small time steps. On meshes with strongly varying grid cells as
well as flow velocities, the number of operations is greatly reduced compared to an
explicit global time stepping approach.

2.2 High Order DGSEM Solver STRUKTI

A very efficient variant of a discontinuous Galerkin formulation is the discontinuous
Galerkin spectral element method (DGSEM). This special variation of the DG-
method is based on a nodal tensor-product basis with collocated integration and
interpolation points on hexahedral elements, allowing for very efficient dimension-
by-dimension element-wise operations.

An easy-to-use structured code (STRUKTI) was set up to test the performance
of this method, especially for large scale calculations.

2.3 High Order DGSEM Solver FLEXI

To enable the efficient simulation of complex geometries, a second DGSEM based
solver was developed. Sharing the same numerical discretization as STRUKTI,
FLEXI is tailored to handle unstructured and even non-conforming hexahedra
meshes. A common base tool for grid pre-processing shared by the hybrid unstruc-
tured solver HALO and by FLEXI was developed. This program allows us to
process grid files from different commercial grid generators and translate them into
readable HALO/FLEXI meshes. Furthermore, a module for curved grid generation
and for non-konforming grid connection is included in this tool. As FLEXI shares
the same efficient discretization as STRUKTI, the performance of both codes is
comparable as in a high order method, the effort of managing the grid is negligible.
The difference lies in the parallelization of both codes. FLEXI uses domain partition
based on space filling curves, whereas STRUKTI is optimized for structured
meshes. Benchmarking of STRUKTI and FLEXI and improvements of FLEXIs
parallelization is an ongoing important task in the group.



228 C. Altmann et al.

2.4 High Order Discontinuous Galerkin Acoustic Solver
NoisSol

For the simulation of flow induced acoustic phenomena in complex domains a
high order discontinuous Galerkin based solver is very well suited. It combines the
use of unstructured grids, a low sensitivity to grid quality and low dispersion and
dissipation errors.

NoisSol is a solver for the linearized acoustic equations (Linearized Euler
Equations and Acoustic Perturbation Equations [17]). It applies a discontinuous
Galerkin scheme on triangular or tetrahedronal grid cells. The time discretization
employs either an ADER scheme (Arbitrary High Order Scheme using Derivatives)
or a Taylor-DG scheme [6]. These schemes offer an arbitrary high order of
convergence in space and time. NoisSol includes curved elements and allows MPI
based parallel computations to reduce the overall wall-clock computation time.
A further feature is the coupling to the finite-difference solver PIANO [18] for a
domain decomposition between near field and far field.

3 Implicit Large Eddy Simulation of the Taylor Green Vortex

The Taylor-Green Vortex is one of the classical canonical cases for the numerical
investigations into turbulence dynamics. Its simple initialization and boundary con-
ditions yet complex non-linear behavior make it an ideal candidate for the evaluation
of numerical schemes and the design and development of Large Eddy Simulation
(LES) subgrid scale models (SGS). An open question regarding these coarse struc-
ture simulations with model closures for the unresolved quantities is whether high
order schemes retain their superior accuracy per degree of freedom (which is well
established for well-resolved problems) in underresolved simulations. In addition to
these issues regarding numerical accuracy, the contest between low and high order
schemes in terms of scalability and computational efficiency is still ongoing.

To find answers to some aspects of these problems we have conducted a series of
numerical studies of the Taylor-Green Vortex flow at Reynolds number Re = 1,600
on both the HLRS Nehalem and Hermit clusters with our DGSEM solver “Strukti”.
We used the Nehalem system to conduct fully resolved benchmark simulations of
the flow (Direct Numerical Simulations) with at most 134 million spatial degrees of
freedom. These simulations served as a reference solution for further studies.

To compare high and low order schemes in a LES-type setting, we now
selected a fixed resolution of 256 degrees of freedom per spatial direction, which
is theoretically sufficient for a good resolution of the large and medium scales,
but not the dissipation-dominated small scales. Our code framework allows an
arbitrary choice of the number of elements (E) as well as degree of polynomial
approximation (N') within each cell, so 256 degrees of freedom can be achieved by
a number of different combinations of E and N. Table 1 lists selected computations
with their choices for £ and N as well as number of cores and total walltimes.
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Table 1 Selected Taylor-Green vortex (Re = 1, 600) computations

No. of elements E N DOF per dir Stabilization No. of cores CPU hours

128 1 256 - 128 (Cray XE6) 3,500
64 3 256 - 256 (Cray XEO6) 3,840
32 7 256 - 256 (Cray XEO6) 3,900
25 9 250 - 125 (Cray XE6) 3,960
21 11 252 - 343 (Cray XEO6) 7,000
16 15 256 Weak 256 (Cray XEO6) 9,700
64 7 512 - 512 (NEC Nehalem) 80,400
24 15 384 - 512 (NEC Nehalem) 29,600
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Fig. 1 Kinetic energy dissipation rate and zoom in on maximum region

From Table 1, it might seem that low order approximations (low N) clearly
outperfom their high order counterparts in terms of computational speed. However,
especially for simulations of turbulent flows, the quality of the approximation is
crucial. Figure 1 compares the results for the computations listed in Table 1 for
the dissipation rate, which is the essential key quantity in the Taylor-Green vortex
simulation. As obvious from these plots, the high order formulations clearly distance
lower order ones in terms of accuracy, in particular in the fully turbulent — i.e.
numerically most demanding — flow regime. Thus, although low N computations
are at a first glance faster for the same nominal resolution, their deficit in accuracy
makes the use of high order schemes very attractive.

This claim is strongly supported by Fig. 2, which compares the computing times
for a Re = 800 case of a second and 16th order scheme with the exact (DNS)
solution. For the same number of degrees of freedom (64°), the low order scheme
is significantly faster than the high order one, but while the high order results is
very close to the reference solution, the N = 1 result is essentially too far off
to capture the nature of the solution. Increasing the resolution of the low order
formulation shows a convergence towards the DNS results, but cannot compete
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Fig. 2 Comparison of computing time for &(2) and ¢'(16) for the Taylor-Green Vortex
(Re = 800)

Fig. 3 Visualization of vortex detection criterion A, = —1.5for N =1, N =3, and N = 15
case (left to right, 256> DOF in each case)

with the efficiency of the high order formulation. All compuations were done on
the Nehalem cluster with 64 nodes.

A visual impression of our findings is presented in Fig.3, where we compare
the vortical structure of the solution for increasing order (and fixed total number of
degrees of freedom): The significant improvement in solution quality and capturing
of the important physical structures for higher order shown in Fig. 1 is immediately
obvious. The full investigation with all results can be found in [27].

4 Implicit Large Eddy Simulation of a Compressible
Roundjet

We consider the compressible turbulent flow of a roundjet. The considered subsonic
test case is proposed by Bogey et al. [24] with Mach number Ma = 0.9 and
Reynoldsnumber Re = 65,000. The setup of the example is plotted in Fig. 4. The
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Fig. 4 Setup of the roundjet example. A hexahedra based mesh is used with domain (30 x 20 X
20) r and analytical initial condition

0 5 10 15 20
x/r0

Fig. 5 Instantaneous vorticity distribution in z = 0 plane

mesh consists of 69,445 hexahedra grid cells for the domain (30 x 20 x 20) ry, where
1o is the radius of the roundjet at the inflow.

For the computation with FLEXI, polynomials with degree 5 are chosen, result-
ing in about 1.5x 107 degrees of freedom per conservative variable. The initialization
of the flow field is analytic with a 5% random disturbance, complemented by
a corresponding random forcing at the inflow during the simulation to drive the
transition to turbulence. As the spatial resolution is not sufficient to resolve all
scales, instabilities can occur due to aliasing of the high order methodology. Similar
to the work of Bogey et al., stabilization via filtering is used, where the highest
polynomial mode is filtered by a factor of about 95 %, resulting in an implicit Large
Eddy Simulation (iLES) type approach for this computation.

Figure 5 shows the instantaneous distribution of the z-vorticity component and
Fig. 6 compares the characteristic mean centerline velocity with the iLES results of
Bogey et al.

The history of the simulation is listed in Table 2 and the overall computational
effort for simulating ¢t = 842s sums up to 13,346 core-h. Looking at the core-h
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Fig. 6 Comparison of mean 22
f:enterline velocity with the ' LES Bogey et al. (4 Mio. DOF)
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Table 2 History of the iLES jet simulation (FLEXI N = 5, 15 x 10° DOF) on the HLRS CRAY
XE6 system

Start — end Core-h per (s)
#cores DOF per core sim.time (s) Wallclock time (h) Core-h sim.time
128 118,068 0-62 8.00 1,024 16.36
256 59,034 62-191 7.94 2,033 15.76
512 29,517 191-322 3.98 2,038 15.56
736 20,534 322-842 11.21 8,251 15.87

required for 1s simulation time, the strong scaling from 128 to 736 cores is nearly
perfect. For the simulation on 128 cores, the high load per core seems to slightly
slow down the computation, due to caching effects.

5 Direct Numerical Simulation of a Weak Turbulent Flow
Past a Sphere

We consider a weakly turbulent flow past a sphere at Mach number Mas, = 0.3
and a Reynolds number with respect to the sphere diameter D of Rep = 1,000.
This computation was performed with the unstructured DGSEM code FLEXI.
The domain extends 25D downstream and 4.5D upstream and circumferentially.
The unstructured mesh shown in Fig.7 consists of only 21,128 hexahedra, where
hexahedra lying on the sphere surface are curved. The computation was performed
with polynomial degree 4, yielding 2.64 million degrees of freedom per conservative
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Fig. 7 Unstructured mesh of the sphere, 3D views, front view (left), slice and back view

Fig. 8 Isosurfaces of 1, = —0.001 of the sphere flow at Re = 1,000

variable. The computation was done on the CRAY-XEG6 cluster on 4,096 cores, the
computational effort for the characteristic time unit 7* = D/us was 100 core-h
and the simulation was run 300 time units, thus resulting in 30,000 CPU-h or about
7 h wallclock time. The mean timestep for this computation was At =1.53-1074T*,
resulting in a total of about 2 x 10° time steps for this computation.

The mean drag is C; = 0.48 and the Strouhal number St = 0.32 compares well
to values reported by Tomboulides and Orzag [23] and the references therein. At this
Reynolds number, small scales appear in the wake of the sphere due to the Kelvin-
Helmholtz-like instabilities of the shear layer. A visualization of the A, criterion in
Fig. 8 shows that the behavior of the flow is well captured. As shown in Fig.9, a
single layer of curved hexahedra is sufficient to resolve the boundary layer.

The history of the simulation is listed in Table 3 and the overall computational
effort for simulating # = 286's sums up to &25,000 core-h. Looking at the core-h
needed for 1 s simulation time, the strong scaling from 352 to 2,048 cores is at 77 %
and for 4,096 cores is at 61 %. The simulation with 4,096 cores runs with only 5
elements per core.
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Fig. 9 Velocity magnitude contours (levels [0, 1]uso) in the x-y plane

Table 3 History of the sphere simulation (FLEXI N = 4, 2.64 x 10° DOF) on the HLRS CRAY
XEG6 system

Start — end Core-h per (s)
#cores DOF per core sim.time (s) Wallclock time (h) Core-h sim.time
352 7,503 62-64 0.32 113 56.46
448 5,895 64-72 0.97 435 54.34
1,024 2,579 72-81 0.50 515 57.17
2,048 1,290 81-108 0.97 1,988 73.62
4,096 645 110-286 4.00 16,395 92.94

6 Slat Noise

One topic that is of great interest for computational aeroacoustic applications in
aerospace sciences is the noise generation of an airfoil in high-lift configuration,
that is, with deployed slat and flap. This application is also a demanding test case
for acoustic simulation programs, since it combines a very inhomogeneous flow, a
complex geometry and many different noise generation mechanisms.

In this application a three part airfoil is examined, which was described by
Lockard and Choudhari in 2009 [26]. The calculation presented here is based on
a RANS computation for an unswept wing with an angle of attack of 4°, a Mach
number of 0.17 and a Reynolds number of 1.7e6. Based on this flow field, sound
sources in 2D were calculated by Roland Ewert of the IAS at the German Aerospace
Center (DLR) applying their Fast Random Particle Mesh (FRPM) method [19].
The source calculation was limited to a rectangular region around the slat trailing
edge (see Fig. 10). The mean flow values have also been taken from the RANS
calculation. The acoustic simulations was performed with the Acoustic Perturbation
Equations (APE), type 4 [17]. The space and time order of the scheme were set to
4, the time step was 3.45e—5. A circular domain around the origin with a radius of
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Fig. 10 Setup NASA 30P30N (arrow points to center of microphone circle)

Fig. 11 NASA 30P30N, pressure field, t=2.0

3.5 was used. It consisted of 74,700 triangular elements with 747,000 degrees of
freedom.

Figure 11 shows the pressure field after 2 time units. It includes all the expected
phenomena. For a quantitative evaluation of the results frequency spectra were
calculated. The spectrum for a microphone point located at a circle with r = 1.5 at
¢ = —70° is shown in Fig. 12. It proves a good qualitative agreement between the
frequency spectra of the presented calculation and the reference solution by Dierke
et al. [25].

The computation has been performed on the HLRS Nehalem cluster on
320 cores. For the simulation of 9 time units 5.75h wallclock time or 1,840 core-
h were necessary, which results in 27.3e—5 core-h per degree of freedom and
simulated time unit.
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Fig. 12 NASA 30P30N, sound pressure level, NoisSol and Dierke [25]

7 Summary and Outlook

In this project, we have successfully applied our high performance discontinous
Galerkin based framework to several test problems to enhance the physical and
numerical modeling capabilities. Furthermore, the high performance computing
capabilities have been investigated and compared for the different available codes.
Compressible benchmark flows such as the turbulent flow past a sphere as well as
large eddy simulations of isotropic homogeneous turbulence and a jet flow have been
computed and evaluated with typical runs on > 1,000 processors. Our typical reliable
‘production’ runs use O(1,000) processors. In the future, we plan to extend and
improve our framework to support reliable simulation runs on O(10,000) and even
on 0(100,000) processors to fully unleash the available (and projected) processing
power of the HLRS CRAY-XEG6 cluster.
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Computational Aeroacoustics with Higher
Order Methods

E. Rebecca Busch, Michael S. Wurst, Manuel KeBler, and Ewald Kriamer

Abstract The Lighthill acoustic analogy in combination with two different higher-
order CFD solvers is used to investigate the sound generation of two test cases.
The flow around a cylinder at Re = 150 is analysed with a Discontinous Galerkin
method and a counter-rotating open rotor (CROR) with a WENO scheme. The
simulation of the cylinder is able to predict both aerodynamic and acoustic
behaviour correctly, the vortex street behind the cylinder is responsible for the noise
radiation similar to of an acoustic dipole. The analysis of the CROR focuses on the
effect of using a higher-order method with a detailed comparison with a standard
second order method. While global aerodynamic forces show only small differences,
the better transport of vortices, especially of the blade tip vortex, is a benefit for
the prediction of interaction noise of the two rotors. This paper includes different
investigations on the new HLRS Cray Hermit cluster. The DG code was optimized
for single-core usage while still maintaining its good parallel performance. The
effect of node-pinning is studied with the CROR configuration which improved the
computational time slightly.

1 Introduction

For recent research in aerospace engineering, computational fluid dynamics (CFD)
in combination with computational aeroacoustics (CAA) has developed to a useful
tool to examine flow fields and acoustic emission caused by flow phenomena, in
addition to experiments. With the continuous growth of supercomputing power it
is now not only possible to simulate setups with several million cells in acceptable
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time, also the use of higher order methods is a possibility. At the Institute of Aero-
dynamics and Gas Dynamics (IAG) of the University of Stuttgart the development
of higher order codes used for CFD simulation of helicopters has been one of the
main research fields. Current CFD simulations often include acoustic evaluation
since noise emission of aircrafts plays a more and more important role due to its
high annoyance to the community. Aeroacoustics are a part of the current research
at IAG. In this paper two test cases were simulated with different numerical methods
and then examined acoustically. A cylinder at a Reynolds number Re = 150
has been simulated with the higher order Discontinuous Garlerkin (DG) Code
SUNWInT developed by IAG. The SUNWinT Code is still being enhanced and
will be used for CFD simulation of helicopters and other applications. Subsequently
an acoustic analysis has been carried out with the IAG-tool ACCO, which uses the
Ffowcs Williams-Hawkings (FW-H) equation for acoustic modelling. As a practical
application, a counter-rotating open rotor at take-off conditions has been simulated
with a state of the art finite volume code, namely standard FLOWer, developed by
DLR, and WENO FLOWer, enhanced by IAG. The acoustic evaluation has been
carried out with ACCO as well. Both FLOWer and ACCO are also used for CFD
and CAA simulation of helicopters at IAG. After preceding performance studies
all CFD simulations have been carried out on the new Hermit cluster at the High
Performance Computing Center in Stuttgart (HLRS).

2 Numerical Methods

2.1 Discontinuous Galerkin Code SUNWinT

2.1.1 Basic Features

The Discontinuous Galerkin (DG) method as it is used in fluid mechanics combines
ideas from finite volume (FV) discretisation techniques as well as from finite
element (FE) discretisation techniques. A typical FE feature of the DG method
is that the representation of the solution in a cell is given by a polynomial
approximation, whose accuracy can easily be improved by increasing its polynomial
order. However, the solution between cells is discontinuous, thus the solution of this
Riemann problem requires approximate Riemann solvers known from FV methods.
The method was originally developed for the solution of hyperbolic conservation
laws as the Euler equation [13] which contains only first-order derivatives. It was
extended for the Navier-Stokes equations by Bassi and Rebay [12] and is now
capable to solve equations containing second-order derivatives.
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2.1.2 Numerical Formulation

The Navier-Stokes equations are given by

U

W'FV‘F}(U):V'FV(U’VU)‘ (D
Herein U is the vector of conservative variables, F; and F, are the convective and
the diffusive fluxes. In order to eliminate the second order derivatives of U, the
equation is transformed in a first-order system by introducing the gradient of U as
an additional solution variable. The new system reads as
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Discretising both equations with the DG approach results in
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where Uj, and V), are L2-integrable, piecewise polynomial functions. We choose
a hierarchical and orthogonal basis according to Sherwin and Karniadakis [19].

Both explicit as well as implicit time integration schemes are available within our
code [18].

2.2 The FLOWer Code

FLOWer is a finite-volume code originally developed by DLR and enhanced by
IAG. It solves the three-dimensional Reynolds averaged Navier-Stokes equations in
a block-structured domain for numerous time steps [1,2]. For spatial discretisation
a second order cell-centered finite volume formulation is used. A hybrid multi-stage
Runge-Kutta scheme developed by Jameson is applied [3,4] for time integration.
Additionally, a WENO scheme has been recently implemented into FLOWer by
IAG. Movement and complex geometry structures such as rotors or nacelles
are embedded with the chimera method. A component grid is integrated into a
background mesh where a hole is cut to make room for the component grid cells.
In the overlapping zones between the grids the data exchange is carried out. For
moving structures like rotors this process is done anew for every time step. With
this method complex structures can be meshed with structured grids and a local
refinement is possible while keeping the same background mesh.
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2.2.1 The Finite Volume Method

Generally, a finite volume scheme is applied since it has the advantage of adaptabil-
ity to arbitrary meshes without transforming into a computational domain when a
good quality grid is used. The flow field is split up into hexahedral cells (control
volumes) where the Navier-Stokes equations are applied in integral form on each
cell taking care of conservativity [5]. For each cell a discrete flux balance is
calculated and the change of flow quantities in time in particular points can be
defined. The scheme is given by the equation

d 1
— U = —— f
" G /aci (yndS

where u; is the vector of conservative variables in this case, n the normal vector and
f(u) represent the numerical fluxes for a particular control volume arrangement with
the volume C; surrounding the grid node with the indices i, j, k and the cell face
dC;. The fluxes are approximated using either a central or an upwind discretisation
operator.

2.2.2 The Jameson Scheme

The Jameson scheme utilises a second order approximation and stabilises it with
high-order Runge—Kutta time stepping and adding an artificial dissipative term at
the end of each time step [3, 4]. It is the standard method used in FLOWer. The
conservative variables are simply averaged at the cell faces by

1
Uiyl = E(”i + uit1)

2.2.3 The WENO Scheme

WENO (“weighted essential non-oscillatory”) is a further development of the
ENO (“essentially non-oscillatory”’) scheme introduced by Harten et al. [6]. The
basic idea is reconstructing or combining lower order fluxes for a higher order
approximation. In the ENO scheme the least oscillatory stencil is then picked
for reconstruction whereas for WENO all stencil candidates are weighed by their
smoothness and subsequently used for reconstruction [7]. The recombination of
stencils is done by

k—1
u = E w,u’
i+ = "itd
=0

where w, are the weights so that Zf;é o, = 1 and k the order of stencils.

WENO shows a significant performance increase to ENO as the selection constraints
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are omitted. Three stencils are implemented at an order of 3, leading to a fifth
order reconstruction. However this is only valid on Cartesian grids with equal cell
distances in all directions.

2.3 Acoustic Post-processing

Acoustic analysis is done with the IAG tool ACCO which uses the FW-H equation:

azp/ 5 92
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where p’ denotes the density fluctuation, ¢ the speed of sound, p’ the pressure
fluctuation, n; the normal vector, u, the surface component of the velocity, v, its
normal component and §( /) the Dirac delta function [8, 9]. The wave equation
on the left hand side describes the propagation of sound in space while the
right hand side specifies the monopole and dipole source terms on surfaces and
quadrupole sources terms in volumes. The FW-H equation allows the integration
surfaces to surround the noise generating flow structures and geometries. This saves
the integration of volume sources inside in addition to the surface terms on the
geometric surfaces. However, this requires the choice of the surrounding surfaces
far enough from geometric surfaces, so that all source terms are included, but
close enough so that numerical dissipation has not significantly damped pressure
fluctuations. Hence the use of high order methods with a good vortex transport is
worthwhile here. For acoustic analysis surfaces extracted from the flow field are
exported for every time step and then analysed by ACCO. ACCO returns total sound
pressure levels as well as pressure fluctuation over time. Additionally, a Fast-Fourier
transformation can be carried out.

3 Computational Aspects

3.1 Enhancement and Performance Study of the SUNWinT
Code

Our code SUNWinT showed an excellent parallel speedup before, e.g. a parallel effi-
ciency up to 85 % using 2,048 cores was reached on both the HLRS NEC Nehalem
Cluster as well as the HLRB II SGI Altix system [16, 17]. Sustaining this parallel
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Fig. 1 Decomposition of a
mesh in patches

speedup on new and upcoming HPC systems is the aim of current developments in
our DG code. In a first step the single core performance of the code was improved in
a major code redesign. The evolution of the surface and volume integrals in Eq. (5)
is done now in small groups called patches. These patches consist of around 15 cells.
A typical decomposition of the mesh in patches can be seen in Fig. 1.

The idea behind these patches is that the data in the patches is stored in a memory
efficient way and so it could be transferred quickly from the memory to the CPU.
Basically, there are two different kind of patches in a mesh, inner patches and
border patches. Inner patches are all patches fully inside the computational domain,
which do not border to a physical boundary or to a domain handled on another
processor. These patches can be handled in the exactly same way. Border patches
need a special treatment to ensure that they fulfill their boundary condition or to
handle the communication between different processors via MPI. Additionally, the
evaluation of the surface and volume integrals inside each patch was simplified in
such a way, that all time-independent parts of these integrals are precalculated and
efficiently combined with the time-dependent parts. A comparison of the single core
performance of the new evaluation is shown in Table 1 for a 2D case and in Table 2
for a 3D case. It can be seen that the computational time reduces significantly
both for the Euler equation as well as the Navier—Stokes equations. The saving in
computational time is larger doing higher-order calculations, e.g. for fourth order
calculations the new evaluation is five times faster. Comparing 2D and 3D cases, no
differences are present, the reduction in computational time is about the same. In
the future, it is planned to use the patches for a hybrid parallelisation of our code.
The idea is, that each node will handle a large amount of patches and will assign a
patch to a free core for evaluation if the core is available.

The determination of the parallel performance on the HLRS Hermit cluster is
done with two different cases, the 3D simulation from the next chapter and another
testcase. Both meshes are decomposed with METIS [15] from 16 zones up to 16,384
zones. The first mesh consists of 336,000 cells, leading to only 82 cells per core,
which are calculated on average on the finest decomposition level. The second
contains 930,000 cells leading to an extremely low cell count of 57 cells on the
finest level. Despite the small number of cells per core, the scaling in Fig.?2a is
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Table 1 Comparison of computational time for old and new evaluation for a 2D case with different
order and physical modelling on a single processor for 1,000 time steps

Phys. model First order ~ Second order ~ Third order ~ Fourth order

Euler Old 10.18 76.1 371.84 1,267.46
New 5.63 25.16 76.98 201.07
Reduction(%)  44.7 66.9 79.3 84.1

Navier—Stokes ~ Old 28.02 235.6 1,042.98 2,725.31
New 12.23 67.81 227.06 571.53
Reduction(%)  52.7 72.9 79.5 79.6

Table 2 Comparison of computational time for old and new evaluation for a 3D case with different
order and physical modelling on a single processor for 200 time steps

Phys. model First order ~ Second order ~ Third order ~ Fourth order
Euler Old 15.26 139.95 1,017.45 5,254.97
New 7.66 44.05 187.97 1,218.78
Reduction(%) 49.8 68.5 81.5 76.8
Navier—Stokes Old 43.53 422.62 2,727.41 13,355.66
New 24.07 147.43 652.71 2,079.4
Reduction(%)  44.7 65.1 76.1 84.4 %
a b
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Fig. 2 (a) Strong scaling and (b) efficiency on the HRLS Hermit

very good for both cases, the time step per iteration decreases almost linearly up to
4,096 cores with a parallel efficiency of 81 % (cf. Fig. 2b) for the first case and up
to 16,384 cores with a parallel efficiency of 89 % for the second case.

3.2 Performance Study with a Counter-Rotating Open Rotor
Setup with FLOWer

In order to determine the fastest way of computation a number of performance
tests were run on the Hermit (Cray XE6) cluster at HLRS. The original setup
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Fig. 3 Performance of FLOWer code with node pinning. (a) Cray compiler and (b) GNU compiler

consists of roughly 50 million cells, where about 25 million cells can be assigned
to the background mesh, which contains the cylindrical geometry for a simplified
modelling of the CROR’s nacelle. The 9 x 7 rotor setup is modelled with one
component grid per blade containing 1.5 million cells for each mesh. The total
setup consists of 816 structured blocks with a maximum size of 75,000 cells per
block. Figure 3a and b show the iterations per seconds carried out for different
number of CPUs used per node. For the Cray compiler all three curves show a good
parallelisation while with the GNU compiler the efficiency significantly decreases
when all 32 CPUs of a node are used for a large number of CPUs. This may be
due to a worse communication between the CPUs of the GNU compiled code,
compared to the Cray compiler. For both compilers node pinning does not show
a clear improvement except for the use of 816 CPUs on 51 nodes for the Gnu
compiler. Only for small numbers of CPUs like 192 a slight improvement with using
every second CPU can be seen. Using every forth CPU has even smaller effects on
CPU time.

4 Results

4.1 Laminar Flow Around a Cylinder

In order to study the usage of ACCO with our DG code SUNWinT the flow around
a cylinder is calculated. The flow is investigated at Re = 150 based on the diameter
D of the cylinder, and the freestream Mach number is Ma = 0.1. Both 2D as well
as 3D simulations were performed. The computational domain is 60D large and has
a depth of two diameters in the 3D case. The mesh is of O-grid type and consists
of 120x70(x40) cells. We use fourth order accurate P3 elements for the spatial
discretisation and the temporal discretisation is chosen equally with an explicit,
fourth order, one-step Runga—Kutta type scheme. The results are compared with
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Fig. 4 (a) Time-averaged pressure coefficient ¢, for the 2D and 3D simulation, (b) time-
dependent lift and drag coefficient for the 2D simulation

Table 3 Global forces Cp,
C. . and the Strouhal
number St

Cp Cra St
2D 1.33 052 0.187
3D 1.33 052  0.184
Inoue and Hatakeyama 132 0.52  0.183

the results of Inoue and Hatakeyama [14] who used a sixth order finite difference
scheme for this problem.

The aerodynamic results of the 2D and 3D simulations are in very good
agreement with the simulation of Inoue and Hatakeyama as the time-averaged
pressure coefficients in Fig.4a indicate. As a consequence, global forces are also
quite similar (cf. Table 3). This kind of flow typically develops a vortex street behind
the cylinder which can be seen in the time-dependent distribution of the lift and the
drag coefficient (cf. Fig.4b). The Strouhal number of this vortex shedding is in
the 2D case 0.187 and in the 3D case 0.184 (Inoue and Hatakeyama: St=0.183).
Comparing the amplitude of both forces in Fig. 4b it is shown that the amplitude of
the lift coefficient is much larger than for the drag coefficient.

For the acoustic analysis the results of the 2D simulations are used. The hull
surfaces for the acoustic solver ACCO are placed in a distance of three cylinder
diameters away from the center of the cylinder. The observers for the acoustic
analysis are placed on a circle 125D away from the cylinder. Figure 5a shows
the sound pressure level of an observer position located 90° from the freestream
direction for different frequencies. The acoustic behaviour is dominated by the
aerodynamical behaviour, more precisely, the vortices induced by the cylinder
leading to the oscillating forces. Peaks in the SPL are present at the Strouhal
frequency and at higher harmonical frequencies. This dipole nature of the generated
sound is seen on a directivity pattern (Fig.5b) for the fundamental frequency and
is in good agreement with the findings of Inoue and Hatakeyama who also detected
the lift dipole as the major acoustic source.
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Fig. 5 (a) SPL distribution vs. frequency for an observer at 90° from the freestream direction, (b)
directivity pattern for the fundamental frequency

4.2 A Counter-Rotating Open Rotor in Take-Off Conditions

A 9 x 7 CROR configuration was simulated with standard FLOWer settings and
WENO FLOWer at take-off conditions [10]. The environmental conditions were set
to ICAO standard atmosphere conditions at sea-level. The simulation was carried
out for eight rotor revolutions for both cases on the Hermit cluster at HLRS. The
total computation time for standard FLOWer settings was approximately 240h on
384 CPUs for standard FLOWer settings and 270 h for WENO FLOWer. The WENO
scheme was only carried out in a user-set number of blocks in the background grid
in proximity to the rotors.

4.2.1 Aerodynamic Results

For comparison of the aerodynamic results integrated values such as thrust coeffi-
cient, drive torque coefficient and propulsion efficiency are examined. Additionally
the vortex conservation is shown as it is especially important for the rotor-rotor
interaction which has a considerable contribution to CROR noise.

Figure 6a and b show the thrust coefficient Cy and the torque coefficient Cys
plotted over one rotor revolution. Both front and aft rotor show higher values for
Cr and Cy accordingly for WENO. This is due to the higher order of the WENO
FLOWer code which is similar to effects seen in previous grid studies, where
higher grid resolution showed slightly higher thrust and drive torque levels. Hence
the grid resolution used in this calculation still shows effects of grid dependency.
Additionally the standard FLOWer code shows higher fluctuations of Cr and Cy
especially for the aft rotor, indicating that it cannot represent the highly instationary
incoming flow as good as the WENO FLOWer. The fluctuations of Cr and Cy
for the front rotor are in roughly the same range for the standard and the WENO
version.
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Fig. 7 Vortex visualisation of the flow field calculated with (a) standard FLOWer and (b) WENO
FLOWer

The characteristic numbers such as Cr and Cy, differ by less then 1 % for front
and aft rotor as well as the CRORs totals. For the front rotor the same propulsion
efficiency is reached with standard and WENO FLOWer whereas for the aft rotor
and the total CROR the propulsion efficiency differs by 0.1 %. However, both
FLOWer versions show excellent agreement, but the WENO version is generally
more capable of unsteady flow phenomena.

Comparing Fig. 7a and b the vortex transport with the WENO version is better
than with the standard version. Especially the vortices that have already passed the
aft rotor plane are conserved better with WENO. Wakes and vortices are also more
clearly defined with WENO.
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4.2.2 Acoustic Results

The acoustic emission of the CROR was evaluated over one rotor revolution with a
resolution of 360 time steps for both standard and WENO FLOWer. The IAG tool
ACCO was used to obtained sound pressure levels at microphone observers in the
x-y plane, where the x-axis is the rotational axis pointing in flow direction and the
y-axis is perpendicular so that x and y span a plane perpendicular to the rotors.
The microphones were put in a distance of & = 5° to each other with 6 = 0° on
the negative x-axis and & = 180° on the positive x-axis. 8 = 90° is located at an
radius of r = 5m to the rotational axis with equal distance to front and aft rotor.
Comparing the noise directivities generated from standard FLOWer and WENO
FLOWer CFD simulations, it is visible that both show the same characteristics, that
is, a main peak at & ~ 95° and minor peaks at lower and higher 6, see Fig. 8a.
These minor peaks are significantly higher for the WENO case whereas the main
peak reaches the same levels for both simulations. The main peak shows a stronger
decay for angles below and above 6 & 95° for the standard FLOWer simulation.

Figure 8b, ¢ show the tonal noise of front (BPF1) and aft rotor blade (BPF2)
passing frequencies and one higher harmonic (2BPF1, 2BPF?2) which are the main
contributions of noise in radial direction of the rotors. For the BPFs both code
versions show a very good agreement while for the higher harmonic a discrepancy
especially on the front rotor can be seen. The nine blade front rotor has a higher BPF
and first harmonic than the seven blade aft rotor. The ability of resolving frequencies
in the acoustic analysis is strongly dependent on the temporal and spatial resolution
of the CFD simulation, hence WENO FLOWer can still resolve the first harmonic of
the front rotor opposing to the standard FLOWer. For the aft rotor this effect cannot
be seen yet as standard FLOWer is able to resolve the first harmonic as it lies at a
lower frequency.

Figure 8d—f show the rotor-rotor interaction noise which occurs at frequencies
that are a linear combination of BPFs such as BPF1 + BPF2, 2BPF1 + BPF?2
and BPF1 + 2BPF2. The lowest interaction frequency BPF1 + BPF?2 is mainly
responsible of the minor peaks on the total noise, cf. Fig. 8a. Here the discrepancies
between standard and WENO FLOWer become exceptionally clear. The transport
of the front rotor wake and blade tip vortices is worse using standard FLOWer than
using WENO FLOWer for CFD calculations. For the second interaction frequency
(Fig. 8e) this effect can still be examined while for the third interaction frequency
(Fig. 8f) it is not visible at all. This leads to the conclusion that also the resolution
of WENO FLOWer is not sufficient to obtain noise directivites at these high
frequencies.

For the BPFs, their first harmonics and lower interaction frequencies good results
can be achieved with both code versions. These are the relevant frequencies as
they are the main contributors to total noise. Their level is roughly 10dB higher
than second or higher harmonics of BPFs and higher interaction frequencies. Both
codes show good agreement for the low frequencies and as expected the results
differ at higher frequencies. The main noise characteristics can be examined with
the data obtained by both CFD simulations, but standard FLOWer reaches the
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Fig. 8 Noise directivity in x-y-plane. (a) Total sound pressure level, (b) blade passing frequency
of front rotor, (c) blade passing frequency of aft rotor, (d) first interaction (BPF1 + BPF2)
frequency, (e) second interaction frequency (BPF1 + 2BPF?2), and (f) third interaction frequency
(2BPF1 + BPF2)
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limits of resolution with first harmonics of BPFs and shows weakness for the lower
interaction frequencies. Yet the directivities for lower interaction frequencies gained
with standard FLOWer still show the same characteristics as with WENO FLOWer.
A good qualitative agreement with the results of measurements by Woodward could
be achieved for both standard and WENO FLOWer [11].

5 Conclusion

Two different test cases were simulated in this paper with two different CFD codes
and analysed acoustically. Both codes are capable of discretising the Navier—Stokes
equations with a higher order method. The simulation of the flow around a cylinder
at Re = 150 with the DG code SUNWinT was a first step to analyse the potential
of an acoustic analysis with the DG method. It is in good agreement with the results
of Inoue and Hatakeyama [14]. The aerodynamic forces and the distribution of the
time-averaged pressure coefficient do not show any differences. The behaviour of
the cylinder as an acoustic lift dipole was also clearly verified by the peaks of
the SPL in the frequency analysis and in a directivity pattern of the fundamental
frequency. In a next step, the method will be used for the acoustic analysis of
turbulent flows. Concerning the performance of SUNWinT different improvements
have been made which reduced the computational time while maintaining the good
parallel performance.

A 9 x 7 CROR configuration was simulated with standard and WENO FLOWer
at take-off conditions. Aerodynamic and acoustic results showed a good agreement
with both code versions. Only a slight discrepancy can be detected for the integrated
aerodynamic values. Comparison of the flow fields obtained with the different
versions illustrates that the vortex transport is better with WENO FLOWer. However
with good spatial and temporal resolution an acceptable transport can also be
achieved with standard FLOWer. The acoustic evaluation showed that for the single
rotor noise the two codes versions hardly differ. The interaction noise contribution
can be examined much better with WENO FLOWer. This was expected as WENO
FLOWer showed a better vortex transport which causes the interaction of the front
rotor wake with the aft rotor leading to the interaction noise. Generally the use of a
higher order method is advisable for acoustic analysis as the quality of the acoustic
results is directly dependent on the CFD results with the FW-H method used in this
paper. With WENO FLOWer the computational effort is acceptable compared to the
beneficial improvement of results.
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Effects of an Oblique Roughness on Hypersonic
Boundary-Layer Transition

Gordon Groskopf and Markus J. Kloker

Abstract The compressible bi-global linear stability theory (B-LST), based on
two-dimensional eigenfunctions in flow crossplanes, as well as direct numerical
simulation (DNS) are applied to investigate the stability properties of three-
dimensional laminar hypersonic boundary-layer flows with discrete surface rough-
ness. The obliquely-placed fence-like roughness element has a height of half the
unperturbed thermal boundary-layer thickness at its position on the flat plate. The
roughness setup is derived from a Space Shuttle flight experiment. A cold-flow
non-reacting gas case at wind-tunnel conditions with Mach 4.8 is considered. The
laminar steady base flow is extracted from a (D)NS base-flow solution assuming
perfect-gas behavior. Local and integral growth of instabilities in the wake of
the discrete roughness element are investigated revealing a considerable persistent
amplification in the flow. The cold-flow results are compared to a recent instability
analysis of a hot-flow, reacting gas case with identical Mach number and roughness
geometry. A full DNS of the cold-flow case validates the B-LST results: The growth
of the excited disturbance modes shows good agreement. Performance data for the
applied codes running on the NEC SX-9 and CRAY XE6 are given.

1 Introduction

Boundary-layer transition at hypersonic flow speeds is of particular importance to
the design of respective vehicles. On one hand the vehicle structure encounters a
massive instantaneous as well as integral heat load. The amount of heat the vehicle
has to withstand is significantly influenced by surface roughness, e.g., the gap filler
protruding from the thermal protection system of the Space Shuttle (Fig. 1). In case
of sustained hypersonic flight, aerodynamic drag is another crucial issue, especially
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Fig. 1 Ceramic-tile gap filler
protruding from the thermal
protection system of the
Space Shuttle (Source: NASA
(Www.nasa.gov))

with regard to fuel consumption. Both heat load and drag are to be minimized by
appropriate measures. On the other hand there are cases where the flow is desired
to be turbulent to alleviate the effects of flow separation, or to enhance mixing.
Therefore it is essential to understand how discrete surface roughness influences
and alters the laminar-turbulent transition mechanisms.

Progress has been achieved recently in this field. The experimental approach (see,
e.g., [6]) peaked in the STS-119 flight experiment. A numerical ansatz has been
applied by, e.g., [3,4, 15, 16]. Theoretical analyses of the disturbance growth in
steady base flows have been done by, e.g., [7-11, 14].

Applying the B-LST in crossplanes in the wake of the roughness element, [7]
and [9] show that symmetric as well as oblique, with respect to the oncoming
flow, roughness geometries with half the height of the undisturbed boundary layer
enhance persistently the growth of first-mode-type instability modes due to the main
trailing vortices and ensuing velocity streaks in the wake of the roughness. Within
the parameter range investigated the contribution of the horseshoe vortices is of
minor importance. This is in accordance with “Condition I of [3]. The horseshoe
vortices attain primary importance if the height of the roughness element reaches or
exceeds the undisturbed boundary-layer thickness.

While in [3] the unsteady flow behind a three-dimensional, cylindrical roughness
element with a O(§)-height has been simulated by means of a Navier-Stokes solver,
[15] investigates the evolution of well-defined disturbances in a flat-plate boundary-
layer flow altered by a two-dimensional roughness element by means of unsteady
DNS, supported by results from primary linear stability theory. It is shown that a
roughness with a size of up to 70 % of the undisturbed boundary-layer thickness
alters the stability properties of the flow only locally. Such a discrete 2-d element
represents a disturbance amplifier with a limited bandwidth: A selected frequency
range gains in amplitude locally by the roughness.

In this paper we investigate the evolution of disturbances in a flow at wind-tunnel
conditions altered by a three-dimensional, obliquely-placed roughness. The shape
of the roughness element follows the geometry used in [10]. It is derived from the
STS-119 flight experiment, which investigated the influence of an isolated rough-
ness, mounted on the Space Shuttle’s belly, on laminar-turbulent transition during
re-entry. The results of the stability analysis are compared to the hot-flow case from
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[10] and [11] exhibiting the same roughness geometry with respect to the thermal
boundary-layer thickness d7 at the same position on the flat plate in terms of Res,
and Mach number.

2 Governing Equations, Numerics and Flow Setup
2.1 Governing Equations

The three-dimensional unsteady compressible Navier—Stokes equations are used in
a non-dimensional form. Length scales are normalized by a reference length L*
(* marks dimensional quantities). Velocities u, v, and w in streamwise (x), wall-
normal (y), and spanwise (z) direction are normalized by the freestream velocity
u’,. Furthermore, the respective freestream values are used as reference for density
p, Temperature 7', thermal conductivity 6, and viscosity . Non-dimensional
pressure p, and time ¢ are based on the reference values p% u*.%, and L* /u,.

2.1.1 Direct Numerical Simulation

The equations are applied in conservative formulation (p, pu, pv, pw, E), with E
being the total energy per unit volume. The fluid is assumed to follow the calorically
perfect-gas assumption. Thus, a variation of heat capacities with temperature as well
as chemical reactions are excluded. The adiabatic exponent and Prandtl number are
fixed to k = 1.4 and Pr = 0.71, respectively, for air. The viscosity is computed from
Sutherland’s law. For more details see [1] and [2].

2.1.2 Bi-global Linear Stability Theory

The B-LST equations are based on the Navier—Stokes equations formulated in
primitive variables (p, u, v, w, T'). All flow quantities are split into a steady base
flow and an unsteady perturbation. The assumptions of the (primary) linear stability
theory hold complemented by the following specifics for the bi-global approach
in crossplanes: A non-zero wall-normal base-flow velocity is allowed as long as
its spanwise mean is zero, and the complex amplitude of the perturbation’s modal
ansatz is two-dimensional. Analyzing flow crossplanes, the amplitude distribution
extends in wall-normal and spanwise direction:

¢ (x,y.2.1) = ¢ (y,2) '@, 0

In case of the temporal approach, used here for the computation of the eigen-
modes, « is real and @ complex. In the more natural spatial approach « is complex
and o real. The imaginary part of the complex o =, + i¢;, however, can be
deduced with sufficient accuracy from the temporal theory using Gaster’s relation
(see, e.g., [5]):
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Table 1 Flow parameters Case Cold flow Hot flow (from [10])
Re; 105 105
Maso 4.8 4.84
Proo 0.71 0.67
Koo 1.4 1.36
L*(m) 8.5-1073 1.06
uf';o (m/s) 716.3 6,668
T% (K) 55.4 4,006
pE (Pa) 1,000 2,432
R,, 1,225 3,226
Res,, 2-10* 2-10*
Rey. 104 104
Rey 434 6,000
8% (m) 1.7-1073 2.2-107!
k* /85 0.5 0.5
§*(m) 1.5-1073 1.9-107!
Trx Adiabatic Radiative equilibrium

(Twrad/Twm] S 01)

@ =—2 @)
Cor
where ¢, is the group velocity of the perturbation. This relation has been found to
agree excellently with the spatial solution of the eigenvalue problem for the present
flow cases (see [9]). Further details can be found in [7,9, 10].

2.2 Numerics

2.2.1 Direct Numerical Simulation

For a detailed description of the basic algorithm applied to solve the unsteady
Navier—Stokes equations see [1, 2]. Sixth-order compact finite differences (FDs)
are applied for the spatial discretization in streamwise, wall-normal and spanwise
direction. The time integration is based on the classical fourth-order four-step
Runge—Kutta scheme. The equations are solved on a structured curvilinear grid. The
implemented algorithm runs on various computer architectures using a combination
of distributed- and shared-memory parallelization.

Various boundary conditions are implemented and can be prescribed according
to the investigated flow. In spanwise direction periodicity is assumed with a domain
width of A, =3.2 (for L* see Table 1). For steady supersonic (base) flow all flow
quantities are fixed at the inflow plane. An adiabatic no-slip condition is prescribed
at the wall.

In case of an unsteady DNS the velocity and temperature disturbances are fixed
to zero at the wall; the underlying base flow is computed applying the adiabatic wall
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condition. Defined disturbances can be excited via (synthetic) blowing and suction
through slits or holes at the wall. For further details see [11].

2.2.2 Bi-global Linear Stability Theory

For the solution of the linear stability equations, base flow as well as perturbations
are discretized on a structured curvilinear grid in the crossplane. The flow-quantity
derivatives are modeled using compact FDs of up to tenth order in spanwise
direction. A spectral Chebyshev collocation method is applied in wall-normal
direction. Clustering grid points in regions of high shear away from the wall is
possible using a grid transformation.

The temporal approach of the stability theory poses a linear eigenvalue problem
(EVP). This is solved applying the implicitly restarted Arnoldi method [13]. The
solution according to the spatial approach is obtained either by an iteration of
the generalized approach, o complex and @ complex, as the temporal growth
rate w; converges to zero or by Gaster’s relation, described above. The excellent
agreement of these methods for the cases investigated so far does not justify the
additional computational cost of the former method for the minor gain in accuracy.
The algorithm for eigenvalue tracking is based on a best-match approach for the
eigenvectors at two consecutive tracking steps. The tracking process may become
difficult due to eigenmodes crossing in the complex eigenvalue plane.

The perturbations are assumed to be periodic in spanwise direction. At the wall
vanishing velocity and temperature perturbations are prescribed. In the freestream
all perturbations are assumed to decay exponentially.

2.3 Flow Setup
2.3.1 Roughness Geometry

The investigated roughness geometry follows the setup of [10], see Fig.2. The
height of the roughness k equals about 50 % of &7 of the unperturbed flow at the
streamwise position of the element. The fence-like element (¢ = 8k wide and b = 2k
thick) is placed obliquely, skewed by ¥ = 45°, with respect to the oncoming flow.
The spanwise spacing between the roughness elements and, thus, the periodicity
length is chosen to be four times the spanwise width of the element, s, = 4e.
The edges of the element are rounded due to numerical restrictions. The (minor)
differences between sharp- and soft-edge elements have been discussed in [10].

2.3.2 Flow Conditions

The flow parameters for the cold-flow (wind-tunnel condition) case, and, for
comparison, the hot-flow parameters from [10] are listed in Table 1. Both cases
exhibit a Mach number of about 4.8. The roughness element has been placed in both
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Fig. 2 Sketch of roughness setup. Left: top view with element dimensions b and e, spanwise
spacing s, and rotation angle V. Right: front view looking downstream (Source: [10])

cases at about Res, = 20,000 based on the undisturbed flat-plate flow to have this
physically important parameter identical at first, see the further discussion below.
This results in Ry, = 1,225 and Rey = 434 for the cold-flow case, and R,, = 3,226
and Rey; = 6,000 for the hot-flow case. The values of Rey; are based on flow
quantities of the undisturbed flat-plate flow at the roughness position and height:

_ pGkyun ok
B w(xr, k)

Reyr is much higher, at identical Res,, for the hot flow because, i.a.,
p(xy,k)/pe (x;) and u(x,,k)/u.(x,) are 3.2 and 1.4 times larger, and
W (xr, k) /e (xr) is 3.1 times lower compared to the cold flow. Thus stronger
instability has to be expected if this parameter plays a crucial role.

The Reynolds number

Reyi (3)

_ Pe (xr) ue (x,) k

Rek
Me (xXr)

k
=10*= Regrg (4)

holds for both flows. Note that according to experimental studies [12] the scaling
of 3-d-roughness-induced transition follows a Rey = constant criterion like for
2-d roughness in incompressible flow. In this respect the cases compared here might
be thought of being equally unstable. However, the hot-flow case implies a strongly
cooled wall, 75, ,/T,, < 0.1 at Ma =4.8, translating into a strongly (second-
mode) unstable flow. In fact it turns out that, for the R, value at the roughness
considered, the real, uncontrolled flow would have already transitioned to turbulence
due to second-mode instability. If, however, an ultrasonically absorptive coating
would be used that weakens or suppresses second-mode instability, the roughness
would lead to transition anyway because it induces vorticity (first) modes. Thus the
laminar hot-flow case may not be realistic in any case but serves as a yet meaningful
case for comparison.
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Fig. 3 Top view of vortex structures. Visualization by means of the Q-criterion (Q = 0.07).

HV, MV, and IV denote the horseshoe, main, and inner vortex at leading (L) and trailing (T)
edge of the roughness element. Recirculation zones are shown by black isosurfaces of u < 0.
Gray bars indicate position and extent of the roughness element. Top: color shading indicates
streamwise vorticity wy; red: clockwise rotation sense as seen in downstream direction; green:
counter-clockwise rotation. Bottom: color shading indicates height y/k above the wall

3 Base Flow

The steady base flow for the B-LST analysis is extracted from the (D)NS base
flow. In spite of the unsteady formulation of the Navier-Stokes equations the flow
converges to a steady state. Convective exponential growth of numerical background
noise (round-off error, 107!3) can be seen downstream the roughness in a temporal
Fourier analysis, but the amplitudes of the analyzed frequencies do not exceed a
value of 10~ at the end of the integration domain, and can therefore be neglected.
For identical setup another base-flow solution had been computed with a different
code, see [10]. This code has however not been designed for DNS and thus has a
lower accuracy order. Differences in the resulting B-LST growth rates are discussed
in Sect. 4.2.

A symmetric roughness configuration excites three pairs of equally strong
counter-rotating vortices, with the main vortices being stronger than the horseshoe
vortices (see [9]). The naming convention for the oblique setup follows [10].
Here the vortices induced at the leading edge (L) of the roughness element are
significantly stronger than the trailing-edge (T) vortices. Thus, the leading-edge
main vortex (LMV) becomes the dominant flow structure in the wake of the
roughness. This is revealed by a vortex visualization using the Q-criterion, see
Fig.3.
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Fig. 4 Streamwise velocity (u) contours. Solid lines are isolines of u, starting with u = 0.1
near the wall, ending with u = 0.95. Left: color shading indicates vortices and rotation sense
shown in Fig.3 at O = 0.01. Right: contours of temperature. First row: streamwise position

(x — x,) /k = 30, second row: (x — x,) /k = 100, third row: (x — x,) / k = 200. Dashed lines
show a projection of the roughness geometry

The horseshoe vortex (LHV) is less pronounced than the LM V. Whereas the pair
of inner vortices (IV) vanishes shortly behind a symmetric roughness [9], in the
oblique setup the leading-edge inner vortex (LIV) is part of the formative vortex
structure in the wake of the roughness element. The vicinity of LMV and LIV leads
to interference between these co-rotating vortices, which in turn inhibits a soon
crossflow-vortex-like turnover. The continuous lift-up of the vortices downstream
of the roughness element can be observed in Fig. 3 (bottom). The vortices’ positions
above the wall can also be deduced from Fig. 4 (left).

The influence of the vortices on skin friction and wall temperature is shown in the
flow’s footprints in Fig. 5. The high-speed and the low-speed streaks can clearly be
identified in terms of the c s, values. The dominant leading-edge high-speed streak
induces a pronounced streak of high wall temperature. The roughness element itself,
however, is only slightly heated compared to the flat-plate temperature in front of
the roughness and the main temperature rise downstream. The extent of the high-
temperature streak in wall-normal direction can also be observed in Fig. 4 (right).

The flow around the roughness element can be visualized by means of stream-
lines, see Fig.6. Near-wall streamlines in front of the roughness (Fig. 6a and b)
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Fig. 5 Top: contours of skin friction coefficient ¢z, normalized by smooth-wall value. Bottom:
wall temperature 7,,. Black solid lines indicate position and extent of the roughness element

are driven around the roughness element in spanwise direction. Coming around
the leading edge a small fraction is lifted up by the recirculation zone in the
element’s wake, gets accelerated by fluid flowing near the boundary-layer edge,
and farther downstream joins the LIV. Figure 6¢, d show a similar scenario of
the development of LIV and LMYV, though the streamlines no longer bend around
the roughness element but flow across. The LMV mainly gathers streamlines that
come from the height y/k = 1 in front of the roughness, whereas the LIV
streamlines originate from lower heights. Figure 6e, f show the deformation of
streamline layers being located above the element height upstream the roughness.
The streamlines are deflected to the shape of the velocity streaks, roughly following
the upper u-isolines of the crossplane at (x — x,) /k = 90.

4 Stability Analysis

With the B-LST several unstable eigenmodes have been identified at
(x —x,) /k =30, and afterwards been tracked in terms of the streamwise direction
and varying frequency to span a stability diagram for each eigenmode. To avoid
missing an eigenmode that is not yet amplified in the near wake of the roughness
but becomes unstable farther downstream another search has been conducted at
(x —x,) /k =250.
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Fig. 6 Streamlines of the cold flow initiated in crossplane (x — x,) /k = —10 at heights (a)
y/k =01 ®)y/k=05()y/k=075@) y/k =1.0,(e) y/k = 1.5and (f) y/k = 2.0.
Flow direction is from upper right to lower left corner. Color shading indicates the absolute value
of the velocity vector |v| = +/u? 4+ v> + w?. Black isosurfaces show regions of separated flow
(u < 0) enclosing the roughness element. The crossplane in the lower left corner displays u-isolines

at (x —x,) /k =90

The spatial growth rates

&)

are gained from the computed temporal ones
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Fig. 7 Normalized modulus of the perturbation amplitude for streamwise velocity ¥’ = |i (y,z)|
(first row), temperature T’ (second row) and pressure p’ (third row), plus phase relation of
pressure amplitude @, = arg[p (y,z)] (fourth row) for the two most unstable eigenmodes at
(x — x,) /k =90. Left: mode C1 at w,§, =~ 0.80. Right: mode C2 at w8, ~ 0.78. Solid lines are
base-flow u-isolines for first and third row, T -isolines for the second row, and pressure perturbation
amplitude for the fourth row
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by application of Gaster’s relation, see Eq.(2). Based on the stability diagram
the integral growth, quantified by the N-factor development, is computed for
fixed frequencies from spatial growth rates extracted as a function of streamwise
coordinate. The obtained data for the cold flow are compared to the hot-flow stability
data from [11].

4.1 Unstable Eigenmodes

The eigenfunctions of the two most unstable eigenmodes found within the investi-
gated streamwise range of 30 < (x — x,) /k < 250 are shown in Fig. 7. Amplitude
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distributions of streamwise velocity, temperature and pressure are plotted. Addi-
tionally the phase relation of the pressure amplitude is displayed. The maxima of
the perturbation amplitudes coincide with regions of large gradients within the base
flow, which is shown in the plots for comparison. The shape of the temperature
eigenfunctions is similar to the corresponding u-velocity amplitude distribution
though the temperature perturbations reach considerably larger amplitudes. The
pressure eigenfunctions feature non-negligible amplitudes at the wall.

The modes C1 and C2 exhibit a similarity to the even and odd eigenmodes found
in the wake flow of symmetric roughness elements, see [7] and [9]. For the even
mode the phase of the local eigenfunction maxima is symmetrical with respect to
the symmetry line; the odd mode exhibits an anti-symmetric phase relation. The
amplitude distributions of modes C1 and C2 are strongly distorted compared to
the modes of the symmetrical flow, but the corresponding phase relations of the
eigenfunctions’ maxima reveal their even and odd nature, see Fig. 7 (fourth row) for
the phase relation of the pressure perturbation amplitude.

4.2 Local and Integral Growth of Unstable Eigenmodes

Tracking the unstable eigenmodes along varying frequency at a fixed stream-
wise location yields the results shown in Fig.8 (left). In the near wake at
(x —x,) /k = 30 the mode CI is dominant. For comparison the hot-flow mode
results from [11] are also shown: The hot-flow LIV mode has a similar band of
amplified frequencies but an amplification rate that is roughly three times higher.
The hot-flow LMV mode shows a considerably broader amplified-frequency band.
Its maximum growth rate is only slightly lower than the LIV mode’s and is located
at a four times higher frequency. Note that the hot-flow modes’ eigenfunctions
significantly differ from the cold-flow modes due to major differences comparing
the base flows. For details see [10] and [11]. Going downstream the amplified
frequency bands of the modes widen, the corresponding maxima shifted to higher
frequencies (not shown). The maximum growth rate of mode C1 persists compared
to the near-wake value, whereas in the hot flow the amplification rate of the LMV
mode increases considerably.

N -factors, N = — f «; dx, (Fig. 8, right) are gained from a streamwise tracking
of the eigenmodes. For clarity and with the exception of mode C1 only the integrally
most amplified frequency of each mode is shown. The hot-flow results are again
taken from [11]. Additionally, eigenmodes of the smooth flat-plate flow are shown
for comparison. The cold-flow smooth-plate N -factors have been integrated starting
shortly behind the edge of the flat plate at about (x — x,) /k = —125 whereas the
curves of the roughness eigenmodes inherently start downstream of the roughness
where they first have been detected. For the hot-flow condition the corresponding
smooth-plate N -factor has been integrated starting downstream of the roughness.
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Fig. 8 Left: spatial growth rates ¢;d, as a function of frequency w,§, (normalized by the
undisturbed boundary-layer thickness &, at x = x,) at streamwise position (x — x,) /k ~ 30.
Cold C1 mode (blue solid line with square symbols), cold C2 mode (blue dashed line, squares).
Hot LMV mode (red solid line, circles), hot LIV mode (red dashed line, circles) from [11]. Right:
N -factors over (x — x,) /k. Cold C1 mode at w8, = 1.82 (blue solid line, diamonds); cold C1
mode at w, 6, = 0.91 (blue solid line, squares); cold C2 mode at w8, = 0.57 (blue dashed
line, squares). For comparison: cold smooth-plate second mode (propagation angle ¢ = 0°) at
w8, = 1.8 (blue dash-dot line, squares); cold smooth-plate first mode (¢ ~ 65°) at .8, = 0.57
(blue dash-dot line, filled squares). Hot LMV mode at w, §,, = 3.3 (red solid line, circles); hot LIV
mode at w,§, = 0.82 (red dashed line, circles); hot smooth-plate second mode at w,6, = 2.1 (red
dash-dot line, circles) again from [11]. Thin black dash-dot-dot lines indicate N =5and N =9

In the cold flow the eigenmode C1 gains the highest integral amplification to
the end of the investigated range: N =6.5 for .8, =0.91. Employing a base-
flow solution based on a solver with less accuracy order, only N =5 is reached
(see [10]), despite the visual differences in the base flow are small. However,
, 6, = 1.82 exhibits higher local growth for (x —x,) /k > 115 matching the
growth rate of mode C2 at the domain’s end; compare the slopes of the corre-
sponding N -factor curves. The still increasing local growth of C2 at that location
implies that this mode may take over in integral growth farther downstream as well.
