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Abstract. Side Channel Attacks (SCA) are one of the most effective
means in breaking symmetric key ciphers. Generally, SCA exploits the
side-channel leakages output by the implementations of ciphers or
introduces defects in the system to analyze them. A number of coun-
termeasures have been proposed to strengthen/remedy implementations
of ciphers against SCA. However, none of the countermeasures, to our
knowledge, are good enough towards its goal ([16], [19], [3]). In this paper,
we emphasis on the necessity of randomness in designing countermea-
sures against SCA and propose Cellular Automata (CA) based system
to thwart SCA. Our countermeasure is also analyzed against popular
SCA, such as, differential power attack (DPA), scan-chain based attacks
(SC-SCA) and fault attacks (FA).

1 Introduction

Side Channel Attacks (SCA) are cryptographic attacks on implementations of
ciphers. This kind of attacks analyze the side channel leakages of the implemen-
tations of the ciphers, such as, power consumption, electromagnetic radiation,
scan-chains etc. to deduce information about the key of the cipher. Fault attacks
are a kind of SCA which inject faults into the implementation of a cipher in or-
der to obtain information about the secret key exploiting the correct and faulty
ciphertexts. It is shown in literature ([4], [10], [9], [13], [22], [1], [5]) that a wide
variety of symmetric ciphers are vulnerable against SCA. The most important
aspect of SCA is that it is completely practical i.e. it can be implemented easily
in real-life applications and completes within few hours. Most block and stream
ciphers have been shown to be broken by SCA. Hence, the necessity to resist
SCA is obvious. A large number of countermeasures are introduced in literature
aiming to thwart SCA. Most of the countermeasures are however costly and
shown to be analyzable. Countermeasures using random masks are particularly
effective ([16], [19], [3]).

Cellular Automata are a self-evolving system of cells which updates itself per
cycle following a rule embedded into it. Linear Cellular Automaton (CA) is known
for its ability to generate pseudorandom sequences needed for various applications
like VLSI testing and coding theory [21]. CA shows very good pseudo-randomness
([21], [14]). Several researchers have exploited this pseudorandomness of CA to
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cryptography.The cryptanalysis of linear CA-based cryptographic techniques [18]
show that nonlinearity is needed for cryptographic applications. However, nonlin-
ear CA shows high correlation. The 3-neighbourhood nonlinear rule 30 CA has
long been considered a good pseudo-random generator and studied for cryptog-
raphy [20]. It passed various statistical tests for pseudorandomness with good re-
sults, until Willi Meier and Othmar Staffelbach proposed an attack, exploiting its
high correlation, on pseudorandom sequences generated by rule 30 CA [17], which
would break any such system of 300 cells with a complexity of about 219. Another
attack on rule 30 CA is also reported in [15]. These findings show that for cryp-
tography, the data stream generated by CA needs to satisfy additional properties
for pseudorandom sequence generation [14].

In this paper, the non-linear hybrid CA introduced in [14] is used as the
random sequence generator. We test different cryptographic properties of the
CA along with d-monomial to conclude that it is cryptographically robust. These
cryptographically robust sequences are used as a random mask for resisting the
side channel attacks. We then present the masking scheme. Finally, we analyze
the masking scheme against different SCA.

This paper is organized as follows. Following the introduction, Section 2
presents basic definitions and notations regarding Cellular Automata and the
related cryptographic terms. It also discusses the presently known countermea-
sures against SCA. In Section 3, we introduce the random masking scheme using
CA and discuss its performance. Finally, the paper is concluded in Section 4.

2 Preliminaries

In this section, we present the basic definitions of CA and also of the crypto-
graphic properties. The existing countermeasures against SCA are also briefly
outlined in this section.

2.1 Cellular Automata Related Definitions

Definition 1. Cellular Automata: A cellular automaton is a finite array of cells.
Each cell is a finite state machine C = (Q, f) where Q is a finite set of states and
f is a mapping f : Qn → Q. The mapping f , is called local transition function. n
is the number of cells the local transition function depends on. On each iteration
of the CA each cell updates itself with respective f .

Adjacent cells of a cell are called the neighbourhood of CA. A 1-dimensional CA,
whose rule depends on left and right neighbour and the cell itself is called a 3-
neighbourhood CA. Similarly, if each cell depends on 2 left and 2 right neighbours
and itself only, it is called 5-neighbourhood CA. A CA whose cells depend on 1
left and 2 right neighbouring cells is called a 4-neighbourhood right skew CA. A
left skewed 4-neighbourhood CA can be defined similarly.

Definition 2. Rule: The local transition function for a 3-neighbourhood CA cell
can be expressed as follows:
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qi(t+ 1) = f [qi(t), qi+1(t), qi−1(t)]

where, f denotes the local transition function realized with a combinational logic,
and is known as a rule of CA [7]. Here, qi(t) represents the value of the ith cell
after t iterations. The decimal value of the truth table of the local transition
function is defined as the rule number of the cellular automaton.

For one dimensional 3-neighbourhood CA the definitions of some rules are given
below:

Rule 30: f = qi−1(t) ⊕ (qi+1(t) + qi(t)), where + is the Boolean ’OR’ operator
and ⊕ is the Boolean ’XOR’ operator.
Rule 60: f = qi−1(t)⊕ qi(t).
Rule 90: f = qi−1(t)⊕ qi+1(t).

A CA whose local transition function is same accross the cells is called uniform
CA. A CA whose local transition function is not same for all the cells is a hybrid
CA. Hybrid CA may be constructed by choosing different linear rules or by
choosing different linear and nonlinear rules over the automaton. A CA whose
first and last cells are connected to 0 is called null-boundary CA.

A CA whose local transition function consists of only ’XOR’ operator is
called a linear CA. A CA whose at least one local transition function con-
sists of ’AND’/’OR’ in addition to ’XOR’ is nonlinear CA. For example, rule,
f = qi−1(t)⊕qi+1(t) employed in each cell is a linear CA and f = qi−1(t).qi+1(t)
employed in each cell is a nonlinear CA, where, qi−1(t) and qi+1(t) denotes left
and right neighbours of the ith cell at tth instance of time. A uniform CA each of
whose transition function is, f = qi−1(t)⊕ (qi+1(t) + qi(t)) is a rule 30 uniform
CA.

2.2 Cryptographic Terms and Primitives

We now present definitions of related cryptographic terms and properties used
in this paper.

Definition 3. Pseudorandom Sequence: An algorithmic sequence is pseudoran-
dom if it cannot be distinguished from a truly random sequence by any efficient
(polynomial time) probabilistic procedure or circuit.

A variable or its negation (x or x̄) is called a literal. Any number of ’AND’-ed
literals is called a conjunction. For example, x.y.z̄ is a conjunction.

Definition 4. Algebraic Normal Form: Any Boolean function can be expressed
as XOR of conjunctions and a Boolean constant, True or False. This form of
the Boolean function is called its Algebraic Normal Form (ANF).

Every Boolean function can be expressed in ANF. As an example, f(x1, x2, x3) =
(x1 ⊕ x2).(x2 ⊕ x3) is not in ANF. Its ANF representation is, f(x1, x2, x3) =
x1.x2 ⊕ x1.x3 ⊕ x2 ⊕ x2.x3.
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Definition 5. Algebraic Degree: The maximum number of literals in any con-
junction of ANF of a Boolean function is called its degree. Ciphers expressible
or conceivable as a Boolean function have algebraic degree which is the same as
the degree of the ANF of the Boolean function.

Thus, f(x1, x2) = x1 ⊕ x2 ⊕ x1.x2 has algebraic degree 2.

2.3 Existing Countermeasures against SCA

In this section, we briefly discuss existing proposed countermeasures against
SCA.

The countermeasures presented in literature can be broadly divided in two
categories:

1. Full/Partial Duplication of the Cipher Implementation.
2. Random Masking of the Cipher Output.

Full/Partial Duplication of the Cipher Implementation. The most pop-
ular and effective countermeasure proposed against SCA is the full or partial
duplication of the cipher in its implementations ([2], [6], [3], [16], [19]). In this
category, duplicate copies of the cipher is kept in the implemented system. There-
fore, within the cipher there are always two ciphertexts (full/partial). A correct
output is generated only when both the implementations match in output. This
kind of countermeasure is particularly effective against fault attacks. The three
major countermeasures proposed are discussed below:

– Full Duplication: The cipher implementation duplicates the cipher in two.
Both the implementations are run simultaneously. A correct ciphertext is
generated only if both the outputs of the implementations match. Clearly,
a fault attack against such countermeasure is highly unlikely to succeed as
in case of defective computations both the implementations are unlikely to
give same result. DPA may however be more effective against such counter-
measure. SC-SCA is unaffected by this algorithm. However, this method is
costly.

– Partial/Full Encrypt/Decrypt: Here, the generated ciphertext from the
encryption system is fully/partially decrypted through the decryption system
to see for a match at an intermediate level or the plaintext. A correct output
is generated only after a match. FA and DPA can be resisted using this
technique, but, SC-SCA is not affected.

– Diffusion of Defect: Fault attacks are effective against symmetric key ci-
phers mainly due the localization of defect in the computation of the cipher-
text. Hence, a technique to increase the complexity of FA is to diffuse the
defect in computation of the cipher. In this scenario, the the output of both
the implementations are XOR-ed and run through a diffusion layer before
actually generating the ciphertext. A 0 difference only generates the correct
ciphertext. This clearly makes FA difficult. It also increases the complexity
of DPA. SC-SCA remains unaffected through this countermeasure.
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Random Masking. Random masking is a strong form of countermeasure ([11],
[8]) against SCA targeting mainly against DPA and SC-SCA. There are many
variants of masking in literature. Generally, random masking also uses some
form of duplication of cipher computation. However, SC-SCA will be protected
by a simple masking of the scan out line with no . FA or DPA however, requires
full duplication in general. A generic view is to mask the two computations of
ciphertexts using some randomly generated masks and output correct ciphertext
when at some equality. An SC-SCA may be protected using masking by giving
the adversary the masked output. FA may be resisted by testing the equality
of the two masked outputs. Clearly, DPA can also be thwart by an appropriate
random mask. We provide an example of the random masking scheme next.

Example: Consider cryptosystem Sc. A mask generator Mg. A duplicate of the
cryptosystem will be present in the system, S′

c. At any instant consider, the
output from Sc and S′

c be the ciphertexts, C and C′. The mask generator Mg

generates two masks per correct ciphertext, M and M ′ (Fig. 1). The counter-
measure logic then does the following:

a = (C +M) +M ′

b = (C′ +M ′) +M
if a == b return C
else return 0
where, + is the bitwise-XOR operator.

Note that, this masking scheme prevents the exact computation of C and C′ from
being leaked thus resisting DPA, also, the computation of a and b is symmetric
which also complicates DPA. A fault attack is also difficult due to this masking
scheme as, considering Sc or S

′
c or Mg being faulted at random storage places or

operations used in these systems, it is highly unlikely that the equality a == b
will hold. It can be mentioned that a lot of security of the system depends on Mg

being a good pseudorandom generator. Otherwise, FA may easily find a bypass
by faulting Sc or S′

c only or both. Pseudorandomness of M and M ′ also secures
the system against DPA as the added random noise into the computation pre-
vents predicting exact leakage of the system. Non-random masks are therefore,
weakness of the system.

Although effective, most of the countermeasures have been shown to be vulner-
able. The masking based countermeasure is particularly effective as it is simple
to implement and much more effective against any SCA compared to the dupli-
cation based countermeasures which are mainly targeted to FA. In the following
subsection we will emphasis on the necessity of randomness of the masking func-
tion and present a masking scheme using CA which we analyze against FA, DPA
and SC-SCA.

3 Random Masking Using Cellular Automata

In this section, we introduce a countermeasure against SCA on symmetric key
ciphers. As may be seen from the earlier description of existing countermeasures
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against SCA, the random masking scheme is an elegant and secure methodology
in resisting SCA. However, most of the security of the scheme depends on the
random sequence generator used in masks. The requirements of the generation
of mask-bits are, security, low-cost hardware and high throughput. CA is a good
choice for low-cost compact implementations and security. We discuss the CA
based pseudo-random generator for masking next.

Our countermeasure assumes that there is a duplication of the original cipher
structure. The masking bits are generated using the pseudo-random sequence
generatorMg. Two sets of bits,M andM ′ are generated per output bit sequence.
The design and security of Mg is described in the following two subsections. The
masking scheme then works as depicted next.

a = M ′ � (C �M);
b = M � (C′ � M ′);
if (a == b) return C;
else return 0;

where, C and C′ are the two ciphertexts generated by the two cipher instances.
� is a commutative operator generally taken as ⊕. Note that, this scheme elim-
inates the possibility of FA as, C and C’ are not the same in that case. The
complexity of DPA attacks increase as the masking introduces randomness into
the power traces. SC-SCA also gets complicated as the random masks are also
part of scan-chain. The operator � may be operators other than ⊕, such as, . or
a combination of other operators.

Table 1. ANF of CA Rules used in Ruleset 5

Rule # ANF Linear?

30 (x2.x3)⊕ x1 ⊕ x2 ⊕ x3 No

60 x1 ⊕ x2 Yes

90 x1 ⊕ x3 Yes

120 x1 ⊕ (x2.x3) No

150 x1 ⊕ x2 ⊕ x3 Yes

180 x1 ⊕ x2 ⊕ (x2.x3) No

210 x1 ⊕ x3 ⊕ (x2.x3) No

240 x1 Yes

3.1 Design of Mg

Mg is a random sequence generator the output of which masks the cipher-
texts. The random sequence generator Mg is constructed using a hybrid non-
linear cellular automata (CA) [21]. It is an CA consisting of cells with rules
30, 60, 90, 120, 150, 180, 210, 240 spaced alternatively. The actual functions these
rules operate on is given in table 1. We use a null-boundary CA of length 128
for this design. The input to the CA is a 128 bit key specified by the developer.



Countermeasures of Side Channel Attacks on Symmetric Key Ciphers 629

At each iteration the CA is run for two cycles to generate two masks M and M ′.
The masks are then operated with the two generated ciphertexts, C and C′ as
discussed earlier (Fig. 1).

Fig. 1. The Pseudo-random Generator Mg

We present the cryptographic properties of the hybrid CA in the following
subsection.

Cryptographic Properties of Mg. The hybrid CA used in construction of
Mg, is studied in [14], it is called ruleset 5 by the authors. We briefly discuss its
characteristics here.

Ruleset 5 is tested over three iterations for cryptographic properties like, bal-
ancedness, nonlinearity, resiliency and algebraic degree. It is also tested against
d-monomial test [12]. The results are tabulated in tables 2 and 3.

Table 2. Cryptographic Properties of Ruleset 5

Iteration Balancedness Nonlinearity Resiliency Degree

1 Balanced 2 2 2

2 Balanced 8 2 3

3 Balanced 32 2 4

It can be seen that over all the iterations, the CA generates balanced output,
has a fast nonlinearity growth. Resiliency of the CA is constant, it has good
algebraic degree growth rate. Also, results of d-monomial test is satisfactory.
Hence, it may be claimed that it will work as a good pseudo-random sequence
generator.
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Table 3. d-Monomial Characteristics of Hybrid Ruleset 5 CA [14]

Number of nth degree terms

Rules 1 2 3 4

Ideal 1,2,3 1,5,10 0,5,52 0,2,52

Ruleset 5 3,2,4 1,3,5 0,2,6 0,0,3

3.2 Performance

Mg is a simple 128-bit masking generator. The generation of masks requires only
2 cycles of operation of the CA. Hence, it is fast in operation. The hardware of
Mg requires 128 bit registers, 192 XOR and 64 AND gates.Obviously, the design
requires competitive hardware. Therefore, it can be said that the performance
of Mg is fast with competitive hardware overhead.

3.3 Security

We briefly discuss the security achieved by Mg in this subsection.

Scan Based Side Channel Attacks. Scan-chains allow the adversary to ob-
serve states of the chip-registers. Due to the presence of 128-bit CA registers,
the scan-chain observation now has to derive n+128 bits in order to completely
break the system. Though scan-attacks may possibly be able to obtain the states
of the cipher and the Mg registers, it may be possible to change operation of the
system such that in test mode through scan-chain the adversary is actually able
to obtain only the scrambled version of the cipher states. The modification may
be done as follows:

if (test mode)
return (C �M) � M ′

This way the adversary needs to guess 128 bits of M , leading to a complexity
of 2128∗n to break the cipher. Note that the 128 registers of Mg need not be
disconnected from scan-chain while testing.

Fault Attacks. Introducing faults into the system, may due to the counter-
measure induce faults in three parts, cipher state bits, duplicate cipher state
bits and the masking generator Mg. Due to the masking scheme, the probabil-
ity to actually get a faulty ciphertext is, 2128∗2 due to the two masks, M and
M ′ used in the scheme. Evidently, the countermeasure strengthens the cipher
against fault attacks.

Power Attacks. According to the scheme, power attacks now have to take
care of the 128-bit registers of Mg. Since, the AND and XOR gates of Mg will
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introduce disturbances in the power traces of the cipher instead of having only
the cipher implementation, essentially the adversary has to break a system of
2n+ 128 bits. Therefore, the attack is expected to be difficult. Further, most of
the rules used in the CA are linear, therefore, power traces in breaking the mask
generator are expected to be flat. Hence, it may be claimed that the counter-
measure is safe against power attacks.

4 Conclusion

In this paper we have proposed a cellular automata based masking generator
to countermeasure SCA on symmetric key ciphers. The masking generator is
built using a non-linear hybrid CA. It is shown to be cryptographically robust.
We have further analyzed the security of the countermeasure against popular
SCA like, fault attacks, differential power attacks and scan-based side channel
attack. The countermeasure does not induce much hardware overhead to the
implementations and is fast in operation.
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