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Abstract. Firing Squad Synchronization Problems are well known to
be solvable by voluminous transition tables describing signals traveling
and colliding. In this paper, we show that it is possible to solve it by
expressing directly the fact that we want a recursive division of the space
into two parts of equal size, and a notification when no further division is
possible. Using fields — objects associating a value to every point in space
and time — as primitive objects, the solution is designed algorithmically
by a semantically-intuitive decomposition of the global evolution into
simpler evolutions.

The system we obtain has several interesting characteristics : it is
understandable, time-optimal, tackles many initial configurations, and
allows a new interpretation of the traditional signals and collisions point
of view. We will quickly sketch how we can obtain a finite state automa-
ton by reduction of the system using the Lipschitz-continuity of involved
fields, and a kind of tail-recursivity property of the dependencies.

1 Introduction

Cellular automata are often described as signal machines, i.e. sets of signals or
particles that move, bounce and collide in a continuous space. However, if this
description is commonly sufficient to convince that a cellular automaton really
computes what is wanted, it is far from clear how this continuous model helps
to obtain a discrete realization in terms of a cellular automaton. But worse, it is
much more unclear that a continuous idealization of a cellular automaton really
helps to prove its correctness.

A typical example of this is the well-known firing squad synchronization prob-
lem (FSSP) [2IT2I13], its great variety of solutions, [I] and the very poor number
of proofs of their correctness [ITJI4J20]. It can be described as follows:

Find a local evolution rule defined on a finite set such that, starting from
arbitrary sized initial configurations where all but one cell (the general)
are in a sleeping (quiescent) state, all cells synchronously enter, and for
the first time, a given (fire) state.

Being quiescents at the beginning, cells will wake up one after the other from the
non-quiescent one, which means that they are originally “desynchronized”, and
this explains why it is considered as a “synchronization” problem. This problem
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is as old as the cellular automaton model is and many solutions exist for the
original problem or to variations or generalizations of it. For example, one can
consider synchronizing with arbitrary general [21] at any arbitrary position [19],
many generals synchronous or not [I6], synchronizing 2D-spaces [3I6II8], 3D-
spaces [17], graphs [I55], and variants with different constraints on shape of
the space. There are also solutions involving spaces that are dynamic to some
extent [4]. As already said, the design and dynamics of these solutions are often
explained in terms of signals. For example, in many papers one can read things
like:

[...] we launch two signals from the general: one at maximum speed 1
which bounces on the border and another one at speed é that both
collide right at the middle of the space. From this collision other signals
may be generated [...] and as more signals are added to the process,
quarters of the space, eighth of the space and so on are detected. At
some point, a kind of saturation which corresponds to the fire state is
obtained [...]

Such continuous intuition explains beautifully the fractal patterns that appears
on the space time diagrams of the solutions. But starting from it, it is not clear
how to discretize it.

In this paper, we focus only on cellular automata and discrete related ob-
jects and we will never use any continuous object or argument. Instead we pro-
pose to design a cellular automaton by decomposing the problem into easier
sub-problems and compose their solutions into a global solution. To do so, we
introduce the concept of dynamic fields which allow to express composable par-
tial solutions. Informally speaking, fields are kinds of partial cellular automata.
Their main interest is to have clear semantics relevant to the computation. To
demonstrate their benefits, we use them to design a solution for the firing squad
synchronization problem. Ultimately, we show that we recover the classical con-
cepts of modularity, reusability, semantic decomposition, etc. All of this can be
seen as an algorithmic methodology useful to synthesize cellular automata and
to manage proofs of these algorithms.

But first, let us consider the simple example of Pascal’s triangle modulo 2, in
order to introduce and define the necessary concepts in a natural way.

1.1 Fields and Pascal’s Triangle Modulo 2

Here, the goal is to synthesize a solution for the parity of the Pascal’s triangle
using fields. But first, let us make clear what fields are. They are defined using a
local evolution rule uniformly dispatched over the space, and that has the same
locality properties as CA rules (finite neighborhood, finite time dependency). In
fact a cellular automaton is a particular field, but in the more general case a
field may have infinite domains and may also depend on other fields.

Now, we will decompose our problem into two sub-problems: the first one
being the problem of building the Pascal’s triangle, and the other one to compute
the parity. The first is solved defining the field T of Pascal’s triangle integers
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which given N(z) = {x — 1,z + 1}, the neighborhood of cell z, is simply defined
as :

To(z) = {1 ifz=0, Tia(z) = Y Tuly)

0 otherwise. yEN(z)

The second is solved defining P as a filtering field, i.e. a field that only depends
on other fields and not on its own values at t — 1. P operates on any arbitrary
given field X of integers, extracting the parity of the values of X:

P[X]¢(z) = X¢(z) mod 2
Now we are able to compose the two fields P and T into a field F' defined as:
F = P[T]

We obviously obtain the field of the parity of Pascal’s triangle, but it remains
to construct a cellular automaton. The problems are that the first field is not
defined over a finite set, and it is not clear at first sight that the field F' is
computable by a cellular automata. But, if we remark that:

Fri(x) = P[T]i41(2)
= Z T:(y) mod 2

YyEN (z)

= Z (Ty(y) mod 2) mod 2
yeN (2)

= Z P[T]i(y) mod 2

yEN (z)

Z Fi(y) mod 2

yEN (z)

we are now able to easily construct a cellular automaton which computes F'.

Of course in the general case, many problems remain, but these considerations
are out of scope of this paper. We would rather like to show how these tools can
be successfully applied with benefits to some more complex problem such as the
FSSP.

2 A Field-Based Description of the FSSP

In this section, we will first explain how the FSSP can be decomposed into
simpler problems, how these elementary problems are represented as fields, how
these fields are finally composed and then how we will be able to obtain a cellular
automaton by overcoming the unbounded number of states and fields generated.
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2.1 An Algorithmic Solution

We recall that the main idea is to divide the space into two equals regions and
to proceed recursively until all regions have size 1.

Naturally, the first step is to identify the middle of the physical space. To do
this we introduce three fields. The first field, R?, represents the discovery of the
region to be cut. The second field, D°, will provide some distance information
deduced from R, such that this distance will eventually allows us to detect the
middle. The third one is a boolean field, F° that indicates the correctness of the
values of R? and D°. Indeed, R® and D are dynamic fields, which means that
RO discovers the space from time to time and so its derived field D° also updates
accordingly. Eventually R stabilizes when it corresponds to the whole physical
space and leading in turn to the stabilization of D° (see Section E.2)).

Now that we have a region and its middle, we introduce another collection of
three fields: R! that represents the discovery of the two regions induced by the
previous cut of the space, D! the distance field deduced from R! such that the
middles of the two regions will be detected, and F'! the corresponding correctness
field. As the reader might guess, this extends to a recursive schema which defines
R’, D* and F* in terms of R*~1, D=1 and F'~! (see Section 23J).

This obviously implies that we need an unbounded number of fields. However,
we will later explain how this can be reduced to a finite system (see Section [2.7]).

2.2 Initial Region and Its Middle

The initial region field R® is defined using three states O (“outside”), B (“bor-
der”) and I (“inside”). O is the quiescent state of the field. A cell in state O will
turn into B as soon as one of its neighbors is in state B. The “border” state is
used to mark the border of the region currently discovered, which at this step
must finally correspond the whole physical space. A cell in state B which does
not coincide with a physical border of the space updates its state to I. With the
help of a given static boolean field Border®(x) that states for each z if it is a
physical border or not, the field R° is formally defined by:

B if R)_i(x) =OA3yeN(z);R)_i(y) =B
R)x) =<1 if RY |(z) = B A —Border®(x) (1)

RY_,(x) otherwise.

From any initial condition of the form BO...O, the evolution of R produces a
space-time diagram like the one depicted in Fig.

Now that we have the field that, after some time, represents the whole initial
region, we want to determine its middle point. To do so, we use the fact that
the middle of a region is the inner point farthest from both “borders”. So, we
build the distance field D°, which associates to each cell its distance to latest
observed nearest “borders” of the region. As the middle is necessarily an inner
cell, the value of D° of any cell that is not inside is defined as 0. One can note
that this is consistent with the fact that a “border” is obviously at distance 0
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B|1|B|O|0|0|0|0O|0O|0|0O|O|O|O oj1]0 oj1j0
B|1|1[|B|O|O|O|O|O|O|O|O|O|O oj1j1]0 oj1/1]0
BlI|I]|I|B|O|O|O|O|O|O|O|O|O 0j1j1]1)0 0j1/1]1)|0
BlI|I]|I]|I|B|O|O|O|O|O|O|O|O oj1]2J1]1|0 0j1]2j1]1|0
BlI|I[I[l]I|B|O|O|O|O|O|O|O 0J1]2]2)1]1]|0 0J1f2|2)1]1|0
BlI|I[I[I]I]|I|B|O|O|O|O|O|O 0|1]2)2|2]1|1|0 0J1]2)2|2]1|1|0

Bl jijr{rjrjrjsjojojojo|O 0[1[2]3|2|2f1]|1]|0 0[1[2]3|2|21]|1]|0

Bl L[]t |1|B|OJO|O|O 0|1]2)3|3]2)2|1]1|0 0J1]2]3|3]2|2|1]1|0

Bl L[] rjrjrir|ejojojo 0|1]2)3|3[3]2|2]1|1|0 0|1]2)3|3[3]|2|2]1|1|0

Bl jrjrfrjrfrfrirjr|sjojo O0[1]2[3|4[3[3]|2|2]|1[1]|0 0[1]2[3[4[3[3]|2|2|1[1]|0
Bl rjrjejrjrjrjrjris|o 0|1]2|3|4]4|3|3[2|2]1]1|0 0|1]23|4]4|3|3[|2|2[1]1|0
BlU o rfefuefrfrfrfrfrfr|s 0|1]2|3|4]4|4|3[3]2]2]1]1|0 0|1]2|3|4|4|4|3[3]2]2]1]1|0
Bl rfurjurfrfr{rjrfrirse 0[1]2[3|4[5[4|4|3|3[2]2]|1]0 0[1]2[3|4[5[4|4|3|3[2]|2]|1]|0
Bl UL rjrjrfrjrjrjrjrjr|s 0|1]2|3|4|5|5/4]4|3[3]2]1|0 0|1]2|3|4|5|5/4[4|3[3]2[1|0
Bl rfuefuefrjrfrfrfrfr|s 0|1]2|3|4|5|5|5[4[4[3]2]1|0 0|1]2|3|4|5|5|5[4(4(3]|2[1|0
Bl furjurfrfrjrjrfrjr|s 0[1]2[3|4[5]/6|5|5|4[3]|2]|1|0 0[1]2[3|4[5[/6|5|5|4[3]|2]|1|0
BlU v rfuefuefrfrfefrfrf{r|s 0|1]2|3|4|5|6|6[{5[4[3[2[1]0 0|1]2|3|4|5|6|6[5[4[3[2[1|0
BlUJ L rfefuefrfrfrfrfrfr|s 0|1]2|3|4|5|6|6[{5[4[3[2]1|0 0|1]2|3|4|5|6|6[5[4[3[2[1|0
Bl furjurfrfrjrjrfrjr|s 0[1]2[3|4[5[/6|6|5|4[3]|2]|1|0 0[1]2[3|4[5[/6|6|5|4[3]|2]|1|0
BlU L fefuefrjrfefrfrfr|s 0|1]2|3|4|5|6|6[5[4[3[2[1]0 0|1]2|3|4|5|6|6[{5[4[3[2]1]0
Bl rfefuefrfrfrfrfrfr|s 0|1]2|3|4|5|6|6[5[4[3[2[1|0 0|1]2|3|4|5|6|6[5[4[3[2[1]0
Bl furjurfrfrjrjrfrjr|s 0[1]2[3|4[5[/6|6|5|4[3]|2]|1|0 0[1]2[3|4[5]/6|6|5|4[3]|2]|1|0
Bl fefuefurjrfefrfrfr|s 0|1]2|3|4|5|6|6[5[4[3[2[1|0 0|1]2|3|4|5|6|6[5[4[3[2[1|0
Bl frfefefrfrfrfrfrfr|s 0|1]2|3|4[5|6|6]5[4[3][2|1]|0 0|1]2|3|4[5|6|6[5[4[3][2|1]|0
(a) Region field (b) Distance field (c) Fixity field

Fig. 1. The three fields describing the initial region and its middle

from a “border”. For an inner cell its distance to the latest observed nearest
“border” is obviously 1 plus the smallest distance to the latest observed nearest
“border” of its neighbors. This is formally defined by:

0 if RO(x) # 1

DY(z) =
(@) mingey(z) 1+ Df_1(y) otherwise

(2)

This rule has been extensively studied as a generic building block in cellular
automata that solve different geometric problems (see [ZI8IUT0]). It is sufficient
to detect non-strict local maxima from the distance field to obtain the middle
cell(s) of the region. This is illustrated in Fig. which shows how region and
distance fields evolve.

A final piece is required with respect to synchronization: we need to know
when values provided by the region and distance fields are finals. Hence, we
define a boolean field F® which associates to each cell a boolean indicating if
its respective region and distance values are definitely correct. It is possible
to determine the appropriate value by a simple case analysis. First, no field’s
value of an “outside” cell is considered correct (it has not been discovered yet).
“Border” cell field’s values are correct only if they coincide with a physical
border. For “inside” cells, we know by construction that they are really inside so
this value is always correct, but we still need to ensure that the distance value is
also correct. To determine the distance value correctness, we use the fact that the
region only grows, which implies that distance values only increase. And, from
the point of view of a cell x, this means that once a neighbor is both correct and
minimaly-valued in its neighborhood, it will remain such forever. This ensures
that the distance value of x will not evolve anymore since it correspond to this
fixed value + 1 as specified in Eq. [2]). Altogether, this leads to the following
formal definition, whose evolution is illustrated in Fig.
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B RY(x) = B A Border®(x)
i) = \/ {R?(x) =IN3Jy € N(x); DY(x) =1+ Di_y(y) N Fy(y) )

Remark 1. Tt is interesting to note that, although our description is very different
from the classical one, we obtain very similar spatio-temporal patterns. Indeed,
they appear because they are directly related to the locality of communications,
and the induced delay. Suppose that at time ¢, the borders are respectively
located in cells a and b. It is clear that the middle in between a and b can only
be identified at time ¢ 4 d(‘;’b). This is an invariant due to the locality of system,
and if the speed of a is 0 and the speed of b is 1, simple calculations indicate
that the middle moves at speed 21,) This is the reason why one side of the triangle
has slope 3 (classical signal speed } ).

2.3 Subsequent Regions and Divisions

Now that the initial region is identified and that enough information has been
built to divide it, let us proceed by adding new fields to obtain the division and
provide sufficient information to recurse.

First, let us clearly identify what we want to build. From Fig. [ it should be
clear that we are going to build one region starting from the left and another
starting from the right. However, we shall prevent ourselves to trust our eyes too
much, but try to describe what we want by definition.

Let us come back on what we have done for the initial region and do nearly
the same here. Given the predicate Border®(x), what we built is a region field
whose values are, after some time, R°(z) = B for a’s that are physical borders,
and R°(x) = I for a’s that are not physical borders and so inner cells.

In the region field R', we want to obtain as borders all the “borders” obtained
at the previous level and new ones corresponding to the middle(s) cell(s) finally
obtained at the previous level. Thus, we consider as borders of the two regions all
correct x’s such that R%(x) = B, and all 2’s that correspond to correct non-strict
local maxima of DY. We also want to have R!(x) = I everywhere z is correct and
is neither a “border” nor a maximum among its neighbors in D°. This naturally
leads to the following recursive formal definition of the two predicates Border
and Inside for any level [ > 0 :

e\ R = BAF@)
Borderi ™ (x) =/ {Vy € (e} UN@); Diy(&) 2 Diyy) A Fly(y) O
Inside () = F{(x) A BY(2) £ BATy € () Diyy) > Dix) ()

Given these two boolean fields, we can apply the same reasoning as before
and, obtain nearly the same evolution rule as the initial region. We only need
to change the use of ~Border®(z) in Eq. [ into Inside}(z) and the use of
Border®(x) in Eq.Blinto Border} (z). Thus, we obtain the three additional fields
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B|B|B|0O|O|0|0|0O|O0|O|O|O|O|O ojoj0 0j0|0 0j1|0
B|B|B|B|O|0O|0|O|0|0|O|O|O|O ojojo|oO 0jojo0|0O 0j1]1]0
B|B|B|B|B|O|O|O|0|0|O|O|O|O ojojojoj0 ojojojoj0 0j1j1]/1]|0
B|B|B|B|B|B|O|O|0|0O|O|O|O|O ojojojojo|O ojoj0jojO|O 0J1]2]1|1|0
B|1|B|B|B|B|B|O|O|O|O|O|O|O oj1j0jojo|O0|O oj1/0j|0j0|O0|O 0j1j2]2|1]1]|0
B|I|B|/B|B|B|B|B|O|O|O|O|O|O oj1j0jo0j0|0fO|O oj1/ojojo|0fO|O 0J1]2[2|2]1]1|0
B|I|B|/B|B|B|B|B|B|O|O|O|O|O o|1jojojojOfO|O]|O oj1jojojojo0fO|O]|O 0J1]2[3]|2]2[1]|1|0
B|I|I|B|B|B|B|B|B|B|O|O|O|O ojij1]/0j0|0|0O|O|O|O 0jij1]/0|0|0|0O|O|O|O 0J1]2[3|3|2|2|1]1|0
B|I|I|B|B|B|B|B|B|B|B|O|O|O 0|1]1]/0|0|0[0|0O[O[O|O 0|1[1]/0|0|0[0|0O[O[O|O 0]1]2[3)|3[3[2|2]1]1|0
B[l1|I|B|B[B|B|B|B|B|B|B|O|O 0|1j1]/0|0|0jO|O|O[O|O]|O 0|1j1]/0|0f0jO|O|O[O|O]|O 0]1]2[3|4(3[3|2]2]1|1|0
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BlU[I|I[1[1]B|BJI|I[I]I]I|B 0f1]2|3|2f1]0|0|1|2]2]|2]1|0 0f1]2|3|2f1]0]0|1|2]2]|2]1|0 0[1]2|3|4(5|/6|6|5[4[3]|2]1|0
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BlU[I|I[I[1]B|BJI[I[I]I]I|B 0[1]2|3|2f1]0|0|1]|2[3]|2]1|0 0[1]2|3|2f1]0|0|1]|2|3]|2]1|0 0[1]2|3|4(5|6|6|5[4[3]|2]1]0
BlL[I[rjrjr|{BfB{I{I[I]I[I|B 0|1]2[3|2|1]|0|0f1]2|3]|2]1]|0 0|1]2[3|2|1]|0|0f1]2[3]|2]1]|0 0|1]2[3|4|5|6|6[5[4[3[2[1|0
Bl [rfr[B[BlI[I[I]I][I|B o|1f2[3|2]1]|0|0f1]2(|3]2]1]|0 o|1f2[3|2f1]|0f0f1[2(3[2]1]|0 0|1[2[3|4[5[6|6[5[4(3[2]1]|0
(a) Region field (b) Distance field (c) Fixity field (d) Level 0

Fig. 2. The three fields describing the level 1

describing the first level of division, and iterating this construction, for any level
[ > 0 we obtain the following recursive definition:

B if RY,(r) = O A3y € N(a); Ri_y(y) = B
Ri(zx) =41 if RY_,(x) = B A Inside}(z) (6)
R! ,(x) otherwise.
D) = {° if Ri(z) £ 1 -
minge () 1+ Df_1(y) otherwise.
R!(z) = B A Border{(x)
Ry =\ ) t 0

R{(z) =1 A3y e N(x); Df(z) =1+ D{_,(y) N Ff1(y)

Fig. 2 shows how the three fields evolve at level 1 of the algorithm. In Fig.
we have one region that grows from the left and starts at the initial time, and
another one that grows from the right and starts at time n — 1 (n is the number
of cells). The distance field D' evolves inside each region described by R!.

One can observe that while in D° the non-strict local maxima spanned two

cells, then in D! there is two non-strict local maxima that both span only one
cell. This depends on whether the region’s length is odd or even (Fig. 2(b)).

2.4 Reduction to a Finite Number of States

Now we face two problems. The first one is that distance fields are defined over
integers and the other one that we obtained an unbounded number of fields.
Altough a complete and detailed explanation of the reducability in finite state
is out of the scope of this paper, let us sketch the more important steps.

The first problem can be solved using a special property. If an integer field
is Lipschitz-continuous, i.e. the difference of values between two neighbors is
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Fig. 3. Stack (level 0 on top) of all field values computed at time 96. Line length is 54.

Fig. 4. Evolution of the complete system with different set of generals

bounded, and the information used in the system only depends on this difference,
then it can be transformed into a finite-state field (refer to [§] for all the details).
An application of this result is that when the difference is at most 1, then only 3
states are required. With definitions given in Eq.[2land Eq.[1 it’s easy to remark
that all the distance fields D* can therefore be represented with only 3 states
each.

To solve the second problem we remark that in some sense the recursive
schema is “tail-recursive”. Indeed, tail-recursiveness is about conserving only
the information that are required but the subsequent recursive calls. From the
point of view of a cell z, if its field values at given level £ are correct, this means
that they do not evolve anymore. If furthermore its field values at £ + 1 are
also correct and so are the values of its neighbors, then its values at level ¢ are
no more useful and can be discarded. This is observable in Fig. B where fields
values are represented for all cells at a given time. Values (z,¢) in darker gray
are correct (F/(z) is true), and if the whole neighborhood at the next level is
also gray, then (z,f) can be “forgotten”. By discarding all these gray values
(and a little bit more with a much finer analysis), we obtain for each cell a
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lowest useful level represented by a bold surround in the figure. In fact, these
are the only necessary values that need to be stored, along with their associated
lowest level number (which can be represented with only three state thanks to
the Lipschitz-continuous argument).

Altogether, this shows that field values are uniformly bounded, and that only
a finite number of fields is required. This implies that we finally describe the
behavior of a cellular automaton.

3 Conclusion

Without any modification, the system described in this paper is much more
general than one can think. Indeed, in our whole description we never use the
property that there is only one general on the left. Since nothing such has been
assumed in the design of the solution, we can naturally expect that it is agnostic
to such particularities, and this is exactly the case as one can observe in Fig. [l
We also never assumed that the wake-up of the cells happens one after the other
from the general, so that removing the corresponding sub-system, one obtains a
solution for arbitrary initial desynchronized configurations.

It seems also possible to compose the same fields in slightly different ways to
obtain different kind of solutions or to extend this solution to higher dimensions.
We can also expect that a proof of correctness of the solution for all sizes and all
initial desynchronized configurations seems to be much easier than for classical
solutions, each field is simple and almost correct by construction, and so is their
composition.

Finally, what we propose is a semantic-oriented framework which let anyone
describe cellular machines in very natural modular way, which is a very common
point of view in classical algorithmic and computer programming. Each of these
composable fields, expressed in their original form, can be reused in many other
different contexts. We think that this method is really helpful and so powerful
that many things previously considered as hard to manage and to understand
now appear to be clearer and easier.
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