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Preface

This volume contains the 23 papers presented at the 7th Interna-
tional Symposium on Parameterized and Exact Computation, IPEC 2012
(ipec2012.isoftcloud.gr), held on September 12–14, 2012 as part of the ALGO
2012 (algo12.fri.uni-lj.si) conference in Ljubljana (Slovenia). IPEC is an interna-
tional symposium series that covers research on all aspects of parameterized and
exact algorithms and complexity. The workshop series started in 2004 in Bergen
(Norway) as a biennial event, and in 2008 became an annual event. The first four
workshops in the series used the five-letter acronym IWPEC (which was bulky
and hard to pronounce), whereas from the fifth workshop onwards the catchy
four-letter acronym IPEC has been used. Over the years IPEC has become very
visible and it has grown into one of the main events for the algorithmics and
complexity community.

The IPEC 2012 plenary keynote talks were given by Andreas Björklund
(Lund University) on “The Path Taken for k-Path” and by Dániel Marx (MTA
SZTAKI) on “Randomized Techniques for Parameterized Algorithms”. We had
two additional invited tutorial speakers: Micha�l Pilipczuk (University of Bergen)
speaking on lower bounds for polynomial kernelization, and Saket Saurabh (Chen-
nai) speaking on subexponential parameterized algorithms.

Altogether IPEC 2012 received 37 extended abstracts. Each submission was
reviewed by at least three reviewers. The Program Committee thoroughly dis-
cussed the submissions in electronic meetings using the EasyChair system, and
selected 23 papers for presentation. We expect the full versions of the papers
contained in this volume to be submitted for publication in refereed journals.

Many people contributed to the smooth running and the success of IPEC
2012. In particular our thanks go

– to all authors who submitted their current research to IPEC
– to all our reviewers and subreferees whose expertise flowed into the decision

process
– to the members of the Program Committee who graciously gave their time

and energy
– to the members of the Local Organizing Committee who made the conference

possible
– to Charalampos Tampakopoulos for his web-hosting services via isoftcloud.gr
– to the EasyChair conference management system for hosting the evaluation

process.

July 2012 Dimitrios M. Thilikos
Gerhard J. Woeginger
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The Path Taken for k-Path

Andreas Björklund

Department of Computer Science, Lund University, Sweden
andreas.bjorklund@yahoo.se

Abstract. We give a historical account of the parametrized results for
the k-Path problem: given a graph G and a positive integer k, is there a
simple path in G of length k. Throughout the years several ingenious ap-
proaches have been used, steadily decreasing the run time bound. More-
over, the techniques used have often found lots of other applications. We
will revisit some of the old results, as well as cover the state-of-the-art
techniques based on algebraic sieves. We will also briefly talk about what
is known about counting k-paths.

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, p. 1, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Randomized Techniques

for Parameterized Algorithms�

Dániel Marx

Computer and Automation Research Institute,
Hungarian Academy of Sciences (MTA SZTAKI),

Budapest, Hungary
dmarx@cs.bme.hu

Abstract. Since the introduction of the Color Coding technique in 1994
by Alon, Yuster, and Zwick, randomization has been part of the toolkit
for proving fixed-parameter tractability results. It seems that random-
ization is very well suited to parameterized algorithms: if the task is to
find a solution of size k and only those random choices need to be correct
that are directly related to the solution, then typically we can bound the
error probability by a function of k. The talk will overview through var-
ious concrete examples how randomization appears in fixed-parameter
tractability results. We argue that in many cases randomization appears
in form of a reduction: it allows us to reduce the problem we are trying
to solve to an easier and more structured problem.

� Research supported by the European Research Council (ERC) grant
“PARAMTIGHT: Parameterized complexity and the search for tight complexity
results,” reference 280152.
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Finding a Maximum Induced Degenerate

Subgraph Faster Than 2n

Marcin Pilipczuk1,� and Micha�l Pilipczuk2,��

1 Institute of Informatics, University of Warsaw, Poland
malcin@mimuw.edu.pl

2 Department of Informatics, University of Bergen, Norway
michal.pilipczuk@ii.uib.no

Abstract. In this paper we study the problem of finding a maximum
induced d-degenerate subgraph in a given n-vertex graph from the point
of view of exact algorithms. We show that for any fixed d one can find a
maximum induced d-degenerate subgraph in randomized (2− εd)

nnO(1)

time, for some constant εd > 0 depending only on d. Moreover, our
algorithm can be used to sample inclusion-wise maximal induced d-
degenerate subgraphs in such a manner that every such subgraph is
output with probability at least (2 − εd)

−n; hence, we prove that their
number is bounded by (2− εd)

n.

1 Introduction

The theory of exact computations studies the design of algorithms for NP-hard
problems that compute the answer optimally, however using possibly exponential
time. The goal is to limit the exponential blow-up in the best possible running-
time guarantee. For some problems, like Independent Set [1], Dominating

Set [1, 2], and Bandwidth [3] the research concentrates on achieving better and
better constants in the bases of exponents. However, for many important compu-
tational tasks designing even a routine faster than trivial brute-force solution or
straightforward dynamic program is a challenging combinatorial question; the
answer to this question can provide valuable insight into the structure of the
problem. Perhaps the most prominent among recent developments in breaking
trivial barriers is the algorithm for Hamiltonian Cycle of Björklund [4], but
a lot of effort is put also into less fundamental problems, like Maximum In-

duced Planar Graph [5] or a scheduling problem 1|prec|
∑

Ci [6], among
many others [7–12]. However, many natural and well-studied problems still lack
exact algorithms faster than the trivial ones; the most important examples are
TSP, Permanent, Set Cover, #Hamiltonian Cycles and SAT. In par-
ticular, hardness of SAT is the starting point for the Strong Exponential Time
Hypothesis of Impagliazzo and Paturi [13, 14], which is used as an argument that
other problems are hard as well [15–18].

� Partially supported by NCN grant N206567140 and Foundation for Polish Science.
�� Partially supported by European Research Council (ERC) Grant “Rigorous Theory

of Preprocessing”, reference 267959.

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, pp. 3–12, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



4 M. Pilipczuk and M. Pilipczuk

A group of tasks we are particularly interested in in this paper are the prob-
lems that ask for a maximum size induced subgraph belonging to some class Π .
If belonging to Π can be recognized in polynomial time, then we have an ob-
vious brute-force solution working in 2nnO(1) time that iterates through all the
subsets of vertices checking which of them induce subgraphs belonging to Π .
Note that the classical Independent Set problem can be formulated in this
manner for Π being the class of edgeless graphs, while if Π is the class of forests
then we arrive at the Maximum Induced Forest, which is dual to Feedback

Vertex Set. For both these problems algorithms with running time of form
(2 − ε)n for some ε > 0 are known [1, 11, 12]. The list of problems admitting
algorithms with similar complexities includes also Π being the classes of regular
graphs [19], graphs of small treewidth [20], planar graphs [5], 2- or 3-colourable
graphs [21], bicliques [22] or graphs excluding a forbidden subgraph [23].

The starting point of our work is the question raised by Fomin et al. in [5].
Having obtained an algorithm finding a maximum induced planar graph in time
O(1.7347n), they ask whether their result can be extended to graphs of bounded
genus or even to H-minor-free graphs for fixed H . Note that all these graph
classes are hereditary and consist of sparse graphs, i.e., graphs with the num-
ber of edges bounded linearly in the number of vertices. Moreover, for other
hereditary sparse classes, such as graphs of bounded treewidth, algorithms with
running time (2− ε)n for some ε > 0 are also known [20]. Therefore, it is tempt-
ing to ask whether the sparseness of the graph class can be used to break the 2n

barrier in a more general manner.
In order to formalize this question we study the problem of finding a maximum

induced d-degenerate graph. Recall that a graph is called d-degenerate if each
of its subgraphs contains a vertex of degree at most d. Every hereditary class
of graphs with a number of edges bounded linearly in the number of vertices
is d-degenerate for some d; for example, planar graphs are 5-degenerate, graphs
excluding Kr as a minor are O(r

√
log r)-degenerate, while the class of forests

is equivalent to the class of 1-degenerate graphs. However, d-degeneracy does
not impose any topological constraints; to see this, note that one can turn any
graph into a 2-degenerate graph by subdividing every edge. Hence, considering
a problem on the class of d-degenerate graphs can be useful to examine whether
it is just sparseness that makes it more tractable, or one has to add additional
restrictions of topological nature [24].

OurResults and Techniques. Wemake a step towards understanding the complex-
ity of finding a maximum induced subgraph from a sparse graph class by break-
ing the 2n-barrier for the problem of finding maximum induced d-degenerate sub-
graph. The main result of this paper is the following algorithmic theorem.

Theorem 1. For any integer d ≥ 1 there exists a constant εd > 0 and a
polynomial-time randomized algorithm Ad, which given an n-vertex graph G ei-
ther reports an error, or outputs a subset of vertices inducing a d-degenerate
subgraph. Moreover, for every inclusion-wise maximal induced d-degenerate sub-
graph, let X be its vertex set, the probability that Ad outputs X is at least
(2 − εd)

−n.
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Let X0 be a set of vertices inducing a maximum d-degenerate subgraph. If we
run the algorithm (2− εd)

n times, we know that with probability at least 1/2 in
one of the runs the set X0 will be found. Hence, outputting the maximum size
set among those found by the runs gives the following corollary.

Corollary 2. There exists a randomized algorithm which, given an n-vertex
graph G, in (2−εd)

nnO(1) time outputs a set X ⊆ V (G) inducing a d-degenerate
graph. Moreover, X is maximum with probability at least 1

2 .

As the total probability that Ad outputs some set of vertices is bounded by 1,
we obtain also the following corollary.

Corollary 3. For any integer d ≥ 1 there exists a constant εd > 0 such that
any n-vertex graph contains at most (2 − εd)

n inclusion-wise maximal induced
d-degenerate subgraphs.

Let us elaborate briefly on the idea behind the algorithm of Theorem 1. Assume
first that G has large average degree, i.e., |E(G)| > λd|V (G)| for some large
constant λ. As d-degenerate graphs are sparse, i.e., the number of edges is less
than d times the number of vertices, it follows that for any set X inducing a
d-degenerate graph G[X ], only a tiny fraction of edges inside G are in fact inside
G[X ]. Hence, an edge uv chosen uniformly at random can be assumed with high
probability to have at least one endpoint outside X . We can further choose at
random, with probabilities 1/3 each, one of the following decisions: u ∈ X , v /∈ X
or u /∈ X , v ∈ X , or u, v /∈ X . In this manner we fix the status of two vertices
of G and, if λ > 4, the probability that the guess is correct is larger than 1/4. If
this randomized step cannot be applied, we know that the average degree in G
is at most λd and we can apply more standard branching arguments on vertices
of low degrees.

Our algorithm is a polynomial-time routine that outputs an induced d-
degenerate graph by guessing assignment of consecutive vertices with proba-
bilities slightly better than 1/2. We would like to remark that all but one of the
ingredients of the algorithm can be turned into standard, deterministic branch-
ing steps. The only truly randomized part is the aforementioned random choice
of an edge to perform a guess with enhanced success probability. However, to
ease the presentation we choose to present the whole algorithm in a randomized
fashion by expressing classical branchings as random choices of the branch.

Organization. In Section 2 we settle notation and give preliminary results on de-
generate graphs. Section 3 contains the proof of Theorem 1. Section 4 concludes
the paper.

2 Preliminaries
Notation. We use standard graph notation. For a graph G, by V (G) and E(G)
we denote its vertex and edge sets, respectively. For v ∈ V (G), its neighbor-
hood NG(v) is defined as NG(v) = {u : uv ∈ E(G)}. For a set X ⊆ V (G)
by G[X ] we denote the subgraph of G induced by X . For a set X of vertices
or edges of G, by G \ X we denote the graph with the vertices or edges of X
removed; in case of vertex removal, we remove also all the incident edges.
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Degenerate Graphs. For an integer d ≥ 0, we say that a graph G is d-degenerate
if every subgraph (equivalently, every induced subgraph) of G contains a vertex
of degree at most d. Clearly, the class of d-degenerate graphs is closed under
taking both subgraphs and induced subgraphs. Note that 0-degenerate graphs
are independent sets, and the class of 1-degenerate graphs is exactly the class of
forests. All planar graphs are 5-degenerate; moreover, every Kr-minor-free graph
(in particular, any H-minor-free graph for |V (H)| = r) is O(r

√
log r)-degenerate

[25–27].
The following simple proposition shows that the notion of d-degeneracy admits

greedy arguments.

Proposition 4. Let G be a graph and v be a vertex of degree at most d in G.
Then G is d-degenerate if and only if G \ v is.

Proof. As G\v is a subgraph of G, then d-degeneracy of G implies d-degeneracy
of G\v. Hence, we only need to justify that if G\v is d-degenerate, then so does
G. Take any X ⊆ V (G). If v ∈ X , then the degree of v in G[X ] is at most its
degree in G, hence it is at most d. However, if v /∈ X then G[X ] is a subgraph of
G \ v and G[X ] contains a vertex of degree at most d as well. As X was chosen
arbitrarily, the claim follows. ��

Proposition 4 ensures that one can test d-degeneracy of a graph by in turn
finding a vertex of degree at most d, which needs to exist due to the definition,
and deleting it. If in this manner we can remove all the vertices of the graph,
it is clearly d-degenerate. Otherwise we end up with an induced subgraph with
minimum degree at least d+ 1, which is a sufficient proof that the graph is not
d-degenerate. Note that this procedure can be implemented in polynomial time.
As during each deletion we remove at most d edges from the graph, the following
proposition is straightforward.

Proposition 5. Any n-vertex d-degenerate graph has at most dn edges.

3 The Algorithm

In this section we prove Theorem 1. Let us fix d ≥ 1, an n-vertex graph G and
an inclusion-wise maximal set X ⊆ V (G) inducing a d-degenerate graph.

The behaviour of the algorithm depends on a few constants that may depend
on d and whose values influence the final success probability. At the end of this
section we propose precise values of these constants and respective values of εd
for 1 ≤ d ≤ 6. However, as the values of εd are really tiny even for small d, when
describing the algorithm we prefer to introduce these constants symbolically,
and only argue that there exists their evaluation that leads to a (2−εd)

−n lower
bound on the probability of successfully sampling X .

The algorithm maintains two disjoint sets A,Z ⊆ V (G), consisting of vertices
about which we have already made some assumptions: we seek for the set X
that contains A and is disjoint from Z. Let Q = V (G) \ (A ∪ Z) be the set of
the remaining vertices, whose assignment is not yet decided.
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We start with A = Z = ∅. The description of the algorithm consists of a
sequence of rules; at each point, the lowest-numbered applicable rule is used.
When applying a rule we assign some vertices of Q to the set A or Z, depending
on some random decision. We say that an application of a rule is correct if,
assuming that before the application we have A ⊆ X and Z ∩ X = ∅, the
vertices assigned to A belong to X , and the vertices assigned to Z belong to
V (G) \X . In other words, a correct application assigns the vertices consistently
with the fixed solution X .

We start with the randomized rule that is triggered when the graph is dense.
Observe that, since G[X ] is d-degenerate, G[X ∩Q] is d-degenerate as well and,
by Proposition 5, contains less than d|X ∩ Q| edges. Thus, if |E(G[Q])|/|Q| is
significantly larger than d, then only a tiny fraction of the edges of G[Q] are
present in G[X ]. Hence, an overwhelming fraction of edges of G[Q] has at least
one of the endpoints outside X , so having sampled an edge of G[Q] uniformly at
random with high probability we may assume that there are only three possibil-
ities of the behaviour of its endpoints, instead of four. This observation leads to
the following rule. Let λ > 4 be a constant.

Rule 1. If |E(G[Q])| ≥ λd|Q|, then:

1. choose an edge uv ∈ E(G[Q]) uniformly at random;
2. with probability 1/3 each, make one of the following decisions: either assign

u to A and v to Z, or assign u to Z and v to A, or assign both u and v to Z.

Lemma 6. Assume that A ⊆ X and Z ∩ X = ∅ before Rule 1 is applied. Then
the application of Rule 1 is correct with probability at least λ−1

3λ .

Proof. As |E(G[Q])| ≥ λd|Q|, but |E(G[X ∩ Q])| ≤ d|X ∩ Q| ≤ d|Q| by Propo-
sition 5, the probability that uv /∈ E(G[X ]) is at least λ−1

λ . Conditional on the
assumption uv /∈ E(G[X ]), in the second step of Rule 1 we make a correct deci-
sion with probability 1/3. This concludes the proof. ��

Note that the bound λ−1
3λ is larger than 1/4 for λ > 4.

Equipped with Rule 1, we may focus on the case when G[Q] has small average
degree. Let us introduce a constant κ > 2λ and let S ⊆ Q be the set of vertices
having degree less than κd in G[Q]. If Rule 1 is not applicable, then |E(G[Q])| <
λd|Q|. Hence we can infer that |S| ≥ κ−2λ

κ |Q|, as otherwise by just counting the

degrees of vertices in Q \ S we could find at least 1
2 · 2λ

κ |Q| · κd = λd|Q| edges
in G[Q]. Consider any v ∈ S. Such a vertex v may be of two types: it either
has at most d neighbours in A, or at least d + 1 of them. In the first case, we
argue that we may perform a good guessing step in the closed neighbourhood
of v, because the degree of v is bounded and when all the neighbours of v are
deleted (assigned to Z), then one may greedily assign v to A. In the second case,
we observe that we cannot assign too many such vertices v to A, as otherwise
we would obtain a subgraph of G[A] with too high average degree. Let us now
proceed to the formal arguments.
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Rule 2. Assume there exists a vertex v ∈ Q such that |NG(v) ∩ Q| < κd and
|NG(v)∩A| ≤ d. Let r = |NG(v)∩Q| and v1, v2, . . . , vr be an arbitrary ordering
of the neighbours of v in Q. Let γ = γ(r) ≥ 1 be such that

γ−1 + γ−2 + . . .+ γ−r−1 = 1.

Randomly, make one of the following decisions:

1. for 1 ≤ i ≤ r, with probability γ−i assign v1, v2, . . . , vi−1 to Z and vi to A;

2. with probability γ−r−1 assign all vertices v1, v2, . . . , vr to Z and v to A.

Note that the choice of γ not only ensures that the probabilities of the options
in Rule 2 sum up to one, but also that γ(r) ≤ γ(�κd − 1) < 2. We now show a
bound on the probability that an application of Rule 2 is correct.

Lemma 7. Assume that A ⊆ X and Z ∩ X = ∅ before Rule 2 is applied. Then
exactly one of the decisions considered in Rule 2 leads to a correct application.
Moreover, if in the correct decision exactly i0 vertices are assigned to A∪Z, then
the probability of choosing the correct one is equal to γ−i0 .

Proof. Firstly observe that the decisions in Rule 2 contradict each other, so at
most one of them can lead to a correct application.

Assume that (NG(v)∩Q)∩X �= ∅ and let vi0 be the vertex from (NG(v)∩Q)∩X
with the smallest index. Then the decision, which assigns all the vertices of
NG(v)∩Q with smaller indices to Z and vi0 to A leads to a correct application.
Moreover, it assigns exactly i0 vertices to A∪Z and the probability of choosing
it is equal to γ−i0 .

Assume now that (NG(v) ∩ Q) ∩ X = ∅. We claim that v ∈ X . Assume
otherwise; then v has at most d neighbours in X , so by Proposition 4 after
greedily incorporating it to X we would still have G[X ] being a d-degenerate
graph. This contradicts maximality ofX . Hence, we infer that the decision which
assigns all the neighbours of v from Q to Z and v itself to A leads to a correct
application, it assigns exactly r+1 vertices to A∪Z and has probability γ−r−1.

��

We now handle vertices with more than d neighbours in A. Intuitively, there
can be at most d|A| such vertices assigned to A, as otherwise A would have an
induced subgraph with too high average degree. Hence, if there is significantly
more than 2d|A| such vertices in total, then picking one of them at random with
probability higher than 1/2 gives a vertex that needs to be assigned to Z. Let
us introduce a constant c > 2.

Rule 3. If there are at least cd|A| vertices in Q that have more than d neigh-
bours in A, choose one such vertex uniformly at random and assign it to Z.

Lemma 8. Assume that A ⊆ X and Z ∩ X = ∅ before Rule 3 is applied. Then
the application of Rule 3 is correct with probability at least 1 − 1/c.
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Proof. Let P = {v ∈ Q : |NG(v) ∩ A| > d}. As |P | ≥ cd|A|, to prove the lemma
it suffices to show that |P ∩ X | < d|A|. Assume otherwise, and consider the set
((P ∩ X) ∪ A) ⊆ X . The number of edges of the subgraph of G[X ] induced by
(P ∩ X) ∪ A is at least

(d+ 1)|P ∩ X | = d|P ∩ X |+ |P ∩ X | ≥ d(|P ∩ X |+ |A|) = d|(P ∩ X) ∪ A|.

This contradicts the assumption that G[X ] is d-degenerate, due to Proposition 5.
��

Note that 1 − 1/c > 1/2 for c > 2.
We now show that if Rules 1, 2 and 3 are not applicable, then |A∪Z| is large,

which means that the algorithm has already made decisions about a significant
fraction of the vertices of the graph.

Lemma 9. If Rules 1, 2 and 3 are not applicable, then |A ∪ Z| > αn for some
constant α > 0 that depends only on the constants d, λ, κ and c.

Proof. As Rule 1 is not applicable, Q contains at most 2λ
κ |Q| vertices of degree

at least κd in G[Q]. As Rule 2 is not applicable, the remaining vertices have
more than d neighbours in A. As Rule 3 is not applicable, we have that

κ− 2λ

κ
|Q| < cd|A| ≤ cd|A ∪ Z|.

As Q = V (G) \ (A ∪ Z), simple computations show that this is equivalent to

|A ∪ Z|
|V (G)| >

(
cdκ

κ− 2λ
+ 1

)−1

,

and the proof is finished. ��

Lemma 9 ensures that at this point the algorithm has already performed enough
steps to achieve the desired success probability. Therefore, we may finish by
brute-force.

Rule 4. If |A ∪ Z| > αn for the constant α given by Lemma 9, for each v ∈ Q
independently, assign v to A or Z with probability 1/2 each, and finish the
algorithm by outputting the set A if it induces a d-degenerate graph, or reporting
an error otherwise.

We now summarize the bound on the success probability.

Lemma 10. The algorithm outputs the set X with probability at least

max

(√
3λ

λ− 1
, γ(�κd − 1),

c

c− 1

)−αn

2−(1−α)n,

which is equal to (2 − εd)
n for some εd > 0.
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Proof. Recall that 3λ
λ−1 < 4, γ(�κd − 1) < 2, c

c−1 < 2 and α > 0, by the choice
of the constants and by Lemma 9. Therefore, it suffices to prove that, before
Rule 4 is applied, the probability that A ⊆ X and Z ∩ X = ∅ is at least

max

(√
3λ

λ − 1
, γ(�κd − 1),

c

c − 1

)−|A∪Z|

.

However, this is a straightforward corollary of Lemmata 6, 7 and 8. ��

This concludes the proof of Theorem 1. In Table 1 we provide a choice of values
of the constants for small values of d, together with corresponding value of 2−εd.

Table 1. Example values of the constants together with the corresponding success
probability

d 1
λ 4.0238224
κ 9
c 2.00197442
α 0.050203

2− εd 1.99991

d 2
λ 4.00009156
κ 17/2
c 2.00000763
α 0.01449

2− εd 1.9999999

d 3
λ 4.000000357628
κ 25/3
c 2.0000000298
α 0.0066225

2− εd 1.9999999999

d 4
λ 4.000000001397
κ 33/4
c 2.0000000001164
α 0.0037736

2− εd 1.9999999999996

d 5
λ 4.000000000005457
κ 41/5
c 2.0000000000004548
α 0.0024331

2− εd 1.999999999999999

d 6
λ 4.000000000000021316
κ 49/6
c 2.0000000000000017833
α 0.0016978

2− εd 1.999999999999999997

4 Conclusions

We have shown that the Maximum d-degenerate Induced Subgraph prob-
lem can be solved in time (2 − εd)

nnO(1) for any fixed d ≥ 1. There are two
natural questions arising from our work. First, can the algorithm be derandom-
ized? Rules 2 and 3 can be easily transformed into appropriate branching rules,
but we do not know how to handle Rule 1 without randomization.

Second, our constants εd are really tiny even for small values of d. This is
mainly caused by two facts: the gain over a straightforward brute-force algo-
rithm in Rule 2 is very small (i.e., γ(�κd�) is very close to 2) and the algorithm
falls back to Rule 4 after processing only a tiny fraction α of the entire graph.
Can the running time of the algorithm be significantly improved? Another inter-
esting question would be to investigate, whether the Maximum d-degenerate
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Induced Subgraph problem can be solved in time (2 − ε)nnO(1) for some
universal constant ε that is independent of d.

Apart from the above questions, we would like to state here a significantly
more challenging goal. Let G be a polynomially recognizable graph class of
bounded degeneracy (i.e., there exists a constant d such that each G ∈ G is
d-degenerate). Can the corresponding Maximum Induced G-Subgraph prob-
lem be solved in (2 − εG)

n time for some constant εG > 0 that depends only on
the class G? Can we prove some meta-result for such type of problems?

Our Rules 1 and 3 are valid for any such class G; however, this is not true
for the greedy step in Rule 2. In particular, we do not know how to handle the
Maximum Induced G-Subgraph problem faster than 2n even if the input is
assumed to be d-degenerate.

Acknowledgements. We would like to thank Marek Cygan, Fedor V. Fomin
and Pim van ’t Hof for helpful discussions.
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Abstract. In parameterized complexity there are three natural defi-
nitions of fixed-parameter tractability called strongly uniform, weakly
uniform and nonuniform fpt. Similarly, there are three notions of subex-
ponential time, yielding three flavours of the exponential time hypoth-
esis (ETH) stating that 3Sat is not solvable in subexponential time.
It is known that ETH implies that p-Clique is not fixed-parameter
tractable if both are taken to be strongly uniform or both are taken
to be uniform, and we extend this to the nonuniform case. We also show
that even the containment of weakly uniform subexponential time in
nonuniform subexponential time is strict. Furthermore, we deduce from
nonuniform ETH that no single exponent d allows for arbitrarily good
fpt-approximations of clique.

1 Introduction

In parameterized complexity, FPT most commonly denotes the class of strong-
ly uniformly fixed-parameter tractable problems, i.e., parameterized problems
solvable in time f(k)·nO(1) for some computable function f . Downey and Fellows
also introduced the classes FPTuni and FPTnu of uniformly and nonuniformly
fixed-parameter tractable problems, where one drops the condition that f be
computable or allows for different algorithms for each k, respectively. (We give
detailed definitions in Section 2.) For example, p-Clique /∈ FPTnu, where p-
Clique denotes the parameterized clique problem, means that for all d ∈ N
and sufficiently large fixed k determining whether a graph G contains a clique of
size k is not in DTIME

(
nd
)
. The obvious inclusions between the classes FPT,

FPTuni, and FPTnu can be shown to be strict [1].
In classical complexity, the subexponential time classes

DTIME
(
2o

eff(n)
)
, DTIME

(
2o(n)

)
, and

⋂
ε>0DTIME(2ε·n) , (1)
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have been considered. In particular, there are the corresponding versions of the
exponential time hypothesis, namely the strongly uniform exponential time hy-
pothesis ETH, the uniform exponential time hypothesis ETHuni, and the nonuni-
form exponential time hypothesis ETHnu, which are the statements that 3Sat is
not in these respective classes, where n denotes the number of variables of the
input formula.1 By results due to Impagliazzo et al. [3] we know that these three
statements are equivalent to the ones obtained by replacing 3Sat by the clique
problem Clique; then, n denotes the number of vertices of the corresponding
graph.

Furthermore, it is known [4] that ETH implies p-Clique /∈ FPT, where p-
Clique denotes the parameterized clique problem. As pointed out, for example
in [5], there is a correspondence between subexponential algorithms having a

running time 2o(n) and FPTuni similar to that between running time 2o
eff(n) and

FPT. Therefore, it is not surprising that ETHuni implies p-Clique /∈ FPTuni

(we include a proof in Section 4).
The first main result of this paper shows that ETHnu implies that p-Clique /∈

FPTnu. So, putting the three results together, we see that:

(i) if ETH holds, then p-Clique /∈ FPT;
(ii) if ETHuni holds, then p-Clique /∈ FPTuni;
(iii) if ETHnu holds, then p-Clique /∈ FPTnu.

One of the most important complexity classes of (apparently) intractable param-
eterized problems is the class W[1], the class of problems (strongly uniformly)
fpt-reducible to p-Clique. By replacing (strongly uniformly) fpt-reducible by
uniformly fpt-reducible and nonuniformly fpt-reducible, we get the classesW[1]uni
and W[1]nu, respectively. So, the previous results can be seen as providing some
evidence that FPT �= W[1], FPTuni �= W[1]uni, and FPTnu �= W[1]nu. Note that
the strongest separation, FPTnu �= W[1]nu, obtained in this paper under ETHnu,
plays a role in [6] (see the comment following Theorem 1.1 of that paper). In
a recent paper [7] on the history of Parameterized Complexity Theory, Downey
remarks that the question FPTnu �= W[1]nu is a central issue of the theory.

We get the implication (iii) by using a family of algorithms witnessing p-Cli-
que ∈ FPTnu to obtain an algorithm showing p-Clique is in “FPTuni for posi-
tive instances.” Once we have this single algorithm for p-Clique, we adapt the
techniques we used in [8] to show (i), to get that the clique problem Clique is
in
⋂

ε>0 DTIME (2ε·n), that is, the failure of ETHnu.

The basic idea of parameterized approximability is explained in [9] as fol-
lows: “Suppose we have a problem that is hard to approximate. Can we at least
approximate it efficiently for instances for which the optimum is small? The clas-
sical theory of inapproximability does not seem to help answering this question,
because usually the hardness proofs require fairly large solutions.” In [9] and [10]
the framework of parameterized approximability was introduced. In particular,
the concept of an fpt approximation algorithm with a given approximation ratio
was coined and some (in)approximability results were proven.

1 We should mention that in [2] a different statement is called nonuniform ETH.
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Our second main result is a nonapproximability result for p-Clique: under
the assumption ETHnu, we show that for every d ∈ N there is a ρ > 1 such that
p-Clique has no parameterized approximation algorithm with approximation
ratio ρ and running time f(k) · nd for some function f : N → N.

The content of the different sections is the following. We recall concepts and
fix notation in Section 2. In Section 3, we derive a result on the clique problem
used to obtain both main results (in Section 4 and Section 5). Then, in Section 6,
we show that the results relating the complexity of p-Clique and the different
variants of ETH are of a more general nature. Finally, in Section 7, we show
that the second and third time class in (1) are distinct.

2 Some Preliminaries

Let N denote the positive natural numbers. If a function f : N → N is nonde-
creasing and unbounded, then f−1 denotes the function f−1 : N → N with

f−1(n) :=

{
max{i ∈ N | f(i) ≤ n}, if n ≥ f(1)

1, otherwise.

Then, f(f−1(n)) ≤ n for all n ≥ f(1) and the function f−1 is nondecreasing and
unbounded.

Let f, g : N → N be functions. Then f ∈ oeff(g) (often written as f(n) ∈
oeff(g(n))) if there is a computable function h : N → N such that for all 	 ≥ 1
and n ≥ h(	), we have f(n) ≤ g(n)/	.

We denote the alphabet {0, 1} by Σ. The length of a string x ∈ Σ∗ is denoted
by |x|. We identify problems with subsets Q of Σ∗. If x ∈ Q we say that x is a
positive instance of the problem Q. Clearly, as done mostly, we present concrete
problems in a verbal, hence uncodified form. For example, we introduce the
problem Clique in the form:

Clique

Instance: A graph G and k ∈ N.
Problem: Does G have a clique of size k?

A graph G is given by its vertex set V (G) and its edge set E(G). By |G| we
denote the length of a string naturally encoding G. The cardinality or size of a
set S is also denoted by |S|.

If A is an algorithm and A halts on input x, then we denote by tA(x) the
number of steps of A on input x; if A does not halt on x, then tA(x) := ∞.

We view parameterized problems as pairs (Q, κ) consisting of a classical prob-
lem Q ⊆ Σ∗ and a parameterization κ : Σ∗ → N, which is required to be
polynomial time computable. We will present parameterized problems in the
form we do for p-Clique:
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p-Clique

Instance: A graph G and k ∈ N.
Parameter: k.

Problem: Does G have a clique of size k?

A parameterized problem (Q, κ) is (strongly uniformly) fixed-parameter tractable
or, in FPT, if there is an algorithm A deciding Q, a natural number d, and a
computable function f : N → N such that tA(x) ≤ f(κ(x)) · |x|d for all x ∈ Σ∗.

If in this definition we do not require the computability of f , then (Q, κ) is
uniformly fixed-parameter tractable or, in FPTuni. Finally, (Q, κ) is nonuniformly
fixed-parameter tractable or, in FPTnu, if there is a natural number d and a
function f : N → N such that for every k ∈ N there is an algorithm Ak deciding
the set {x ∈ Q | κ(x) = k} with tAk

(x) ≤ f(κ(x)) · |x|d for all x ∈ Σ∗.
In Section 6 we assume that the reader is familiar with the notion of (strongly

uniform) fpt-reduction, with the classes of the W-hierarchy, and for t, d ∈ N
with the weighted satisfiability problem p-WSat(Γt,d) (e.g., see [11]). We write
(Q, κ) ≤fpt (Q′, κ′) if there is an fpt-reduction from (Q, κ) to (Q′, κ′).

3 Going from Nonuniform to Uniform on Positive
Instances

In this section we show how to get a single algorithm detecting cliques of size k

in time f(k) · |G|o(k) on positive instances from the existence of such algorithms

of running time O(|G|e�+k/�) for each pair of natural numbers k, 	. We now state
this assumption formally; and we will later show it to be unlikely because it
implies that ETHnu is not true.

Definition 1. We say that Clique satisfies (∗) if

for every 	 ∈ N there is an e� ∈ N such that for every k ∈ N there is a
constant a�,k ∈ N and an algorithm A�,k which on every graph G which
contains a clique of size k outputs such a clique in time

a�,k · |G|e�+k/�.

The behaviour of A�,k on graphs without a clique of size k or on inputs
not encoding graphs may be arbitrary.

By a standard self-reduction argument we have:

Lemma 2. If p-Clique ∈ FPTnu, then Clique satisfies (∗).

We now use the algorithms in (∗) to obtain a single algorithm with a guaranteed
running time on positive instances.
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Lemma 3. If Clique satisfies (∗), then there is an algorithm A deciding Clique

and there is a function f : N → N such that

tA(G, k) ≤ f(k) · |G|o(k)

for every positive instance (G, k) of Clique.

Proof. We let C be any algorithm which on input (G, k) decides in time |G|O(k)

whether G contains a clique of size k, e.g., by brute force. Let {M1,M2, . . .} be
any recursive enumeration of all Turing machines. By standard arguments we
may assume that, given inputs t, i, and x, we can simulate t steps of machine
Mi on input x in time polynomial in i, t and |x|.

We define the algorithm A as follows:

A // G = (V (G), E(G)) a graph and k ∈ N

1. do the following in parallel:
2. simulate C on (G, k) and
3. simulate Mi on G for i = 1, . . . , |G|.
4. if the simulation of C accepts then accept
5. if the simulation of C rejects then never halt
6. if one of the machines Mi finds a clique of size k then accept.

Obviously, this algorithm will accept an input (G, k) if and only if G contains
a clique of size k. We now turn to the claimed running time. Let 	 ≥ 1, and let
e� be the corresponding constant from assumption (∗). For k > 	(	 + 1)e�, the
running time of A�,k is bounded by

a�,k · |G|
k

�−1 ,

and for all but finitely many instances G, the algorithm A�,k will be among the
ones simulated by A. For such instances G, the running time of A is bounded by

((# machines to be simulated in parallel) · (# of steps) · |G|)O(1)
,

≤
(
|G| · a�,k · |G|

k
�−1 · |G|

)O(1)

≤ck · |G|
d·(k+1)

�−1

for suitable constants ck and d, the latter one not depending on 	, k or G.

4 ETHnu and the Complexity of p-Clique

In this section we show our first main result, namely:

Theorem 4. If ETHnu holds, then p-Clique /∈ FPTnu.
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To obtain this result we prove the following chain of implications

(a) ⇒ (b)pos ⇒ (c)pos ⇒ (d),

where

(a) p-Clique ∈ FPTnu;
(b)pos There is an algorithm A deciding Clique such that for all positive in-

stances (G, k) of Clique and some function f : N → N we have

tA(G, k) ≤ f(k) ·
∣∣G∣∣o(k).

(c)pos There is an algorithm A deciding Clique such that for all positive in-
stances (G, k) of Clique, where G has vertex set V (G), we have

tA(G, k) ≤ 2o(|V (G)|).

(d) ETHnu does not hold.

Note that ¬(d) ⇒ ¬(a) is the claim of Theorem 4.
The implication (a) ⇒ (b)pos was shown in the previous section (Lemma 2

and Lemma 3). We turn to the implication (b)pos ⇒ (c)pos. Let (b) and (c)
be the statements obtained from (b)pos and (c)pos, respectively, by deleting the
restriction to positive instances. Note that (c) is equivalent to the failure of
ETHuni. Furthermore, we let (b)eff be the statement (b) with the additional
requirement that the function f is computable and let (c)eff be the statement

obtained from (c) by replacing 2o(|V (G)|) by 2o
eff(|V (G)|). Again note that (c)eff is

equivalent to the failure of ETH.

Lemma 5. (1) (b)eff implies (c)eff;
(2) (b) implies (c);
(3) (b)pos implies (c)pos.

Part (1) was shown as Theorem 27 in [8] (and previously in [4]). We argue
similarly to get parts (2) and (3). In particular, we use the following lemma
stated and proved in [8] as Lemma 28. Its proof uses the fact that a clique in a
graph G can be viewed as an “amalgamation of local cliques” of subgraphs of G.

Lemma 6. There is an algorithm D that assigns to every graph G = (V,E)
and k,m ≤ |V | in time polynomial in |V | · 2m a graph G′ = (V ′, E′) with
|V ′| ≤ |V |2 · 2m such that

G has a clique of size k ⇐⇒ G′ has a clique of size �|V |/m. (2)

Proof (of Lemma 5 (3)). The proof of Lemma 5 (2) is obtained by the obvious
modification and is left to the reader.

Let the algorithm D be as in Lemma 6. Assuming (b)pos there is an algorithm
A deciding Clique such that for all positive instances (G, k) of Clique we have
tA(G, k) ≤ f(k) · |G|o(k) and hence,

tA(G, k) ≤ f(k) ·
∣∣V (G)

∣∣o(k) (3)

for some f : N → N. We consider the following algorithm deciding Clique:
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B // G a graph and k ∈ N

1. Do in parallel for every m ≤ |V (G)| the following
2. simulate D on (G, k,m) and let G′ be its output
3. simulate A on (G′, �|V (G)|/m)
4. if A accepts for some m then accept
5. else reject.

Let (G, k) be a positive instance of Clique and n := |V (G)|. Without loss of
generality, we can assume that f is nondecreasing and unbounded. For

m := max

{⌈
n

f−1(n)

⌉
, �log n

}
we have m ≥ log n and m ∈ o(n) and, by (3),

tA(G
′, �|V (G)|/m) ≤ f(�n/m) · (n2 · 2m)o(n/m) = 2o(n).

Thus, the running time for Line 2 to Line 5 is bounded by 2o(n). Therefore

tB(G, k) ≤ O(n · 2o(n)) ≤ 2o(n). �

We already remarked that (c) is equivalent to the failure of ETHuni. Thus, part
(2) of the previous lemma yields:

Corollary 7. If ETHuni, then p-Clique /∈ FPTuni.

Proof of (c)pos ⇒ (d): For every ε > 0 there is an n0 such that for graphs with
|V (G)| > n0 the running time of the algorithm asserted by (c)pos is bounded
by 2ε|V (G)| on positive instances. For graphs with at least n0 vertices we let the
algorithm run for at most this many steps and reject if it does not hold within
this time bound. For smaller graphs we use brute force.

For later purposes we remark:

Corollary 8. If Clique satisfies (∗), then ETHnu does not hold.

Proof. If Clique satisfies (∗), then (b)pos holds by Lemma 3. We have shown
that (b)pos implies (d), thus, ETHnu does not hold.

5 ETHnu and the Parameterized Approximability of
p-Clique

Let ρ > 1 be a real number. As in [9], we say that an algorithm A is an fptuni
parameterized approximation algorithm for p-Clique with approximation ratio
ρ if

(i) tA(G, k) ≤ f(k) · |V (G)|O(1) for all instances (G, k) of p-Clique and some
function f : N → N;
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(ii) for all positive instances (G, k) of p-Clique the algorithm A outputs a clique
of size at least k/ρ; otherwise, the output of A can be arbitrary.

If d ∈ N and we get tA(G, k) ≤ f(k) · |V (G)|d in (i), then we say that A is an
fptuni parameterized approximation algorithm for p-Clique with approximation
ratio ρ and exponent d.

Now we can state the main result of this section:

Theorem 9. If ETHnu holds, then for every d ∈ N there is a ρ > 1 such that
p-Clique has no fptuni parameterized approximation algorithm with approxima-
tion ratio ρ and exponent d.

The key observation which, together with Corollary 8, will yield this theorem is
contained in the following lemma.

Lemma 10. Assume that p-Clique has an fptuni parameterized approximation
algorithm with approximation ratio ρ > 1 and exponent d ≥ 2. Then, for every
rational number r with 0 < r ≤ 1

log ρ , there is an algorithm B deciding Clique

such that for some function g : N → N and every instance (G, k) of Clique

tB(G, k) ≤ g(k) · |V (G)|r+2+d·�k/r�.

Proof. The main idea is as follows: we assume the existence of an fptuni param-
eterized approximation algorithm A for p-Clique. Given an instance (G, k) of
Clique we stretch it by passing to an equivalent “product instance” (G′, k′).
By applying A to (G′, k′) we can decide whether (G, k) ∈ Clique.

For a graph G = (V,E) we let ω(G) be the size of a maximum clique in
G. Furthermore, for every m ∈ N with m ≥ 1 we denote by Gm the graph
(V (Gm), E(Gm)), where

V (Gm) := V m =
{
(v1, . . . , vm)

∣∣ v1, . . . , vm ∈ V
}

E(Gm) :=
{{

(u1, . . . , um), (v1, . . . , vm)
} ∣∣∣ {u1, . . . , um, v1, . . . , vm}

is a clique in G and (u1, . . . , um) �= (v1, . . . , vm)
}
.

One easily verifies that

ω(Gm) = ω(G)m. (4)

Now we let A be an fptuni parameterized approximation algorithm for p-Clique

with approximation ratio ρ > 1 and exponent d ≥ 2, say, with running time
bounded by f(k) · |V (G)|d. Let r be a rational number with 0 < r ≤ 1

log ρ . Then,

ρ ≤ r
√
2 and for every k ∈ N with k ≥ 2 we get(

k

k − 1

)�k/r�
> ρ. (5)

We let B be the following algorithm:
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B // G a graph and k ∈ N

1. if k = 1 or k < r then decide whether G has a clique of size k by
brute force

2. else simulate A on (G�k/r�, k�k/r�)
3. if A outputs a clique of G�k/r� of size k�k/r�/ρ
4. then accept else reject.

The algorithm B decides Clique: Clearly, the answer is correct if k = 1 or
k < r. So assume that k ≥ 2 and k ≥ r. If G has no clique of size k, that is,
ω(G) ≤ k − 1, then, by (4), ω(G�k/r�) ≤ (k − 1)�k/r�. By (5),

k�k/r�

ρ
> (k − 1)�k/r�;

thus, compare Line 3 and Line 4, the algorithm B rejects (G, k). If ω(G) ≥ k
and hence, ω(G�k/r�) ≥ k�k/r�, then the approximation algorithm A outputs a
clique of G�k/r� of size k�k/r�/ρ; thus B accepts (G, k).

Moreover, on every instance (G, k) with G = (V,E) the running time of B is
bounded by

|V |r+2 + |V |2·�k/r�+2 + f
(
k�k/r�

)
·
∣∣∣V (G�k/r�)∣∣∣d ≤ g(k) · |V |r+2+d·�k/r�,

for a suitable g : N → N.

Setting r := 1/log ρ in the previous lemma, we get:

Corollary 11. If there is an fptuni parameterized approximation algorithm for
p-Clique with approximation ratio ρ ≥ 1 and exponent d ≥ 2, then there exists
e ∈ N and an algorithm B deciding Clique with tB(G, k) ≤ g(k)·|V (G)|e+d·k·log ρ

Proof of Theorem 9: By contradiction, assume that for some d ≥ 2 and all ρ > 1
the problem p-Clique has an fptuni parameterized approximation algorithm
with approximation ratio ρ and exponent d.

If 	 ∈ N, then d · 	 ≤ 1
log ρ for suitable ρ > 1. Thus, by Lemma 10, there is

an algorithm A� deciding Clique such that for some e� ∈ N and some function
g : N → N and every instance (G, k)

tA�
(G, k) ≤ g(k) · |V (G)|e�+k/�.

Fix k ∈ N. Then, again using the self-reducibility of Clique, there is an algo-
rithm A�,k which on every graph G outputs a clique of size k, if one exists, in
time

O
(
|G|e�+1+k/�

)
.

Thus, Clique satisfies (∗) (the property introduced in Definition 1). Therefore,
ETHnu does not hold by Corollary 8.
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6 Some Extensions and Generalisations

Some results of Section 3 and of Section 4 can be stated more succinctly and in
a more general form in the framework of parameterized complexity theory. We
do this in this section, at the same time getting some open questions.

The class FPTnu is closed under fpt-reductions, that is,

if (Q, κ) ≤fpt (Q′, κ′) and (Q′, κ′) ∈ FPTnu, then (Q, κ) ∈ FPTnu. (6)

Thus, for every W[1]-complete problem (Q, κ) (complete under fpt-reductions),
we have

(Q, κ) ∈ FPTnu ⇐⇒ W[1] ⊆ FPTnu. (7)

Denote by FPT+
uni the class of problems (Q, κ) such that there is an algorithm

deciding Q and with running time h(κ(x)) · |x|O(1) for x ∈ Q, that is, for positive
instances x of Q. The class FPT+

uni is closed under fpt-reductions, too. So, again
we have for every W[1]-complete problem (Q, κ),

(Q, κ) ∈ FPT+
uni ⇐⇒ W[1] ⊆ FPT+

uni. (8)

Corollary 12. For every W[1]-complete problem (Q, κ),

(Q, κ) ∈ FPTnu implies (Q, κ) ∈ FPT+
uni.

Proof. By Lemma 2 and Lemma 3, we know that the implication holds for the
W[1]-complete problem p-Clique. Now, the claim follows by (7) and (8).

It is not clear whether the previous implication holds for all problems (Q, κ) ∈
W[1] (and not only for the complete ones). Of course, it does if FPT = W[1].
The proof of Lemma 3 makes essential use of a self-reducibility property of p-
Clique. For t, d ∈ N the weighted satisfiability problem p-WSat(Γt,d) has this
self-reducibility property, too. So, along the lines of Lemma 3, one gets (we leave
the details to the reader):

Lemma 13. Let t, d ∈ N. Then

p-WSat(Γt,d) ∈ FPTnu implies p-WSat(Γt,d) ∈ FPT+
uni.

And thus, we get the extension of Corollary 12 to all levels of the W-hierarchy:

Proposition 14. Let t ∈ N. For every W[t]-complete problem (Q, κ),

(Q, κ) ∈ FPTnu implies (Q, κ) ∈ FPT+
uni.

After Theorem 4, we have considered two further properties of the clique problem
there denoted by (b)pos and (c)pos. One could also define these properties for
arbitrary parameterized problems (even though, there are some subtle points
as the terms 2o(|V (G)|) and 2o(|G|) may be distinct). More importantly, these
properties are not closed under fpt-reductions. So somehow one has to check
whether other implications of Section 4 survive problem by problem. We do
that here for the most prominent W[2]-complete problem, the parameterized
dominating set problem p-DS:
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p-DS

Instance: A graph G and k ∈ N.
Parameter: k.

Problem: Does G have a dominating set of
size k?

We denote by DS the underlying classical problem. In [8, Theorem 29] we have
shown:

If DS can be decided in time f(k) · |V (G)|oeff(k) for some computable

f : N → N, then DS can be decided in time 2o
eff(|V (G)|).

The reader should compare this result with the following one in the spirit of this
paper.

Theorem 15. If there is an algorithm A deciding DS such that for all positive
instances (G, k) of DS we have

tA(G, k) ≤ f(k) ·
∣∣G∣∣o(k)

for some function f : N → N, then there is an algorithm B deciding DS such
that for all positive instances (G, k) of DS we have

tB(G, k) ≤ 2o(|V (G)|).

The proof of the corresponding result for Clique, namely the implication (b)pos
⇒ (c)pos, was based on Lemma 6 which used the fact that a clique in a graph can
be viewed as an “amalgamation of local cliques” of subgraphs. As dominating
sets are not necessarily an “amalgamation of local dominating sets,” in [8] we
took a detour via the weighted satisfiability problem for propositional formulas
in CNF. As an inspection of the exposition in [8] shows, it can be adapted to a
proof of Theorem 15.

7 An Example

We believe that the three statements ETH, ETHuni, and ETHnu are true and
hence equivalent. Here we consider the “underlying” complexity classes (see (1)).
Clearly,

DTIME
(
2o

eff(n)
)

⊆ DTIME
(
2o(n)

)
⊆

⋂
ε>0DTIME(2ε·n) (9)

To the best of our knowledge it is open whether the first inclusion is strict. Here
we show the strictness of the second inclusion in (9). We remark that in [8,
Proposition 5] we proved that the first class, that is, the effective version of the
second one, coincides with an effective version of the third class.

For m ∈ N let 1m be the string in Σ∗ consisting of m ones. Recall that
Σ = {0, 1}. For a Turing machine M we denote by enc(M) a string in Σ∗

reasonably encoding the Turing machineM. Furthermore, |M| denotes the length
of enc(M), |M| = |enc(M)|.
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Theorem 16. The problem

Exp-Halt

Instance: A Turing machine M, x ∈ Σ∗, and 1m with
m ∈ N.

Problem: DoesM accept x in time 2�m/(|M| + |x|)�?

is in
⋂

ε>0 DTIME (2ε·n) \ DTIME
(
2o(n)

)
.

Due to space limitations we cannot present a proof in this extended abstract.
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Abstract. An edge dominating set in a graph G = (V, E) is a subset S
of edges such that each edge in E − S is adjacent to at least one edge
in S. The edge dominating set problem, to find an edge dominating
set of minimum size, is a basic and important NP-hard problem that
has been extensively studied in approximation algorithms and parame-
terized complexity. In this paper, we present improved hardness results
and parameterized approximation algorithms for edge dominating set.
More precisely, we first show that it is NP-hard to approximate edge
dominating set in polynomial time within a factor better than 1.18.
Next, we give a parameterized approximation schema (with respect to
the standard parameter) for the problem and, finally, we develop an
O∗(1.821τ )-time exact algorithm where τ is the size of a minimum ver-
tex cover of G.

1 Introduction

As one of the basic problems in Garey and Johnson’s work on NP-complete-
ness [17], edge dominating set has received high attention in history. It is
NP-hard even in planar or bipartite graphs of maximum degree 3 [26]. Due to its
theoretical and practical interests, many algorithms have been developed in order
to tackle it. There is a simple 2-approximation algorithm for edge dominating
set in unweighted graphs. It is not hard to verify that any maximal matching
in the graph is an edge dominating set of size at most double of the minimum
size. Carr et al. [7] proved a (2 + 1

10 )-approximation algorithm for weighted
edge dominating set (the generalization of edge dominating set where
weights are assigned to the edges of the input graph and the objective becomes
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to determine a minimum total-weight edge dominating set), the ratio of which
was later improved to 2 by Fujito and Nagamochi [16]. Improved results have also
been obtained in sparse graphs [6] and in dense graphs [22]. However, providing
an approximation algorithm with ratio (strictly) smaller than 2, or proving that
such algorithm does not exist (under some likely complexity hypothesis) still
remains as an open problem. Chlebik and Chlebikova [9] proved that it is NP-
hard to approximate it within any factor better than 7

6 . Assuming the unique
game conjecture (UGC), [22] showed some inapproximability results on dense
instances, a corollary of which is that for every ε > 0 edge dominating set is
inapproximable within ratio 3/2 − ε (under UGC).

In terms of parameterized complexity, edge dominating set, with param-
eter k being the size of the solution, is fixed-parameter tractable (FPT). Fer-
nau [14] gave an O∗(2.6181k)-time algorithm that has been subsequently im-
proved by Fomin et al. [15] downto O∗(2.4181k) and by Binkele-Raible and Fer-
nau [1] downto O∗(2.3819k). Currently, the best result is the O∗(2.3147k)-time
algorithm by Xiao et al. [23]. When the graph is restricted to be of maximum
degree 3, the result can be further improved to O∗(2.1479k) [24]. There is also a
long list of contributions to exact algorithms for edge dominating set, such
as the O∗(1.4423|V |)-time algorithm by Raman et al. [20], the O∗(1.4082|V |)-
time algorithm by Fomin et al. [15], the O∗(1.3226|V |)-time algorithm by Rooij
and Bodlaender [21], and finally the O∗(1.3160|V |)-time algorithm by Xiao and
Nagamochi [25].

In this paper, we study parameterized approximation for edge dominating
set. A parameterized approximation algorithm is a technique combining param-
eterization and approximation for getting approximation algorithms with fixed-
parameter running time. In this way, we may be able to achieve approximation
ratios unachievable (or yet unachieved) in polynomial time via fixed-parameter
running times that are smaller than the running times of exact algorithms. We
may also be able to use this technique to handle W[1]-hard problems which un-
likely have fixed-parameter tractable algorithms. The interested reader can be
referred to [4,11,19] for more about this issue. Let the parameter k be the size of
the solution to our problem. In the FPT framework, we want to design algorithms
with running time f(k)|I|O(1) that decide whether there is a solution of size at
most k or not, where f is a computable function. In approximation algorithms,
we are interested in designing polynomial-time algorithms to find a solution of
size g(k), where g is a computable function. In parameterized approximation,
we wish to design algorithms with running time f(k)|I|O(1) that either find an
approximate solution of size g(k) or report that there is no solution of size k.
Clearly, any fixed-parameter tractable problem allows parameterized approxi-
mation algorithms for any computable function g. However, this may not hold
for W[1]-hard problems. For example, the dominating set problem (find a set S
of k vertices in graph G = (E, V ) such that each vertex in V − S is adjacent to
at least one vertex in S) does not allow parameterized approximation algorithms
for g(k) of the form k+ c with fixed constant c [11]. For edge dominating set,
we are interested in designing parameterized approximation algorithms, which
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produce edge dominating sets of size at most (1 + ε)k (or assert that there is
no solution of size k) in f(k, ε)|I|O(1) time for some computable function f . Of
course, the goal is to find such an algorithm for a function f which is smaller
than the O∗(2.3147k)-time (exact) FPT algorithm by Xiao et al. [23]. This issue
has already been considered for other FPT problems, in particular for the min
vertex cover problem. In [2,3,13] several parameterized approximation algo-
rithms running faster than (exact) FPT algorithms and achieving ratios better
than the ratio 2 (achievable in polynomial time) are given. Note that [3,13] ask
as open question if similar results can be achieved for edge dominating set.

The remaining parts of this paper are organized as follows. In Section 2, we
give an improved hardness result for edge dominating set by showing that it
is not 5

√
5 − 10 + ε < 1.18 approximable in polynomial time unless P=NP. In

Sections 3 and 4 we tackle parameterized approximation algorithms, answering
positively to the open question in [3]. More precisely, in Section 3, we first give
a simple algorithm to present the basic ideas, and then improve this algorithm
in Section 4. We conclude the article in Section 5 by devising a parameterized
algorithm for edge dominating set where the parameter is the vertex cover
number of the graph. Due to lengthe limits, results are presented here without
proofs that can be found in [12].

2 An Improved Polynomial-Time Lower Bound

In this section, we give some new hardness results for edge dominating set,
which are based on a reduction preserving approximation from the famous min
vertex cover problem (find a minimum subset S of vertices in a graph such
that each edge has at least one endpoint in S) to edge dominating set.

Before, recall some existing results between min vertex cover and edge
dominating set. The first two are rather folklore: there exist two simple ap-
proximation preserving reductions between min vertex cover and edge dom-
inating set transforming a polynomial-time ρ-approximation algorithm for one
of them into a polynomial-time 2ρ-approximation algorithm for the other one.
Let G = (V, E) be a simple graph and let M∗ ⊆ E and C∗ ⊆ V be a minimum
edge dominating set and a minimum vertex cover of G, respectively. We will use
τ = |C∗| to denote the size of a minimum vertex cover of G. Since, it is well known
that M∗ can be supposed to be a maximal matching, we get τ = |C∗| ≥ |M∗|.
Also V (M∗), the set of endpoints of M∗, forms a vertex cover of G and then
2|M∗| ≥ τ . Thus, τ ≥ |M∗| ≥ τ

2 . Now, from any ρ-approximation algorithm for
min vertex cover given by V ′, we can polynomially find an edge dominating
set E′ by taking at most one arbitrary edge incident to each vertex of V ′. Thus,
using the above expression for τ , we get |E′| ≤ |V ′| ≤ ρ×τ ≤ 2ρ|M∗|. Conversely,
from any ρ-approximation algorithm for edge dominating set given by M ′,
we can construct a vertex cover V ′ = V (M ′) of G by taking the endpoints of M∗.
Hence, using expression for τ , we deduce: |V ′| = 2|M ′| ≤ 2ρ|M∗| ≤ 2ρ × τ .

In Theorem 1 just below, we improve the expansion 2ρ of the reduction to
2ρ− 1. Dealing with weighted versions of these two problems, it is proved in [5]
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that weighted min vertex cover can be approximated as well as weighted
edge dominating set.

Theorem 1. For any ρ ≥ 1, if there is a polynomial-time ρ-approximation algo-
rithm for edge dominating set, then there exists a polynomial-time (2ρ− 1)-
approximation algorithm for min vertex cover.

In order to prove Theorem 1, we show that for each instance G = (V, E) of min
vertex cover, we can construct at most |V | instances Gi = (Vi, Ei) (where
|Vi| ≤ 3|V |) of edge dominating set such that a (2ρ − 1)-approximation
solution to G can be found in polynomial time based on a ρ-approximation
solution to each Gi. For each positive integer 1 ≤ i ≤ |V |, the graph Gi = (Vi, Ei)
is a graph constructed from G in the following way: Vi = V ∪ {aj, a

′
j : j ∈

{1, . . . , i}} and Ei = E ∪ Fi ∪ Hi, where Fi = {(aj , a
′
j) : j ∈ {1, . . . , i}} and

Hi = {(v, aj) : v ∈ V, j ∈ {1, . . . , i}}. Informally, Gi contains a copy of G, an
induced matching Fi and a complete bipartite graph between the vertices of G
and the left part of the induced matching Fi. It is NP-hard to approximate min
vertex cover within any factor smaller than 10

√
5 − 21 by a result of Dinur

and Safra [10]. By this result and Theorem 1, we get the following corollary.

Corollary 1. For any ε > 0, edge dominating set is not (5
√

5 − 10 + ε)-
approximable in polynomial time unless P = NP .

Note that under UGC, since min vertex cover cannot be approximated to
within 2 − ε for any ε > 0 [18], we get that for any ε > 0, edge dominating
set is not (3/2 − ε)-approximable in polynomial time, which is the same lower
bound recently achieved in [22].

3 A Simple Parameterized Approximation Schema

In this section, we design a simple parameterized approximation schema for
edge dominating set. As mentioned in Introduction, this algorithm contains
the basic idea upon which the improved algorithms in Section 4 is built.

3.1 constrained edge dominating set

First of all, we introduce a constrained edge dominating set problem and
present some properties for it. Given a graph G = (V, E) and a prescribed
subset V1 ⊆ V of non-isolated vertices, an edge dominating set M is called a
constrained edge dominating set of G, if V1 ⊆ V (M). In the constrained edge
dominating set problem, we are asked to find a constrained edge dominating
set of minimum size. constrained edge dominating set is a natural genera-
tion of edge dominating set where V1 = ∅. We show a simple approximation
algorithm for constrained edge dominating set.

Lemma 1. For an instance (G, V1) of constrained edge dominating set,
let M1 be a maximum matching in the induced graph G[V1], M2 be a maximum
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matching in the induced graph G[V − V1], and M3 be a set of |V1 − V (M1)|
edges such that each edge in M3 is incident on a different vertex in V1 −V (M1).
Edge set M ′ = M1 ∪ M2 ∪ M3 is a constrained edge dominating set with size
|M ′| ≤ (2−ρ1)ν, where ν is the size of a minimum constrained edge dominating
set M∗ and ρ1ν is the number of edges in M∗ with both endpoints in V1, for
some ρ1.

Note that Lemma 1 is a special case of Lemma 3 in the next section (but we
prefer to give a proof of both lemmas for readability).

Lemma 1 implies a 2-approximation algorithm for constrained edge dom-
inating set and a possible way to design a parameterized approximation algo-
rithm for edge dominating set. Note that we can first find a vertex set V1

such that V1 ⊆ V (M∗) for some minimum edge dominating set M∗ of G and
then use the algorithm in Lemma 1 to get an approximation algorithm for edge
dominating set. The approximation ratio is related to the size of V1: the larger
the set V1, the better the ratio.

3.2 A Parameterized Approximation Schema for edge dominating
set

As already mentioned in introduction, deciding whether a graph contains an edge
dominating set of size k can be done in O∗(2.3147k) time by the parameterized
algorithm presented in [23]. Here we design a parameterized approximation al-
gorithm for it. It is based on the following fact:

Suppose that there are a set V1 and an edge dominating set M such that
V1 ⊆ V (M), |M | ≤ k and |V1| = k+ρ′k. Then the number of edges in M
that have both endpoints in V1 is at least ρ′k.

Indeed, if there were α < ρ′k edges in M with both endpoints in V1, then the
number of vertices in V1 would be at most 2α+(|M |−α) ≤ |M |+α < k+ρ′k =
|V1|, a contradiction. Putting together the above emphasized fact and Lemma 1
and taking M = M∗, one can see that the computed edge set M ′ is of size at
most (2 − ρ′)k.

Then, our goal is to find such a large set V1. As in several articles devising
FPT algorithms for edge dominating set, we can use the fact that V (M∗) for
a minimum edge dominating set M∗ is a vertex cover of G. For each edge in the
graph, at least one endpoint of it is in V (M∗). Then, we can use a branching
algorithm to construct a set V1 of size up to k + ρ′k such that V1 is part of the
vertex set of a minimum edge dominating set V (M∗) in G. We iteratively select
an edge (a, b) in the current graph and branch into two branches by including
either a or b into V1 and deleting it from the graph until the size of V1 becomes
k+ρ′k or the remaining graph has no edge. This process produces at most 2k+ρ′k

vertex sets V1 of size at most k+ρ′k in O∗(2k+ρ′k) time and at least one of them
is contained in V (M∗). For each of the vertex sets V1, we use the algorithm in
Lemma 1 to compute M ′ and return a smallest one. The returned edge set is an
edge dominating set of size at most (2 − ρ′)k if |M∗| ≤ k (note that if in a leaf
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of the search tree we have a set V1 ⊆ V (M∗) with |V1| < k + ρ′k, this means
that the remaining graph is empty and the output solution is then optimal by
Lemma 1). By taking ρ′ = 1 − ρ, we deduce the following result.

Lemma 2. For any ρ > 0, there exists a (1 + ρ)-approximation algorithm to
k-edge dominating set running in O∗(2(2−ρ)k) time for 0 ≤ ρ ≤ 1.

When ρ = 0, Lemma 2 implies that k-edge dominating set can be solved in
O∗(4k) time, which is far away from the current best parameterized algorithm
of running time O∗(2.3147k). To reduce the gap, we will improve the running
time bound of our parameterized approximation schema in the next section.

4 Improved Parameterized Approximation Schemata

In the algorithm presented in Section 3.2, in order to search V1 we may need
to branch on each edge. One way to reduce the running time is to reduce the
number of branchings in the algorithm. This approach has been used for (exact)
FPT algorithms to obtain improved running times. We will use some of these
improved branchings, but we need to combine them with approximability. We
first deal with these approximation properties in Section 4.1 and then present
the improved parameterized approximation algorithm in Section 4.2.

4.1 More Approximation Algorithms for constrained edge
dominating set

Given a graph G = (V, E). We consider a partition (V1, V2, V3) of the vertex
set V such that:

– Each connected component of the induced graph G[V2] is a clique.
– There is no edge between a vertex in V2 and a vertex in V3.

Once the set V1 is given, we can find in linear time the set of connected compo-
nents of G[V − V1] which are cliques and which constitute V2. Let us now give
more properties of our problems based on this partition.

We consider an instance (G = (V, E), V1) of constrained edge dominating
set. Let M∗ be a minimum constrained edge dominating set of (G = (V, E), V1)
and ν = |M∗|.

We denote by α1 (resp., α2, α3) the number of edges in M∗ with both end-
points in V1 ∪ V2 (resp., with one endpoint in V1 and one in V3, both endpoints
in V3). This partitions the edge set M∗ into three sets, hence, ν = α1 + α2 +α3.

Moreover, since the connected components of G[V2] are cliques and V (M∗) is a
vertex cover of G, we know that V (M∗) contains at least |Ci|−1 vertices in each
clique Ci of G[V2]. Assume that there are p cliques C1, · · · , Cp in G[V2] among
which q cliques Q1, · · · , Qq are such that V (Qi) ⊆ V (M∗). Then V (M∗)∩ V2 =
|V2| − p + q. In other words, we have:

2α1 + α2 = |V (M∗) ∩ (V1 ∩ V2)| = |V1| + |V2| − p + q (1)
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We are ready now to specify an approximation algorithm for constrained edge
dominating set (Algorithm ApproxPoly1 in Figure 1), which is a generation
of the algorithm in Lemma 1.

Input: A graph G = (V = V1 ∪ V2 ∪ V3, E) with the above partition of V .
Output: An edge dominating set M such that V1 ⊆ V (M).

1. Add a vertex c′i to each clique Ci in G[V2], to create a clique of size |Ci|+1.
Let V ′

2 = {c′1, · · · , c′p} be the set of added vertices.
2. Compute a maximum matching M1 in G[V1 ∪ V2 ∪ V ′

2 ].
3. While there is an edge e = (u, c′i) in M1 with c′i ∈ V ′

2 and there exists a
neighbor w of u not saturated by M1, replace e with (u, w) in M1.

4. Let M ′
1 be the set of edges in M1 with an endpoint in V ′

2 .
5. Compute a maximum matching M2 in G[V3].
6. For each unsaturated vertex in V1, select an arbitrary edge incident on it.

Let M3 be the set of such edges.
7. Output M = M1 ∪ M2 ∪ M3 − M ′

1.

Fig. 1. Algorithm ApproxPoly1

Lemma 3. Edge set M =ApproxPoly1(G) is a constrained edge dominating
set of (G, V1) with size |M | ≤ (2 − ρ1)ν, where ρ1ν = α1 is the number of edges
in M∗ with both endpoints in V1 ∪ V2.

Note that Lemma 1 is a special case of Lemma 3 where the vertex set V2 is
an empty set. Lemma 3 shows that we do not need to branch on each clique
component in G[V − V1] in order to search the vertex set of a constrained edge
dominating set.

To improve the running time of our parameterized approximation schema,
we also need to consider a particular case of the graph where in the partition
(V1, V2, V3) each connected component of G[V3] is a path of length 2.

Let N be the number of these paths in G[V3]. Considering a minimum con-
strained edge dominating set M∗, we denote by:

– N1 the set of paths in G[V3] such that there is an edge in M∗ between a
vertex in V1 and the central vertex of the path; set n1 = |N1|;

– N2 the set of paths in G[V3] such that there is an edge of the path in M∗;
set n2 = |N2|;

– N3 the set of remaining paths in G[V3]; set n3 = |N3|.
Observe that some paths of G[V3] may be counted twice (once with N1 and
once with N2); so, N ≤ n1 + n2 + n3. Note that for each of the n3 remaining
paths, M∗ has to take two edges (between V1 and the endpoints of the path)
to cover the edges of the path. In other words, α2 ≥ 2n3 + n1. Moreover, by
definition, n2 = α3.

Consider Algorithm ApproxPoly2 (Figure 2) on an instance (G, V1) of con-
strained edge dominating set.
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Input: A graph G = (V = V1 ∪ V2 ∪ V3, E), where each component in G[V3]
is a path of length 2.
Output: An edge dominating set M such that V1 ⊆ V (M).

1. Add a vertex c′i to each clique Ci in G[V2], to create a clique of size |Ci|+1.
Let V ′

2 = {c′1, · · · , c′p} be the set of added vertices.
2. Compute a maximum matching M1 in G[V1 ∪ V2 ∪ V ′

2 ∪ V ′
3 ], where V ′

3 is
the set of central vertices of paths in G[V3].

3. While there is an edge e = (u, c′i) in M1 such that c′i ∈ V ′
2 and there exists

a neighbor w of u not saturated by M1, then replace e with (u, w) in M1.
4. Let M ′

1 be the set of edges in M1 with an endpoint in V ′
2 .

5. For each path where the central vertex is not saturated by M1, take one
edge in this path.
Let M2 be this set of edges.

6. For each unsaturated vertex in V1, select an arbitrary edge. Let M3 be the
set of such edges.

7. Output M = M1 ∪ M2 ∪ M3 − M ′
1.

Fig. 2. Algorithm ApproxPoly2

The following lemma holds.

Lemma 4. Edge set M =ApproxPoly2(G) is a constrained edge dominating set
of (G, V1) with size |M | ≤ ν + n3.

4.2 An Improved Parameterized Approximation Schema

Now we are able to give the improved parameterized approximation schema
ApproxFPT for k-edge dominating set as well as k-constrained edge dom-
inating set. As explained earlier, the principle is to search the vertex set V1

by using some ‘good’ branchings. Then, in each leaf of our search tree, we will
use the approximation algorithms devised in Section 4.1 (either directly, or after
some other steps).

We consider a k-constrained edge dominating set (G, V1) with partition I =
(V1, V2, V3) of the vertex set. Let t = |V1| + |V2| − p (where p is the number of
cliques in G[V2]). When t ≥ (2 − ρ)k (0 ≤ ρ ≤ 1), there are at least (1 − ρ)k
edges in any optimal solution M∗ with both endpoints in V1 ∪ V2. Therefore,
Lemma 3 implies that a (1+ρ)-approximation solution to k-constrained edge
dominating set can be found in polynomial time, if t ≥ (2−ρ)k. We will use a
branch-and-search method to move vertices from V3 to V1 ∪ V2 and therefore to
increase the parameter t. Note that for each vertex v ∈ V3, it is either in V (M∗)
or not. For the second case, all neighbors of v should be in V (M∗) since V (M∗)
is a vertex cover of the graph. Then, we can branch on v by either moving v
into V1 (this means v ∈ V (M∗)) or by moving the neighbor set N(v) of v in G[V3]
into V1 (this means v 
∈ V (M∗)) and moving all newly created clique components
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in G[V3] into V2. When v is a vertex of degree ≥ 3 in G[V3], we can branch with
recurrence:

C(t) ≤ C(t + 1) + C(t + 3) (2)

where C(t) is the worst size of the search tree in the algorithm when the current
value of |V1|+ |V2| − p is t. When the maximum degree of G[V3] is at most 2, we
may only get C(t) ≤ C(t + 1) + C(t + 2), by branching on a maximum degree
vertex. In fact, there are some techniques to branch on a component H in G[V3]
with a recurrence not worse than (2), if H is not a path of length 2 [21,25,23].

For a path p1p2p3p4 . . . of length at least 3, we can branch on p3 by including
it into V1 or including its neighbors p2 and p4 into V1. For the first branch, we
will also move a clique component p1p2 into V2. Then we can get:

C(t) ≤ C(t + 2) + C(t + 2) (3)

which is better than (2).
For a cycle of length at least 5, we branch on an arbitrary vertex in the cycle

and then branch on the generated paths in each branch and finally we can get
a recurrence not worse than (2). For a cycle c1c2c3c4 of length 4, we can also
branch with (3) by including either {c1, c3} or {c2, c4} into V1. For the details
about the proof of this fact, reader is referred to [21,25,23].

It turns out that only for a component of path of length 2 in G[V3] we cannot
branch with a recurrence as good as (2). We will call a branching with recurrence
at least as (2) a good branching.

The main steps of the improved parameterized approximation schema, called
ApproxFPT, are listed in Figure 3.

Let ρ� � 0.21 be the number such that 1.466 = 1.619(1−ρ�). Then the following
holds.

Theorem 2. For any ρ with 0 ≤ ρ ≤ 1, ApproxFPT is a (1 + ρ)-approximation
algorithm running in time O∗(2.374(1−ρ)k) if ρ ≤ ρ� and in time O∗(1.466(2−ρ)k)
if ρ ≥ ρ�.

5 Parametrization by the Vertex Cover Number

Since the size of any vertex cover in a graph is at least the size of any matching
in this graph, any parameterized algorithm for edge dominating set working
in O(f(k)|I|O(1)) time also works in O(f(τ)|I|O(1)) time, where τ is the size
of the minimum vertex cover of the graph. Hence, it is possible to solve edge
dominating set within time O∗(2.3147τ) by using the algorithm in [23]. In this
section we show that this result can be improved down to O∗ (1.821τ).

To this aim, let us consider the algorithm FPTτ presented in Figure 4, which
outputs a minimum edge dominating set in graph G. Let α � 0.2864 be such
that 2.3147(1−α) =

(
1

αα(1−α)1−α

)
.

Theorem 3. FPTτ(G) computes a minimum edge dominate set in O∗(1.821τ)
time.
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Input: A graph G = (V = V1∪V2∪V3, E), an integer k > 0 and a real number
0 ≤ ρ ≤ 1.
Output: A (1+ ρ)-approximation solution M to k-constrained edge dom-
inating set such that V1 ⊆ V (M).

1. While t < (2 − ρ)k and there is a connected component of V3 which is
not a 2-path, do a good branching.

2. If t ≥ (2 − ρ)k, compute ApproxPoly1(G).
3. Elseif ρ ≥ 1/2, compute ApproxPoly2(G).
4. Elseif t ≥ (1 − ρ)k, do

(a) While t ≤ 2(1 − ρ)k and V3 �= ∅, do branch on a 2-path in G[V3] by
including either its central vertex or its two endpoints into V1;

(b) Compute ApproxPoly2(G).
5. Elseif N ≥ (1 − ρ)k, then compute ApproxPoly2(G).
6. Elseif N ≤ 2(1 − ρ)k/3, branch into 2N branches by considering the 2N

subsets of paths. For each subset S, include the central vertex of paths
in S into V1, include the two endpoints of the paths not in S into V1, and
compute an optimal solution (now V3 = ∅).

7. Else consider any subset S of the set of the N paths in G[V3] with size |S|
at most (1− ρ)k−N . For each such subset S, include the two extremities
of the paths in S in V1, and compute ApproxPoly2(G).

8. If an optimal solution among all the leaves in the search tree is of size at
most (1 + ρ)k, then return it. Else report that there is no solution of size
at most k.

Fig. 3. Algorithm ApproxFPT

Input: A graph G = (V, E).
Output: A minimum edge dominate set.

1. Compute a minimum vertex cover V ∗ of G by using the algorithm in [8],
and let S∗ = V \ V ∗.

2. For k = 1 to (1− α)τ determine whether there exists an edge dominating
set of size at most k by using the algorithm in [23]. If any, output the
minimum edge dominating set and quit.

3. Otherwise, for each subset V1 of V ∗ of size at most ατ :
(a) Let V2 = V ∗ \ V1, S1 = N(V1) ∩ S∗, and S2 = S∗ \ S1;
(b) Compute a maximum matching M(V1) in G[V2 ∪ S1];
(c) For each vertex in V2 ∪ S1 unsaturated by M(V1), take one edge inci-

dent to this vertex. Together with M(V1), this gives a set M ′(V1) of
edges.

4. Output a minimum edge dominating set computed in Step 3 (note that
some of the edge sets M ′(V1) are not edge dominating sets).

Fig. 4. Algorithm FPTτ
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6 Conclusion

We provide in this article new insights on the approximability of edge domi-
nating set. Our parameterized approximation algorithm first apply some steps
of a branching algorithm, and then exploit the specificity of obtained instances
to get an approximate solution on them. This is rather different from the notions
of fidelity preserving transformation recently introduced in [13] where informally
the instance is first reduced in an approximate way (and then an (exact) FPT
algorithm is applied). In particular, our approximation algorithm relies on the
branching steps; this is not the case in the approach of [13] and applying this
latter approach for edge dominating set is an interesting open question men-
tioned in [13]. Moreover, our algorithm has complexity O∗(γk

ρ ) for a ratio ρ where
γ1 = 2.374 (exact algorithm) and γ2 = 1.466. Since achieving a ratio 2 is poly-
nomial, one could hope to find approximation algorithms where γρ → 1 when
ρ → 2, which we leave as open question.
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A New Algorithm for Parameterized MAX-SAT�
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Abstract. We show how to check whether at least k clauses of an input
formula in CNF can be satisfied in time O∗(1.358k). This improves the
bound O∗(1.370k) proved by Chen and Kanj more than 10 years ago.
Though the presented algorithm is based on standard splitting techniques
its core are new simplification rules that often allow to reduce the size
of case analysis. Our improvement is based on a simple algorithm for a
special case of MAX-SAT where each variable appears at most 3 times.

Keywords: exact algorithms, maximum satisfiability, parameterized al-
gorithms, satisfiability.

1 Introduction

1.1 Problem Statement

Maximum Satisfiability (MAX-SAT) is a well known NP-hard problem where
for a given boolean formula in conjunctive normal form one is asked to find
the maximum number of clauses that can be simultaneously satisfied. In the
parameterized version of MAX-SAT the question is to check whether it is possible
to find an assignment that satisfies at least k clauses. The best known upper
bound O∗(1.370k) for this problem was given in 2002 by Chen and Kanj [1]. The
previously known bounds are listed in the following table.

Bound Authors Year

O∗(1.618k) Mahajan, Raman [2] 1999
O∗(1.3995k) Niedermeier, Rossmanith [3] 1999
O∗(1.3803k) Bansal, Raman [4] 1999
O∗(1.3695k) Chen, Kanj [1] 2002

In this paper, we present an algorithm with the running time O∗(1.358k) for
parameterized MAX-SAT and O∗(1.273k) for parameterized (n, 3)-MAX-SAT.
(n, 3)-MAX-SAT is a special case of MAX-SAT where each variable appears at
most three times.

An alternative way to parametrize MAX-SAT is to ask whether at least �m
2 +

k′ clauses can be satisfied ([2], [5], [6]). This is called parametrization above
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pedagogical personnel of the innovative Russia” 2009–2013 and Russian Foundation
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guaranteed values since one can always satisfy at least �m
2  clauses (indeed,

the expected number of clauses satisfied by a random assignment is m
2 ). It is

shown in [2] that an upper bound φk for the parametrization considered in this
paper implies an upper bound φ6k′

for an alternative parametrization. We do
not known any better results for this parametrization.

1.2 General Setting

Literals and Formulas. Throughout the paper, n denotes the number of vari-
ables, m denotes the number of clauses, and k denotes the number of clauses
one is asked to satisfy. By MAX-SAT(F ) we denote the maximum number of
clauses in F that can be satisfied simultaneously. MAX-SAT(F, k) = true iff
MAX-SAT(F ) ≥ k. The constants true and false are denoted just by 1 and 0.
Let #F (l) be the number of occurrences of a literal l. By F [l] we denote a for-
mula obtained from F by removing all occurrences of l̄ and deleting all clauses
containing l. By F [x = ȳ] we denote a formula obtained by replacing x and x̄
by ȳ and y, respectively. We say that a variable has degree p if it occurs in the
formula exactly p times. Also we say that a variable x is of type (a, b) if the literal
x occurs a times and the literal x̄ occurs b times. We say that a variable x is a
(k, 1)-singleton ((k, 1)-non-singleton) if it is of type (k, 1) and the only negation
is contained (is not contained) in a unit clause. Unit clause is a clause of length
1. A literal l is called pure if the literal l̄ does not appear in the formula. A literal
y dominates a literal x if all clauses containing x contain also y. Two literals
are called inconsistent if one of them is a negation of the second. A literal y is
a neighbor of a literal x if they appear in a clause together. We use “. . . ” to
indicate the rest of a clause. E.g., (x∨ ȳ ∨ . . . ) is a clause containing literals x, ȳ
and probably something else.

Branchings. Instance of a problem is a pair (F, k). The question is whether it is
possible to satisfy at least k clauses in a formula F . For q > 1, we say that there
exists a branching (a1, . . . , aq) if we can quickly construct formulas F1, F2, . . . , Fq

such that the answer for the original problem can be found from the answers
to the problems (F1, k − a1), (F2, k − a2), . . . , (Fq, k − aq). If l is a literal of F ,
then clearly there exists a branching (F [l], k − #F (l)), (F [l̄], k − #F (l̄)). It is
well-known that if an algorithm on each stage uses only branchings from the set

(a1,1, . . . , a1,q1), (a2,1, . . . , a2,q2), . . . , (at,1, . . . , at,qt),

where ai,1 ≤ ai,2 ≤ · · · ≤ ai,qi , for 1 ≤ i ≤ t, then its running time is O∗(ck)
where c is the largest positive root of a polynomial

p(X) =
t∏

j=1

(Xaj,qj −
qj∑
i=1

Xaj,qj
−aj,i).

For branching (a1, . . . , aq), where a1 ≤ a2 ≤ · · · ≤ aq, we denote by
τ(a1, a2, . . . , aq) the unique positive root of a polynomial Xaq − (Xaq−a1 +
Xaq−a2 + · · ·+Xaq−aq ). τ(a1, a2, . . . , aq) is called a branching number.
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We say that a branching (b1, b2, . . . , bq) is dominated by branching a
(a1, a2, . . . , aq) iff for every i, ai ≥ bi.

1.3 The Main Idea of the Algorithm

A straightforward branching on a variable of high degree immediately gives a
good branching number. As it is common with branching algorithms, the main
bottleneck is when a formula consists of variables of low degree only. It is easy
to see that variables of degree at most 2 can be eliminated from the formula.
Consider a variable x of degree 3: (x ∨ A)(x ∨ B)(x̄ ∨ C), where A,B,C are
disjunctions of literals. If A or B consists of just one literal, then we can replace
(x ∨ A)(x ∨ B)(x̄ ∨ C) with (Ā ∨ B ∨ C)(A ∨ C). If A and B are long, then we
can branch according to the following “resolution-like” rule:

• replace (x ∨ A)(x ∨ B)(x̄ ∨ C) by (A ∨ C)(B ∨ C);
• set to 0 all literals from A,B,C.

More formally the correctness of these steps is shown in Simplification Rule 5
and Branching Rule 2.

For solving MAX-SAT restricted to instances consisting of (3, 1)- and (4, 1)-
singletons we use the algorithm for the Minimum Set Cover problem by van
Rooij and Bodlaender [7]. The running time of the algorithm is estimated in
Theorem 3.

1.4 Organization of the Paper

In Section 3 we present a very simple algorithm for (n, 3)-MAX-SAT. Its analysis
is based on tricks mentioned above and contains no case analysis at all. In
Section 4 we show that the presented rules can be used to simplify a case analysis
of branching on a variable of degree 3. In Section 5 we improve the upper bound
for Parameterized MAX-SAT.

2 Preliminaries: Simplification and Branching Rules

The following simplification rule is straightforward so we state it without a proof.

Simplification Rule 1. A literal l can be assigned the value 1 if l is a pure
literal or number of unit clauses (l) is not smaller than number of clauses con-
taining l̄.

Simplification Rule 2. A variable of degree ≤ 2 can be eliminated.

Correctness: If l is a pure literal, then we can set l = 1. Otherwise, F = G∧(l∨
A)∧(l̄∨B). It is easy to see that MAX-SAT(F, k) = MAX-SAT(F∧(A∨B), k−1).

��

Simplification Rule 3. Pairs of clauses (x) and (x̄) can be removed.
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Correctness: Clearly, MAX-SAT(F ∨ (x) ∨ (x̄), k) = MAX-SAT(F, k − 1). It
does not matter whether the variable x appears in F or not. ��

Simplification Rule 4. If two variables x and y of degree 3 appear together in
3 clauses, then all these 3 clauses can be satisfied by assigning x and y.

Correctness: One can satisfy 2 clauses by assigning x the remaining clause can
be satisfied by assigning y. ��

Simplification Rule 5. Let x be a variable of degree 3: F = G∧ (x∨A)∧ (x∨
B) ∧ (x̄ ∨ C). If A or B has length < 2 then we can reduce the problem.

Correctness: Wlog, assume that A has length < 2. If the length of A equals to
1 then A is a single literal. It is easy to see that

MAX-SAT(F, k) = MAX-SAT(G ∧ (Ā ∨B ∨ C) ∧ (A ∨C), k − 1).

If A is empty we can set x = 1. The parameter is reduced by 2. ��

Remark 1. It is easy to see that all Simplification Rules can be applied in poly-
nomial time and decrease k at least by one. Note that some of the simplifications
rules make several clauses of a formula satisfied while others may replace existing
clauses with new clauses and reduce the parameter (like SR2 and SR5). Since as
a result of applying a rule the number of satisfied clauses increases we usually
say that applying a simplification rule satisfies some clauses.

Branching Rule 1. For any literal l, one can branch as (F [l], k −
#F (l)), (F [l̄], k − #F (l̄)).

Branching Rule 2. Let x be a variable of degree 3: F = G ∧ (x ∨ A) ∧ (x ∨
B) ∧ (x̄ ∨ C). Then there is a branching:

• (G ∧ (A ∨ C) ∧ (B ∨ C), k − 1)
• (G′, k−2), where G′ is obtained from G by assigning all literals from A,B,C

to 0.

Correctness: Let R = (A ∨ C) ∧ (B ∨ C). It is a simple observation that if
an optimal assignment satisfies s clauses from R, where s = 1, 2, then we can
satisfy s+1 clauses from F −G but cannot satisfy s+2. However, if an optimal
assignment does not satisfy any clause from R we can still satisfy two clauses
from F − G by setting x = 1. ��

Corollary 1. If A∪B ∪C contains inconsistent literals, then one can consider
only the first branch. It means that one can reduce (F, k) to (G∧ (A∨C)∧ (B ∨
C), k − 1).

Remark 2. We write BR2(x) if we apply Branching Rule 2 to a variable x.
Branching on a variable means applying Branching Rule 1. We write SRi(x) for
1 ≤ i ≤ 5, if we apply Simplification Rule i to a variable x.
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Lemma 1 (Kulikov, Kutzkov [8]). If a literal y dominates a literal x, then
one can branch as

• x = 1, y = 0;
• x = 0.

Proof. If in some assignment the literals x and y both have the value 1, then
flipping the value of x cannot decrease the number of satisfied clauses. Indeed,
all clauses that can be satisfied by x = 1 are also satisfied by y = 1. ��

Lemma 2. Let x be a (t, 1)-non-singleton variable. Then branching on x is a
(t, 2)-branching.

Proof. Let y be a neighbor of x̄. In the branch x = 1 we satisfy at least t clauses.
In the branch x = 0 we can set y = 0 and satisfy at least 2 clauses. The lemma
follows from Lemma 1, in this case we use literals y, x̄ instead of y, x. ��

Lemma 3. If F contains a variable x of degree ≥ 6, then branching number on
x is at most τ(1, 5).

Proof. This follows from the fact that τ(1, 5) > τ(2, 4) > τ(3, 3). ��

3 Solving (n, 3)-MAX-SAT in 1.2721k Time

By (n, 3)-MAX-SAT we denote MAX-SAT restricted to instances in which each
variable appears in at most 3 clauses. In this section we give a simple algorithm
for (n, 3)-MAX-SAT. The running time of the algorithm is 1.2721k. Note that
the previous known upper bound for (n, 3)-MAX-SAT w.r.t. k is 1.3247k and
it follows from proof of Chen and Kanj for the general MAX-SAT. Throughout
this section we assume that F is an (n, 3)-MAX-SAT formula.

Lemma 4. Let x be a variable of degree 3: F = G∧ (x∨A) ∧ (x ∨B)∧ (x̄∨C)
and rules SR1-4 are not applicable to F . If A has length < 2, then we have
(2, 4)-branching and the resulting formulas are (n, 3)-MAX-SAT formulas.

Proof. IfA has length 0, then we can set x = 1. Otherwise, by Simplification Rule
5 we eliminate one clause and get a new formula F ′ = G∧ (Ā∨B∨C)∧ (A∨C).
Variables of degree 4 in the formula F ′ can appear only in A and C. Branching
on the variable A gives (n, 3)-MAX-SAT formulas in both branches. A has degree
4, so the branching gives at least (1, 3)-branching (note that τ(2, 2) < τ(1, 3)).
As one clause is already satisfied, the resulting branching is at least (2, 4). ��

Lemma 5 (Bliznets [9]). If each variable of F appears once negatively and
twice positively and all negative literals occur in unit clauses, then MAX-SAT(F )
can be computed in polynomial time.

Proof. Construct a graph GF = (V,E) in the following way. Introduce a vertex
for each clause consisting of positive literals, introduce an edge between two
vertices if the corresponding two clauses share a variable. Then MAX-SAT(F ) =
n+ ν(GF ), where ν(GF ) is the size of a maximum matching in GF . ��
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Algorithm 1. (n, 3)-MAX-SAT-Alg — solving (n, 3)-MAX-SAT in time
1.2721k.

Input: F — instance of (n, 3)-MAX-SAT.
Parameter: k — number of clauses asked to satisfy.
Output: true, if k clauses can be satisfied simultaneously; false otherwise.

1: apply Simplification Rules 1–4
2: if all negations are singletons then
3: return answer (use Lemma 5).
4: choose x, s.t. x̄ is not a singleton: (x ∨ A)(x ∨ B)(x̄ ∨ C), |C| > 0, |A| ≤ |B|
5: if |A| ≤ 1 then
6: use Lemma 4 for branching
7: if |A| ≥ 2 then
8: branch BR 1(x)

Theorem 1. Algorithm (n, 3)-MAX-SAT-Alg solves (n, 3)-MAX-SAT in time
1.2721k.

Proof. By Lemma 5 the running time of step 3 is polynomial. Step 6 gives
(2, 4)-branching by Lemma 4. Branching at step 8 gives at least (4, 2)-branching.
Indeed, |C| > 0 and Lemma 1 implies that in case x = 0 we can satisfy at least
two clauses: one is (x̄ ∨ C) and one more with a literal t̄ where t is some literal
from C. By SR4, there are at least 4 clauses containing variables from A. In the
branch x = 1 two clauses are satisfied by x and there exist variables y, z that
appear one or two times in the new formula. There are at least 2 clauses that
contain variable y or z. Hence, SR2 applied to variables y, z from A satisfies two
new clauses. Thus, branching on x gives (4, 2)-branching. The running time of
the algorithm is max(τ(2, 4), τ(3, 3))k = τ(2, 4)k < 1.2721k. ��

4 Removing Variables of Degree 3

In this section we show that if a formula contains a variable of degree 3 then we
can either decrease k or find a good branching. Suppose that x occurs three times
in F and no simplification rules are applicable to F . Assume that F contains
clauses (x ∨ A), (x ∨ B), (x̄ ∨ C) where A,B,C are disjunctions of literals. We
consider only cases where |A|, |B| ≥ 2 because otherwise we can apply SR5(x)
or assign 1 to x.

Definition 1. Denote by LN(!A1, . . . , !Ak) the set of all clauses of F containing
a negation of some literal from A1 ∪ · · · ∪ Ak

Throughout this section we assume that A∪B∪C does not contain inconsistent
literals. Otherwise, by Corollary 1 the formula can be simplified.

Lemma 6. Let y, z be literals such that y, z ∈ A∪B ∪C, ȳ occurs two or more
times and dominates z̄ (call this situation a first special case of domination).
Then there is a (2, 4)-branching.
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Proof. Recall that ȳ, z̄ appear in some clauses from LN(!A, !B, !C). Consider
the branching F [y], F [ȳ]. In the second case two clauses are satisfied with ȳ and
z can be substituted by 1, because it becomes a pure literal. z = 1 satisfies at
least one of the following clauses: (x ∨ A), (x ∨ B), (x̄ ∨ C). After that we use
SR2(x) since x appears at most two times. This satisfies at least 4 clauses. In
the formula F [y] we use SR2(x) and that is why the parameter is decreased
by 2. ��

Lemma 7. Let y, z be literals from A ∪ B ∪ C such that ȳ occurs once and
dominates z̄ (call this situation a second special case of domination). Then there
is a (3, 3)-branching.

Proof. Like in the previous lemma in F [ȳ] we can assign 1 to z. A literal z
appears at least two times because z̄ occurs once in the formula. So z = 1
satisfies two more clauses(z and z̄ do not appear in one clause). This satisfies at
least 3 clauses. In F [y] — we satisfy 2 clauses containing y and one using SR2(x)
because after assigning y = 1 we have one or two clauses containing the variable
x. We get a (3, 3)−branching. ��

Lemma 8. If |LN(!A, !B, !C)| < 3 then we have a special case of domination
or A = B = y ∨ z. In the former case we have a good branching ((2, 4)-, (3, 3)-,
(1, 6)-branching or better), while in the latter case the parameter can be decreased.

Proof. We know that |A|, |B| ≥ 2. So A ∪ B contains more than two literals or
equals y∨ z. In the former case three literals should occur in two clauses, so this
is a domination. In the latter case we can replace clauses with the variable x by
the clause (y ∨ z ∨C) and decrease the parameter by two. ��

Now we can assume that we only work with formulas where |LN(!A, !B, !C)| > 2.
If |LN(!A, !B, !C)| > 3 using BR2(x) we immediately get (1, 6)-branching. So
for the rest of this section |LN(!A, !B, !C)| = 3.

Lemma 9. If |A ∪ B ∪ C| > 3 then we have a special case of domination
and hence one of the Lemmas 6,7 is applicable. So there is a (2, 4)- or (3, 3)-
branching.

Proof. At least 4 negations of the literals from |A ∪ B ∪ C| should be placed in
3 clauses and it is impossible without special case of domination. ��

From the previous lemma we conclude that it is enough to consider formulas
where |A ∪ B ∪ C| ≤ 3.

Lemma 10. If min{|A|, |B|} ≥ 3 then either there is a special case of domina-
tion or the parameter can be decreased.

Proof. If |A ∪ B ∪ C| > 3 we have a special case of domination because of
Lemma 9. Otherwise from |A ∪ B ∪ C| ≤ 3 and min{|A|, |B|} ≥ 3 it follows
that |A| = |B| = 3 and x ∨ A = x ∨ B = x ∨ y1 ∨ y2 ∨ y3. So, we can replace
x ∨ A, x ∨B, x̄ ∨ C by A ∨ C and decrease the parameter by 2. ��

Now wlog we can assume that x ∨ A = x ∨ y ∨ z.
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Lemma 11. If we have an instance (F, k) and for all variables x that appear
three times the following holds:

• x occurs in clauses x ∨Ax, x ∨ Bx, x̄ ∨Cx

• LN(!Ax, !Bx, !Cx) = 3

then we can decrease the parameter or apply one of the following branchings:
(3, 3), (2, 4) or better.

Proof. Suppose that all previous lemmas are not applicable otherwise we are
done. So we can choose a variable x that occurs three times and Ax = y ∨ z.
Note that if ȳ occurs three times then we have a case of domination and in
this situation a good branching ((2, 4)-, (3, 3)-, (1, 6)-branching or better) exists.
Consider two cases: ȳ appears exactly once or twice.

Case 1: ȳ appears exactly once.

Case 1.1: ȳ has a neighbor.
F contains the following clauses:

(x ∨ y ∨ z), (x ∨ . . . ), (x̄ ∨ . . . ), (ȳ ∨ w ∨ . . . ).

In F [ȳ] by Lemma 1 we can assign 0 to w and use SR5(x) or SR2(x).
So, we decrease the parameter by 3. In F [y] we satisfy at least two
clauses and using SR2(x) we decrease the parameter by 1. We obtain
(3, 3)-branching. So in all other cases we must have a clause (ȳ).

Case 1.2: y appears more than 2 times and there is an occurrence

outside a variable x.
After F [y] and SR2(x) we satisfy at least 4 clauses. In F [ȳ] using SR5(x)
we decrease the parameter by 2.

Case 1.3: a literal y appears in all clauses with a variable x.
We have the following clauses:

(x ∨ y ∨ z), (x ∨ y ∨ . . . ), (x̄ ∨ y ∨ . . . ), (ȳ).

The variable y does not occur in the rest of the formula, otherwise we
can treat it as a case 1.2. So, it is enough to consider y = 0. Because
an assignment with x = 1, y = 0 is not worse than the same assignment
with x = y = 1 and x = 0, y = 1. It means that we can satisfy one clause
and one variable without branching.

Case 1.4: y occurs exactly twice
Using symmetry we can conclude that the clause with x̄ does not contain
any other literals. Otherwise we have case 1.1. Again using symmetry
ideas we may conclude that either z̄ appears twice or z̄ appears once
and z appears exactly twice and there is a clause (z̄) . Consider these
two subcases separately.
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Case 1.4.1: z̄ appears once and z appears exactly twice

(x ∨ y ∨ z), (x ∨ . . . ), (x̄), (ȳ), (z̄).

In F [x] using SR2(y), SR2(z) we decrease the parameter by 4. In
F [x̄] it is easy to see that we can assume y = z̄. So we obtain (4, 4)-
branching.

Case 1.4.2: z̄ appears twice.
In this case we have the following clauses:

(x ∨ y ∨ z), (x ∨ . . . ), (x̄), (ȳ), (z̄ ∨ . . . ), (z̄ ∨ . . . ).

F [z] and then SR2(x), SR2(y) decrease the parameter by 3. In F [z̄]
we can assume that x = ȳ. We get a (3, 4)-branching.

Case 2: ȳ appears exactly twice.
Using symmetry we conclude that z̄ also appears twice otherwise we have
the situation described in case 1. So, we have the following family of clauses:

(x ∨ y ∨ z), (x ∨ B), (x̄ ∨ . . . ), (ȳ ∨ . . . ), (ȳ ∨ . . . ).

Assume y ∈ B (the case z ∈ B is similar). F [y] and then x = 0 removes
3 clauses. In F [ȳ] we use SR5(x) and this removes 3 clauses. If y, z do not
appear in B we have |B| < 2 or |A∪B| ≥ 4 and we get a special domination
case, considered before.

��

Theorem 2. If x occurs exactly 3 times in F , then either the parameter can be
decreased or there is a (1, 6)-, (2, 4)- or (3, 3)-branching.

5 Solving MAX-SAT in 1.358k

In this section we present a simple algorithm that improves the upper bound for
Parameterized MAX-SAT (Algorithm MAX-SAT-Alg). The main bottleneck
of the analysis is when all variables are (1, 3)-singletons or (1, 4)-singletons. We
consider this case separately.

We reduce an instance of this restricted MAX-SAT to the instance of Mini-
mum Set Cover. The Minimum Set Cover is, given a universe U and a collection
S of subsets of U , to find the minimum cardinality of a subset S′ ⊂ S which
covers U :

⋃
Si∈S′ Si = U . For e ∈ U , f(e) (frequency of e) denotes the number

of subsets of S in which e is contained.
It can be shown that algorithm for the Minimum Dominating Set given by

van Rooij and Bodlaender [7] in fact solves also the Minimum Set Cover in
time 1.28759k(U,S), where k(U,S) =

∑
e∈U v(f(e))+

∑
Si∈S w(|Si|), and v, w are

weight functions. The maximum value of v is 0.595723 and the maximum value
of w is 1. We note that for sets of cardinality ≤ 4 the maximum value of w is
0.866888 (see the end of section 3 in [7]). Therefore, we can use the following
lemma due to van Rooij and Bodlaender [7].
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Theorem 3. Algorithm msc solves the Minimum Set Cover prob-
lem where the cardinality of each set in S is at most 4 in time
O∗(1.287590.595723|U|+0.866888|S|) = O∗(1.290.6|U|+0.9|S|).

The following theorem was proved by Lieberherr and Specker [10]. Later Yan-
nakakis [11] gave a simple proof of this bound by the probabilistic method.

Theorem 4. If any three clauses in F are satisfiable, then at least 2m
3 clauses

are simultaneously satisfiable.

Theorem 3 is used for instances with m < 1.5k, while Theorem 4 is used for
instances with m ≥ 1.5k. We are now ready to prove an upper bound.

Theorem 5. Algorithm MAX-SAT-Alg solves MAX-SAT in time
O∗(1.3579k).

Proof. Below we show that in each case the algorithm branches with branching
number at most τ(5, 10, 1) < 1.3579, so the running time of the algorithm is
O∗(1.3579k).

• Step 3. If deg(x) ≥ 6 then by Lemma 3 we get (1, 5)-branching. τ(1, 5) ≈
1.3248 < 1.3579.

• Step 5. If deg(x) = 3 then by Theorem 2 we get (1, 6)-branching. τ(1, 6) ≈
1.2852 < 1.3579.

• Step 7. A (3, 2)-variable gives τ(3, 2) ≈ 1.3248 < 1.3579. By Corol-
lary 2, branching on (4, 1)-non-singleton or (3, 1)-non-singleton gives at least
τ(3, 2) ≈ 1.3248 < 1.3579.

• Step 10. x is a (2, 2)-variable, y is a (1, 4)-singleton, neighbor of x and literal
y does not dominate x, x̄ simultaneously. Branching on y gives τ(4, 1) and
the next iteration in branch y = 1 has a variable of degree 3 or smaller. The
overall branching number is smaller than τ(4 + 1, 4 + 6, 1) = τ(5, 10, 1) <
1.3579.

• Step 12. x is a (2, 2)-variable. Neighbors of x are variables of degree 4 or x, x̄
are dominated by y. So, both F [x] and F [x̄] contain a variable of degree 3.
By Theorem 2, a variable of degree 3 gives (1, 6),- (2, 4)- or (3, 3)-branching.
So the possible branchings are τ(2 + 1, 2 + 6, 2 + 1, 2+ 6), τ(2 + 2, 2+ 3, 2+
2, 2+3), τ(2+3, 2+3, 2+3, 2+3) the worst case among them is τ(3, 8, 3, 8) ≈
1.3480 < 1.3579.

In the following we assume that all variables are (3, 1)- or (4, 1)-singletons.

• Step 14. Now all variables are singletons. It means that we can satisfy n
clauses by setting all variables to 0. If k ≤ n this solves the problem.

• Step 16. We assume that each variable occurs 3 or 4 times positively and once
negatively in a unit clause. Note that all clauses are either negative singletons
or positive clauses (all variables in positive clauses occur only positively).
We claim that for such a formula there always exists an optimal assignment
satisfying all positive clauses. Indeed, if some positive clause is not satisfied
then by flipping any of its variables we can only increase the number of
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Algorithm 2. MAX-SAT-Alg — solving MAX-SAT in time 1.3579k.

Input: F — instance of MAX-SAT.
Parameter: k — number of clauses asked to satisfy.
Output: 1, if k clauses can be satisfied simultaneously; 0 otherwise.

1: apply Simplification Rules 1–5.
2: if there is x, s.t. deg(x) ≥ 6 then
3: branch on x
4: if there is x of degree 3 then
5: branch on x according to Theorem 2

{Now we have only variables of degree 4 and 5.}
6: if F contains a variable x of type (3, 2), (3, 1)-non-singleton or (4, 1)-non-singleton

then
7: branch on x

{Now we have only singletons and (2, 2)-variables.}
8: if F contains a variable x of type (2, 2) then
9: if x has a neighbor (4, 1)-singleton y and x, x̄ are not simultaneously dominated

by y then
10: branch on y
11: else
12: branch on x

{Now all variables are (3, 1)-singletons or (4, 1)-singletons.}
13: if k ≤ n then
14: return 1
15: if m < 1.5k then
16: return k ≤ msc(F )
17: if there is a clause of length 2: (x ∨ y) then
18: branch as F [x, y];F [x = ȳ].
19: else
20: return 1

satisfied clauses. It means that we want to assign 1 to the minimal number of
variables to satisfy all positive clauses. It is the Minimum Set Cover problem.
We construct an instance of the Minimum Set Cover problem in the following
way. U is the set of positive clauses (|U | = m−n). S contains n sets. Set Si ∈
S consists of positive clauses, which contains a variable xi. Now we would
like to cover U by the minimal number of sets from S. If t is the minimal
number of sets required to cover U , then the maximum number of satisfied
clauses is m− t. We can compare this number to k and return the result. By
Theorem 3, the algorithm for Minimum Set Cover for sets of cardinality ≤ 4
has running time T (F ) = O∗(1.29(0.6|U|+0.9|S|)) = O∗(1.29(0.6(m−n)+0.9n)).
We know that k > n and m < 1.5k. Thus T (F ) ≈ 1.3574k < 1.3579k.

• Step 18. We know that the formula contains clauses (x̄) and (ȳ). If there is
a clause (x ∨ y), then some optimal solution satisfies clause (x ∨ y). Indeed,
if it does not, we can just set x = 1 and the number of satisfied clauses does
not decrease. So, we can branch as x = y = 1 and x = ȳ. In the first branch
we satisfy at least 3 clauses, because x is a (3, 1)− or (4, 1)−variable. In
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the second branch we satisfy clause (x ∨ y) and by Simplification Rule 3 we
satisfy one of the clauses (x) and (x̄). We obtain (2, 3)-branching.

• Step 20. Now we have a formula with m ≥ 1.5k clauses. F does not contain
clauses of length 2. Therefore, every triple of clauses is satisfiable. By The-
orem 4 there is an assignment, which satisfies at least 2m

3 ≥ k clauses. ��
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Abstract. In several areas, in particular in bioinformatics and in AI
planning, Shortest Common Superstring problem (SCS) and variants
thereof have been successfully applied. In this paper we consider two
variants of SCS recently introduced (Restricted Common Superstring,
RCS) and (Swapped Common Superstring, SWCS). InRCSwe are given
a set S of strings and a multiset, and we look for an ordering Mo of M
such that the number of input strings which are substrings of Mo is
maximized. In SWCS we are given a set S of strings and a text T ,
and we look for a swap ordering To of T (an ordering of T obtained by
swapping only some pairs of adjacent characters) such that the number
of input strings which are substrings of To is maximized. In this paper we
investigate the parameterized complexity of the two problems. We give
two fixed-parameter algorithms, where the parameter is the size of the
solution, for SWCS and �-RCS (the RCS problem restricted to strings
of length bounded by a parameter �). Furthermore, we complement these
results by showing that SWCS and �-RCS do not admit a polynomial
kernel.

1 Introduction

In several areas, such as bioinformatics [11] and data compression [15], the Short-
est Common Superstring problem (SCS) has been successfully applied for strings
comparison. For example, in bioinformatics, SCS aims to reconstruct the original
string from a set of different fragments of that string. Recently, some variants
of the SCS problem have been proposed to deal with problems in bioinformatics
and AI planning [10,6]. In such variants, a set of strings is given and we are asked
to rearrange a given multiset of characters or a given text in order to maximize
the number of strings which are substrings of the resulting text. This can be the
case, when the strings represent proteins and only the (multi)-set of amino acids
is given (or an ordering which may be affected by some errors), and we want
to infer the right ordering of such amino-acids that contains the given strings,
or at least a fraction of them. Another application of the above problem is AI
planning, where a set of tasks which have to be accomplished is given, and we
want to compute a plan that achieves as many goals as possible. Usually, the
plan corresponds to compute a SCS of strings representing the tasks. However,

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, pp. 49–60, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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in practice we may have some constraints on the given tasks, hence the plan we
want to compute is a SCS with some restrictions [10].

Two combinatorial problems recently introduced in this context are the Re-
stricted Common Superstring (RCS) problem and the Swapped Common Su-
perstring (SWCS) problem. RCS is the more general problem: we are given a
set S of n strings over an alphabet Σ and a multiset M over Σ, and we look for
an ordering Mo of M such that the number of input strings which are substrings
of Mo is maximized.

In the SWCS problem we are given a set S of n strings over an alphabet Σ
and a text T over Σ, and we look for a swap ordering To of T (an ordering of
T obtained by swapping only some pairs of adjacent characters) such that the
number of input strings which are substrings of To is maximized.

The complexity of the SCS problem has been extensively studied in the past
[2,14,16]: the problem is known to be APX-hard [2], even for equal length strings
over binary alphabet [17].

The RCS problem is known to be NP-hard, even in the restricted case that
the input strings are defined over a binary alphabet or have length bounded by 2
[6]. Furthermore, in [6] it is shown that the problem is not approximable within
factor O(n1−ε), with a reduction from Maximum Independent Set. It is easy to
see that the reduction is also a parameterized reduction [9,12], thus implying
the W[1]-hardness of RCS when parameterized by the size of the solution. The
SWCS is known to be NP-hard [10]. However, it is shown in [10] that a relaxed
version of the problem, where each occurrence of a string in the swap ordering
To is counted, is polynomial time solvable.

For both problems we investigate the parameterized complexity, under some
natural parameterizations (for more details on parameterized complexity see
[9,12]). The ultimate goal of our investigations is to provide a multivariate anal-
ysis of the complexity of the two problems [7,13]. We consider as natural pa-
rameters, the size of the solution, that is the number of input strings which
are substrings of the computed solution, and the maximum length of the input
strings.

In Section 2, we provide some preliminary definitions and we formally state
RCS and SWCS. In Section 3 we give two fixed-parameter algorithms for 	-RCS

(the RCS problem restricted to strings of length bounded by a parameter 	) and
SWCS, when the two problems are parameterized by the size of the solution.
We complement these two positive results with two negative results, that is we
show in Section 4 that 	-RCS and SWCS do not admit a polynomial kernel.
Kernelization is a well-known technique in parameterized complexity [9,12]. The
goal of kernelization is to preprocess (in polynomial time) an instance of a given
problem, so that the resulting instance, called kernel, has size depending only
on the considered parameter. Recently, the kernelization complexity has been
widely investigated [3,5,8,4], and different techniques have been introduced to
prove that a problem, although fixed-parameter tractable, does not admit a
polynomial size kernel.

Some of the proofs are omitted due to space limitation.
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2 Preliminaries

In this section, we introduce some basic definitions. Given a string s over an
alphabet Σ, denote by |s| the length of s. The i-th symbol of s is denoted by
s[i]. For two positions i, j in s, with 1 ≤ i ≤ j ≤ |s|, denote by s[i, j] the substring
of s that starts at position i and ends at position j. Given a set S of strings,
for each s ∈ S define incl(s) = {s′ ∈ S : s′ is a proper substring of s}. Given a
string s and a substring sx of s, we say that sx is covered by s. Furthermore, if
s[i, j] = sx, we say that s[i, j] is an occurrence of sx in s.

Given a multiset M over alphabet Σ and a symbol σ ∈ Σ, we denote by
occM(σ) the number of occurrences of σ in M. Given a multiset M over an
alphabet Σ, we define an ordering Mo of M, as a string over Σ containing
exactly occM(σ) occurrences for each σ ∈ Σ. Now, we are able to define the first
problem we are interested in.

Problem 1. [6] RCS

Input: a set S = {s1, . . . , sn} of strings over alphabet Σ, a multiset M over Σ.
Output: an ordering Mo of M that maximizes the number of strings in S that
are substrings of Mo.

We will consider the restriction of RCS, denoted by 	-RCS, where the strings
in S have length bounded by a parameter 	.

Before giving the formal definition of the second problem we are interested in,
we need to introduce the definition of swap ordering. Given a text T = t1t2 . . . tm,
where each ti, 1 ≤ i ≤ m, is a character in Σ, a text To = tπ(1)tπ(2) . . . tπ(m) is
called a swap ordering of T if it is induced by a permutation π : {1, . . . ,m} →
{1, . . . ,m} such that: (1) if π(i) = j, then π(j) = i, (2) for all i, π(i) ∈ {i −
1, i, i + 1}, (3) if π(i) �= i then tπ(i) �= ti. It follows that a swap ordering To of
T is obtained by swapping only some pairs of adjacent distinct characters of T .
Notice that the swaps must be consistent swaps, that is if To is a swap ordering of
T obtained by swapping characters in positions p1, p2 and characters in positions
p3, p4, with p1+1 = p2 ≤ p3 = p4−1, then these swaps are consistent, if p2 < p3
(see Example 1).

Example 1. Consider the text:

T = abxcyz

The text To = abcxyz is a swap ordering of T obtained by swapping the char-
acters x and c of T . The text T ′

o = axcbyz is not a swap ordering of T , since it
requires two non-consistent swaps: first a swap between characters in positions 2
and 3 of T , then a swap between characters in position 3 and 4 of the resulting
text.

Now, we are ready to define the SWCS problem.

Problem 2. [10] SWCS

Input: a set S = {s1, . . . , sn} of strings over alphabet Σ, a text T .
Output: a swap ordering To of the text T that maximizes the number of strings
in S that are substrings of To.
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Assume that S∗ ⊆ S is a set of input strings covered by a solution of RCS

or SWCS. Then a string s ∈ S∗ is called a maximal string of S∗ if there is no
string s′ ∈ S∗ such that s ∈ incl(s′).

Kernelization Complexity

In Section 4 we will prove some lower bounds on the kernelization complexity of
RCS and SWCS, so we introduce here some preliminary notions.

Let Δ be a finite alphabet and denote with Δ∗ the set of all finite length
strings over Δ. Let Π ⊆ Δ∗ × N be a parameterized problem, and let 1 �∈ Δ.
The derived classical problem ΠC associated with Π is {x1k : (x, k) ∈ Π}. In
[5], it is introduced the following definition of a class of reductions that can be
used to prove kernel lower bounds.

Definition 1. [5] Consider two parameterized problems Π1 and Π2. Then, Π1

is polynomial time and parameter reducible to Π2, when there exists a function
f : {0, 1}∗×N → {0, 1}∗×N computable in polynomial time and a polynomial p :
N → N such that for each x1 ∈ {0, 1}∗ and k1 ∈ N, denoted (x2, k2) = f(x1, k1),
then (x1, k1) ∈ Π1 holds iff (x2, k2) ∈ Π2, and k2 ≤ p(k1). Such a function f is
a Polynomial Parameter Transformation (PPT) from Π1 to Π2.

The fundamental result proved in [5] shows that a PPT can be applied to prove
kernel lower bounds:

Theorem 1. [5] Let Π1 and Π2 be two parameterized problems whose derived
classical problems Πc

1 and Πc
2 respectively, are NP-complete. If there exists a

PPT from Π1 to Π2, then, if Π2 has a polynomial kernel, it follows that Π1 has
a polynomial kernel.

3 Fixed-Parameter Algorithms for �-RCS and SWCS

In this section we give two fixed-parameter algorithms for 	-RCS and SWCS,
both based on the color-coding technique [1]. First, we recall the basic definition
of perfect hash functions.

Definition 2. Let I be a set, a family F of hash functions from I to {1, . . . , k}
is called perfect if for any subset I ′ ⊆ I consisting of k elements, there exists a
function f ∈ F which is injective on I ′.

A perfect family F of hash functions from I to {1, . . . , k}, having size
O(log |I|2O(k)) can be constructed in time O(2O(k)|I| log |I|) [1].

3.1 A Fixed-Parameter Algorithm for SWCS

First, we present a fixed-parameter algorithm for SWCS, where the parameter
k is the number of covered input strings. The algorithm is based on the color-
coding technique [1] and it is inspired by the polynomial time algorithm given
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in [10] for a variant of the SWCS problem, where each occurrence of an input
string in the solution To contributes to the solution (hence each covered input
string can contribute more than once to the value of a solution).

First, we introduce some notation. Given a string s, two positions i, j, 1 ≤
i ≤ j ≤ |T |, in the text T , with i = j − |s| + 1, and two values b1, b2 ∈ {0, 1},
define sw(s, i, j, b1, b2) = 1 if there is a swap ordering To[i, j] of T [i, j] such that:

1. To[i, j] is an occurrence of s;
2. if b1 = 1 (b1 = 0 respectively), To[i, j] is obtained by swapping (not swapping

respectively) the characters in positions i − 1 and i of T ;
3. if b2 = 1 (b2 = 0 respectively), To[i, j] is obtained by swapping (not swapping

respectively) characters in positions j and j + 1 of T .

In any other case sw(s, i, j, b1, b2) = 0. Notice that if i = 1 (j = |T | respectively),
then it must hold bi = 0 (bj = 0 respectively).

Let F : {s1, . . . , sn} → {l1, . . . , lk} be a family of perfect hash functions. Fix
a function f ∈ F such that each string of S covered by a solution of SWCS is
assigned a unique label in {l1, . . . , lk}.

Before giving the details, we present the high-level idea of the algorithm. We
design a dynamic programming algorithm that, given a position i, considers (if
it exists) the maximal substring sj that is a suffix of a swap ordering To[1, i]
of T [1, i]. Hence To[i − |sj | + 1, i] covers sj , and all the input strings that are
substrings of sj . Notice that a non-maximal input string may be covered in
different positions of To. In this case, we assume that each non-maximal input
string is covered by its leftmost occurrence in To. Any maximal substring sh ∈
S \ {sj} covered by To[1, i] either does not overlap with sj (Case 1, Case 2 and
Case 3 of the recurrence), or it overlaps with sj (Case 4 of the recurrence). In
the latter case sj and sh must be identical in the overlapping positions. In the
former case, we consider three possible cases (Case 1, Case 2 and Case 3 of the
recurrence), since, depending on the occurrence of string sh in To, we have to
check that swaps are possible (see Example 2).

Example 2. Let (T , S) be an instance of SWCS, defined as follows:
T = abxcyz S = {s1 = abx, s2 = xyz}

Notice that sw(s1, 1, 3, 0, 0) = 1, and sw(s1, i, j, b1, b2) = 0 in any other case;
sw(s2, 4, 6, 1, 0) = 1, and sw(s2, i, j, b1, b2) = 0 in any other case. Now, if s2 is
the rightmost input string that occurs in To, this implies a swap of the characters
x and c of T . Then, s1 cannot be covered by To (this condition is tested in Case
2 of the recurrence).

Let (T , S) be an instance of SWCS, defined as follows:

T = abxcyde S = {s1 = abc, s2 = cde}
Notice that sw(s1, 1, 3, 0, 1) = 1, and sw(s1, i, j, b1, b2) = 0 in any other case;
sw(s2, 5, 7, 1, 0) = 1, and sw(s2, i, j, b1, b2) = 0 in any other case. If s2 is the
rightmost input string that occurs in To, this implies a swap of the characters
c and y of T . Then, s1 cannot be covered by To, since it would require a swap
between characters x and c. Indeed the two swaps are not consistent, since c has



54 P. Bonizzoni et al.

already been swapped with y (the inconsistency of these swaps is tested in Case
3 of the recurrence).

Now, we give the formal description of the algorithm. Define D[i, j, L, b], where
L ⊆ {l1, . . . , lk}, 1 ≤ i ≤ |T |, 1 ≤ j ≤ |S|, and b ∈ {0, 1}, as follows:

– D[i, j, L, b] = 1 if there is a swap ordering To[1, i] of T [1, i] such that:
1. To[1, i] covers a set S∗ of strings uniquely labeled by the set L
2. sj is a maximal string in S∗ and it is a suffix of To[1, i]
3. if b = 1 (if b = 0 respectively) To is obtained by swapping (not swapping

respectively) the characters of T in positions i, i+ 1
– else D[i, j, L, b] = 0.

Now, we can define the recurrence to compute D[i, j, L, b]. We assume that each
entry D[i, j, L, b] is initialized to 0. D[i, j, L, b] is the maximum, with 1 ≤ y ≤ i,
1 ≤ h ≤ |S| and b′{0, 1}, of the following values:

Case 1. D[y, h, L′, b′]∧sw(sj , i−|sj |+1, i, bx, b), where y < i−|sj |−1, 1 ≤ h ≤ n,
L′ ⊆ L\{f(sj)}, L′ ⊇ L\({f(sj)}∪ {f(sp) : sp ∈ incl(sj)}), and bx ∈ {0, 1};

Case 2. D[y, h, L′, b′] ∧ sw(sj , y + 1, i, b′, b), where y = i − |sj |, 1 ≤ h ≤ n,
L′ ⊆ L \ {f(sj)}, L′ ⊇ L \ ({f(sj)}∪ {f(sp) : sp ∈ incl(sj)});

Case 3. D[y, h, L′, b′] ∧ sw(sj , y + 2, i, bx, b), where y = i − |sj | − 1, 1 ≤ h ≤ n,
L′ ⊆ L\{f(sj)}, L′ ⊇ L\({f(sj)}∪ {f(sp) : sp ∈ incl(sj)}), and b′+bx ≤ 1;

Case 4. D[y, h, L′, b′]∧ sw(sj [y− i+ |sj |+1, |sj |], y+1, i, b′, b), where i−|sj | <
y ≤ i − 1, 1 ≤ h ≤ n, the leftmost y − i + |sj | characters of sj are identical
to the rightmost y − i + |sj | characters of sj , L

′ ⊆ L \ {f(sj)}, and L′ ⊇
L \ ({f(sj)} ∪ {f(sp) : sp ∈ incl(sj[y − i+ |sj |+ 1, |sj |])}).

For the basic case, it holds: D[i, j, L′, b] = 1, for each position i in the text T ,
such that there is a swap ordering To[1, i] of T [1, i] where sj is covered by To[1, i],
L′ = {f(sj)} ∪ {f(sp) : sp ∈ incl(sj)}, and sw(sj , i − |sj | + 1, i, b1, b2) = 1, for
some b1, b2 ∈ {0, 1}. Now, we prove the correctness of the dynamic programming
recurrence.

Lemma 1. D[i, j, L, b] = 1 if and only if there exists a set S′ ⊆ S of strings
uniquely labeled by L and covered by a swap ordering To[1, i] of T [1, i], such that
sj is a maximal substring of S′ covered by To[i − |sj |+ 1, i], for some b{0, 1}.

A consequence of Lemma 1 is that there exists a solution To of SWCS over
instance (S, T ), such that To covers k input strings of S if and only if there
exists an entry D[m, j, {l1, . . . , lk}, 1], for some j with 1 ≤ j ≤ n, such that
D[m, j, {l1, . . . , lk}, 1] = 1. The time complexity of the algorithm is
O(2O(k)m2n2 logn)), where |S| = n and |T | = m. Indeed, it is easy to see
that the recurrence can be computed in time O(2O(k)m2n2). Since a perfect
family F of hash functions from S to {1, . . . , k}, having size O(log n2O(k)) can
be constructed in time O(2O(k)n logn) [1], it follows that the time complexity of
the algorithm is O(2O(k)m2n2 logn).
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3.2 A Fixed-Parameter Algorithm for �-RCS

As discussed in the Introduction, the RCS problem is W[1]-hard when parame-
terized by the size k of the solution [6]. Since 2 − RCS is NP-hard [6], a natu-
ral question is whether 	-RCS parameterized by k and by 	 is fixed-parameter
tractable. Here we present a fixed-parameter algorithm for the 	-RCS problem,
when both k and 	 are parameters. As in Section 3.1, the algorithm is based
on the color-coding technique. However, in this case we combine two families of
perfect hash functions to design the algorithm.

Consider a solution Mo of 	-RCS over instance (M, S), such that there exists
a set Sk ⊆ S of k input strings that are covered by Mo. For each string s ∈ Sk,
define the positions is,l, is,r, 1 ≤ is,l ≤ is,r ≤ |Mo|, such that Mo[is,l, is,l] is the
leftmost occurrence of s in Mo (notice that there may exist many occurrences
of s in Mo). Define the set AP of applied positions of Mo as follows:

AP = {j : 1 ≤ j ≤ |Mo|, 1 ≤ is,l ≤ j ≤ is,r ≤ |Mo|, for some string si ∈
Sk}.

Then, the following property follows easily.

Proposition 1. Let Sk be a set of k input strings covered by a solution Mo of
	-RCS. Then, |AP | ≤ 	 · k.

The set AP of applied positions of Mo corresponds to a multiset AC of char-
acters in M (denoted as the multiset of applied characters of M) such that an
ordering of AC is sufficient to cover the input strings in Sk. A consequence of
Prop.1 is that |AC| ≤ 	k.

The fixed-parameter algorithm for 	-RCS is obtained by combining two dif-
ferent families of perfect hash functions. As in Section 3.1, the first family of
perfect hash functions, denoted by Fs, maps the input strings to the set of labels
{l1, . . . , lk}. The second family of perfect hash functions, denoted by Ft, maps
the characters in M to the set of labels {l′1, . . . , l′z}, for some 1 ≤ z ≤ 	k. Infor-
mally, the hash functions in Ft are used to associate a distinct label in {l′1, . . . , l′z}
with each character of the multiset AC of applied characters of M.

The high-level idea of the algorithm is to use dynamic programming to define
an ordering Mo of M that covers a set Sk ⊆ S of k input strings. Let fs ∈ Fs

be a function that associates a distinct label in {l1, . . . , lk} with each covered
input string, and let ft ∈ Ft be a function that associates a distinct label in
{l′1, . . . , l′z} with each applied character of Mo. The dynamic programming re-
currence considers the rightmost string sj , with 1 ≤ j ≤ n, covered by Mo[1, i],
with 1 ≤ i ≤ m. Since sj is covered by Mo[1, i], it follows that: (1) Mo[1, i]
covers sj (and eventually some input strings which are substrings of sj), and the
corresponding set of labels associated by fs; (2) some of the applied characters
of M are sorted in Mo[1, i] to cover sj , hence the dynamic programming recur-
rence stores the labels in {l′1, . . . , l′z} corresponding to those applied characters.
Moreover, the dynamic programming recurrence distinguishes two cases: the case
that any maximal covered string in S \ {sj} does not share any character with
sj (Case 1 of the recurrence), and the case that the rightmost covered string sh
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in S \{sj} overlaps with sj (Case 2 of the recurrence). In the latter case we have
to guarantee that sj and sh agree on the overlapping part.

Now, we give the formal description of the algorithm. First, let us define
some preliminary definitions (see Example 3). Fix a function fs ∈ Fs, such
that each input string covered by Mo is assigned a unique label in {l1, . . . , lk}.
Furthermore, fix a function ft ∈ Ft such that each applied character in AC is
assigned a unique label in {l′1, . . . , l′z}. For a character σ ∈ Σ, define the set Λ(σ)
of labels as follows:

Λ(σ) = {l′q ∈ {l′1, . . . , l′z} : ∃ an occurrence of σ in M associated by ft with label l′q}.
Let sj be an input string and L′

t ⊆ {l′1, . . . , l′z}. Define Feas(L′
t, sj[x, y]), with

1 ≤ x ≤ y ≤ |sj | and y − x ≤ |L′
t| − 1, as the collection of subsets L′′

t ⊆
L′
t, such that there is a bijection B between the characters of sj [x, y] and the

labels in L′′
t , where B(sj [z]) ∈ Λ(sj [z]), for each z with x ≤ z ≤ y. Informally,

Feas(L′
t, sj [x, y]) contains those subsets of L

′
t (of size y−x+1) that can be used

to uniquely label the characters in sj [x, y]. Next we prove that Feas(L′
t, sj[x, y])

is bounded by 2k� and that it can be computed in time O(2klpoly(	)).

Proposition 2. Given a string sj, two positions x, y of sj, with 1 ≤ x ≤ y ≤
|sj |, and a set L′

t ⊆ {l′1, . . . l′t}, Feas(L′
t, sj [x, y]), contains at most 2k� sets, and

it can be computed in time O(2klpoly(	)).

Given L′
s ⊆ {l1, . . . , lk}, two sets L′

t, L
′′
t ⊆ {l′1, . . . , l′z}, a string sj ∈ S and two

positions x, y in sj , with 1 ≤ x ≤ y ≤ |sj |, define sm(s[x, y], L′′
t , L

′
t) as fol-

lows: sm(sj [x, y], L
′′
t , L

′
t) = 1 if L′′

t belongs to Feas(L′
t, sj[x, y]), else sm(sj [x, y],

L′′
t , L

′
t) = 0.

Example 3. Let (M, S) be an instance of 	-RCS (with 	 = 3), defined as follows:

M = {a, a, b, b, c, c, d} S = {s1 = abc, s2 = aba, s3 = dcb}
Let Mo = ababccd be a solution of 	-RCS that covers the set of string Sk =
{s1, s2}. Notice that s1, s2 are covered by Mo[1, 5]. It follows that the set AP
of applied positions is AP = {1, 2, . . . , 5} and the multiset of applied characters
is AC = {a, a, b, b, c}.

Assume that, given an appropriate function ft ∈ Ft, Λ(σ), with σ ∈ {a, b, c, d},
is defined as follows:

Λ(a) = {l′1, l′2}
Λ(b) = {l′3, l′4}

Λ(c) = {l′2, l′5}
Λ(d) = {l′3}.

Given s1[2, 3] (s2[1, 3] respectively) and the set of labels {l′1, l′2, l′3,
l′4, l

′
5} ({l′1, l′2, l′3, l′4} respectively), Feas contains the following sets:

s1[2, 3] = bc
s2[1, 3] = aba

Feas({l′1, l′2, l′3, l′4, l′5}, s1[2, 3]) = {{l′2, l′3}}, {l′2, l′4}, {l′3, l′5}, {l′4, l′5}}
Feas({l′1, l′2, l′3, l′4}, s2[1, 3]) = {{l′1, l′2, l′3}}, {l′1, l′2, l′4}}.

Now, we present the dynamic programming recurrence. Define D[i, j, Ls, Lt],
with 1 ≤ i ≤ l′t, 1 ≤ j ≤ |S|, Ls ⊆ {l1, . . . , lk}, Lt ⊆ {l′1, . . . , l′z}, and 1 ≤ i ≤
|M|, as follows:
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– D[i, j, Ls, Lt] = 1 if there exists an ordering Mo[1, i] of a set of i characters
of M uniquely labeled by Lt such that:
1. Mo[1, i] covers a set S∗ of input strings uniquely labeled by Ls,
2. sj is a maximal substring of S∗ covered by Mo[i − |sj | + 1, i];

– else D[i, j, Ls, Lt] = 0.

We assume that each entry D[i, j, Ls, Lt] is initialized to 0. We can define
D[i, j, Ls, Lt] as the maximum, for each 1 ≤ y ≤ i, 1 ≤ h ≤ |S|, L′

t ⊆ Lt,
of the following values:

Case 1. D[y, h, L′
s, L

′
t] ∧ sm(sj [1, |sj |], L′′

t , Lt), where L′
s ⊆ Ls \ {f(sj)}, L′

s ⊇
Ls \ ({f(sj)} ∪ {f(sp) : sp ∈ incl(sj)}), L′

t = Lt \ L′′
t , for some L′′

t in
Feas(Lt, sj [1, |sj |]);

Case 2. D[y, h, L′
s, L

′
t]∧ sm(sj [y − i+ |sj |+1, |sj|], L′′

t , Lt), where the leftmost
y − i + |sj | characters of sj are identical to the the rightmost y − i + |sj |
characters of sh, L

′
s ⊆ Ls \ {f(sj)}, L′

s ⊇ Ls \ ({f(sj)} ∪ {f(sp) : sp ∈
incl(sj[y− i+ |sj |+1, |sj|])}), L′

t = Lt \L′′
t , for some L′′

t in Feas(Lt, sj [y−
i+ |sj | + 1, |sj|]).

For the basic case, given a string sj ∈ S, it holds D[i, j, L′
s, L

′
t] = 1, for each L′

t

such that sm(sj [1, |sj |], L′
t, L

′
t) = 1, where i = |sj |, and L′

s = {fs(sj)}∪{fs(sp) :
sp ∈ incl(sj)}. The correctness of the recurrence follows from Lemma 2.

Lemma 2. D[i, j, Ls, Lt] = 1 iff there exists an ordering M′
o[1, i] of a subset

of i characters of M uniquely labeled by Lt such that (1) M′
o covers a set S∗

of input strings uniquely labeled by Ls, and (2) sj is a maximal substring of S∗

covered by M′
o[i − |sj | + 1, i].

There exists a solution Mo of 	-RCS over instance (S,M) that covers k input
strings if there exists an entryD[|M|, j, {1, . . . , k}, {1, . . . , l′t}], for some j with 1 ≤
j ≤ n, and for some l′t with 1 ≤ l′t ≤ lk, such thatD[|M|, j, {1, . . . , k}, {1, . . . , l′t}] =
1. The time complexity of the algorithm is O(2O(kl)poly(np)), where p = |M| and
|S| = n. Indeed, it can be easily proved that the recurrence can be computed in
time O(2O(kl)kpoly(np)). Since a perfect family Fs of hash functions from S to
{l1, . . . , lk}, having size O(log n2O(k)) can be constructed in time O(2O(k)n logn)
[1], and since a perfect family Ft of hash functions from M to {l′1, . . . , l′z}, with
1 ≤ z ≤ lk, having size O(log p2O(lk)) can be constructed in time O(2O(lk)p log p)
[1], it follows that the time complexity of the algorithm is O(2O(kl)poly(np)).

4 Kernelization Complexity

In Section 3 we have given two fixed-parameter algorithms for SWCS and
	-RCS. We complement these results by showing that the two problems are
unlikely to admit a polynomial size kernel, by giving two Polynomial Param-
eter Transformations (PPTs) (see Section 2) from the Longest Path Problem
(Longest-Path), which has been proved to not have a polynomial kernel, un-
less NP ⊆ coNP/Poly [3].
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We recall that, given a graph G = (V,E), the Longest-Path problem asks
if there exists a simple path, that is a path with no repeated vertices, in G of
length at least k.

4.1 Kernelization Complexity of SWCS

In this section we give a PPT from Longest-Path to SWCS. Let G = (V,E)
be an instance of Longest-Path with V = {v1, . . . , vq}, we define the corre-
sponding instance (T , S) of SWCS. Define Σ = {wi,1, wi,2 : vi ∈ V, 1 ≤ i ≤
q} ∪ {w0,1, w0,2, wq+1,1, wq+1,2} ∪ {a}.

Define the string s+ over alphabet Σ as follows:

s+ = w0,1w0,2w1,1w1,2 . . . wq,1wq,2wq+1,1wq+1,2a

The text T is a string obtained by concatenating k copies of the string s+, that

is T =

k times︷ ︸︸ ︷
s+ · s+ · · · · s+.

Each copy of a string s+ in T is called a block of T . Now, define the set
of input strings: S = {si,j, sj,i : {vi, vj} ∈ E} ∪ {si : vi ∈ V }. Given an edge
{vi, vj} ∈ E, the input strings si,j , sj,i are defined as follows:

si,j = wi,2wi,1wi+1,1wi+1,2 . . . wq+1,1wq+1,2aw0,1w0,2 . . . wj,2wj,1

sj,i = wj,2wj,1wj+1,1wj+1,2 . . . wq+1,1wq+2,2aw0,1w0,2 . . . wi,2wi,1

Furthermore, given a vertex vi ∈ V , define the input string si as follows si =
w0,1w0,2 . . . wi,2wi,1 . . . wq+1,1wq+1,2. The PPT is based on the following result.

Lemma 3. Let G = (V,E) be an instance of Longest-Path and let (S, T ) be
the corresponding instance of SWCS. Then: (1) starting from a simple path of
length k in G, we can compute in polynomial time a solution of SWCS over
instance (S, T ) that covers 2k − 1 input strings; (2) starting from a solution of
SWCS over instance (S, T ) that covers 2k− 1 input strings, we can compute in
polynomial time a simple path of length k in G.

Proof. Given a path P of length k in G, it is easy to compute in polynomial
time a solution of SWCS over instance (S, T ) that covers 2k − 1 input strings.

Now, consider a solution To of SWCS that covers 2k− 1 strings. Notice that,
due to occurrences of character a in T , To must cover exactly k strings si, where
each si is associated with a vertex vi ∈ V . Furthermore, by construction a string
si,j associated with a vertex {vi, vj} ∈ E can be covered in two adjacent blocks
of To. Furthermore, since each block of To covers exactly one string si, it follows
that if blocks h− 1 and h of To cover a string si,j , with {vi, vj} ∈ E, and blocks
h, h + 1 of To cover a string sx,y, with {vx, vy} ∈ E, then |{i, j} ∩ {x, y}| = 1,
that is {vi, vj} and {vx, vy} are two edges incident on a common vertex. But,
then the vertices vi ∈ V associated with the covered strings si ∈ S induces a
simple path of length k. ��

As a consequence of Lemma 3 and Theorem 1, we have the following result.
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Theorem 2. The SWCS problem does not admit a polynomial kernel, unless
NP ⊆ coNP/Poly.

4.2 Kernelization Complexity of �-RCS

In this section we give a PPT from Longest-Path to 	-RCS, where 	 ≤ 5. Let
G = (V,E) be an instance of Longest-Path with V = {v1, . . . , vq}, we define
the corresponding instance (M, S) of 	-RCS.

Define the alphabet Σ as follows: Σ = {wi : vi ∈ V } ∪ {z}. The multiset M
on Σ contains one occurrence of wi, for each vi ∈ V , and k + 1 occurrences of
character z.

Now, define the set S of input strings: S = {si,j, sj,i : {vi, vj} ∈ E}, where
si,j = zwizwjz and sj,i = zwjzwiz. Notice that each input string in S has length
bounded by 5. The PPT is based on the following result.

Lemma 4. Let G = (V,E) be an instance of Longest-Path and let (S,M)
be the corresponding instance of 	-RCS. Then: (1) starting from a simple path
of length k in G, we can compute in polynomial time a solution of 	-RCS over
instance (S,M) that covers k − 1 input strings; (2) starting from a solution of
	-RCS over instance (S,M) that covers k − 1 input strings, we can compute in
polynomial time a simple path of length k in G.

As a consequence of Lemma 4 and Theorem 1, we have the following result.

Theorem 3. The 	-RCS problem does not admit a polynomial kernel, even if
	 ≤ 5, unless NP ⊆ coNP/Poly.

5 Conclusion and Open Problems

In this paper we have investigated the parameterized complexity of RCS and
SWCS under some natural parameterizations. We have shown that 	-RCS and
SWCS, when parameterized by the size of the solution, are in FPT. We have
complemented these two results, by showing that 	-RCS and SWCS are unlikely
to admit a polynomial kernel.

There are some interesting open problems in the perspective of a multivariate
analysis of 	-RCS and SWCS. It would be interesting to investigate the com-
putational complexity of SWCS when the input strings have bounded length
or are over a restricted alphabet. We are presently studying these restrictions.
Furthermore, it would be interesting to investigate the parameterized complexity
of RCS, when parameterized by the size of the solution and by the size of the
alphabet.
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Abstract. Perhaps the best known kernelization result is the kernel of
size 335k for the Planar Dominating Set problem by Alber et al. [1],
later improved to 67k by Chen et al. [5]. This result means roughly, that
the problem of finding the smallest dominating set in a planar graph
is easy when the optimal solution is small. On the other hand, it is
known that Planar Dominating Set parameterized by k′ = |V | − k
(also known as Planar Nonblocker) has a kernel of size 2k′. This
means that Planar Dominating Set is easy when the optimal solution
is very large. We improve the kernel for Planar Nonblocker to 7

4
k′.

This also implies that Planar Dominating Set has no kernel of size
at most ( 7

3
− ε)k, for any ε > 0, unless P = NP. This improves the

previous lower bound of (2−ε)k of [5]. Both of these results immediately
generalize to H-minor free graphs (without changing the constants).

In our proof of the bound on the kernel size we use a variant of the
discharging method (used e.g. in the proof of the four color theorem).
We give some arguments that this method is natural in the context of
kernelization and we hope it will be applied to get improved kernel size
bounds for other problems as well.

As a by-product we show a result which might be of independent in-
terest: every n-vertex graph with no isolated vertices and such that every
pair of degree 1 vertices is at distance at least 5 and every pair of degree 2
vertices is at distance at least 2 has a dominating set of size at most 3

7
n.

1 Introduction

For many NP-complete problems there are kernelization algorithms, i.e. efficient
algorithms which replace the input instance with an equivalent, but often much
smaller one. More precisely, a kernelization algorithm takes an instance I of size
n and a parameter k ∈ N, and after time polynomial in n it outputs an instance
I ′ (called a kernel) with a parameter k′ such that I is a yes-instance iff I ′ is a yes
instance, k′ ≤ k, and |I ′| ≤ f(k) for some function f depending only on k. The
most desired case is when the function f is polynomial, or even linear (then we
say that the problem admits a polynomial or linear kernel). In such case, when
the parameter k is relatively small, the input instance, possibly very large, is
“reduced” to a small one (preferably of size polynomial, or even linear in k).
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Kernelization and Discharging. A typical kernelization algorithm processes
an instance of an NP-complete graph problem in the following way: roughly, as
long as possible it finds a reducible configuration in the graph, i.e. a structure
which can be replaced by a smaller structure so that the original graph is a
yes-instance iff so is the new graph. Then it is shown that the kernel, i.e. a graph
which contains no reducible configuration is small.

Many results in graph theory, including the four colour theorem as the best
known example, are proven in the following way. Assume we are to show that
graphs in some family (e.g. planar graphs) have some property (e.g. are 4-
colorable). Then we specify a set of reducible configurations, i.e. structures which
can be replaced by smaller structures so that the original graph has the desired
property iff the new graph also has the property. Now, if a graph in our family
contains such a configuration, we can proceed by induction. Otherwise, i.e. if
a graph contains no reducible configuration we derive a contradiction. In the
known proofs of the four color theorem [2,15] (and many other results, e.g. [4,7])
this second part is realized by so-called discharging method.

Since the two situations described above are so similar it is natural to ask
whether the discharging method can be used to bound the size of a kernel. In
this paper we present a result of that kind. Discharging used in the cited works
for planar graphs is based on Euler’s formula. Here we do not use the Euler’s
formula but the common theme is the same: using discharging we show that the
graph under consideration cannot be “hard everywhere”, i.e. even if it has some
parts which are hard to dominate, then it has some parts which are easy, and on
the average we get the desired bound. A similar “amortized analysis” has been
recently used in the context of kernelization by Kanj and Zhang [10].

Small Kernels for Planar Graph Problems. Perhaps the best known ker-
nelization result is the kernel of size 335k for the Planar Dominating Set

problem by Alber et al. [1]. This result opened a new research direction, which
culminated in general results which show linear/polynomial kernels for large
classes of problems in various graph families that contain planar graphs, e.g.
bounded genus graphs or even H-minor free graphs [8,3]. There are several mo-
tivations for restricting the input to planar or H-minor free graphs. First, for
many problems (including Dominating Set) in general graphs no polynomial
kernels exist (under appropriate complexity assumptions). Second, even if for
some problem there is a polynomial kernel for general graphs, when executed
on a planar graph it usually outputs a non-planar kernel, and then we do not
want to use it because when we want to solve the kernel, we often prefer to
use specialized (and faster) algorithms for planar graphs. Finally, it is often the
case that for the special case of planar graphs there is a specialized kerneliza-
tion algorithm which outputs a smaller kernel than that for the general setting.
Indeed, as it was shown by Fomin et al. [8] many natural graph problems have
a linear kernel for planar graphs. Knowing this, further research is done to re-
duce the leading constant in the linear function describing the kernel size. For
example, the kernel of Alber et al. was later improved to 67k by Chen et al. [5];
the first linear kernel for Planar Connected Vertex Cover was that of size
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14k due to Guo and Niedermeier [9] and it was then reduced to 4k by Wang
et al. [16] and even to 11

3 k by Kowalik et al. [12]. Observe that these constants
may be crucial: since we deal with NP-complete problems, in order to find an
exact solution in the reduced instance, most likely we need exponential time (or

at least superpolynomial, because for planar graphs 2O(
√
k)-time algorithms are

often possible), and these constants appear in the exponents.

Our Results. In this paper we study kernelization of the following problem
restricted to planar graphs, or more generally to H-minor free graphs:

Nonblocker Parameter: k
Input: an n-vertex graph G = (V,E) and an integer k ∈ N
Question: Is there a dominating set of size n− k?

This problem can be also defined as Dominating Set parameterized by
n−k, in other words Nonblocker is the parametric dual of Dominating Set

(see [5] for the definition of the parametric dual). Nonblocker has a trivial 2k-
kernel for general graphs (and also for any reasonable graph class) since every
n-vertex graph with no isolated vertices has a dominating set of size at most n/2
(consider a spanning forest of G, 2-color it and choose the larger color class).
This was improved to a (53k + 3)-kernel by Dehne et al. [6]. Their kernelization
algorithm applies the so-called catalytic rule, which identifies the neighbors of
two degree 1 vertices, then removes one of the degree 1 vertices and decreases
k by 1 (when there is only one degree 1 vertex left, they use a classic result of
McCuaig and Shepard [13] which states that any n-vertex graph of minimum
degree 2 has a dominating set of size at most 2

5n, for n large enough). As we
see the catalytic rule preserves neither planarity nor excluded minors. It follows
that the best kernel for Planar Nonblocker to date is still the trivial 2k. A
natural question arises: can this bound be improved? In this work we answer
this question affirmatively: we present a 7

4k-kernel for Planar Nonblocker.
Since in our reduction rules we only remove edges/vertices or contract edges our
result immediately generalizes to H-minor-free graphs (with the same constant
in the kernel size, which is a rather rare phenomenon in the field).

An important motivation for studying parametric duals, discovered by Chen
et al. [5], is that if the dual problem admits a kernel of size at most αk, then the
original problem has no kernel of size at most (α/(α − 1) − ε)k, for any ε > 0,
unless P=NP. Hence, our kernel implies that Planar Dominating Set has no
kernel of size at most (73 −ε)k for any ε > 0 (and the same holds forDominating

Set restricted to any graph family closed under taking minors). This is the first
improvement over the (2 − ε)k lower bound of Chen et al. [5].

We note here that although using the approach of Dehne et al. [6] one can get
a (53k+3)-kernel for the annotated version of Planar Nonblocker (where the
instance is extended by a subset of vertices that do not need to be dominated),
it is unclear how to use this result to get an improved lower bound for the kernel
size of Planar Dominating Set.

To bound the size of a kernel means just to give a lower or upper bound for
the value of some graph invariant (e.g. the domination number) in a restricted
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class of graphs. Sometimes it is enough to apply a known combinatorial result,
like the lower bound for the domination number of McCuaig and Shepard [13]
for graphs of minimum degree 2, used by Dehne et al. [6]. There is also a better
bound of 3

8n for graphs of minimum degree 3 due to Reed [14] (later improved
to 4

11n by Kostochka and Stodolsky [11]). However in our kernel there still can
be an unbounded number of vertices of degree 1 and 2, though there are some
restrictions on them, so a tailor-made bound has to be shown. Applying the
approach of Reed we show that every n-vertex graph with no isolated vertices
and such that every pair of degree 1 vertices is at distance at least 5 and every
pair of degree 2 vertices is at distance at least 2 has a dominating set of size at
most 3

7n. We suppose that this result may be of independent interest.

Terminology and Notation. By NG(v) we denote the set of neighbors
of vertex v, and for a subset of vertices X ⊆ V (G), we denote NG(X) =⋃

x∈X NG(x) \ X . The subscripts are omitted when it is clear which graph we
refer to. G[S] denotes the subgraph of graph G induced by a set of vertices S.
By a d-vertex we mean a vertex of degree d. A d-neighbor is a neighbor of degree
d. We also use the Iverson bracket: [α] equals 1 if the condition α holds and 0
otherwise.

2 The Kernelization Algorithm

We say that a reduction rule for parameterized graph problem P is correct when
for every instance (G, k) of P it returns an instance (G′, k′) such that:

a) (G′, k′) is an instance of P ,
b) (G, k) is a yes-instance of P iff (G′, k′) is a yes-instance of P , and
c) k′ ≤ k.

We present six simple reduction rules below. It will be easier for us to formulate
and analyze the rules for Dominating Set. We will then convert them to rules
for Nonblocker.

Rule R1. If there is an isolated vertex v, then remove v and decrease k by 1.
Rule R2. If there is an isolated edge vw, then remove both v and w and decrease

k by 1.
Rule R3. If a vertex v has more than one 1-neighbors, then remove all these

neighbors except for one.
Rule R4. Assume there is a path P = abcd with deg(b) = deg(c) = 2. If a �= d,

then contract P into a single vertex v and decrease k by one. If a = d,
then contract the edge bc.

Rule R5. If there is a path abcd with deg(a) = deg(d) = 1, then contract edge
bc and decrease k by one.

Rule R6. If there is a path abcde with deg(a) = deg(e) = 1, then remove edge
bc.

Now, every Rule Ri is converted to Rule Ri′ as follows. Let (G, 	) be an instance
of Nonblocker. Put k = |V (G)| − 	, apply Ri to (G, k) and get (G′, k′). Put
	′ = |V (G′)| − k′ and return (G′, 	′).
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Lemma 1. Rules R1′-R6′ are correct for Nonblocker restricted to any minor-
closed graph class.

Due to the space limitations we skip the proof of the above lemma. We note
here that by the Graph Minor Theorem any minor-closed graph class can be
characterized by a finite set of forbidden minors, so in particular our rules are
correct for H-minor-free graphs.

Observation 1. If none of the reduction rules applies to an n-vertex graph G
then G has no isolated vertices, every pair of 1-vertices is at distance at least 5
and every pair of 2-vertices is at distance at least 2.

The next section is devoted to the proof of the following theorem, which is the
main technical contribution of this work.

Theorem 1. Every graph with no isolated vertices and such that every pair of
1-vertices is at distance at least 5 and every pair of 2-vertices is at distance at
least 2 has a dominating set of size at most 3

7n and it can be found in polynomial
time.

Let (G, k) be the input instance of Nonblocker. Our kernelization algorithm
applies rules R1-R6 as long as possible. It is clear that it can be checked in
polynomial time whether a particular rule applies, and each rule is applied in
linear time. Since in every rule |V (G)|+|E(G)| decreases, it follows that the whole
algorithm works in polynomial time (it can be even implemented in O(n log n)
time but we skip the details). Let (G′, k′) be the resulting instance. Since all
the rules are correct from c) it follows that k′ ≤ k. If k′ ≤ 4

7 |V (G′)| then by
Observation 1 and Theorem 1 we know that G′ has a dominating set of size
at most 3

7 |V (G′)| ≤ |V (G′)| − k′ and the algorithm returns the answer YES.
Otherwise |V (G′)| ≤ 7

4k
′ ≤ 7

4k so we get a 7
4k-kernel.

3 Proof of Theorem 1, Basic Setup

In our proof we extend the approach of Reed’s seminal paper [14]. Let us intro-
duce some basic notation (mostly coming from [14]).

Whenever it does not lead to ambiguity, if P is a path then P refers also to
the set of vertices of P . The order of a path P , denoted by |P | is the number
of its vertices (as opposed to the length of P which is the number of edges, i.e.
|P |− 1). For i ∈ {0, 1, 2}, a path P is an i-path, if |P | ≡ i (mod 3) (note that we
modify the standard definition here but we prefer to be consistent with [14]). A
dangling path in a graph G is a path of order two with exactly one endpoint of
degree 1 in G.

If x is a vertex of a path P and P − x consists of an i-path and a j -path,
then x is called an (i, j)-vertex of P . An endpoint x of a path P in graph G is
an out-endpoint if x has a neighbor outside of P .

A vdp-cover of a graph G is a set S of vertex-disjoint paths that contain all
vertices of G. By Si we denote the set of i-paths in S.
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The idea of Reed’s paper [14] is to find a carefully selected vdp-cover S and
then consider the paths of S one by one and for each such path choose some
of its vertices to be in the dominating set. In [14] it is shown that if G is of
minimum degree at least 3, then the dominating set is of size at most 3/8n.
Clearly, for any path P of S it is enough to choose �|P |/3 vertices to dominate
the whole P . If P is a 0-path, or if P is long enough then this is at most 3

8 |P |.
Hence only short 1- and 2-paths remain. A careful analysis in [14] shows that
for each short 1-path (resp. 2-path) P , if G[P ] does not contain a dominating
set of size �|P |/3� then one (resp. two) of its endpoints has a neighbor on some
path different from P and this neighbor can dominate the endpoint. In our case,
when vertices of degree 1 and 2 are allowed this is not always possible: G[P ] has
fewer edges and it may happen that both endpoints are of degree 1. It turns out
that the most troublesome paths are the dangling paths and the paths of order
8. Our strategy is to find a cover that avoids such paths as much as possible.
Although we are not able to get rid of them completely, it turns out that it is
enough to exclude some configurations that contain these paths.

In the following lemma we describe the properties of the cover we use. It is
an extension of the construction in [14]. Our contribution here is the addition of
(B4)-(B7) and the explicit statement of the construction algorithm.

Lemma 2. For any graph G one can find in polynomial time a vdp-cover S of
G with the following properties. Let x be an out-endpoint of any 1-path or 2-path
Pi in S. Let y be a neighbor of x on a path Pj , j �= i and let Pj = P ′

jyP
′′
j . Then,

(B1) Pj is not a 1-path,
(B2) if Pj is a 0-path, then both P ′

j and P ′′
j are 1-paths,

(B3) if Pj is a 2-path, then both P ′
j and P ′′

j are 2-paths,
(B4) if |Pj | = 8, then Pi is a 1-path,
(B5) if Pj is a 2-path and Pi is a dangling path, then either one of P ′

j , P
′′
j is

dangling or |Pj | ∈ {11, 17} and |P ′
j | = |P ′′

j |,
(B6) if Pj is a 2-path and z is the common endpoint of Pj and P ′

j, then each
neighbor of z on P ′′

j is a (2, 2)-vertex.
(B7) every 0-path in S is of order 3.

Proof. A potential of a cover S is a tuple Φ(S) = (r1, r2, . . . , r7), where

– r1 = 2|S1| + |S2|,
– r2 = |S2|,
– r3 =

∑
P∈S0

|P |,
– r4 =

∑
P∈S1

|P |,
– r5 is the number of paths of order 8 in S,
– r6 is the number of dangling paths in S,
– r7 = n − |S0|.

For two covers S and S′ with potentials Φ(S) = (r1, . . . , r7) and Φ(S′) =
(r′1, . . . , r

′
7) we say that Φ(S′) < Φ(S) if Φ(S′) is smaller than Φ(S) in lexi-

cographic order, i.e. for some i = 1, . . . , 7 we have rj = r′j for j < i and ri < r′i.
We will show that if one of the conditions (B1)-(B7) does not hold then we can
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modify the vdp-cover S to get a new cover S′ with strictly smaller potential. It
will be clear from the proof that the modification can be done in linear time.
Since for every i = 1, . . . , 7 we have ri = O(n), it follows that if we start from
an arbitrary vdp-cover S then after O(n7) modifications we get a cover that
satisfies all of (B1)-(B7) and the claim of the lemma will follow.

Reed [14] showed that we can decrease the potential if one of (B1)-(B3) does
not hold (Observations 1–3 in [14], see also Lemma 1 in [11]).

Assume (B4) does not hold, i.e. |Pj | = 8 and Pi ∈ S2. Then by (B3) both P ′
j

and P ′′
j are 2-paths and hence w.l.o.g. |P ′

j | = 2 and |P ′′
j | = 5. If |Pi| �= 5, we

set S′ = S \ {Pi, Pj} ∪ {PiyP
′
j , P

′′
j }. Note that both PiyP

′
j and P ′′

j are 2-paths
so r1, . . . , r4 do not change. Also |P ′′

j | = 5 and |PiyP
′
j | �= 8 so r5 decreases. If

|Pi| = 5 we set S′ = S \ {Pi, Pj} ∪ {P ′
j , PiyP

′′
j }. Again, both PiyP

′
j and P ′′

j

are 2-paths so r1, . . . , r4 do not change. Also |P ′
j | = 2 and |PiyP

′
j | = 11 so r5

decreases.
Assume (B5) does not hold. Then by (B3) both P ′

j and P ′′
j are 2-paths. By

symmetry we can assume that |P ′
j | �= 5 since if |P ′

j | = |P ′′
j | = 5 then (B5) holds.

Also, we can assume that |P ′′
j | �= 8 since otherwise we know that |P ′

j | �= 8 and we
can swap the names of P ′

j and P ′′
j and get |P ′

j | = 8 �= 5 and |P ′′
j | �= 8. Then we

set S′ = S \{Pi, Pj}∪{PiyP
′
j , P

′′
j }. Note that both PiyP

′
j and P ′′

j are 2-paths so
r1, . . . , r4 do not change. Also |P ′′

j | �= 8 and |PiyP
′
j | �= 8 so r5 does not increase.

Since |P ′′
j | is not a dangling path (otherwise (B5) holds) and |PiyP

′
j | ≥ 5, r6

decreases by 1.
Assume (B6) does not hold. Let Pj = v1 . . . v3p+2 for some p ≥ 1 where v1 is

the common endpoint of Pj and P ′
j . By (B3) y = v3q, 1 ≤ q ≤ p. We assumed

that for some r ≥ q we have v1v3r+1 ∈ E or v1v3r+2 ∈ E. If v1v3r+1 ∈ E then we
consider the paths P = v3p+2v3p+1 . . . v3r+1v1v2 . . . v3qPi and R = v3q+1 . . . v3r
(if q = r then R is empty). If v1v3r+2 ∈ E then we consider the paths P =
v3q+1v3q+2 . . . v3r+2v1v2 . . . v3qPi and R = v3r+3 . . . v3p+2 (if r = p then R is
empty). We set S′ = S \ {Pi, Pj} ∪ {P,R}. Note that |R| ≡ 0 (mod 3) and
|P | ≡ |Pi|+ |Pj| (mod 3). Hence if Pi is a 1-path then both P and R are 0-paths
so r1 decreases and if Pi is a 2-path then P is a 1-path and R is a 0-path, so r1
stays the same and r2 decreases.

If (B7) does not hold, we pick any 0-path P of order at least 6 and replace it
by two 0-paths, one of order 3 and one of order |P | − 3. Clearly, the potential
decreases. ��

Let S be the cover from Lemma 2. Similarly as in [14], some of the out-endpoints
of the paths in S will be dominated by vertices of other paths which we call
accepting. Now we describe our method for finding these paths.

Accepting Procedure. First, for every path P ∈ S1 with at least one out-
endpoint we mark exactly one, arbitrarily chosen, out-endpoint. Second, for every
path P of order |P | ∈ {2, 5, 8} and with two out-endpoints we mark both of these
endpoints.

We say that vertex v is a neighbor of path P if v �∈ V (P ) and v is a neighbor
of a vertex of P . Path P ∈ S is dangerous if
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(i) |P | = 8,
(ii) P has exactly one marked neighbor v,
(iii) v has exactly one neighbor on P ,
(iv) degG(v) > 1,
(v) the path in S that contains v is of order 1,
(vi) P has at most one out-endpoint.

As long as there is a non-dangerous path P with a marked neighbor, we pick such
a path P and for its every marked neighbor v we choose one vertex w ∈ N(v)∩P
and w accepts v. Then v becomes unmarked and we call w the acceptor of v. If
|P | ∈ {5, 8} and P has exactly one out-endpoint x we mark x, unless x is already
accepted. This finishes the description of the accepting procedure.

All vertices that are marked after the above procedure finishes are called
rejected. A path from S is rejected if it contains a rejected vertex. The following
observation follows from (iii), (iv) and (v).

Observation 2. Every rejected path is of order 1 and it has at least two neigh-
boring dangerous paths.

A weak path is a path P ∈ S such that |P | = 8, P accepts exactly one neighbor
v, v has two neighbors on P , the path in S that contains v is of order 1 and P
has no out-endpoints.

Consider a weak path P = v1 . . . v8. Then exactly one vertex of P is an
acceptor, and by (B3) it is either v3 or v6. By symmetry assume v3 is an acceptor.
Then v3 accepts exactly one vertex, say v, and vv6 ∈ E. However, if degG(v5) = 2
then we change the acceptor of v from v3 to v6. Note that then degG(v4) ≥ 3.
Thus the following invariant holds.

Invariant 1. If we number vertices of a weak path P = v1 . . . v8 so that v3 is
an acceptor then degG(v5) ≥ 3.

The intuition behind the notion of dangerous path is that it cannot afford ac-
cepting a vertex. As we see, a weak path is very close to being dangerous. A
weak path can afford accepting a vertex, but it needs additional help from other
paths. This “help” is realized by the following procedure.

Forcing Procedure. Now we define a certain set F ⊂ V . The elements of F are
called forced vertices. The set F is constructed by the following procedure. Begin
with empty F . Next consider weak paths of S, one by one. Let P be such a weak
path. If P ∩F �= ∅ we skip P . Otherwise, let us number vertices of P = v1 . . . v8
so that v3 is an acceptor. If v5 has a neighbor outside P then we choose exactly
one such neighbor x, we add x to F and x becomes forced by P . This finishes
the description of the forcing procedure.

The following observation follows easily from (B3).

Observation 3. If w is an endpoint of a path P ∈ S1 ∪ S2 then w �∈ F .

In what follows we construct a certain dominating set D. As we will see, for
some paths P of S the ratio |P ∩ D|/|P | is at most 3

7 , and for some of them
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it is larger than 3
7 . However, we show that the later ones are amortized by the

former. To this end we introduce the following discharging procedure (which is
not a part of the construction of D but it helps to bound |D|). We assume that
each vertex v ∈ V and path P ∈ S is assigned a rational number, called charge,
which is initially 0. By sending charge of value α from x ∈ V ∪ S to y ∈ V ∪ S
we mean that the charge of x decreases by α and the charge of y increases by α.
The charge is sent according to the following rules.

Rule D1 Let v be an endpoint of a path P ∈ S such that v is accepted by a
vertex w. If P ∈ S1 and |P | ≥ 4, then w sends 4

7 to P . Otherwise, i.e.
if |P | ∈ {1, 2, 5, 8}, then w sends 3

7 to P .
Rule D2 Every rejected path sends 2

7 to each neighboring dangerous path.
Rule D3 Every dangling path sends 1

7 to each neighboring path.
Rule D4 If a vertex x is forced by a weak path P , then x sends 6

7 to P .

After applying all the discharging rules above, each vertex v and each path P ∈ S
ends up with some amount of charge: the total charge it received minus the total
charge it sent. For x ∈ V ∪ S let ch(x) denote the final amount of charge at x.

For P ∈ S, let ĉh(P ) = ch(P ) +
∑

v∈P ch(v). Note that the initial total charge
in G is equal to 0 and it does not change by applying the discharging rules, so∑

P∈S ĉh(P ) = 0.
Let A be the set of all acceptors. We say that a path P ∈ S is safe when there

exists a set DP ⊆ P such that

a) DP ∪ A ∪ F dominates P , i.e. P ⊂ N [DP ∪ A ∪ F ],
b) P ∩ (A ∪ F ) ⊆ DP ,

c) |DP | + ĉh(P ) ≤ 3
7 |P |.

Lemma 3. If all paths in S are safe, then G has a dominating set of size at
most 3

7n.

Proof. Since all paths in S are safe, for each such path P there is a set DP that
satisfies conditions a)-c). Then we define D =

⋃
P∈S DP . By b), A∪F ⊆ D. This

together with a) implies that D is a dominating set of G. Since
∑

P∈S ĉh(P ) = 0,
c) implies that |D| =

∑
P∈S |DP | ≤

∑
P∈S

3
7 |P | = 3

7n. ��

In section 4 we show that G satisfies the assumptions of Theorem 1 then all
paths in S are safe. Together with the above lemma that finishes the proof of
Theorem 1.

4 All Paths Are Safe

From now on we assume that G satisfies the assumptions of Theorem 1. The
following lemma follows easily from the discharging rules.

Lemma 4. Let v be a vertex of G. If v accepts a path from S1 of order at least
4, then ch(v) ≤ − 4

7 − 6
7 [v ∈ F ]. If v accepts a path of order 1, 2, 5 or 8, then

ch(v) ≤ − 3
7 − 6

7 [v ∈ F ]. Otherwise ch(v) ≤ − 6
7 [v ∈ F ]. ��
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In what follows we will consider various kinds of paths in S and we will show that
they are safe. In many cases we will divide these paths into several subpaths,
which we call “bricks”. Then the safeness of paths from S will be derived from
the safeness of bricks, which is defined as follows. We say that a path P in a
graph G is α-safe when there exists a set DP ⊆ P such that

a) DP ∪ A ∪ F dominates P , i.e. P ⊂ N [DP ∪ A ∪ F ],
b) P ∩ (A ∪ F ) ⊆ DP , and
c) |DP | +

∑
v∈P ch(v) ≤ α.

Note that if a path P ∈ S is 3
7 |P |-safe it does not mean that it is safe, because

in the definition of α-safeness we ignore the charge of P . However the following
claim is easy to verify.

Lemma 5. Let P ∈ S and assume that P = P1 . . . Pk. For i = 1, . . . , k assume
that path Pi is αi-safe. If

∑k
i=1 αi + ch(P ) ≤ 3

7 |P | then P is safe. ��

Lemma 6 (3-brick Lemma). Any path P = v1v2v3 in G such that P ∩ A ⊆
{v2} is 8

7 -safe. Moreover, if v2 ∈ A, then P is 6
7 -safe.

Proof. By Lemma 4, for v ∈ {v1, v3}, ch(v) ≤ − 6
7 [v ∈ F ].

First assume v2 is an acceptor. We put DP = P ∩ (A∪ F ). Note that |DP | ≤
1+|F∩{v1, v3}| and ch(v2) ≤ − 3

7−
6
7 [v ∈ F ]. Hence,

∑
v∈P ch(v) ≤ − 3

7−
6
7 |F∩P |.

It follows that |DP | +
∑

v∈P ch(v) ≤ 1 + |F ∩ {v1, v3}| − 3
7 − 6

7 |F ∩ P | = 4
7 +

1
7 |F ∩ {v1, v3}| ≤ 6

7 .
Now assume v2 is not an acceptor. By Lemma 4, for any v ∈ P we have

ch(v) ≤ − 6
7 [v ∈ F ]. If |F ∩ P | ≥ 2, we put DP = F ∩ P and then |DP | +∑

v∈P ch(v) ≤ |F ∩P | − 6
7 |F ∩P | ≤ 3

7 . Otherwise, i.e. when |F ∩P | ≤ 1, we put
DP = {v2} ∪ (F ∩ P ) and then |DP |+

∑
v∈P ch(v) ≤ 1 + |F ∩ P | − 6

7 |F ∩ P | =
1 + 1

7 |F ∩ P | ≤ 8
7 . ��

Lemma 7 (4-brick Lemma). Any path P = v1v2v3v4 in G such that P ∩A ⊆
{v3} is 2-safe. Moreover, if v3 ∈ A, then P is (117 + 1

7 |F ∩ {v1, v4}|)-safe (and
hence 13

7 -safe).

Proof. By Lemma 4, for v ∈ {v1, v2, v4}, ch(v) ≤ − 6
7 [v ∈ F ].

First assume v3 is an acceptor. We put DP = {v2} ∪ P ∩ (A ∪ F ). Note
that |DP | ≤ 2 + |F ∩ {v1, v4}| and ch(v3) ≤ − 3

7 − 6
7 [v ∈ F ] by Lemma 4.

Hence,
∑

v∈P ch(v) ≤ − 3
7 − 6

7 |F ∩ P |. It follows that |DP | +
∑

v∈P ch(v) ≤
2 + |F ∩ {v1, v4}| − 3

7 − 6
7 |F ∩ P | ≤ 11

7 + 1
7 |F ∩ {v1, v4}| ≤ 13

7 .
Now assume v3 is not an acceptor. By Lemma 4, for v ∈ P we have ch(v) ≤

− 6
7 [v ∈ F ] and hence

∑
v∈P ch(v) = − 6

7 |F ∩ P |. If F ∩ P = ∅, we put DP =
{v2, v3} and then |DP |+

∑
v∈P ch(v) = 2. Finally assume F ∩P �= ∅. If {v1, v2}∩

F �= ∅ we put DP = {v3}∪ (F ∩P ) and otherwise we put DP = {v2} ∪ (F ∩P ).
Then, |DP |+

∑
v∈P ch(v) ≤ 1 + |F ∩ P | − 6

7 |F ∩ P | = 1 + 1
7 |F ∩ P | ≤ 11

7 . ��
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Lemma 8. Every 0-path P is safe.

Proof. By (B8) |P | = 3. Clearly, P may get charge only by Rule D3. Moreover,
Rule D3 applies at most once to P because otherwise by (B2) there are two
dangling paths neighboring with the only (1, 1)-vertex of P and then there are
1-vertices at distance 4, a contradiction. It follows that ch(P ) ≤ 1

7 . By Lemma 6
path P is 8

7 -safe. Since
8
7 +ch(P ) ≤ 9

7 = 3
7 |P | so by Lemma 5 path P is safe. ��

Lemma 9. Every path P of order 1 is safe.

Proof. Let V (P ) = {v}. Since there are no isolated vertices, v is an out-endpoint.
By (B1) P does not receive charge by Rule D3.

Note that P ∩ A = ∅ by (B1) and F ∩ P = ∅ by Observation 3. Hence, by
Lemma 4, ch(v) = 0.

First assume v is accepted. Then P gets exactly 3
7 by Rule D1, and Rule D2 does

not apply, so ch(P ) = 3
7 .We putDP = ∅. It follows that |DP |+ĉh(P ) = 3

7 = 3
7 |P |.

If v is not accepted, Rule D1 does not apply. Moreover, then P is rejected, so
by Observation 2 it sends 2 · 2

7 = 4
7 by Rule D2. Hence, ch(P ) ≤ − 4

7 . We put

DP = {v}. It follows that |DP | + ĉh(P ) ≤ 1 − 4
7 = 3

7 |P |. ��
Lemma 10. Every 1-path P , |P | ≥ 4, with an out-endpoint is safe.

Proof. Assume P = v0v1 . . . v3k for some k ≥ 1. By the accepting procedure,
since P has an out-endpoint, P has an accepted out-endpoint and P gets 4

7 by
D1. Assume w.l.o.g. v0 is the accepted out-endpoint of P . By (B1), D3 does not
apply to P . It follows that ch(P ) = 4

7 . Note that P ∩A = ∅ by (B1). We partition
P into k + 1 paths: P = P0P1 . . . Pk, where P0 = v0 and Pi = v3i−2v3i−1v3i for
any i = 1, . . . , k. By Observation 3 and Lemma 4 we have ch(v0) = 0, so we see
that P0 is 0-safe (by choosing DP0 = ∅). By Lemma 6 for every i = 1, . . . , k the
path Pi is

8
7 -safe. Since 0 + k · 8

7 + ch(P ) = 8k+4
7 ≤ 9k+3

7 = 3
7 |P |, by Lemma 5

path P is safe. ��
Lemma 11. If a path P ∈ S of order 4 has no out-endpoint then P = N [x] for
some x ∈ P .

Proof. Let P = v1v2v3v4. Since P has no out-endpoint, N(v1) ⊆ {v2, v3, v4}
and N(v4) ⊆ {v1, v2, v3}. If v1v3 ∈ E(G) then N(v3) = {v1, v2, v4}, so we
can take v3 as x. Hence v1v3 �∈ E(G) and by symmetry also v4v2 �∈ E(G). If
v1v4 ∈ E(G) then degG(v1) = degG(v4) = 2 and we have 2-vertices at distance 1,
a contradiction. It follows that degG(v1) = degG(v4) = 1, and we have 1-vertices
at distance 3, a contradiction. ��
Lemma 12. Every path P of order 4 is safe.

Proof. LetP = v1v2v3v4. By Lemma 10we can assume thatP has no out-endpoint.
Then ch(P ) = 0, since D3 does not apply by (B1). Let x ∈ P be a vertex such
that P = N [x], as guaranteed by Lemma 11. Note that P ∩A = ∅ by (B1).

We put DP = {x} ∪ (F ∩ P ). By Lemma 4 and Observation 3, ch(v1) =
ch(v4) = 0 and ch(v2), ch(v3) ≤ − 6

7 [v ∈ F ]. By Observation 3, |F ∩ P | ≤ 2.

Hence, |DP |+ ĉh(P ) ≤ 1 + |F ∩ P | − 6
7 |F ∩ P | = 1 + 1

7 |F ∩ P | ≤ 9
7 < 3

7 |P |. ��
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Because of the space limitations the safeness of the remaining paths is deferred
to the journal version.
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Abstract. We introduce a (new) notion of parameterized proof system. For
parameterized versions of standard proof systems such as Extended Frege and
Substitution Frege we compare their complexity with respect to parameterized
simulations.

1 Introduction

Consider the following problems for graphs: the vertex cover problem VC, the clique
problem CLIQUE, and the dominating set problem DS; they ask, given a graph G and
a natural number k, whether G contains a cardinality k vertex cover, clique, and domi-
nating set, respectively. All three problems are NP-complete and hence, from the point
of view of polynomial reductions any two of them have the same computational com-
plexity.

Taking in each case the natural number k as the parameter of an instance we get
the parameterized problems p-VC, p-CLIQUE, and p-DS. In parameterized complex-
ity there is not only a new notion of tractability, namely fixed-parameter tractability,
but also the notion of reducibility has been adapted so that it preserves fixed-parameter
tractability; the new notion being that of fpt-reduction. One knows that p-VC ≤fpt p-
CLIQUE (that is, p-VC is fpt-reducible to p-CLIQUE) and p-CLIQUE ≤fpt p-DS. How-
ever, accepting the hypotheses FPT �= W[1] and W[1] �= W[2] (which are fundamental
hypotheses of parameterized complexity and each of them implies P �= NP) neither p-
CLIQUE ≤fpt p-VC nor p-DS ≤fpt p-CLIQUE. As Downey and Fellows write in [7]:

Parameterized reductions tend to be much more structure preserving than clas-
sical reductions, and certainly most classical reductions . . . are definitely not
parameterized reductions. . . . Parameterized reductions are sufficientlly refined
that instead of one large class of naturally intractable problems all of the same
complexity, there seem to be many sets of natural combinatorial problems, all
intractable in the parameterized sense, and yet of differing parameterized com-
plexity

In proof theory among the proof systems best studied there are Frege systems, Ex-
tended Frege systems, and Substitution Frege systems. Classically, they are compared
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via polynomial simulations. It is known that there are polynomial simulations between
any Extended Frege system and any Substitution Frege system, while it is not known
whether Extended Frege systems and Substitution Frege systems may be simulated by
Frege systems. The question arises whether also in this context parameterized complex-
ity yields new insights or even allows a more fine-grained analysis. In this note we want
to lay down the conceptual framework for such an analysis. Furthermore, we give some
positive and some negative answers and state some open problems.

What are natural parameterizations of proof systems? Recall that the definitions of
parameterized complexity are tailored to address complexity issues in situations where
we know that the parameter is relatively small. We believe that for Extended Frege sys-
tems the number of extension axioms used in a proof could be a natural parameter. At
least, if we start with an arbitrary, say, random tautology, it does not seem plausible that
many extension axioms can be used in a proof with advantage. We should emphasize the
word “random” here. For example, in a standard example often mentioned to motivate
the use of extension axioms, namely the formalization of the pigeon-principle in propo-
sitional logic, the number of extension axioms used to derive the n pigeonhole principle
by a straightforward induction on n is Ω(n3) and hence, certainly not small.1 Similarly
the number of applications of the substitution rule seems to be a natural parameter for
Substitution Frege Systems.

As proof systems are functions, simulations between them should be value-preser-
ving functions (as are the standard polynomial simulations). We believe that this fact
has not been taken into account appropriately in the approaches to proof theory us-
ing parameterized complexity. Taking this fact seriously, we define the notion of fpt-
simulation. When we realized that our notion coincides with the notion of parsimonious
reduction between parameterized counting functions, we were confirmed in our belief
that this is the appropriate definition.

We show that under fpt-simulations the parameterized versions of Extended Frege
and Substitution Frege are both equivalent to Frege. In this sense, the notion of fpt-
simulation does not offer a more fine-grained complexity analysis of these proof sys-
tems; or, expressing it in positive terms, we gain the insight that there is a simulation,
say, of an Extended Frege system in a Frege system whose superpolynomial running
time is confined to a factor depending only on the number of extension axioms used
in the original proof. Similarly, we see that there is a simulation of Substitution Frege
in Extended Frege where the number of extension axioms is bounded in terms of the
number of applications of the substitution rule.

Having in mind the goal of a more refined analysis, we propose to study the rela-
tionship between these proof systems under parameterized polynomial simulations, a
notion that in some sense refines both polynomial simulations and fpt-simulations: such
a simulation is a polynomial simulation with the additional property that it increases the
parameter at most polynomially. We do not see any way to simulate Substitution Frege
in Extended Frege in this sense (while the converse is easy). However, we construct a
parameterized polynomial simulation of treelike Substitution Frege in treelike Extended
Frege.

1 It is well-known that Buss [3] gave polynomial proofs of the pigeon-principle in Frege systems.
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Related work. A different approach to introduce parameterizations into proof complex-
ity has been initiated by Dantchev et al. [6]. They introduced parameterized proof sys-
tems for parameterized problems. They considered the following parameterized prob-
lem: given a pair (α, k) of a CNF α and k ∈ N, where k is the parameter, decide whether
α has no satisfying assignment of Hamming weight at most k. The proof systems they
had in mind are classical refutation systems such as Resolution that may freely use
additional clauses expressing the constraint on the Hamming weight. The goal of this
approach is to strengthen lower bounds of classical refutation systems by showing that
their parameterized counterparts are not fpt bounded2. It can be understood as a pa-
rameterized analogue of Cook’s program, here trying to prove coW[2] �⊆ paraNP. For
this approach Beyersdorff et al. [1] lack an interpretation of the parameterization of the
proof system and argue that it can be dispensed with.

2 Preliminaries

In this section we fix some notations and recall some definitions and results, in the first
part of parameterized complexity theory and in the second part of proof theory.

2.1 Parameterized Complexity

Formally, a parameterized problem is a pair (Q, κ) consisting of a (classical) problem
Q ⊆ {0, 1}∗ and a polynomial time computable parameterization κ : {0, 1}∗ → N that
maps any input x ∈ {0, 1}∗ to its parameter κ(x) ∈ N. A parameterized problem (Q, κ)
is fixed-parameter tractable, that is, tractable from the point of view of parameterized
complexity, if there is an algorithm solving x ∈ Q in ≤ f (κ(x)) · |x|O(1) steps for some
computable f : N → N.

A function R : {0, 1}∗ → {0, 1}∗ is fpt-computable with respect to a parameteriza-
tion κ if R(x) can be computed in time f (κ(x)) · |x|O(1), where again f : N → N is
computable.

Also the notion of polynomial reduction, that is, the natural notion of reduction
preserving classical tractability, has to be adapted so that it preserves fixed-parameter
tractability. An fpt-reductionR from a parameterized problem (Q, κ) to another (Q′, κ′)
is an fpt-computable (with respect to κ) reduction from Q to Q′ such that κ′(R(x)) ≤
g(κ(x)) for some computable g : N → N and all x ∈ {0, 1}∗. We write (Q, κ) ≤fpt

(Q′, κ′) if there is an fpt-reduction from (Q, κ) to (Q′, κ′).

2.2 Proof Theory

A proof system for a problem Q ⊆ {0, 1}∗ is a polynomial time computable surjection
P from {0, 1}∗ onto Q. If P (w) = x, then w is a P -proof of x. In case Q = TAUT,
we call P propositional. A proof system P is p-bounded if any x ∈ Q has a P -proof
of size |x|O(1). Cook and Reckhow [5] observed that a p-bounded propositional proof
system exists if and only if NP = coNP. Cook’s program aims to prove that natural
propositional proof systems are not p-bounded.

2 As pointed out in [1] one should restrict attention to instances (α, k) with contradictory α.
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Proof systems for a problem Q are compared in strength via p-simulations: a p-
simulation of a proof system P ′ in a proof system P is a polynomial time computable
function R such that P (R(w′)) = P ′(w′) for all w′ ∈ {0, 1}∗; in case such an R exists,
we say P p-simulates P ′ and write P ′ ≤pol P ; if additionally, P ′ p-simulates P , we
call P and P ′ p-equivalent.

A Frege system F is a propositional proof system given by finitely many axiom
schemes (in the de Morgan language) and finitely many rules including, for simplicity,
modus ponens. An F -proof of a (propositional) formula α from a set of formulas Γ is
a sequence of formulas such that each of them is either a member of Γ or a substitution
instance of an axiom scheme or follows from earlier formulas in the sequence by one
of the rules of F ; furthermore, the last formula of the sequence is α. An F -proof of α
is an F -proof of α from the empty set of formulas. Frege systems are assumed to be
implicationally complete, that is, whenever a set of formulas Γ logically implies α, then
there exists an F -proof of α from Γ.

For a Frege system F we denote by F ∗ the proof system treelike F : an F -proof π is
treelike if every occurrence of a formula in π is used as an hypothesis in an application
of a rule at most once; equivalently, π is treelike if it can be written as a tree labeled
by the formulas in π such that the leaves are labeled by the substitution instances of the
axiom schemes and the labels of inner nodes are obtained by one of the rules from their
immediate predecessors.

The following are well-known [10,5].

Theorem 1. (1) (Cook, Reckhoff) Any two Frege systems are p-equivalent.
(2) (Krajı́c̆ek) F and F ∗ are p-equivalent for every Frege system F .

By part (1) of this theorem we get that, instead of (2), we could claim

F1 and F ∗
2 are p-equivalent for Frege systems F1 and F2.

The same observation applies to all equivalences mentioned in this paper (not only to
p-equivalences but also to fpt-equivalences and pp-equivalences introduced later).

There are two well-studied extensions of a Frege system F :

Extension Frege. Let F be a Frege system. The Extension Frege system EF adds to F
the extension rule: It allows to add in a proof of α (without any hypotheses) an extension
axiom (r ↔ σ) where σ is a propositional formula and the extension variable r neither
occurs in σ nor in α nor in any earlier line of the proof.

Equivalently, an EF-proof of α is an F -proof of α from an extension sequence whose
extension variables do not occur in α. Here, an extension sequence (for α) of length k
is a sequence of the form

(r1 ↔ σ1), . . . , (rk ↔ σk)

with pairwise distinct extension variables r1, . . . , rk such that ri does not occur in σj

for 1 ≤ j ≤ i.
By EF∗ we denote the treelike version of EF.

Substitution Frege. Let F be a Frege system. The Substitution Frege system SF adds to
F the substitution rule that allows to derive from the formula α the formula α[x/σ]
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where α[x/σ] is obtained from α by substituting the variable x by the formula σ. By
SF∗ we denote the treelike version of SF.

In [2] Buss introduces two restrictions of SF:

– Boolean Substitution Frege BSF requires that in any application of the substitution
rule the formula σ is the Boolean constant � (TRUE) or ⊥ (FALSE);

– Renaming Frege RF requires σ to be a variable.

Again, BSF∗ and RF∗ denote the treelike versions of these systems.

Natural simulations of EF and SF in F roughly proceed as follows:

– Let π be an EF-proof. To delete the first extension axiom (r ↔ σ) substitute ev-
erywhere in π the formula σ for r; this transforms the extension axiom into the
tautology (σ ↔ σ) for which we add a linear size F -proof. Proceed like this with
the second extension axiom and so on. If π contains k extension axioms, the result-
ing F -proof has size |π|O(k) .

– Let π be an SF-proof. Let the first application in π of the substitution rule yield
α[x/σ] from α. Replace it by a proof of α[x/σ] obtained by applying the substitu-
tion x/σ to the initial segment of π up to α. If π contains k substitution inferences,
the resulting F -proof has size |π|O(k).

Hence, both simulations are not polynomial ones. In fact, it is open whether EF ≤pol F
and whether SF ≤pol F . However, the following is known [12,2]:

Theorem 2. (1) EF, EF∗, SF, SF∗, RF, BSF are p-equivalent for every Frege system F .
(2) RF∗, BSF∗ and F are p-equivalent for every Frege system F .

Comparing their status with that of RF∗ and of BSF∗ we see that perhaps RF and BSF
are proof systems where the ability to reuse already derived lines adds power. We shall
see a similar phenomenon for SF in the parameterized setting.

3 Parameterized Proof Systems and fpt-Simulations

In this section we introduce the main new concepts of this paper, parameterized proof
systems and simulations between them.

Definition 3. A parameterized proof system for Q is a pair (P, κ) such that P is a proof
system for Q and κ a parameterization.

Having in mind, as we do, to compare Frege systems, Extended Frege systems, and
Substitution Frege systems, it does not seem natural to consider a more general notion
of parameterized proof systems where P is only required to be an fpt-computable (with
respect to κ) function from {0, 1}∗ onto Q instead of a polynomial time computable
one.

We identify a (classical) proof system P for Q with the parameterized proof system
(P, 0), i.e., P with the parameterization that is constantly 0.
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For an Extended Frege system EF we denote by κEF the parameterization

κEF(w) := number of extension axioms in w.

Similarly, for a Substitution Frege system SF we denote by κSF the parameterization

κSF(w) := number of applications of the substitution rule in w.

We consider the restriction EF∗ of EF with the parameterization κEF and the restrictions
SF∗, BSF(∗), and RF(∗) of SF with the parameterization κSF. We denote the resulting
parameterized proof systems by p-EF, p-EF∗, p-SF, p-RF, p-BSF, p-SF∗, p-RF∗ and
p-BSF∗.

In order to compare parameterized proof systems in strength we use the following
notion of simulation. We already mentioned that for parameterized counting problems
the notion coincides with that of fpt parsimonious reduction introduced in [8, Defini-
tion 14.10].

Definition 4. Let (P, κ) and (P ′, κ′) be parameterized proof systems for Q ⊆ {0, 1}∗.
An fpt-simulation of (P ′, κ′) in (P, κ) is a function R : {0, 1}∗ → {0, 1}∗ such that
(a) R is fpt-computable with repect to κ′;
(b) P ′(w′) = P (R(w′)) for all w′ ∈ {0, 1}∗;
(c) κ(R(w′)) ≤ g(κ′(w′)) for some computable g : N → N and all w′ ∈ {0, 1}∗.
In case such an R exists, we say that (P, κ) fpt-simulates (P ′, κ′) and write (P ′, κ′) ≤fpt

(P, κ). The problems (P, κ) and (P ′, κ′) are fpt-equivalent, written (P, κ) ≡fpt (P, κ), if
(P, κ) ≤fpt (P ′, κ′) and (P ′, κ′) ≤fpt (P, κ).

Note that if P and P ′ are classical proof systems for a problem Q, then P fpt-simulates
P ′ if and only if P p-simulates P ′. However, in general, neither (P, κ) ≤fpt (P ′, κ′)
implies P ≤pol P

′ nor P ≤pol P
′ implies (P, κ) ≤fpt (P ′, κ′).

Lemma 5. If (P, κ) ≤fpt (P ′, κ′) and (P ′, κ′) ≤fpt (P ′′, κ′′), then (P, κ) ≤fpt (P ′′, κ′′).

4 Comparing Proof Systems via fpt-Simulations

By the following result all parameterized proof systems introduced so far are fpt-equiv-
alent.

Theorem 6. p-EF, p-SF, and F are pairwise fpt-equivalent. 3

As F ≤fpt p-EF, the theorem follows from the following three propositions showing
(among others):

p-EF ≤fpt p-SF ≤fpt p-BSF ≤fpt F.

In Proposition 7 and Proposition 8 we obtain the first two ‘inequalities’ by merely ob-
serving that known p-simulations already are fpt-simulations.

3 The second author gave a talk at the workshop Proof complexity (11w5103, Banff Interna-
tional Research Station) on this subject mentioning that at that time we didn’t know whether
p-EF ≤fpt F . Kaveh Ghasemloo pointed out that he was convinced that such a simulation
could be constructed via the system G∗

1 (cf. [4, p.179]).
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Proposition 7. p-EF ≤fpt p-SF and p-EF∗ ≤fpt p-SF∗.

Proof. Cook and Reckhow’s original p-simulation [5] of EF in SF is an fpt-simulation
of p-EF in p-SF; this yields the first assertion.

We turn to the second claim. An EF∗-proof π of α is an F ∗-proof of α from an
extension sequence (r1 ↔ σ1), . . . , (rk ↔ σk) (recall that the ri have to be paiwise
distinct and that ri neither occurs in σj for 1 ≤ j ≤ i nor in α). By the Deduction
Theorem for F (see [11, Lemma 4.4.10]) there is an F -proof π′ of

(rk ↔ σk) → (rk−1 ↔ σk−1) → · · · → (r1 ↔ σ1) → α (1)

(where the iterated implications are associated to the right) of size |π|O(1). By part (2)
of Theorem 1 we can assume that π′ is treelike.

By our assumption on the extension variables, the variable rk occurs exactly once
in (1). We apply the substitution rule and substitute σk for rk in (1); hence we get the
formula obtained from (1) by replacing the equivalence (rk ↔ σk) by (σk ↔ σk).
We add a short F ∗-proof of (σk ↔ σk) and apply modus ponens to arrive at formula
(1) with k − 1 instead of k. Repeating this process gives an SF∗-proof of α of size
O(k · |π′|). We observe that in this simulation k extension axioms are simulated in SF∗

by k applications of the substitution rule. Therefore, this is an fpt-simulation. �

Proposition 8. p-SF ≤fpt p-BSF.

Proof. Buss [2] simulates an application of the substitution rule α
α[x/σ] as follows: first,

he applies twice the BSF-substitution rule to get

α[x/�] and α[x/⊥]

from α; then he adds short proofs of

((σ ∧ α[x/�]) → α[x/σ]) and ((¬σ ∧ α[x/⊥]) → α[x/σ]).

Finally, he derives α[x/σ] from these four formulas.
In this way, an SF-proof with k applications of the substitution rule is transformed in

polynomial time into an BSF-proof with 2k applications of the BSF-substitution rule.
Hence, this is an fpt-simulation. �

Proposition 9. p-BSF ≤fpt F.

Proof. Let π be an BSF-proof of β with k applications of the BSF-substitution rule.
Let π1 be the initial segment of π that ends in the premise α of the first application

α
α[x/σ] with σ ∈ {�,⊥} of this rule. We obtain the F -proof π′

1 of α[x/σ] by applying
the substitution x/σ to every line of π1. Furthermore, delete all occurrences of α[x/σ]in
π, thus getting π′. Then π′

1, π
′ is a BSF-proof of β with (k−1) applications of the BSF-

substitution rule and of size at most 2|π|. Repeating this process we finally obtain an
F -proof of β of size 2k · |π|. �



80 J. Flum and M. Müller

Remark 10. As an analysis of the previous proofs shows, for every EF-proof of size
n with k extension axioms there exists an F -proof π of the same formula with |π| ≤
22k · nO(1).

Standard p-simulations of SF in EF (e.g., see [12]) map an SF-proofπ of a formulaα(x̄)
(where x̄ are the propositional variables in α) with k applications of the substitution rule
and 	 lines to an EF-proof with 	 · |x̄| extension axioms. They are not fpt-simulations.
By the previous theorem there is an fpt-simulation of p-SF in p-EF. We encourage the
reader to give a ‘direct’ one.

5 Comparing Proof Systems via Parameterized Polynomial
Simulations

In the previous section we have seen that fpt-simulations are too coarse in the sense
that they do not distinguish any two of the parameterized proof system considered so
far. In this section therefore we analyze these proof systems under a notion of simula-
tion which strengthens both the notion of p-simulation and that of fpt-simulation. For
parameterized decision problems this concept was introduced in [9].

Definition 11. Let (P, κ) and (P ′, κ′) be parameterized proof systems for Q ⊆ {0, 1}∗.
A pp-simulation (or, parameterized polynomial simulation) of (P ′, κ′) in (P, κ) is a p-
simulation R of P ′ in P such that

κ(R(w′)) ≤ q(κ′(w′)) for some polynomial q and all w′ ∈ {0, 1}∗.

In case such an R exists, we say that (P, κ) pp-simulates (P ′, κ′) and write (P ′, κ′) ≤pp

(P, κ). The problems (P, κ) and (P ′, κ′) are pp-equivalent, written (P, κ) ≡pp (P, κ), if
(P, κ) ≤pp (P ′, κ′) and (P ′, κ′) ≤pp (P, κ).

Clearly, if (P ′, κ′) ≤pp (P, κ), then P ′ ≤pol P and (P ′, κ′) ≤fpt (P, κ).

As the proofs of Proposition 7 and of Proposition 8 show, we get:

Proposition 12. p-EF ≤pp p-SF, p-EF∗ ≤pp p-SF∗, and p-SF ≤pp p-BSF.

Example 13. The p-simulation of BSF in RF from [2] maps a BSF-proof with k sub-
stitution inferences of a formula with m variables to an RF-proof with k · (m − 1)
substitution inferences. This is not a pp-simulation (not even an fpt-simulation).

By the results of the previous section there is an fpt-simulation of p-SF in p-EF even
though (as mentioned at the end of that section) standard p-simulations of SF in EF are
not fpt-simulations. We do not know whether p-SF ≤pp p-EF. However, this holds for
the tree-like versions of these proof systems:

Theorem 14. p-SF∗ ≤pp p-EF∗.
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Proof. We say that an SF∗-proof of β from an extension sequence (for β) is an ESF∗-
proof of β if every application of the substitution rule has the form

α

α[x/σ]

where the formula x ∧ σ does not contain any extension variable.
Clearly, an EF∗-proof of β is an ESF∗-proof of β without applications of the substi-

tution rules.
We now describe how to stepwise eliminate applications of the substitution rule in

ESF∗-proofs. So, let π be an ESF∗-proof of β with k applications of the substitution
rule. We depict π as a labeled tree T with β at the root; for any node t of T labeled by
γ the subtree Tt rooted at this node (and consisting of the predecessors of this node)
constitutes an ESF∗-proof of γ. Consider a node t such that

– t is labeled by a formula α[x/σ] obtained from its predecessor t− labeled by α by
an application of the substitution rule (via the substitution x/σ);

– no further applications of the substitution rule occur in Tt.

Let r be a variable not occuring in π and obtain Tt−(x/r) by substituting x by r in
all formulas of Tt− . By the proviso on the applications of the substitution rule in an
ESF∗-proof, the variable x is not a substitution variable and hence extension axioms of
T are transformed into extension axioms in Tt−(x/r). Hence, Tt−(x/r) is an F ∗-proof
of α[x/r] from a set of extension axioms.

Let π′ be a short F ∗-proof of

(α[x/r] → ((r ↔ σ) → α[x/r][r/σ]︸ ︷︷ ︸
=α[x/σ]

))

Using the new extension axiom (r ↔ σ) (and adding some applications of modus
ponens) we merge this F ∗-proof with Tt−(x/r) to get a F ∗-proof of α[x/σ] from an
extension sequence.

... Tt−(x/r)
... π′

α[x/r] (α[x/r] → ((r ↔ σ) → α[x/σ])
((r ↔ σ) → α[x/σ]) (r ↔ σ)

α[x/σ]

Replace in the original proof π the subtree Tt(x/r) by this new proof, thus obtaining a
proof π′′. It should be clear that π′′ is an ESF∗-proof of β with k − 1 applications of
the substitution rule.

Iterating this process k times we finally get an F ∗-proof π∗ of β from an extension
sequence (for β) consisting of k extension axioms. As π∗ is obtained from π in polyno-
mial time the mapping π �→ π∗ is the desired pp-simulation of p-SF∗

in p-EF∗. �

Note that in the previous proof we have used that the SF-proof we start with is treelike:
the simulation replaces all predecessors of a formula obtained by a substitution rule. In
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an arbitrary SF-proof some later inferences may be based on some formulas not further
available.

We prove the following result by standard means:

Proposition 15. p-EF ≤pp p-EF∗.

Proof. Let π = α1, . . . , αs be an EF-proof with k extension axioms. For 1 ≤ i ≤ s we
set γi :=

∧i
j=1 αj . We construct for i = 1, . . . , s successively EF∗-proofs πi of γi such

that the variables in πi are precisely those in α1, . . . , αi and the extension axioms in πi

are the same as in α1, . . . , αi.
The tree π1 just consists of the root labeled by α1. Assume that we have already

constructed the EF∗-proof πi of γi. To construct πi+1 we first consider the case where
αi+1 is an extension axiom or a substitution instance of an axiom of F . Let π1 be a
short F ∗-proof of (u → (v → (u ∧ v))). Then π1[u/γi, v/αi+1] is an F ∗-proof of
(γi → (αi+1 → γi+1)) of size O(|γi+1|). As an intermediate step we get an F ∗-proof
π2 of (αi+1 → γi+1) from the F ∗-proofs πi and π1[u/γi, v/αi+1] by an application of
modus ponens. A further modus ponens inference yields from π2 and the ‘leaf’ αi+1 the
desired F ∗-proof πi+1 of γi+1.

... π1[u/γi, v/αi+1]
... πi

(γi → (αi+1 → γi+1)) γi
(αi+1 → γi+1) αi+1

γi+1

Now assume that αi+1 is obtained by one of the rules of F . The general case being anal-
ogous, we treat the case where this rule is modus ponens. So assume αi+1 is obtained
from αk and α� (where 1 ≤ k, 	 ≤ i) by modus ponens. Let π1 be an F ∗-proof of
(
∧i

j=1 uj → (uk ∧ u�)) of size polynomial in i. Substituting in π1 the ujs by the αjs
yields an F ∗-proof π2 of (γi → (αk ∧ α�)) of size polynomial in |γi|.

To a short F ∗-proof of ((u → v) → ((v → w) → (u → (u ∧ w)))) we apply the
substitution [u/γi, v/(αk ∧ α�), w/αi+1] obtaining an F ∗-proof π3 of size O(|γi+1|) of

((γi → (αk ∧ α�)) → ((αk ∧ α�) → αi+1) → (γi → γi+1))).

Finally, let π4 be an F ∗-proof of ((αk∧α�) → αi+1) of size O(|αk|+|α�|+|αi+1|) (recall
that αi+1 was obtained from αk and α� by modus ponens). Now it is easy to merge πi,
π1, π2, π3, and π4 to an F ∗-proof πi+1 of γi+1.

It is easy to construct a treelike proof π∗ of αs from πs. It is clear that π∗ can be
computed from π in polynomial time. �

Theorem 16. F ≡pp p-BSF∗ ≡pp p-RF∗ ≤pp p-EF ≡pp p-EF∗ ≡pp SF∗ ≤pp p-SF ≡pp

p-BSF.

Proof. The first two equivalences are easy to see. The third equivalence follows from
the preceding proposition. The equivalence p-EF∗ ≡pp p-SF∗ follows from Proposi-
tion 12 and Theorem 14. The last equivalence also follows from Proposition 12. �
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Hence, the proof systems mentioned in the previous theorem belong to at most three
distinct pp-degrees. Are these degrees distinct? Note that this theorem does not mention
p-RF. Does it belong to any of these degrees? Of course, F ≤pp p-RF ≤pp p-SF.
Furthermore, we can show the following:

Proposition 17. If p-RF ≤pp p-EF, then p-SF ≤pp p-EF.

Proof. Assume p-RF ≤pp p-EF. By Proposition 12 it suffices to show p-BSF ≤pp p-EF.
So let π = α1, . . . , αs be a BSF-proof with k substitution inferences (substituting a
variable by ⊥ or by �). Let y1, . . . , yk and z1, . . . , zk be new variables (not occurring
in π) and let

δ :=
∧k

i=1 ¬yi ∧
∧k

i=1 zi.

Consider the sequence
(δ → α1), . . . , (δ → αs).

This sequence can be “filled up” to an RF-proof with k substitution inferences (substi-
tuting a variable by another variable): if αi in π is a substitution instance of an axiom,
replace (δ → αi) by a short F -proof of (δ → αi). If αi is obtained by modus ponens
from αj , αj′ with j, j′ < i, then replace (δ → αi) by a short F -proof of (δ → αi) from
(δ → αj) and (δ → αj′ ). Finally, if αi is obtained by a substitution inference, then there
is j < i such that αi = αj[x/⊥] or αi = αj[x/�] for some variable x. Assume this is
the 	th substitution inference (1 ≤ 	 ≤ k) in π and that αi = αj[x/⊥] (the other case
αi = αj[x/�] is similar). Replace (δ → αi) by the following RF-proof: give a short
F -proof of (δ ∧ αj[x/y�] → αi) (note that ¬y� is a conjunct of δ) and derive αj[x/y�]
from αj by an RF substitution inference; from these two formulas it is easy to derive
(δ → αi).

Clearly, this RF-proof can be computed from π in polynomial time. By assumption
we can in polynomial time compute from this RF-proof an EF-proof π′ of (δ → αs)
with kO(1) extension axioms. Since the yi’s and the zi’s occur in δ, they are not used
as extension variables in π′. Let π′′ result from π′ by substituting ⊥ for all occurrences
of the yi’s and � for all occurrences of the zi’s. Then (note the yi’s and the zi’s do not
occur in αs) π′′ is an EF-proof of (δ′ → αs) where δ′ is a true Boolean sentence (a
true formula without variables). Adding a short proof of δ′ and an application of modus
ponens gives an EF-proof of αs. �
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10. Krajı́ček, J.: On the number of steps in proofs. Annals of Pure and Applied Logic 41, 153–

178 (1989)
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Abstract. Given a graph G = (V,E) and a set S ⊆ V , a set U ⊆ V is a
subset feedback vertex set of (G,S) if no cycle inG[V \U ] contains a vertex
of S. The Subset Feedback Vertex Set problem takes as input G, S,
and an integer k, and the question is whether (G,S) has a subset feedback
vertex set of cardinality or weight at most k. Both the weighted and the
unweighted versions of this problem are NP-complete on chordal graphs,
even on their subclass split graphs. We give an algorithm with running
time O(1.6708n) that enumerates all minimal subset feedback vertex sets
on chordal graphs with n vertices. As a consequence, Subset Feedback

Vertex Set can be solved in time O(1.6708n) on chordal graphs, both in
the weighted and in the unweighted case. On arbitrary graphs, the fastest
known algorithm for the problems has O(1.8638n) running time.

1 Introduction

Given a graph G = (V,E) and a set S ⊆ V , a set U ⊆ V is a subset feedback
vertex set of (G,S) if no cycle in G[V \ U ] contains a vertex of S. A subset
feedback vertex set U is minimal if no subset feedback vertex set of (G,S) is
a proper subset of U . The Subset Feedback Vertex Set problem takes as
input G, S, and an integer k, and the question is whether (G,S) has a subset
feedback vertex set of cardinality at most k. In the weighted version of the
problem, every vertex of G has a weight, and the question is whether there is a
subset feedback vertex set of total weight at most k.

Subset Feedback Vertex Set was introduced by Even et al. [4], and it gen-
eralizes several well-studied problems. When S = V , it is equivalent to the clas-
sical Feedback Vertex Set problem [11], and when |S| = 1, it generalizes the
Multiway Cut problem [7]. Weighted Subset Feedback Vertex Set admits
a polynomial-time constant-factor approximation algorithm [4]. The unweighted
version of the problem is fixed parameter tractable [3]. The only exact algorithm
known for its weighted version is by Fomin et al. [7] and it runs inO(1.8638n) time
and solves the problem by enumerating all minimal subset feedback vertex sets.

As a comparison, the unweighted version of Feeback Vertex Set can be
solved in time O(1.7347n) [9], whereas the best algorithm for its weighted version
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Council of Norway, and the French National Research Agency.
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runs in time O(1.8638n) and enumerates all minimal feedback vertex sets [5].
Feeback Vertex Set has also been studied on many graph classes, like chordal
graphs and AT-free graphs [1,15], and several positive results exist. This is not
yet the case for Subset Feedback Vertex Set, and no algorithm with a
running time of O(cn) such that c < 1.8637 is known for any significant graph
class. Interestingly, whereas both the weighted and the unweighted versions of
Feeback Vertex Set are solvable in polynomial time on chordal graphs [1,19],
even the unweighted version of Subset Feedback Vertex Set is NP-complete
on chordal graphs; in fact on their restricted subclass split graphs, by a standard
reduction from Vertex Cover [7].

In this paper we give an algorithm with running time O(1.6708n) that enumer-
ates all minimal subset feedback vertex sets when the input graph is chordal. As a
consequence, Subset Feedback Vertex Set can be solved in time O(1.6708n)
on chordal graphs, both in the weighted and in the unweighted case. Our algo-
rithm differs completely from the O(1.8638n) time algorithm of [7] for the general
case, and it heavily uses the structure of chordal graphs. Chordal graphs form one
of the most studied graph classes; they have extensive practical applications in
several fields [10,12,18], and they are crucial in characterizing and understanding
fundamental algorithmic tools, like treewidth.

Enumeration algorithms are central in the field of Exact Exponential Algo-
rithms, as the running times of many exact exponential time algorithms rely on
the maximum number of various objects in graphs [8]. A classical example is the
widely used result of Moon and Moser [16], showing that the maximum number
of maximal cliques or maximal independent sets in an n-vertex graph is 3n/3.
More recently, the maximum numbers and enumeration of objects like minimal
dominating sets, minimal feedback vertex sets, minimal subset feedback ver-
tex sets, minimal separators, and potential maximal cliques, have been studied;
see e.g., [5,6,7,9,13,14,17]. The maximum number of such objects in graphs have
traditionally found independent interest also in graph theory and combinatorics.

The results we present in this paper give an upper bound of O(1.6708n) on the
maximum number of minimal subset feedback vertex sets a chordal graph can
have. A tight bound on the maximum number of minimal feedback vertex sets on
chordal graphs is known to be 1.5848n [2], and this thus gives a lower bound on
the maximum number of minimal subset feedback vertex sets on chordal graphs.
Consequently, our results tighten the gap between the upper and lower bounds on
the maximum number of subset feedback vertex sets on chordal graphs. The cor-
responding gap is much larger on general graphs. There, the maximum numbers
of minimal feedback and subset feedback vertex sets are both O(1.8638n) [5,7],
but no examples of graphs having 1.5927n or more minimal feedback or subset
feedback vertex sets are known [5]. Note that the maximum number of minimal
subset feedback vertex sets can be dramatically different from the maximum
number of minimal feedback vertex sets. Split graphs, which form a subclass of
chordal graphs, have at most n2 minimal feedback vertex sets, whereas they can
have 3n/3 minimal subset feedback vertex sets [7].
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2 Preliminaries

We work with simple undirected graphs. We denote such a graph by G = (V,E),
where V is the set of vertices and E is the set of edges of G. We adhere to the
convention that n = |V |. The set of neighbors of a vertex v ∈ V is denoted by
NG(v). The degree of v, |NG(v)|, is denoted by dG(v). The closed neighborhood
of v is NG[v] = N(v) ∪ {v}. For a vertex subset X ⊆ V , the subgraph of G
induced by X is denoted by G[X ]. For ease of notation, we use G− v to denote
the graph G[V \ {v}], and G − X to denote the graph G[V \ X ].

A path in G is a sequence of distinct vertices such that the next vertex in the
sequence is adjacent to the previous vertex. A cycle is a path with at least three
vertices such that the last vertex is in addition adjacent to the first. Given a
subset S ⊆ V , we call a cycle an S-cycle if it contains a vertex of S. For a cycle
or an S-cycle C, we use V (C) to denote the set of vertices in C. A subset F ⊆ V
will be called a forest if G[F ] contains no cycle. Similarly, F is an S-forest if
no cycle in G[F ] contains a vertex of S. A graph is connected if there is a path
between every pair of its vertices. A maximal connected subgraph of G is called
a connected component of G. A set X ⊆ V is a clique if uv ∈ E for every pair
of vertices u, v ∈ X ; and X is an independent set if uv /∈ E for every pair of
vertices u, v ∈ X .

A chord of a cycle is an edge between two non consecutive vertices of the cycle.
A graph is chordal if every cycle of length at least 4 contains a chord. Induced
subgraphs of chordal graphs are also chordal [12]. A vertex v is called simplicial
if N(v) is a clique. Every chordal has a simplicial vertex [12]. A graph is a split
graph if its vertex set can be partitioned into a clique and an independent set.
Split graphs are chordal.

Given a set S ⊆ V , a set U ⊆ V is a subset feedback vertex set (sfvs) of (G,S)
if no cycle in G−U contains a vertex of S. Observe that U is a sfvs of (G,S) if
and only if V \ U is an S-forest. If S = V then U is a feedback vertex set (fvs)
of G, and V \ U is a forest. A sfvs U is minimal if no proper subset of U is a
sfvs of (G,S), and an S-forest is maximal if it cannot be extended to a larger
S-forest by including more vertices of G. Clearly, U is a minimal sfvs of (G,S)
if and only if V \ U is a maximal S-forest of G. Consequently, the number of
minimal sfvs of (G,S) is equal to the number of maximal S-forests of G.

Let μ(G,S) denote the number of minimal svfs of (G,S), equivalently the num-
ber of maximal S-forests of G. Observe that μ(G,S) =

∏t
i=1 μ(Gi, S), where

G1, G2, . . . , Gt are the connected components of G. This is because every maxi-
mal S-forest of G is the union of maximal S-forests of the connected components
of G.

Let μ(G) = max{μ(G,S) | S ⊆ V }. Note that μ(G) is lower bounded by
the number of minimal fvs of G. Let H be the complete graph on 5 vertices.
This graph has 10 minimal fvs [2]. Let H� be the graph obtained by taking 	
disjoint copies of H , for 	 ≥ 1. The number of minimal feedback vertex sets of
H� is thus 10� = 10n/5 ≈ 1.5848n. Any graph H� is chordal and hence 10n/5 is
a lower bound on the number of minimal sfvs of chordal graphs, i.e., there is a
chordal graph G = (V,E) and a set S ⊆ V such that (G,S) has 10n/5 minimal
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sfvs. When it comes to the maximum number of minimal fvs in chordal graphs,
Couturier et al. showed that the above lower bound is also the upper bound [2].
An upper bound on the number of minimal sfvs of chordal graphs better than
the one for general graphs has not been known until the result we present below.

3 Enumerating Minimal Subset Feedback Vertex Sets in
Chordal Graphs

This section is devoted to proving the following theorem.

Theorem 1. All minimal subset feedback vertex sets of a chordal graph on n
vertices can be listed in O(1.6708n) time.

Two corollaries follow from the above result. Corollary 1 follows immediately,
whereas Corollary 2 follows by noting that any sfvs of minimum cardinality or
minimum weight is a minimal sfvs. Hence we can check the cardinality or weight
of each generated minimal sfvs, and compare the smallest one with the given
bound k of the input.

Corollary 1. A chordal graph on n vertices has at most O(1.6708n) minimal
subset feedback vertex sets.

Corollary 2. Both weighted and unweighted versions of Subset Feedback

Vertex Set can be solved in O(1.6708n) time on chordal graphs.

To prove Theorem 1, we will describe an algorithm that takes as input a chordal
graph G = (V,E) and a vertex subset S ⊆ V , and lists all maximal S-forests
of G. Our algorithm is a recursive branching algorithm; every maximal S-forest
of G will be present at some leaf of the corresponding branching tree, whereas
some of the leaves might not correspond to maximal S-forests. Every recursive
call has input (G′, F, U,R), where F is the set of vertices of G placed so far in
an S-forest of G, U is the set of vertices so far deleted from G and hence placed
in the corresponding sfvs, R ⊆ F is the set of vertices that are placed in F and
that are no longer relevant for making further decisions, and G′ = G− (U ∪R).
We call the vertices in R hidden. The vertices in V \ (U ∪F ) are called undecided
vertices. As G and S do not change throughout the algorithm, they are not parts
of the input to the recursive calls. Given G and S, the main program runs the
recursive branching algorithm on (G, ∅, ∅, ∅).

If at some call (G′, F, U,R), the graph G′ has no undecided vertices, then
we are at a leaf of the branching tree, and the algorithm stops after checking
whether F is a maximal S-forest of G. If F is a maximal S-forest, it is added
to the list of S-forests that will be output. If G′ has undecided vertices, the
algorithm continues, but first it checks whether F is an S-forest. If not, then the
algorithm stops, discards F since it can never lead to a maximal S-forest, and no
new subproblems are generated from this instance. If the algorithm continues,
then since G′ is chordal, we know that it has a simplicial vertex. The algorithm
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chooses an arbitrary simplicial vertex v of G′ and makes choices depending on
v. Vertex v might already be placed in F or not; these two cases will be handled
separately in the first two subsections below. The following operations will be
used in our algorithm:

– Deleting a vertex x: deletes x from G′ and adds it to U . Vertex x will be
permanently deleted from G′ and it will be a part of the suggested sfvs U in
all subsequent subproblems.

– Adding a vertex x to F : adds x to F . Vertex x will be a part of F in all
subsequent subproblems, and will never be considered for deletion.

– Hiding a vertex x of F : this operation is only applicable on some simplicial
vertices of G′ that are already placed in F . We apply it when x is no longer
relevant for making further decisions on the remaining vertices of G′ − F .
When x is hidden, it is added to R and removed from G′ but it remains
a part of F in all subsequent subproblems, and in particular it remains in
G − U .

Throughout the algorithm we will keep the following invariant.

Invariant 1. Let (G′, F, U,R) be an instance. For any S-cycle C in G−U that
contains a vertex of R, there is an S-cycle C′ in G′ such V (C′) = V (C) \ R.

Invariant 1 is clearly true when R is empty. Whenever we hide a vertex v, we
will argue that the invariant is still true after v is hidden. The next lemma shows
that we can safely ignore the vertices in R when we make further decisions on
G − U , and hence it is safe to work on G′ = G − (U ∪ R) instead of G− U .

Lemma 1. Let (G′, F, U,R) be an instance. Under Invariant 1, F ′ is a maximal
S-forest of G − U such that F ⊆ F ′ if and only if F ′ \ R is a maximal S-forest
of G′.

Proof. Let F ′ be a maximal S-forest of G − U such that F ⊆ F ′. Then clearly
F ′ \ R is an S-forest in G′. Let us argue for maximality. Since F ′ is maximal,
for any vertex x of G − (U ∪ F ′), x is involved in an S-cycle C in G − U such
that V (C) ⊆ F ′ ∪{x}. Observe that since R ⊆ F ⊆ F ′, any such vertex x is also
a vertex in G′. By Invariant 1, x is involved in an S-cycle C′ in G′ such that
V (C′) = V (C)\R. Since G′ = G−(U∪R), it follows that V (C′) ⊆ (F ′\R)∪{x}.
Hence x cannot be added to F ′ \ R, which is thus a maximal S-forest of G′.

For the other direction, assume that F ′ \R is a maximal S-forest of G′. Hence
every vertex x in G′ outside of F ′ \R is involved in an S-cycle C in G′ such that
V (C) ⊆ (F ′ \R)∪{x}. Since G−U is a supergraph of G′, C is also an S-cycle in
G− U . Hence no more vertices can be added to F ′, which is thus maximal. Let
us argue that F ′ is an S-forest. Assume for contradiction that it is not. Then a
vertex y of R is involved in an S-cycle C in G − U such that V (C) ⊆ F ′. Then
by Invariant 1, there is an S-cycle C′ in G′ such that V (C′) ⊆ F ′ \ R, which
contradicts the assumption that F ′ \ R is an S-forest of G′. ��

The measure of an instance (G′, F, U,R) is the number of undecided vertices, i.e.,
the vertices in G′−F . In the beginning of the algorithm all vertices are undecided



90 P.A. Golovach et al.

and hence the measure of (G, ∅, ∅, ∅) is n. The measure drops by the number of
vertices deleted from G′ plus the number of vertices added to F . Hiding a vertex
does not affect the measure of an instance. In the call with input (G′, F, U,R),
the algorithm will further branch into subproblems in which some vertices will be
deleted from G′ and some vertices will be placed in F , and the measure will drop
accordingly. If at a step, we branch into t new subproblems, where the measure
decreases by c1, c2, . . . , ct in each subproblem, respectively, we get the branching
vector (c1, c2, . . . , ct). At each branching point, we will give the corresponding
branching vector to prepare for the running time analysis, which will be given
in the last subsection of this section.

We now describe the reduction and the branching rules of the algorithm when
G′ has undecided vertices and F is an S-forest. Let (G′, F, U,R) be a call of the
algorithm satisfying this. In the below, we let N(v) = NG′(v), N [v] = NG′ [v],
and d(v) = dG′(v). First, we state three reduction rules. These rules are applied
recursively on the considered instance as long as it is possible to apply at least
one of them. It is easy to see that the first reduction rule is safe:

Rule A. If in G′ an undecided vertex v is adjacent to vertices u,w ∈ F such
that uw ∈ E and {u, v, w} ∩ S �= ∅, then delete v, i.e., reduce to the subproblem
(G′ − v, F, U ∪ {v}, R).

The following observation immediately results in the next reduction rule: Rule B.

Observation 1 Let v be a vertex of G′ such that no S-cycle of G′ contains v.
Then v must be added to F if it is not in F , and it is then safe to hide v.

Rule B. If G′ has a vertex v with d(v) ≤ 1, then add v to F if v is undecided, and
when v ∈ F then hide v, i.e., reduce to the subproblem (G′−v, F∪{v}, U,R∪{v}).
Since G′ is not empty and it is chordal, it has a simplicial vertex. With the
following observation we obtain the next reduction rule: Rule C.

Observation 2 Let v be a simplicial vertex of G′. If N [v]∩S = ∅, then v must
be added to F if it is not already in F , and it is then safe to hide v.

Rule C. If there is a simplicial vertex v such that N [v] ∩ S = ∅, then add v to
F if v is undecided, and when v ∈ F then hide v, i.e., reduce to the subproblem
(G′ − v, F ∪ {v}, U,R ∪ {v}).
If we cannot apply Rules A–C, then we start branching. To do it, we pick a
simplicial vertex v, hence N(v) is a clique. If vertex v is undecided then we
proceed as described in the first subsection below. If v ∈ F then we proceed as
described in the second subsection below. Notice that by Rule B, d(v) ≥ 2.

3.1 The Chosen Simplicial Vertex v Is Undecided

Case 3.1.1: v /∈ F , v ∈ S, and N(v) ∩ F = ∅.
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If d(v) = 2 then let u1 and u2 be the two neighbors of v. Since v ∈ S, at most
two vertices from {v, u1, u2} can be added to F . Note however that, if exactly
one of u1, u2 is added to F and the other one is deleted, then v must also be
added to F by Observation 1. This implies that if v is deleted then both u1 and
u2 must be added to F . Consequently, we branch into the following subproblems,
which cover all possibilities, and we obtain (3, 3, 3, 3) as the branching vector:

– Vertex v is deleted from G′ and added to U ; vertices u1 and u2 are added
to F : the decrease in the measure is 3.

– Vertex u1 is deleted from G′ and added to U ; vertices v and u2 are added
to F : the decrease is 3.

– Vertex u2 is deleted from G′ and added to U ; vertices v and u1 are added
to F : the decrease is 3.

– Vertices u1 and u2 are deleted from G′ and added to U ; vertex v is added
to F : the decrease is 3.

If d(v) = 3 then let u1, u2, u3 be the three neighbors of v. Again, at most two
vertices from {v, u1, u2, u3} can be added to F . As above, we will branch on the
possibilities of adding v and at most one of its neighbors into F and deleting
the other neighbors, or deleting v. For the choice of deleting v, we observe the
following: either u1 is added to F or u1 is also deleted. If both v and u1 are
deleted, then both u2 and u3 must be added to F , by Observation 1. Conse-
quently, we branch into the following subproblems, which cover all possibilities,
and we obtain (4, 4, 4, 4, 2, 4) as the branching vector:

– Vertices u2 and u3 are deleted from G′ and added to U ; vertices v and u1

are added to F : the decrease is 4.
– Vertices u1 and u3 are deleted from G′ and added to U ; vertices v and u2

are added to F : the decrease is 4.
– Vertices u1 and u2 are deleted from G′ and added to U ; vertices v and u3

are added to F : the decrease is 4.
– Vertices u1, u2, and u3 are deleted from G′ and added to U ; vertex v is

added to F : the decrease is 4.
– Vertex v is deleted from G′ and added to U ; vertex u1 is added to F : the

decrease is 2.
– Vertices v and u1 are deleted from G′ and added to U ; vertices u2 and u3

are added to F : the decrease is 4.

In the rest we assume that t = d(v) ≥ 4. By the same arguments as above, either
v is deleted or it is added to F with at most one of its neighbors. Consequently,
we branch into the following subproblems, where u1, u2, . . . , ut are the neighbors
of v in G′:

– Vertex v is deleted from G′ and added to U ; nothing else changes: the de-
crease in the measure is 1.

– Vertex v is added to F ; all of its neighbors are deleted from G′ and added
to U : the decrease in the measure is t+ 1.
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– Vertices v and u1 are added to F ; all other neighbors of v are deleted from
G′ and added to U : the decrease is t+ 1.

– The last step above is repeated with each of the other neighbors of v instead
of u1: the decrease is t+ 1 in each of these t − 1 additional cases.

The branching vector is (1, t+ 1, t+ 1, . . . , t+ 1), where the term t+ 1 appears
t+ 1 times, and t ≥ 4.

Case 3.1.2: v /∈ F , v ∈ S, and N(v) ∩ F �= ∅.
As we cannot apply Rule A for the considered instance, |N(v)∩F | = 1. Since

t = d(v) ≥ 2, we know that v has exactly one neighbor in F , say u1 ∈ F ,
whereas the rest of its neighbors u2, . . . , ut are undecided. We branch into the
two possibilities of adding v to F or deleting v. If we add v to F , since one
neighbor is already in F then none of the t − 1 undecided neighbors can be
added, and therefore we delete them from G′ and add them to U . We get the
following two subproblems: (G′ − v, U ∪ {v}, F,R) and (G′ − {u2, . . . , ut}, U ∪
{u2, . . . , ut}, F ∪{v}, R). In the first subproblem the measure decreases by 1, and
in the second it decreases by t. We get the branching vector (1, t) with t ≥ 2.

Case 3.1.3: v /∈ F , v /∈ S, and N(v) ∩ F = ∅.
Since we cannot apply Rule C, v has at least one neighbor belonging to S.
If d(v) = 2, let u1 and u2 be the neighbors of v. Since u1 or u2 belongs to S, we

know that at most two vertices from {v, u1, u2} can be added to F . Consequently,
this case is identical to the subcase of Case 3.1.1 handling d(v) = 2. We branch
into the same subproblems and we obtain (3, 3, 3, 3) as the branching vector.

If d(v) = 3, let u1, u2, u3 be the neighbors of v. Assume without loss of gen-
erality that u1 ∈ S. This case is very similar to the subcase of Case 1 handling
d(v) = 3, but now we branch on u1 instead of v. If u1 is added to F then at most
one of v, u2, u3 can be added to F . If u1 is deleted then either v is added to F or
v is also deleted. If v is also deleted then both u2 and u3 must be added to F , by
Observation 1. Consequently, we branch into the following subproblems, which
cover all possibilities, and we obtain (4, 4, 4, 4, 2, 4) as the branching vector:

– Vertices u2 and u3 are deleted from G′ and added to U ; vertices u1 and v
are added to F : the decrease is 4.

– Vertices v and u3 are deleted from G′ and added to U ; vertices u1 and u2

are added to F : the decrease is 4.
– Vertices v and u2 are deleted from G′ and added to U ; vertices u1 and u3

are added to F : the decrease is 4.
– Vertices v, u2, and u3 are deleted from G′ and added to U ; vertex u1 is

added to F : the decrease is 4.
– Vertex u1 is deleted from G′ and added to U ; vertex v is added to F : the

decrease is 2.
– Vertices u1 and v are deleted from G′ and added to U ; vertices u2 and u3

are added to F : the decrease is 4.

If t = d(v) ≥ 4, then let u1, u2, . . . , ut be the neighbors of v in G′, and assume
without loss of generality that u1 ∈ S. We will branch on the two possibilities
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of adding u1 to F and deleting u1. If we add u1 to F then we can add at most
one other vertex of N [v] to F and all others must be deleted. Consequently, we
branch into the following subproblems:

– Vertex u1 is deleted from G′ and added to U ; nothing else changes: the
decrease in the measure is 1.

– Vertex u1 is added to F ; vertices v, u2, . . . , ut are deleted from G′ and added
to U : the decrease in the measure is t+ 1.

– Vertices u1 and v are added to F ; all other neighbors of v are deleted from
G′ and added to U : the decrease is t+ 1.

– Vertices u1 and u2 are added to F ; v and all other neighbors of v are deleted
from G′ and added to U : the decrease is t+ 1.

– The last step above is repeated with each of the neighbors u3, . . . , ut of v
instead of u2: the decrease is t+ 1 in each of these t− 2 additional cases.

The branching vector is (1, t+ 1, t+ 1, . . . , t+ 1), where the term t+ 1 appears
t+ 1 times, with t ≥ 4.

Case 3.1.4: v /∈ F , v /∈ S, and N(v) ∩ F �= ∅.
As we cannot apply Rule C, N(v) ∩ S �= ∅. Suppose that |N(v) ∩ F | ≥ 2.

If there is a vertex u ∈ (N(v) \ F ) ∩ S, then Rule A can be applied for u.
Consequently, there is a vertex u ∈ N(v) ∩ F ∩ S, but then Rule A can be
applied for v. It means that v has exactly one neighbor u in F . We take action
depending on whether or not u belongs to S:

If u ∈ S, then at most one more vertex from N [v] can be added to F , and all
others must be deleted from G′ and added to U . We get t = d(v) subproblems in
each of which a vertex of N [v]\{u} is added to F and all others are deleted from
G′ and added to U . Observe that we do not get a subproblem where all vertices
of N [v] \ {u} are deleted from G′, due to Observation 1. Thus we get (t, . . . , t)
as the branching vector, where the term t is repeated t times, and t ≥ 2.

If u /∈ S, then we know that v has another neighbor w ∈ S. We branch into
two subproblems resulting from adding w to F or deleting w from G′. If we add w
to F , then since u is also in F , no other vertex from N [v] can be added to F and
hence they must all be deleted from G′ and added to U . We get a subproblem
in which the measure decreases by t = d(v). In the other subproblem we simply
delete w from G′ and add it to U ; the decrease is 1. Hence we get (1, t) as the
branching vector for this case, where t ≥ 2.

3.2 The Chosen Simplicial Vertex v Belongs to F

Case 3.2.1: v ∈ F and v ∈ S.
Because G[F ] has no S-cycles, |N(v) ∩ F | ≤ 1. If N(v) ∩ F �= ∅, then Rule

A can be applied for the vertices N(v) \ F . It follows that N(v) ∩ F = ∅. Since
v ∈ S and v ∈ F , at most one vertex of N(v) can be added to F , regardless of
how many of these are in S.

If d(v) = 2 then let u and w be the two neighbors of v. We branch on the
two possibilities of either adding u to the S-forest F or adding u to the subset
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feedback vertex set U . In the latter subproblem we delete u from G′ and add it
to U ; the decrease is 1. In the first subproblem, we add u to F , and consequently
we must delete w from G′ and add it to U ; the decrease is 2. We get (1, 2) as
the branching vector.

If t = d(v) ≥ 3 then we branch into the possibilities of adding exactly one
vertex of N(v) to F and deleting all others from G′, or deleting all vertices of
N(v) from G′. We get t subproblems in which one vertex is added to F and all
other vertices of N(v) are deleted from G′ and added to U , and one subproblem
in which all vertices of N(v) are deleted from G′ and added to U . In each of these
t+ 1 subproblems the decrease is t. Hence we get (t, t, t, . . . , t) as the branching
vector, where the term t is repeated t+ 1 times, and t ≥ 3.

Case 3.2.2: v ∈ F and v /∈ S.
Suppose that N(v) ∩ F �= ∅. If a neighbor u of v is both in F and in S, then

all other neighbors of v are undecided, since G[F ] has no S-cycles. Then we can
apply Rule A for these neighbors of v. If there is u ∈ (N(v) ∩ F ) \ S, then Rule
A can be applied for all w ∈ N(v) ∩ S. It means that N(v) ∩ S = ∅, but in this
case we can apply Rule C. Therefore, N(v) ∩ F = ∅. Because we cannot apply
Rule C, v has at least one neighbor that is undecided and belongs to S.

Recall that t = d(v) ≥ 2, and let u1, u2, . . . , ut be the neighbors of v, and as-
sume without loss of generality that u1 ∈ S. We branch into the two possibilities
of either deleting u1 from G′ and adding it to U , or adding u1 to F . In the latter
case, no other neighbor of N(v) can be added to F , since they all form S-cycles
with v and u1, and hence they must all be deleted from G′ and added to U .
We get one subproblem where the decrease is 1, and one subproblem where the
decrease is t. This gives us the branching vector (1, t) with t ≥ 2.

The description of the algorithm is now complete. The correctness of the algo-
rithm follows from Invariant 1, Lemma 1, Observations 1, 2, and the arguments
given for each case, observing that we have taken care of all possible cases. In
the next section, we analyze the running time.

3.3 Running Time Analysis

In each of the branching rules, the measure decreases as described, and in each
of the reduction rules, either the measure decreases or at least one vertex of
F is deleted from G′. When all vertices of G′ are either in U or in F , then the
recurrence stops. At this point we need to check whether F is a maximal S-forest
of G. This can easily be done in polynomial time; F is an S-forest if and only if
every vertex of S ∩ F is incident in G to edges that are bridges. Maximality is
also easy to check since if a subset X of V \ F can be added to F to obtain a
larger S-forest, then also a single vertex of X can be added, so we can repeatedly
check possible extensions by single vertices. Consequently, the running time will
be upper bounded by the number of leaves in the search tree.

For the analysis of the number of leaves T (n) in the search tree, we use
standard terminology [8]. In particular, a branching vector (c1, c2, . . . , ct) results
in the recurrence T (n) ≤ T (n−c1)+T (n−c2)+. . .+T (n−ct). In this case T (n) =
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O∗(αn), where α is the unique positive real root of xn−xn−c1−. . .−xn−ct = 0 [8],
and the O∗-notation suppresses polynomial factors. The number α is called the
branching number of this branching vector. It is common to round α to the fourth
digit after the decimal point. By rounding the last digit up, we can useO-notation
instead of O∗-notation [8]. As different branching vectors are involved at different
steps of our algorithm, the branching vector with the highest branching number
gives an upper bound on T (n).

We now list the branching vectors that have appeared during the description
of the algorithm, in the order of first appearence. We give the branching number
for each of them; however we do not include here the explicit calculations.

– (3, 3, 3, 3): the branching number is ≈ 1.5875.
– (4, 4, 4, 4, 2, 4): the branching number is ≈ 1.6708.
– (1, t, t, t, t, . . . , t), where the term t appears t times, and t ≥ 5: (1, 5, 5, 5, 5, 5)

gives the maximum branching number for this vector, which is ≈ 1.6595.
– (1, t), t ≥ 2: (1, 2) gives the maximum branching number for this branching

vector, which is ≈ 1.6181.
– (t, . . . , t), where the term t is repeated t times, and t ≥ 2: (3, 3, 3) gives the

maximum branching number for this vector, which is ≈ 1.4423.
– (t, t, . . . , t), where the term t is repeated t + 1 times, and t ≥ 3: (3, 3, 3, 3)

gives the maximum branching number for this vector, which is ≈ 1.5875.
– (1, 2): the branching number is ≈ 1.6181.

The largest branching number is 1.6708, and it is obtained for (4, 4, 4, 4, 2, 4).
Thus the running time of our algorithm is O(1.6708n).

4 Concluding Remarks

As mentioned earlier, there are chordal graphs with 10n/5 ≈ 1.5848 minimal sfvs.
We have shown that the maximum number of minimal sfvs in chordal graphs
is O(1.6708n). Could it be that the lower bound is also an upper bound or are
there chordal graphs with more than 10n/5 minimal sfvs? Is there an algorithm
for Subset Feeback Vertex Set on chordal graphs with running time O(cn)
such that c < 1.6707n?

The lower bound on the maximum number of minimal sfvs of a split graph
is 3n/3 [7], and it is obtained when S is equal to the independent set. Is there
a better upper bound for split graphs than for chordal graphs? Does Subset

Feeback Vertex Set admit a faster solution on split graphs than on chordal
graphs?

We conclude by asking whether all minimal sfvs can be enumerated in time
that is polynomial in the number of minimal sfvs. Such an algorithm is known
for enumerating minimal fvs in general graphs [17]. It would be very interesting
to have such an algorithm for sfvs, even on chordal graphs or split graphs.
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Abstract. We prove a number of results around kernelization of prob-
lems parameterized by a vertex cover of the input graph. We provide
two simple general conditions characterizing problems admitting kernels
of polynomial size. Our characterizations not only give generic explana-
tions for the existence of many known polynomial kernels for problems
like Odd Cycle Transversal, Chordal Deletion, η-Transversal,
Long Path, Long Cycle, or H-packing, parameterized by the size
of a vertex cover, they also imply new polynomial kernels for problems
like F-Minor-Free Deletion, which is to delete at most k vertices to
obtain a graph with no minor from a fixed finite set F .

While our characterization captures many interesting problems, the
kernelization complexity landscape of problems parameterized by ver-
tex cover is much more involved. We demonstrate this by several results
about induced subgraph and minor containment, which we find surpris-
ing. While it was known that testing for an induced complete subgraph
has no polynomial kernel unless NP ⊆ coNP/poly, we show that the
problem of testing if a graph contains a complete graph on t vertices as
a minor admits a polynomial kernel. On the other hand, it was known
that testing for a path on t vertices as a minor admits a polynomial ker-
nel, but we show that testing for containment of an induced path on t
vertices is unlikely to admit a polynomial kernel.

1 Introduction

Kernelization is an attempt at providing rigorous mathematical analysis of pre-
processing algorithms. While the initial interest in kernelization was driven
mainly by practical applications, it turns out that kernelization provides a deep
insight into the nature of fixed-parameter tractability. In the last few years,
kernelization has transformed into a major research domain of Parameterized
Complexity and many important advances in the area are on kernelization. These
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advances include general algorithmic findings on problems admitting kernels of
polynomial size [1,2,3] and frameworks for ruling out polynomial kernels under
certain complexity-theoretic assumptions [4,5,6,7].

A recent trend in the development of Parameterized Complexity, and more
generally, Multivariate Analysis [8], is the study of the contribution of various
secondary measurements (i.e., different than just the total input size or solution
size) to problem complexity. Not surprisingly, the development of kernelization
followed this trend resulting in various kernelization algorithms and complexity
lower bounds for different kinds of parameterizations. In parameterized graph
algorithms, one of the most important and relevant complexity measures of the
graph is its treewidth. The algorithmic properties of problems parameterized by
treewidth are, by now, well-understood. However, from the perspective of ker-
nelization, this complexity measure is too general to obtain positive results: it is
known for a multitude of graph problems such as Vertex Cover, Dominating

Set, and 3-Coloring, that there are no polynomial kernels parameterized by
the treewidth of the input graphs unless NP ⊆ coNP/poly [4]. This is why pa-
rameterization by more restrictive complexity measures, like the minimum size
of a feedback vertex set or a vertex cover, is much more fruitful for kernelization.

In particular, kernelization of graph problems parameterized by the vertex
cover number, which is the size of the smallest vertex set meeting all edges, was
studied intensively [5,9,10,11,12]. For example, it has been shown that several
graph problems such as Vertex Cover, Treewidth, and 3-Coloring, admit
polynomial kernels parameterized by the size of a given vertex cover. On the
other hand, under certain complexity-theoretic assumptions it is possible to show
that a number of problems including Dominating Set [11], Clique [5], and
Chromatic Number [5], do not admit polynomial kernels for this parameter.
While different kernelization algorithms for various problems parameterized by
vertex cover are known, we lack general a characterization of such problems. The
main motivation of our work on this paper is the quest for meta-theorems on
kernelization algorithms for problems parameterized by vertex cover.

According to Grohe [13], meta-theorems expose the deep relations between
logic and combinatorial structures, which is a fundamental issue of computa-
tional complexity. Such theorems also yield a better understanding of the scope
of general algorithmic techniques and the limits of tractability. The canonical
example here is Courcelle’s Theorem which states that all problems expressible
in Monadic Second-Order Logic are linear-time solvable on graphs of bounded
treewidth (see also [14,15]). In kernelization there are meta-theorems showing
polynomial kernels for restricted graph families [1,2]. A systematic way to under-
stand the kernelization complexity of parameterizations by vertex cover would
therefore be to obtain a meta-theorem capturing a large class of problems admit-
ting polynomial kernels. But is there a logic capturing the known positive results
we are interested in? If such a logic exist, it would have to be able to express
Vertex Cover, which admits polynomial kernel, but not Clique, which does
not [16]; it should capture Odd Cycle Transversal and Long Cycle [16]
but not Dominating Set [11]; and Treewidth [9] but not Cutwidth [10]. As
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a consequence, if a logic capturing the phenomenon of polynomial kernelizability
for problems parameterized by vertex cover exists, it should be a very strange
logic and we therefore take a different approach.

In this paper, we provide two theorems with general conditions capturing a
wide variety of known kernelization results about vertex cover parameterization.
It has been observed before that reduction rules which identify irrelevant vertices
by marking a polynomial number of vertices for each constant-sized subset of
the vertex cover, lead to a polynomial kernel for several problems [17,12]. Our
first contribution here is to uncover a characteristic of graph problems which
explains their amenability to such reduction strategies, and to provide theorems
using this characteristic. Roughly speaking, the problem of finding a minimum-
size set of vertices which hits all induced subgraphs belonging to some family Π
has a polynomial kernel parameterized by vertex cover, if membership in Π is
invariant under changing the presence of all but a constant number of (non)edges
incident to each vertex (and some technical conditions are met). The problem
of finding the largest induced subgraph belonging to Π has a polynomial kernel
parameterized by vertex cover under similar conditions. Our general theorems
not only capture a wide variety of known results, they also imply results which
were not known before. For example, as a corollary to our theorems we establish
that the F-Minor-Free Deletion deletion problem (i.e., for a fixed, finite
list F of graphs, can we delete k vertices from G to ensure that the remaining
graph does not contain a graph from F as a minor?) has a polynomial kernel for
every fixed F , when parameterized by the size of a vertex cover.

After studying the kernelization complexity of vertex-deletion and largest in-
duced subgraph problems, we turn to two basic cases of property Π : containing
some graph as an induced subgraph or minor. It is known that testing for a
clique as an induced subgraph (when the desired size of the subgraph is part of
the input) does not admit a polynomial kernel parameterized by vertex cover
unless NP ⊆ coNP/poly [5]. This is why we find the following result surprising:
testing for a clique as a minor admits a polynomial kernel under the chosen
parameterization. Driven by our desire to obtain a better understanding of the
kernelization complexity of problems parameterized by vertex cover, we investi-
gate induced subgraph testing and minor testing for other classes of graphs such
as cycles, paths, matchings and stars. The kernelization complexity of induced
subgraph testing and minor testing turns out to be exactly opposite for all these
classes. For example, testing for a star minor does not have a polynomial kernel
due to its equivalence to Connected Dominating Set [11], but we provide a
polynomial kernel for testing the existence of an induced star subgraph by using
a guessing step to reduce it to cases which are covered by our general theorems.

The paper is organized as follows. In Section 3 we describe a general reduction
scheme and use it to derive sufficient conditions for the existence of polynomial
kernels. In Section 4 we investigate the kernelization complexity of induced sub-
graph versus minor testing for various graph families. A succinct overview of our
results is given in Tables 1, 2, and 3. Several proofs had to be deferred to the
full version of this paper [18] due to space restrictions.
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2 Preliminaries

Parameterized Complexity and Kernels. A parameterized problem Q is a
subset of Σ∗ × N, the second component being the parameter which expresses
some structural measure of the input. A parameterized problem is (strongly uni-
formly) fixed-parameter tractable if there exists an algorithm to decide whether
(x, k) ∈ Q in time f(k)|x|O(1) where f is a computable function. We refer to the
textbooks by Downey and Fellows, Flum and Grohe, and Niedermeier, for more
background on parameterized complexity.

A kernelization algorithm (or kernel) for a parameterized problem Q is a
polynomial-time algorithm which transforms an instance (x, k) into an equivalent
instance (x′, k′) such that |x′|, k′ ≤ f(k) for some computable function f , which
is the size of the kernel. If f ∈ kO(1) then this is a polynomial kernel (cf. [19]).

Graphs. All graphs we consider are finite, simple, and undirected. An undi-
rected graph G consists of a vertex set V (G) and a set of edges E(G). A graph
property Π is a (possibly infinite) set of graphs. The maximum degree of a ver-
tex in G is denoted by Δ(G). A graph G is empty if E(G) = ∅. A vertex v is
simplicial in graph G if NG(v) is a clique. A minor model of a graph H in a
graphG is a mapping φ from V (H) to subsets of V (G) (called branch sets) which
satisfies the following conditions: (a) φ(u) ∩ φ(v) = ∅ for distinct u, v ∈ V (H),
(b) G[φ(v)] is connected for v ∈ V (H), and (c) there is an edge between a vertex
in φ(u) and a vertex in φ(v) for all uv ∈ E(H). An H-packing in G is a set of
vertex-disjoint subgraphs of G, each of which is isomorphic to H . An H-packing
is perfect if the subgraphs cover the entire vertex set. The minimum size of a ver-
tex cover in a graph G is denoted by vc(G). For a set of vertices X in a graph G
we use G − X to denote the graph which results after deleting all vertices of X
and their incident edges. We use the terms Kt and Pt to denote a clique or path
on t vertices, respectively, whereas Ks,t is a biclique (complete bipartite graph)
whose partite sets have sizes s and t. The disjoint union of t copies of a graph G
is represented by t ·G. The set {1, 2, . . . , n} is abbreviated as [n]. If X is a finite
set then

(
X
n

)
denotes the collection of all subsets of X which have size exactly n.

Similarly we use
(
X
≤n

)
for the subsets of size at most n (including ∅). The follow-

ing proposition will be useful in showing that F-Minor-Free Deletion can
be captured by our general theorems.

Proposition 1. If G contains H as a minor, then there is a subgraph G∗ ⊆ G
containing an H-minor such that Δ(G∗) ≤ Δ(H) and |V (G∗)| ≤ |V (H)| +
vc(G∗) · (Δ(H) + 1).

3 General Kernelization Theorems

3.1 Characterization by Few Adjacencies

In this section we introduce a general reduction rule for problems parameterized
by vertex cover, and show that the rule preserves the existence of certain kinds
of induced subgraphs. The central concept is the following.
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Algorithm 1. Reduce(Graph G,Vertex cover X ⊆ V (G), 	 ∈ N, cΠ ∈ N)

for each Y ∈
(

X
≤cΠ

)
and partition of Y into Y + ∪̇Y − do

let Z be the vertices in V (G) \X adjacent to all of Y + and to none of Y −

mark � arbitrary vertices from Z (if |Z| < � then mark all of them)
delete from G all unmarked vertices which are not contained in X

Definition 1. A graph property Π is characterized by cΠ ∈ N adjacencies if
for all graphs G ∈ Π, for every vertex v ∈ V (G), there is a set D ⊆ V (G) \ {v}
of size at most cΠ such that all graphs G′ which are obtained from G by adding
or removing edges between v and vertices in V (G) \D, are also contained in Π.

As an example of a property characterized by few adjacencies, consider the
Hamiltonian graphs, i.e., the graphs which have a Hamiltonian cycle. This prop-
erty is characterized by two adjacencies: given a graph G with a Hamiltonian
cycle C and a vertex v, it is easy to see that as long as we preserve the edges
between v and its predecessor and successor on C, changing the adjacency be-
tween v and other vertices preserves the Hamiltonicity of G. There are numerous
other graph properties which are characterized by few adjacencies.

Proposition 2. The following properties are characterized by constantly many
adjacencies: (for any fixed finite set F , graph H, or 	 ≥ 4, respectively)

1. Containing H ∈ F as a minor (cΠ = maxH∈F Δ(H)).
2. Having a perfect H-packing (cΠ = Δ(H)).
3. Having a chordless cycle of length at least 	 (cΠ = 	 − 1).
4. Having a Hamiltonian path (resp. cycle), or having an odd cycle (cΠ = 2).

As an illustrative non-example, note that the properties of being a cycle, of
having chromatic number at least four, or of not being a perfect graph, cannot
be characterized by a constant number of adjacencies.

The single reduction rule that we will use to derive our general kernelization
theorems, is the Reduce procedure presented as Algorithm 1. Its utility for
kernelization stems from the fact that it efficiently shrinks a graph to a size
bounded polynomially in the cardinality of the given vertex cover X .

Observation 1. For every fixed constant cΠ , Reduce(G,X, 	, cΠ) runs in poly-
nomial time and results in a graph on O(|X |+	·2cΠ ·|

(
X

≤cΠ

)
|) = O(|X |+	·|X |cΠ)

vertices.

The soundness of the Reduce procedure for many types of kernelization comes
from the following lemma. It shows that for graph properties Π which are char-
acterized by few adjacencies, an application of Reduce with parameter 	 = s+p
preserves the existence of induced Π subgraphs of size up to p that avoid any
set of size at most s.

Lemma 1. Let Π be characterized by cΠ adjacencies, and let G be a graph
with vertex cover X. If G[P ] ∈ Π for some P ⊆ V (G) \ S and S ⊆ V (G),
then for any 	 ≥ |S| + |P | the graph G′ resulting from Reduce(G,X, 	, cΠ)
contains P ′ ⊆ V (G′) \ S such that G′[P ′] ∈ Π and |P ′| = |P |.
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Table 1. Problems which admit polynomial kernels when parameterized by the size of
a given vertex cover, by applying Theorem 1

Problem Π cΠ
Vertex Cover {K2} 1
Odd Cycle Transversal Graphs containing an odd cycle 2
Chordal Deletion Graphs with a chordless cycle 3
Planarization Graphs with a K5 or K3,3 minor 4
η-Transversal (cf. [20]) Graphs of treewidth > η f(η)
F-Minor-Free Deletion Graphs with an H ∈ F-minor maxH∈F Δ(H)

3.2 Kernelization for Vertex-Deletion Problems

We will present a general theorem which gives polynomial kernels for vertex-
deletion problems of the following form.

Deletion Distance To Π-free (vc)

Input: A graph G with vertex cover X ⊆ V (G), and an integer k ≥ 1.
Parameter: The size |X | of the vertex cover.
Question: Is there a set S ⊆ V (G) of size at most k such that G − S
does not contain a graph in Π as an induced subgraph?

Observe that Π need not be finite or decidable. The condition that a vertex
cover is given along with the input is present for technical reasons; to apply
the data reduction schemes presented in this paper, one may simply compute a
2-approximate vertex cover and use that as X .

Theorem 1. If Π is a graph property such that:

(i) Π is characterized by cΠ adjacencies,
(ii) every graph in Π contains at least one edge, and
(iii) there is a non-negative polynomial p : N → N such that all graphs G ∈ Π

contain an induced subgraph G′ ∈ Π such that V (G′) ≤ p(vc(G′)),

then Deletion Distance To Π-free (vc) has a kernel with O((x+p(x))xcΠ )
vertices, where x := |X |.

Before proving the theorem, let us briefly discuss its preconditions. We cannot
drop Property (ii), as otherwise the theorem would capture the Clique prob-
lem (taking Π := {2 · K1}), for which a lower bound exists [5]. If Property (i)
is dropped, then the theorem would capture problems such as Perfect Dele-

tion for which the kernelization complexity is still open. We require the third
condition to make the proof go through.

Proof (of Theorem 1). Consider some input instance (G,X, k). Firstly, observe
that if k ≥ |X |, then we clearly have a yes-instance: removal of X results in an
edgeless graph, which is guaranteed not to contain induced subgraphs from Π
due to Property (ii). Therefore, we may assume that k < |X | as otherwise we
output a trivial yes-instance.
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We let G′ be the result of Reduce(G,X, k + p(|X |), cΠ) and return the in-
stance (G′, X, k), which gives the right running time and size bound by Obser-
vation 1. We need to prove that the output instance (G′, X, k) is equivalent to
the input instance (G,X, k). As G′ is an induced subgraph of G, it follows that
if G − S does not contain any graph in Π , then neither does G′ − (S ∩ V (G′)).
Therefore, if (G,X, k) is a yes-instance, then so is (G′, X, k). Assume then,
that (G′, X, k) is a yes-instance and let S be a subset of vertices with |S| ≤ k
such that G′ − S does not contain any induced subgraph from Π . We claim
that G − S does not contain such induced subgraphs either, i.e., that S is also
a feasible solution for the instance (G,X, k).

Assume for the sake of contradiction that there is a set P ⊆ V (G) \ S such
that G[P ] ∈ Π . Consider a minimal such set P , which ensures by Property (iii)
that |P | ≤ p(vc(G[P ])). As P ∩ X is a vertex cover of G[P ], it follows that
|P | ≤ p(|P ∩ X |) ≤ p(|X |). As we executed the reduction with parameter 	 =
k + p(|X |), Lemma 1 guarantees the existence of a set P ′ ⊆ V (G′) \ S such
that G′[P ′] ∈ Π . But this shows that the graph G′ − S contains an induced Π
subgraph, contradicting the assumption that S is a solution for G′ and thereby
concluding the proof. ��

Corollary 1. All problems in Table 1 fit into the framework of Theorem 1 and
admit polynomial kernels parameterized by the size of a given vertex cover.

Proof. We give the proof for F-Minor-Free Deletion; the proofs for the other
items can be found in the full version. If we let Π contain all graphs that con-
tain a member of F as a minor, then a graph is Π-induced-subgraph-free if and
only if it is F -minor-free. By Proposition 2 this class Π is characterized by cΠ :=
maxH∈F Δ(H) adjacencies, so we satisfy Property (i). If F contains an empty
graph, thenF -minor-free graphs have constant size and the problem is polynomial-
time solvable; hence in interesting cases the graphs containing a minor from F
have at least one edge (Property (ii)). Finally, consider a vertex-minimal graphG∗

which contains a graph H ∈ F as a minor. By Proposition 1 we have |V (G∗)| ≤
|V (H)| + vc(G∗) · (Δ(H) + 1). As F is fixed, the maximum degree and size of
graphs in F are constants which shows that Property (iii) is satisfied, resulting in
a kernel with O(|X |Δ+1) vertices for Δ := maxH∈F Δ(H). ��

3.3 Kernelization for Largest Induced Subgraph Problems

In this section we study the following class of problems, which is in some sense
dual to the class considered previously.

Largest Induced Π-subgraph (vc)

Input: A graph G with vertex cover X ⊆ V (G), and an integer k ≥ 1.
Parameter: The size |X | of the vertex cover.
Question: Is there a set P ⊆ V (G) of size at least k such that G[P ] ∈ Π?

The following theorem gives sufficient conditions for the existence of polynomial
kernels for such problems.
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Table 2. Problems which admit polynomial kernels when parameterized by the size of
a given vertex cover, by applying Theorem 2

Problem Π cΠ
Long Cycle Graphs with a Hamiltonian cycle 2
Long Path Graphs with a Hamiltonian path 2
H-packing for nonempty H Graphs with a perfect H-packing Δ(H)

Theorem 2. If Π is a graph property such that:

(i) Π is characterized by cΠ adjacencies, and
(ii) there is a non-negative polynomial p : N → N such that for all graphs G ∈

Π, |V (G)| ≤ p(vc(G)),

then Largest Induced Π-subgraph (vc) has a kernel with O(p(|X |)|X |cΠ )
vertices.

The proof is in the full version [18], and is similar to the proof of Theorem 1.

4 Subgraph Testing versus Minor Testing

Several important graph problems such as Clique, Long Path, and Long In-

duced Path, can be stated in terms of testing for the existence of a certain
graph H as an induced subgraph, or as a minor. Note that for these problems,
the size of the graph whose containment in G is tested is part of the input as the
problem is polynomial-time solvable for each constant size. We compared the
kernelization complexity of induced subgraph- versus minor testing for various
types of graphs, parameterized by vertex cover, and found the surprising outcome
that the kernelization complexity is often opposite: one variant admits a poly-
nomial kernel while the other does not, assuming NP �⊆ coNP/poly. We discuss
our findings separately for each type of graph whose containment is tested.

4.1 Testing for Cliques

The Clique problem (i.e., testing for Kt as an induced subgraph) was one of
the first problems known not to admit a polynomial kernel parameterized by the
size of a given vertex cover [5, Theorem 11]. Our main result of this section is a
polynomial kernel for the related minor testing problem.

Clique Minor Test (vc)

Input: A graph G with vertex cover X ⊆ V (G), and an integer t ≥ 1.
Parameter: The size |X | of the vertex cover.
Question: Does G contain Kt as a minor?

All problems we study in Section 4 are defined similarly in the obvious way,
and we will not define them explicitly. Our polynomial kernel uses reduction
rules based on simplicial vertices, inspired by the recent work on kernels for
Treewidth [9].
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Table 3. Kernelization complexity of testing for induced H subgraphs versus testing
for H as a minor, when the graph H is given as part of the input by specifying t. The
problems are parameterized by the size of a given vertex cover. Kernel lower bounds
are under the assumption that NP 	⊆ coNP/poly.

Graph H Testing for induced H Testing for H-minor

Kt ¬ ∃|X|O(1) kernel [5] ∃|X|O(1) kernel (Thm. 3)

K1,t ∃|X|O(1) kernel (Sect. 4.2) ¬ ∃|X|O(1) kernel [11]

Ks,t ¬ ∃|X|O(1) kernel (Sect. 4.2) ¬ ∃|X|O(1) kernel [11]

Pt ¬ ∃|X|O(1) kernel (Sect. 4.3) ∃|X|O(1) kernel ([17] or Thm. 2)

t ·K2 ¬ ∃|X|O(1) kernel (Sect. 4.4) P-time solvable

Theorem 3. Clique Minor Test (vc) admits a kernel with O(|X |4) vertices.

Firstly, observe that if a graph has a clique Kt as a minor, then its vertex cover
number is at least t−1: taking a minor does not increase the vertex cover number,
and vc(Kt) = t−1. Therefore, we assume that t ≤ |X |+1, as otherwise we may
output a trivial no-instance. Our algorithm is based on three reduction rules.
In the following, we assume the reduction rules are exhaustively applied in their
given order.

Reduction Rule 1. For every distinct pair v, w ∈ X such that vw /∈ E(G), if
there are more than (|X | + 1)2 vertices in V (G) \ X adjacent both to v and w,
then add the edge vw. Output the resulting instance (G′, X, t).

Lemma 2. Rule 1 is safe.

Proof. As G is a subgraph of G′, any clique minor in G is also contained in G′.
Therefore we need to argue that if G′ admits a Kt minor, then so does G.

Assume that G′ has a Kt minor, and let G∗ be a subgraph of G′ containing
a Kt minor model φ such that |V (G∗)| ≤ |V (Kt)| + vc(G′) · (Δ(Kt) + 1) =
t+ vc(G′) · t, whose existence is guaranteed by Proposition 1. As vc(G′) ≤ |X |
it follows that |

⋃
v∈Kt

φ(v)| ≤ t + |X | · t, and since t ≤ |X | + 1 the number

of vertices involved in the minor model is at most (|X | + 1)2. Hence by the
precondition to the reduction rule, there is a vertex y adjacent to both v and w
which is not used in the minor model.

Observe that if φ avoids one of v and w, it is also a clique model in G. Assume
then that v ∈ φ(u1) and w ∈ φ(u2); it may happen that u1 = u2. Now we can
transform φ into a clique minor model φ′ in G, by adding y to φ(u1): contraction
of the edge vy in this branch set creates the edge vw that was missing in G. ��

Reduction Rule 2. If there exists a simplicial vertex s ∈ V (G) \ X such that
deg(s) ≥ t− 1, output a trivial yes-instance.

Reduction Rule 3. If there exists a simplicial vertex s ∈ V (G) \ X such that
deg(s) < t− 1, delete it. Output the resulting instance (G′, X, t).
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Correctness of Rule 2 is obvious, as s together with its neighborhood already
forms a Kt. The correctness proof for Rule 3 can be found in the full version.
The running time of the kernelization algorithm is polynomial, as the presented
reduction rules can only add edges inside X and remove vertices from V (G) \
X . Exhaustive application of the reduction rules results in an instance with at
most (|X |+ 1)4 vertices, which proves Theorem 3.

4.2 Testing for Bicliques

We now consider testing for a biclique as an induced subgraph or minor. Observe
first that if G is a connected graph on at least three vertices, then the following
conditions are equivalent: graph G has a (a) spanning tree with t or more leaves,
(b) K1,t minor, (c) connected dominating set of size at most |V (G)| − t. Hence
there is a trivial polynomial-parameter transformation [19] from Connected

Dominating Set (vc) to K1,t Minor Test (vc). Dom et al. [11, Theorem
5] showed1 that the former problem does not admit polynomial kernels unless
NP ⊆ coNP/poly, and hence the same lower bound holds for the latter.

The situation is more diverse when testing for a biclique as an induced sub-
graph. If we fix a constant c and wish to test for a biclique Kc,t as induced sub-
graph, where t is part of the input, then this problem admits a polynomial kernel
parameterized by vertex cover. Our main insight is a polynomial-size compression
which is obtained by guessing the model of the constant-size partite set within the
vertex cover, reducing the problem to the OR of

(|X|
c

)
instances of Independent

Set parameterized by vertex cover. As Independent Set parameterized by ver-
tex cover is equivalent to Vertex Cover parameterized by the size of a given
(suboptimal) vertex cover, each of these can be compressed to a size polynomial
in |X | using Theorem 1, and the NP-completeness transformation then results in
an instance of the original problem of size O(|X |O(1)) which forms the kernel.

If the sizes of both partite sets are part of the input, then we can no longer
obtain a polynomial kernel. We employ a cross-composition [5] from Balanced

Biclique in Bipartite Graphs to show that testing for an induced Ks,t sub-
graph, parameterized by vertex cover, does not admit a polynomial kernel unless
NP ⊆ coNP/poly.

4.3 Testing for Paths

Since a graph contains Pt as a minor if and only if it contains Pt as a subgraph,
testing for a Pt minor is equivalent to the Long Path problem and hence
has a polynomial kernel parameterized by vertex cover, through Theorem 2.
The related induced subgraph testing problem, however, is unlikely to admit a
polynomial kernel. We cross-compose t instances of Hamiltonian s − t Path

into a single instance of Long Induced Path (vc). The main idea behind
the construction is to create an instance containing three paths PA, PB, PC of
consecutive degree-two vertices, such that any sufficiently long induced path

1 The lower bound they give is for Dominating Set, but a trivial transformation
extends it to Connected Dominating Set.
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traverses all these paths. The only connections between PA and PB can be made
by visiting a vertex vi outside the vertex cover; there is one such vertex vi for each
input instance. To make a suitably long path, a solution must traverse PA, then
visit some vi, and then continue traversing PB . The inducedness requirement
ensures the path cannot visit neighbors of vi except for its predecessor on PA

and successor on PB. This allows us to encode the adjacency matrix of the input
graph corresponding to vi into the set of edges incident on vi. The proof in the
full version shows that Long Induced Path (vc) does not admit a polynomial
kernel unless NP ⊆ coNP/poly.

4.4 Testing for Matchings

Matchings (i.e., disjoint unions of K2’s) are the last type of graphs whose con-
tainment testing we consider. It is not difficult to see that G has a t ·K2 minor if
and only if G has a matching of size t, and hence we can solve the minor-testing
variant of this containment problem in polynomial time by simply computing
a maximum matching. On the other hand, finding an induced matching is a
classic NP-complete problem and we give evidence that it does not admit a
polynomial kernel parameterized by vertex cover. We use a bit-selector strategy
to cross-compose Maximum Induced Matching in Bipartite Graphs into
our target problem, exploiting the inducedness requirement to allow the bitse-
lector to isolate a solution corresponding to a single input instance. Hence we
prove that Maximum Induced Matching (vc) does not admit a polynomial
kernel unless NP ⊆ coNP/poly.

5 Conclusion

We have studied the existence of polynomial kernels for graph problems parame-
terized by vertex cover. The general theorems we presented unify known positive
results for many problems, and the characterization in terms of forbidden or de-
sired induced subgraphs from a class characterized by few adjacencies gives a
common explanation for the results obtained earlier. Our comparison of induced
subgraph and minor testing problems shows that the kernelization complexity
landscape of problems parameterized by vertex cover is rich and difficult to cap-
ture with a single meta-theorem. The kernel lower bounds for induced subgraph
testing show that besides connectivity and domination requirements, an induced-
ness requirement can form an obstacle to kernelizability for parameterizations
by vertex cover.

An obvious direction for further work is to find even more general kerneliza-
tion theorems which can also encompass the known positive results for problems
like Treewidth (vc) [9] and Clique Minor Test (vc). There are also var-
ious problems for which the kernelization complexity parameterized by vertex
cover is still open; among these are Perfect Deletion, Interval Deletion,
Bandwidth and Genus. Finally, one may investigate whether Theorem 1 has
an analogue for edge-deletion problems, and whether our positive results can be
transferred to the smaller parameter twin cover [15].
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Abstract. Given an edge-weighted undirected graph and a list of k
source-sink pairs of vertices, the well-known minimum multicut problem
consists in selecting a minimum-weight set of edges whose removal leaves
no path between every source and its corresponding sink. We give the
first polynomial-time algorithm to solve this problem in planar graphs,
when k is fixed. Previously, this problem was known to remain NP-hard
in general graphs with fixed k, and in trees with arbitrary k; the most
noticeable tractable case known so far was in planar graphs with fixed k
and sources and sinks lying on the outer face.

1 Introduction

In this paper, we are interested in the study of the minimum multicut problem in
undirected graphs (no directed version is considered). This fundamental problem
has been extensively studied, and is well-known to be NP-hard even in very
restricted classes of graphs.

Assume we are given a n-vertex m-edge undirected graph G = (V,E), a
weight function w : E → Z+ and a list L of pairs (source si, sink s′i) of ter-
minal vertices. Each pair (si, s

′
i) defines a commodity. The minimum multicut

problem (MinMC) consists in selecting a minimum weight set of edges whose
removal separates si from s′i for each i. The minimum multiterminal cut prob-
lem (MinMTC) is a special case of MinMC in which, given a set of vertices
T = {t1, . . . , t|T |}, the source-sink pairs are (ti, tj) for i �= j.

For |L| = 1, the problem is the classical minimum cut problem. For |L| = 2,
the problem can be solved in polynomial time by solving two minimum cut prob-
lems [18]. However, Dahlhaus et al. showed that, for any fixed |L| ≥ 3, MinMTC

(and henceMinMC) becomesNP-hard (and even APX-hard) in general graphs
[9]. When |L| is not fixed, MinMC is APX-hard even in unweighted stars [11]
and NP-hard even in unweighted binary trees [6], while MinMTC is NP-hard
in planar graphs [9]. We also mention that, in bounded tree-width graphs, Min-

MTC (resp. MinMC) is polynomial-time solvable when |L| is arbitrary [12]
(resp. when |L| is fixed [3]). There have been recent results concerning FPT al-
gorithms for MinM(T)C: however, the parameter considered in these papers is
the size of the solution, and hence we shall not mention them here.
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JCJC-0068).
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In their seminal paper, Dahlhaus et al. also showed that MinMTC can be
solved in polynomial time in planar graphs if |L| is fixed, but they left as open
three important questions: first, does MinMTC admit a polynomial-time ap-
proximation scheme (PTAS)? Second, is MinMTC FPT in planar graphs, if |L|
is viewed as the parameter [10]? Third, is MinMC also polynomial-time solvable
in planar graphs if |L| is fixed? The first open question was recently addressed
by Bateni et al. [1]. The second one was even more recently addressed by Marx
[15], and we answer the third question in this paper (while the case where all
the sources and sinks lie on the outer face was already solved in [4]).

It should be noticed that Hartvigsen [13] and Yeh [19] later provided other
algorithms to solve MinMTC in planar graphs when |L| is fixed (none of them
being FPT with respect to |L|). Moreover, it was observed in [2] and [5] that
unfortunately the proof of Yeh’s algorithm is not correct, and later it was proved
in [7] that the algorithm itself is not correct. The main mistake in the proof of this
algorithm was to assume that, when replacing the boundary of any connected
component by a minimum cut between some well-chosen vertices, we still obtain
a single connected component. More recently, Marx and Klein gave an even
faster algorithm to solve MinMTC in planar graphs when |L| is fixed [14], but
Marx also managed to prove that, assuming the Exponential Time Hypothesis,
this problem is not FPT with respect to |L| [15]. This latter result immediately
implies that MinMC in planar graphs is not FPT with respect to |L|.

In this paper, we give an algorithm based, on the one hand, on a revised and
generalized Yeh-like approach, and, on the other hand, on shortest homotopic
paths methods, and show that this algorithm can be used to solve MinMC

in polynomial time when the graph is planar and |L| is fixed. (Obviously, this
also provides an alternative polynomial-time algorithm to solve MinMTC in
planar graphs when |L| is fixed.) It is worth noticing that our major tool is a
new characterization of optimal solutions for this problem. Moreover, although
homotopic routing methods have already been used to solve planar disjoint paths
problems (see [16] and [17] for instance), to the best of our knowledge they have
never been used to solve (multi)cut problems so far. (Our algorithm is not FPT,
but the recent result of Marx [15] implies that unfortunately this is essentially
the best one can hope for.)

The paper is organized as follows. In Section 2, we describe the starting point
of our algorithm. Then, in Section 3, we give some preliminary definitions and
results, that will be useful in Section 4. Finally, in Section 4, we describe our
algorithm, and prove its correctness.

2 The Starting Point

The first step of our algorithm is a simple idea presented in [4]. Given a MinMC

instance I = (G = (V,E), w,L) and any of its optimal multicuts C, one can
define the clustering of the terminals associated with the connected components
of G′ = (V,E \ C) (we also say that this particular clustering induces these
connected components). The ith cluster of this clustering, denoted by Ti, contains
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all the terminals lying in the ith connected component of G′. Once this clustering
has been defined (although, so far, we need to know C in order to do it), finding
an optimal solution to I is equivalent to removing a minimum-weight set of edges
C whose removal separates all the terminals in Ti from all the terminals in Tj

for each i �= j.
In this paper, we will refer to this problem as the minimum multi-cluster cut

problem (MinMCC). This problem has been defined as the Colored Multitermi-
nal Cut problem in [9], where it is shown to be NP-hard in planar graphs, even
with only four clusters (and it is claimed that this is also true for three clusters).
Note that, in general graphs, MinMCC and MinMTC are equivalent, since
from a MinMCC instance we can obtain an equivalent MinMTC instance by
adding one new terminal vertex for each cluster, and linking all the terminals in
this cluster (which will no longer be terminals in the MinMTC instance) to this
new vertex by sufficiently heavy edges. However, this reduction does not neces-
sarily preserve planarity. Given a MinMC instance, we can build an equivalent
MinMCC instance by enumerating all the possible clusterings of the terminals
(such a clustering can contain up to 2|L| clusters): when |L| is fixed, this can be
done in constant time, and so this yields the following lemma.

Lemma 1. When |L| is fixed, MinMC can be polynomially reduced to Min-

MCC, and this reduction preserves planarity.

Since we enumerate all the possible clusterings in order to guess the right one, we
can also assume without loss of generality that the one we chose has the property
that no clustering associated with an optimal solution induces more connected
components than this one does. In other words, in the (planar) MinMCC in-
stance we obtain, every cluster induces exactly one connected component in any
optimal solution. In the remainder of the paper, we design an efficient algorithm
to solve MinMCC in planar graphs when the sum of the sizes of the clusters
is fixed (otherwise, from [9], the problem is NP-hard); from the above enumer-
ation argument, we can assume that every cluster induces only one connected
component (note that this problem generalizes planar MinMTC with a fixed
number of terminals). To do this, we will make use of some notions and results
related to planarity, planar curves and planar duality, which we introduce in the
next section.

3 Preliminary Definitions and Results

Throughout the paper, each time we consider a MinMCC instance in a planar
graph G, we assume without loss of generality that G is simple, loopless, con-
nected (otherwise, we can consider each connected component independently),
and even 2-vertex-connected (from [4]), but also that some planar embedding of
G is given. Recall that to any planar graph G (embedded in the plane) we can
associate a dual (planar) graph G∗: each face (including the outer face) of the
initial (or primal) graph G is associated with one vertex in the dual graph G∗,
and there is an edge between two vertices in the dual graph iff the associated
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faces are adjacent (i.e., share an edge) in the primal graph. (If an edge belongs to
only one face, then it corresponds to a loop in the dual graph.) As a consequence,
there is a one-to-one correspondence between primal faces (resp. vertices) and
dual vertices (resp. faces).

Fig. 1. A multi-cluster cut in a planar graph with five clusters. The edges of the initial
(primal) graph are in plain lines, the non-terminal vertices are the white round vertices,
the terminals are the black round vertices, the dual vertices are the square vertices,
and the dual edges associated with the multi-cluster cut C are in dashed and dotted
lines. (The edges of C1 are in dashed lines, and the four grey square vertices are the
joint-vertices of C.)

Given a MinMCC instance I = (G = (V,E), w, T = {T1, . . . , Tp}) and an
optimal multi-cluster cut C for I, we denote by C∗ the edge set dual to C, and,
for each i, by Vi the vertices of the connected component of G′ = (V,E \ C)
containing the terminals in Ti, and by Ci the set of edges such that Ci ⊆ C and
Ci has exactly one endpoint in Vi. We define a joint-vertex as a dual vertex (a
vertex of the dual graph G∗ of G) of degree at least 3 in C∗. Note that each Ci

corresponds to a set of (not necessarily simple) cycles in G∗. Let us assume for
now that each Ci corresponds to only one cycle.

If the edges in the embedding of the dual graph are viewed as curves in the
plane (the dual vertices being intersections between curves), then the dual image
of each Ci will be a closed curve Ci (the union of all the Ci’s, i.e., the geometric
representation of C∗, will be denoted by C); if this closed curve is simple (this
may not be the case, see below), then, by the Jordan curve theorem, the faces
of G∗ associated with all the terminals in Ti are inside this curve, and the faces
of G∗ associated with all the terminals in

⋃
j �=i Tj are outside this curve (which

simply means that the edges associated with Ci isolate the terminals in Ti from
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all the other terminals). When Ci ⊂ R2 is not simple (as this is the case for C1
in Figure 1), i.e., when Ci self-intersects in one or more points of the plane, the
situation is a bit more complex: in this case, by a simple corollary of the Jordan
curve theorem, R2 \ Ci contains more than two connected regions (a connected
region of R2 \ Ci being a region of R2 such that any two points of this region can
be linked by a curve without crossing Ci), and one of these connected regions
is unbounded (it is called the unbounded region), while all the other ones are
bounded. The only bounded region of R2 \ Ci (and all the faces it contains) that
is adjacent to the unbounded region is called the inside of Ci (it is unique since
Vi is connected), and every other bounded region of R2 \ Ci is called an inner
region of Ci (although it does belong to the outside of Ci, and not to its inside).

Notice that, if some C∗
i contains more than one cycles (either simple or not),

then either this means that there is one cycle C̄∗
i contained in C∗

i , corresponding
to a closed curve C̄i in G∗, such that any other cycle contained in C∗

i lies inside
C̄i, or this means that Vi is the only component in contact with the infinite face.
(In the first case, note that there is at least one other C∗

j for some j �= i that

lies inside the closed curve corresponding to each cycle in C∗
i \ C̄∗

i .) So, we have:

Lemma 2. For each i, if Ci is a closed curve, then the faces associated with Ti

are inside Ci, while the faces associated with Tj are outside Ci, for each j �= i.

We also need to define homotopic curves. Roughly speaking, given a set O of μ
obstacles (typically, faces) O1, . . . ,Oμ in the plane, two simple curves C1, C2 in
R2\O sharing the same endpoints (or two closed curves) are said to be homotopic
with respect to O if C1 can be continuously deformed into C2 in R2 \ O. We can
also say that C1 is homotopic to C2 with respect to O, or alternatively that C1
and C2 belong to the same homotopy class. In the present setting, the curves we
will consider are the ones that are associated with (i.e., that are the dual images
of) the Ci’s (or parts of them); the set of obstacles O we will consider is the set
of faces associated with the terminals. Then, the following lemma is easy to see:

Lemma 3. Two simple closed curves having the same faces of O in their insides
and the same faces of O in their outsides are homotopic with respect to O.

Finally, let us notice that the number of vertices in G∗ is bounded by 2|V | − 4,
since it is equal to the number of faces fG of G. Indeed, G is a simple, loopless
and connected planar graph, and hence each of its faces contains at least three
vertices and edges: this implies that 2|E| ≥ 3fG, which, combined with Euler’s
formula |V | + fG − |E| = 2, yields fG ≤ 2|V | − 4. However, we still have to
bound the number of joint-vertices in C∗. To this end, the following lemma will
be useful in the next section:

Lemma 4. The number of joint-vertices in C∗ is at most 2p− 4.

Proof. This can be shown by a simple application of Euler’s formula. Consider
the subgraph of G∗ induced by C∗. In this subgraph, there is no vertex of degree
1, and we contract any vertex of degree 2 in this subgraph (this does not modify
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the number of vertices of degree at least 3) in order to obtain the graph G∗
C .

The number of faces in G∗
C is p, since each cluster in {T1, . . . , Tp} induces exactly

one connected component in G. We remove loops (and associated faces) as well
as multiple edges (and associated faces) from G∗

C : each time we remove such
an edge, we remove one face. If we denote by mC and fC the number of edges
and faces in G∗

C , and by nC ,m
′
C , f

′
C , κC the number of vertices, edges, faces,

and connected components in this updated (simple) graph, respectively, then by
Euler’s formula we have nC + f ′

C −m′
C = 1+ κC , i.e., nC + fC −mC = 1+ κC .

(Note that nC is the number of joint-vertices we have to consider.) Any vertex
in G∗

C has degree at least 3, and hence 2mC ≥ 3nC . Since κC ≥ 1, we have
nC + fC − mC ≥ 2, i.e., nC ≥ mC − fC + 2 ≥ 3nC/2 − fC + 2, and this yields
nC/2 ≤ fC − 2, i.e., nC ≤ 2fC − 4 = 2p− 4. ��

A similar result was presented in [19, Theorem 5], using the notion of component
graph (in which there is a vertex for each component Vi and a single edge be-
tween any two vertices if the corresponding components share at least one edge);
however, a joint-vertex may actually not induce a face in the component graph
(see the joint-vertex belonging to C∗

2 in Figure 1 for instance), since this graph
is simple by definition, and hence this proof was incomplete.

4 Description and Proof of the Algorithm

4.1 A Structural Description of Optimal Solutions

Dahlhaus et al. [9], and later Hartvigsen [13], gave structural descriptions of
optimal planar multiterminal cuts (one is based on the notion of topology and on
minimum spanning trees computation, and the other is based on links between
optimal planar multiterminal cuts and Gomory-Hu cut collections). However,
it is not clear whether these structural results could be extended to optimal
planar multi-cluster cuts; in fact, it seems that they cannot. Here, we give a new
and somewhat simpler structural description of optimal planar multiterminal
cuts (although it may imply enumerating more elements than in the approaches
described by Dahlhaus et al. and Hartvigsen), that is also valid for optimal
planar multi-cluster cuts.

We use the definitions and notations from the previous section. Let F (resp.
Fi) be the faces of G

∗ associated with the terminals in T (resp. in Ti), and let C
be any multi-cluster cut that partitions the plane into p connected regions (each
one containing one cluster), such as a minimum multi-cluster cut (for instance).
Let us now consider Ci for some i, and assume that the dual image Ci of Ci

consists of only one closed curve. This curve goes through a certain number of
joint-vertices: let us call them ω1, . . . , ωqi , in clockwise order (with ω1 = ωqi).
Recall that, by definition, the curve Ci intersects other Cj ’s only at joint-vertices.
Assume that qi ≥ 2. Then, we have:

Lemma 5. Let Vi be a connected component of G′ = (V,E \ C), let Ci be the
associated curve in G∗, and let ω1, . . . , ωqi be the joint-vertices Ci goes through.
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Then, C′ = (C \ Ci) ∪ C′
i is also a valid multi-cluster cut for I, where C′

i is any
cycle in G∗ going through ω1, . . . , ωqi , and such that the faces associated with Ti

are inside C′, while the faces associated with Tj are outside C′ for each j �= i.

Proof. Assume that one such C′ is not a multi-cluster cut. Consider any path
μa,b in G′ = (V,E \ C′) between two terminal vertices ta ∈ Tj and tb ∈ Tj′ for
some j �= j′. We cannot have j = i or j′ = i, by the definition of C′

i. Moreover,
since C is a multi-cluster cut, we know that μa,b contains at least one edge in Ci,
say uv. Choose an edge dual to such an edge in Ci, and assume without loss of
generality that this dual edge belongs to the curve Ci[ω1, ω2], defined as the part
of Ci linking ω1 and ω2. From Lemma 3, C′

i is homotopic to Ci with respect to F .
Hence, Ci can be continuously deformed into C′

i in R2 \F . In particular, since C′
i

goes through ω1 and ω2, it contains some curve C′
i[ω1, ω2] homotopic to Ci[ω1, ω2]

with respect to F . Hence, the inside of the closed curve Ci[ω1, ω2] ∪ C′
i[ω1, ω2]

contains neither ta nor tb (since i, j, j′ are all distinct). We claim the following :

Claim 1. μa,b must “intersect” (i.e. have an edge in common with) C′
i[ω1, ω2]

at least once.

Proof. Since Ci[ω1, ω2]∪C′
i[ω1, ω2] is a closed (but not necessarily simple) curve,

the edge dual to any edge on its boundary either belongs to both Ci[ω1, ω2] and
C′
i[ω1, ω2] (which is clearly not the case for uv, otherwise we are done), or has

one endpoint inside Ci[ω1, ω2] ∪ C′
i[ω1, ω2] and one endpoint outside Ci[ω1, ω2] ∪

C′
i[ω1, ω2] (so, this is the case for uv).
Now, assume that μa,b has t ≥ 1 (for some t) edges in common with Ci[ω1, ω2]

(none of them is of the first type described above, otherwise we are done). If μa,b

crosses C′
i[ω1, ω2], then we are done. Assume otherwise. ω1 and ω2 being two

consecutive joint-vertices in Ci, then by definition each of these t edges has one
endpoint in Vi and the other one in Vl for some l (the same l for all these edges).
In particular, the vertices inside Ci[ω1, ω2]∪C′

i[ω1, ω2] that are incident to edges
in Ci[ω1, ω2] all belong to the same connected component of (V,E \ C) (either
Vi or Vl). Hence, each time μa,b “crosses” Ci[ω1, ω2], it “changes side” (going for
instance from Vi to Vl, then from Vl to Vi, then again from Vi to Vl, etc.). If it
crosses Ci[ω1, ω2] an even number of times (the first edge crossed being uv and
the last one u′v′ for instance), then u and v′ either both belong to Vi or both
belong to Vl (i.e., belong to the same connected component of (V,E \ C)). So,
instead, we can find a new path μ′

a,b from ta to tb that does not cross Ci[ω1, ω2] at
all, by replacing the part of μa,b going from u to v′ by a path from u to v′ using
vertices of Vi (or Vl) only; this yields a contradiction. By the same argument, we
can show that if μa,b crosses Ci[ω1, ω2] an odd number of times (the first edge
crossed being uv and the last one u′v′ for instance; note that u′v′ may be uv),
then v′ is inside Ci[ω1, ω2] ∪ C′

i[ω1, ω2]. Since the part of μa,b going from v′ to
tb crosses neither Ci[ω1, ω2] (by definition) nor C′

i[ω1, ω2] (by assumption), and
since neither ta nor tb are inside Ci[ω1, ω2]∪C′

i[ω1, ω2], this yields a contradiction.
Thus, μa,b must cross C′

i[ω1, ω2]. ��
From this claim, C′ intersects any path between two terminals lying in different
clusters: it contradicts the fact that C′ is not a multi-cluster cut. ��
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We can then use this lemma to show that, if qi ≥ 2:

Corollary 1. Let C be a minimum multi-cluster cut in a graph G = (V,E),
let Vi be a connected component of G′ = (V,E \ C), let Ci be the associated
curve in G∗, and let ω1, . . . , ωqi be the joint-vertices Ci goes through. Then, Ci
is a shortest cycle in G∗, that is homotopic to any cycle Γ in G∗ going through
ω1, . . . , ωqi and being such that the faces in Fi are inside Γ , while the faces in
Fj are outside Γ for each j �= i.

Proof. Assume that Ci is not such a shortest cycle. Then, we can replace Ci by a
shortest cycle Γ ∗ in G∗ going through ω1, . . . , ωqi , and such that the faces in Fi

are inside Γ ∗, while the faces in Fj are outside Γ ∗ for each j �= i. From Lemma
5, C′ = (C \Ci)∪Γ ∗ is also a valid multi-cluster cut for I. Moreover, Γ ∗ is strictly
shorter than Ci (since from Lemmas 2 and 3 they are homotopic with respect to
F), and hence C′ is a strictly better solution than C: a contradiction. ��

4.2 Algorithmic Aspects

From Subsection 4.1, we can construct C in an iterative way, by first “guessing”
(i.e., enumerating) all the joint-vertices, then computing each Ci corresponding
to a single closed curve one after the other, and finally removing the vertices
inside it, and go on. (We assume without loss of generality that we look for an
optimal solution having the maximum number of joint-vertices among the ones
with p clusters, and this implies that we cannot create “new” joint-vertices when
computing each Ci.) Hence, we have to guess an i for which Ci corresponds to
a single closed curve, compute Ci and remove it, and then go on by identifying
another i for which the part of Ci lying in the remaining graph (i.e., after remov-
ing the previous component) corresponds to a single closed curve, until there
remains only one component. We can do this by enumerating all the possible
sets of inclusions between the Ci’s (i.e., for each i and j �= i, whether there is
one cycle C̄i contained in Ci, that corresponds to a closed curve C̄i in the dual
graph, and such that Cj lies inside C̄i; or whether there is one cycle C̄j contained
in Cj , that corresponds to a closed curve C̄j in the dual graph, and such that Ci

lies inside C̄j ; or finally whether none lies inside the other). Since the number of
Ci’s is p and since p is fixed, this can be done in constant time.

In order to compute Ci for each i, we must first “guess” which joint-vertices Ci
goes through (from Lemma 4, the maximum number of joint-vertices is 2p− 4,
so guessing them requires to try all the possible ways of choosing at most 2p− 4
vertices among 2|V | − 4, which implies that the running time will depend on p),
and then we can apply Corollary 1 and find a shortest cycle homotopic to some
predefined curve in G∗ (keeping in mind that Ci may go through no joint-vertex;
in this case, we only need to compute a minimum cut separating Ti from Tj ,
for all j �= i). (If needed, we can reduce the computation of a shortest cycle to
the computation of a shortest path, by “guessing” the first edge of this path.)
Finding a shortest homotopic path or cycle can be hard, if we require that it
must be elementary; however, this property is not needed in our case. (And,
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indeed, some Ci’s may be non simple cycles, such as C1 in Figure 1.) We can
compute a shortest homotopic path or cycle using for instance the algorithms
given in [17, Proposition 1] or in [8].

Finally, we have two last points to address. First, we must ensure that the
shortest cycles or paths we compute go through predetermined joint-vertices.
Second, we need to be able to generate all the possible predefined curves that the
shortest paths we compute can be homotopic to. We now describe the strategy
we use to deal with both points at the same time. Each time a given Ci goes
through a given joint-vertex, this means that some vertices of the primal face
associated with this joint-vertex belong to Vi. Actually, we even know that, on
each face associated with a joint-vertex Ci goes through, there are at most hi+1
sets of consecutive vertices (called intervals) that belong to Vi, where hi ≤ p
is the number of inner regions of Ci. Therefore, to the joint-vertices associated
with a given Ci corresponds a set Bi of distinct vertices of Vi lying on the primal
faces associated with these joint-vertices. The best way to encode this set Bi is
to include two vertices of each interval. For a given interval lying on the face
associated with a given joint-vertex, call a and b the two vertices of this interval.
Then, the vertices in Bi associated with that interval are all the vertices of this
face encountered while traveling clockwise from a to b on this face. Let us denote
by Bi the set of dual faces associated with the vertices in Bi. By definition, each
face associated with a joint-vertex contains at least two vertices belonging to
two different Bi’s, thus from Lemma 3, for each i, Ci is homotopic, with respect
to the faces in F and

⋃
j Bj , to any closed curve being such that the faces in

Fi ∪ Bi are inside it, and the faces in Fj ∪ Bj, for each j �= i, are outside it.
More generally, any closed curve goes through the same joint-vertices as Ci, if
this curve is such that the faces in Bi belong to its inside, and the faces in Bj

belong to its outside, for each j �= i.
Since for each i the inside of Ci is a connected region, i.e., the subgraph of G

induced by Vi is connected, we also know that in G′ = (V,E \C) all the vertices
in Bi, as well as all the terminals in Ti, are connected together. This implies that,
for each i, we can construct a closed curve C′

i homotopic to Ci by choosing some
tree spanning both Ti and Bi, and then removing the edges having exactly one
endpoint in the ith of these spanning trees (these trees span vertices in distinct
connected components of G′, and hence have to be vertex-disjoint). (For each i,
C′
i goes through the same joint-vertices as Ci, and C′

i and Ci are indeed homotopic
with respect to the faces in F , since Ti is the only cluster that belongs to the
inside of C′

i, i.e., C
′
i isolates Ti from Tj , for all j �= i.) In practice, we have to

“guess” Bi for each i (which, as mentioned above, can be done by enumerating
at most two vertices of G for each interval), making sure that the Bi’s define
a partition of the vertex set of the faces associated with all the joint-vertices,
and then construct p vertex-disjoint trees (each one spanning Ti and Bi for some
i), and finally remove the edges isolating each tree from the rest of the graph.
For each combination of Bi’s, finding such vertex-disjoint trees can be done in
polynomial time (since the graph is planar,

∑p
i=1 |Ti| is fixed, and the number of
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mandatory vertices that the p trees must span lie on at most
∑p

i=1 |Ti|+(2p−4)
faces), using for instance the algorithm given in [17, Theorem 4].

So, our algorithm for planar MinMCC is as follows:

1. For each possible clustering of the terminals, for each possible set of inclu-
sions between the Ci’s, for each possible combination of joint-vertices, and
for each possible choice of the Bi’s do:
(a) Compute p vertex-disjoint trees, each spanning Ti and Bi for some i,

and construct the curves C′
i by removing, for each i, each edge incident

to exactly one vertex of the ith tree;
(b) For each i except the last one (in the order given by the current set of

inclusions, starting from a Ci including no other Cj for j �= i), compute a
shortest cycle homotopic to C′

i with respect to F and
⋃

j Bj ; then, remove
the vertices of the connected component of G lying inside this cycle.

2. Output the best feasible solution found.

We already explained why all steps run in polynomial time, and it should be
clear from our above discussion that this algorithm is correct. This yields:

Theorem 1. MinMCC can be solved in polynomial time in planar graphs, if
the sum of the sizes of the clusters is fixed.

Therefore, we can finally state:

Corollary 2. MinMC can be solved in polynomial time in planar graphs, if the
number of source-sink pairs is fixed.

Acknowledgements. The author thanks Sylvie Poirier for her help, and Éric
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Schrijver, A. (eds.) Paths, Flows and VLSI-Layout. Algorithms and Combinatorics,
vol. 9, pp. 329–371. Springer, Berlin (1990)

17. Schrijver, A.: Disjoint Homotopic Paths and Trees in a Planar Graph. Discrete &
Computational Geometry 6, 527–574 (1991)

18. Yannakakis, M., Kanellakis, P., Cosmadakis, S., Papadimitriou, C.: Cutting and
Partitioning a Graph After a Fixed Pattern. In: Dı́az, J. (ed.) ICALP 1983. LNCS,
vol. 154, pp. 712–722. Springer, Heidelberg (1983)

19. Yeh, W.-C.: A simple algorithm for the planar multiway cut problem. Journal of
Algorithms 39, 68–77 (2001)



Instance Compression
for the Polynomial Hierarchy and beyond

Chiranjit Chakraborty and Rahul Santhanam

School of Informatics, University of Edinburgh, UK
C.Chakraborty@sms.ed.ac.uk, rsanthan@inf.ed.ac.uk

Abstract. We define instance compressibility ([5,7] ) for parametric problems
in PH and PSPACE. We observe that the problem ΣiCIRCUITSAT of deciding
satisfiability of a quantified Boolean circuit with i− 1 alternations of quantifiers
starting with an existential quantifier is complete for parametric problems in the
class Σp

i with respect to W -reductions, and that analogously the problem QBC-
SAT (Quantified Boolean Circuit Satisfiability) is complete for parametric prob-
lems in PSPACE with respect to W -reductions. We show the following results
about these problems:

1. If CIRCUITSAT is non-uniformly compressible within NP, then
ΣiCIRCUITSAT is non-uniformly compressible within NP, for any i ≥ 1.

2. If QBCSAT is non-uniformly compressible (or even if satisfiability of quan-
tified Boolean CNF formulae is non-uniformly compressible), then
PSPACE ⊆ NP/poly and PH collapses to the third level.

Next, we define Succinct Interactive Proof (Succinct IP) and by adapting the
proof of IP = PSPACE ([4,2]), we show that QBFORMULASAT (Quantified
Boolean Formula Satisfiability) is in Succinct IP. On the contrary if QBFORMU-
LASAT has Succinct PCPs ([11]), Polynomial Hierarchy (PH) collapses.

1 Introduction

An NP problem is said to be instance compressible if there is a polynomial-time reduc-
tion mapping instances of size m and parameter n to instances of size poly(n) (pos-
sibly of a different problem). The notion of instance compressibility for NP problems
was defined by Harnik and Naor ([5]) motivated by applications in cryptography. This
notion of compression is basically same as the notion of polynomial kernelizability
in parametrized complexity ([7,14,8]), which is motivated by algorithmic applications.
Fortnow and Santhanam showed ([11], Theorem 3.1) that the compressibility of the
satisfiability problem for Boolean formulae (even non-uniformly) is unlikely, since it
would imply that the Polynomial Hierarchy (PH) collapses. Since then, there’s been
a very active stream of research extending this negative result to other problems in
NP ([7,17] etc.). Instance compressibility is a useful notion for complexity theory as
well - Buhrman and Hitchcock ([6]) use it to study the question of whether NP has
sub-exponentially-sparse complete sets.

Given different possibilities of application of this notion, it is a natural question
whether we can extend it to other complexity classes, such as PH and PSPACE. Our
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first contribution here is to define such an extension. The key to defining instance com-
pressibility for NP problems is that there is a notion of “witness” for instances of NP
problems, and in general the witness size can be much smaller than the instance size.
We observe that the characterization of PH and PSPACE using alternating time Turing
machines yields a natural notion of “guess size” - namely the total number of non-
deterministic or co-non-deterministic bits used during the computation. We use this
characterization to extend the definition of compressibility to parametric problems in
PH and PSPACE in a natural way.

Some proposals ([8,9]) have already been made in the parametrized complexity set-
ting for defining in general the parametrized complexity analogue of a classical com-
plexity class. Our definition (Section 2) seems similar in spirit, but all the problems we
consider are in fact fixed-parameter tractable. What we are interested in is whether they
are instance-compressible, or equivalently whether they have polynomial-size kernels.

One of our main motivations is to provide a structural theory of compressibility, anal-
ogous to the theory in the classical setting. Intuitively, instance compressibility provides
a different, more relaxed notion of “solvability” than the traditional notion. So it is inter-
esting to study what kinds of analogues to classical results hold for the new notion. The
result of Fortnow and Santhanam ([11]) can be thought of as an analogue of the Karp-
Lipton theorem ([13], Theorem 6.1), since non-uniform compressibility is a weakening
of the notion of non-uniform solvability. Other well-known theorems in the classical
setting are that NP has polynomial-size circuits iff all of PH does, as well as the Karp-
Lipton theorem for PSPACE ([13], Theorem 4.1). The main results we prove here are
analogues of these results for instance compressibility.

Our first main result is, if the language CIRCUITSAT is non-uniformly compressible
within NP (i.e., the reduction is to an NP problem), then so is the language
ΣiCIRCUITSAT, which is in some sense complete for parametric problems in the class
Σp

i . Note that we need a stronger assumption here compared to that in the Fortnow-
Santhanam result ([11]): they need only to assume that SAT is compressible. This re-
flects the fact that the proof is more involved - it relies on the Fortnow-Santhanam result
([11]) as well as on the techniques used in the classical case. In addition, the code used
by the hypothetical compression for CIRCUITSAT shows up not just in the resulting
compression algorithm for ΣiCIRCUITSAT, but also in the instance generated - this
is why we need to work with circuits, as they can simulate any polynomial-time com-
putation. This ability to interpret code as data is essential to our proof. We give more
intuition about the proof in Section 3, where the detailed proof can also be found. We
also observe that under the assumption of Σ3CIRCUITSAT being compressible (we
make no assumption about the complexity of the set we are reducing to), all of the PH
is compressible as well.

Our second main result is that if QBCNFSAT is non-uniformly compressible, the
Polynomial Hierarchy collapses to the third level. The proof of this is easier and an
adaptation of the Fortnow-Santhanam technique ([11]) to PSPACE. Here we consider
an “OR” version of the problem as they do, and derive the collapse of the hierarchy
from the assumption that the OR version is compressible. In the case of NP, showing
that compressing the OR version is at least as easy as compressing SAT is easier as



122 C. Chakraborty and R. Santhanam

there are no quantifiers; however, this is not the case for PSPACE and this is where we
need to work a little harder.

Our third result is an analogue of the IP = PSPACE ([4,2]) result in the parametric
world. We define the class Succinct IP, which consists of parametric problems with
interactive protocols where the total amount of communication is polynomial in the
size of the parameter. We observe that the traditional proof of IP = PSPACE ([4,2])
can be adapted to show that the problem of determining whether a quantified Boolean
formula is valid, has succinct interactive proofs. This demonstrates a difference between
succinctness in an interactive setting and succinctness in a non-interactive setting - it is
shown in [11] that if SAT has succinct probabilistically checkable proofs, then PH
collapses.

There are many open problems in the compressibility theory for NP, such as, whether
there are any unlikely consequences of SAT being probabilistically compressible, and
whether the problem AND-SAT is deterministically compressible. Our hope is that
extending the theory to larger classes such as PH and PSPACE will give us more
“room” to work with. Besides, if we manage to settle these questions for the larger
classes, the techniques can be translated back to NP.

2 Some Complexity Theory Notions

Definition 1. Parametric problem: A parametric problem is a subset of { 〈 x, 1n 〉
| x ∈ {0, 1}∗, n ∈ N }. The term n is known as the parameter of the problem.

NP problems in parametric form: Now consider some popular NP languages in para-
metric form.
SAT = {〈 ϕ, 1n 〉 | ϕ is a satisfiable formula in CNF , and n is the number of variables
in ϕ}.
VC = {〈 G, 1k log(m) 〉 | G has a vertex cover of size at most k, where m = |G|}.
CLIQUE = {〈 G, 1k log(m) 〉 | G has a clique of size at least k, where m = |G|}.
DOMINATINGSET = {〈G, 1k log(m) 〉 |G has a dominating set of size at most k, where
m = |G|}.
OR-SAT = {〈 {ϕi }, 1n 〉 | At least one ϕi is satisfiable, and each ϕi is of bit-length at
most n}.

For the parametric problems above in NP, the parameter can be interpreted as the wit-
ness size for some natural NTM deciding the language. For example in SAT, the num-
ber of variables, which captures the witness of satisfiability problem, is taken as the
parameter. Note that in the definitions of the CLIQUE, VC and DOMINATINGSET prob-
lems, the parameter is k log(m) rather than k as in the typical parametrized setting. This
is because, here k log(m) bits will be required to represent the witness. We say that a
parametric problem is in NP if there is a polynomial-time NTM solving it.

Definition 2. Compression of parametric problem: Suppose here L is a parametric
problem. L is said to be compressible within a complexity class A if there is a polyno-
mial p(.), and a polynomial-time computable function f : {0, 1}∗ → {0, 1}∗, such that
for each x ∈ {0, 1}∗ and n ∈ N, |f(〈x, 1n〉)| ≤ p(n) and 〈x, 1n〉 ∈ L iff f(〈x, 1n〉) ∈
LA for some problem LA in the complexity class A.
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We say the parametric problem L is compressible in general, if there exists any such
complexity class A as mentioned above, for the problem L to be compressed within.

Definition 3. Non-uniform Compression: A parametric problem L is said to be com-
pressible with advice s(., .) if the compression function is computable in deterministic
polynomial time when given access to an advice string of size s(m, n) which depends
only on m and n but not on the actual instance. Here m is the length of the paramet-
ric problem instance and n is the parameter. L is non-uniformly compressible if s is
polynomially bounded in m and n.

In other words, we can say that the machine compressing the parametric problem in the
preceding definition takes advice in case of Non-uniform Compression.

Definition 4. W-Reduction: [5] Given parametric problemsL1 andL2 , L1 W -reduces
to L2 (denoted L1 ≤w L2 ) if there is a polynomial-time computable function f and
polynomials p1 and p2 such that:

1.f (〈 x, 1n1 〉) is of the form 〈 y, 1n2 〉 where n2 ≤ p2(n1).
2.f (〈 x, 1n1 〉) ∈ L2 iff 〈 x, 1n1 〉 ∈ L1.

The semantics of a W -reduction is that if L1 W -reduces to L2 , it is at least as hard to
compress L2 as it is to compress L1 . If L1 ≤w L2 and L2 is compressible, then L1 is
compressible. One can prove that OR-SAT ≤w SAT ([18]).

As we have already mentioned, our primary objective is to extend the idea of com-
pression to higher classes, namely Polynomial Hierarchy (PH) and PSPACE [15]. In
our work, by a quantified Boolean formula, we mean a Boolean formula in prenex nor-
mal form where the quantifiers are in the beginning as follows, ψ = Q1 x1 Q2 x2 . . . Qn

xn φ, for any Boolean formula φ. Similarly we can consider quantified Boolean circuits.
Let us now consider some standard PH and PSPACE languages but in parametric form.

CIRCUITSAT = {〈 C, 1n 〉 | C is a satisfiable circuit, and n is the number of variables
in C}

ΣiSAT = {〈 ϕ, 1n 〉 | ϕ is a satisfiable quantified Boolean formula in CNF with
i−1 alternations where odd position quantifiers are ∃ and even position quantifiers
are ∀, and n = (n1 + n2 + . . . + ni) where ni is the number of the variables
corresponding to ith quantifier}

ΣiCIRCUITSAT = {〈 C, 1n 〉 | C is a satisfiable quantified circuit with i − 1 alterna-
tions where odd position quantifiers are ∃ and even position quantifiers are ∀, and
n = (n1 +n2 + . . .+ni) where ni is the number of the variables corresponding to
ith quantifier}
Similarly we can define ΠiSAT and ΠiCIRCUITSAT in parametric form.

QBCNFSAT = {〈 ϕ, 1n 〉 | ϕ is a satisfiable quantified Boolean formula in CNF ,
and n is the number of variables}

QBFORMULASAT = {〈 ϕ, 1n 〉 | ϕ is a satisfiable quantified Boolean formula (not
necessarily in CNF ), and n is the number of variables}
If ϕ is replaced by the circuit C, then similarly we can define QBCSAT.

OR-QBCNFSAT = {〈 {ϕi }, 1n 〉 | Each ϕi is a quantified Boolean formula in CNF
and at least one ϕi is satisfiable, and each ϕi is of bit-length at most n}.
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Now we can generalize. For any language L we can define, OR-L = {〈 {xi }, 1n 〉 | At
least one xi ∈ L, and each xi is of bit-length at most n}.

Here we would like to mention that the non-parametric versions of ΣiCIRCUITSAT
and ΣiSAT are complete for the class Σp

i according to Cook-Levin reduction, and sim-
ilarly the non-parametric versions of QBCNFSAT, QBFORMULASAT and QBCSAT
are complete for PSPACE.

We can define a parametric problem corresponding to any language L in the class
Σp

i , or more precisely to the (i+1)-ary polynomial-time computable relationR defining
L, as follows.

Definition 5. For any (i+1)-ary polynomial-time computable relation R, we can define
a parametric problem in Σp

i , LR = {〈 x, 1n 〉 | ∃ u1 ∈ {0, 1}n1 ∀ u2 ∈ {0, 1}n2 . . . Qi

ui ∈ {0, 1}ni R (x, u1 , . . . , ui) = 1 and n = (n1 + n2 + . . . + ni) where ni is the
parameter corresponding to ith quantifier}

We can do essentially the similar thing for any language L ∈ PSPACE using the char-
acterization of PSPACE as alternating polynomial time ([1], Corollary 3.6) as follows:

Proposition 1. Any language L is in PSPACE if and only if it is decidable by an
Alternating Turing machine in polynomial time.

Now we can define,

Definition 6. For any binary polynomial-time computable relation R, we can define a
parametric problem in PSPACE, LR = {〈 x, 1n 〉 | Q1 u1 ∈ {0, 1}n1 Q2 u2 ∈ {0, 1}n2

. . . Qi ui ∈ {0, 1}ni R (x, 〈 u1 , . . . , ui 〉) = 1 and n = (n1 + n2 + . . . + ni) where
all the Q variables denote ∃ or ∀ alternately, depending on whether its suffix is odd or
even, i is polynomially bounded with respect to the size of x and ni is the parameter
corresponding to ith quantifier}

So using the general definition of compression of any language in parametric form given
above, we can define the compression for all the PH and PSPACE parametric problems
where the “witness length” or “guess length” is the parameter of the problem.

Proposition 2. ΣiCIRCUITSAT is a complete parametric problem with respect to W -
reduction for the class of parametric problems in Σp

i .

Proof. Firstly we can observe that ΣiCIRCUITSAT is among the parametric problems
in the class Σp

i as there is an Alternating Turing Machine accepting this language with
i − 1 alternations, starting with existential guesses. Let us now consider the parametric
problem LR ∈ Σp

i . So there exists a polynomial-time computable relation R such that,
〈 x, 1n 〉 ∈ LR ⇔ ∃ u1 ∈ {0, 1}n1 ∀ u2 ∈ {0, 1}n2 . . . Qi ui ∈ {0, 1}ni R (x, u1 , . . .
, ui) = 1, where Qi denotes ∃ or ∀ depending on whether i is odd or even respectively.
Here n = (n1 + n2 + . . .+ ni).

Now for the parametric problem LR the parameter is the number of guess bits used
by R which is n in this case. We know that any polynomial time computable relation
has uniform polynomial size circuits ([15], Theorem 6.7). Let Cm be the circuit on
inputs of length m - we can generate Cm from 1m in polynomial time. Hence, 〈x, 1n〉
∈ LR ⇔ ∃ u1 ∈ {0, 1}n1 ∀ u2 ∈ {0, 1}n2 . . . Qi ui ∈ {0, 1}ni Cm (x, u1 , . . . , ui) = 1,
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where Qi denotes ∃ or ∀ depending on whether i is odd or even respectively. This gives
a W -reduction from the parametric problem LR to ΣiCIRCUITSAT, since the length
of the parameter is preserved. ��

A similar proposition holds for ΠiCIRCUITSAT as well. We can also show, using a
similar proof, a completeness result for PSPACE as follows.

Proposition 3. QBCSAT is a complete parametric problem for the class of parametric
problems in PSPACE with respect to W -reduction.

Proof. Firstly we can observe that QBCSAT is among the parametric problems in the
class PSPACE as there is an Alternating Turing Machine accepting this language with
at most n alternations, where n is the number of variables of the QBCSAT instance. Let
us now consider the parametric problem LR ∈ PSPACE. So there exists a polynomial-
time computable relation R such that,
〈 x, 1n 〉 ∈ LR ⇔ Q1 u1 ∈ {0, 1}n1 Q2 u2 ∈ {0, 1}n2 . . . Qi ui ∈ {0, 1}ni R (x, 〈 u1 ,
. . . , ui 〉) = 1, where all the Q variables denote ∃ or ∀ alternately, depending on whether
its suffix is odd or even. i is polynomially bounded with respect to the size of x. Here n
= (n1 + n2 + . . .+ ni).

Now for the parametric problem LR the parameter is the number of guess bits used
by R which is n in this case. We know that any polynomial time computable relation has
uniform polynomial size circuits ([15], Theorem 6.7). Let Cm be the circuit on inputs
of length m - we can generate Cm from 1m in polynomial time. Hence, 〈x, 1n〉 ∈ LR

⇔ Q1 u1 ∈ {0, 1}n1 Q2 u2 ∈ {0, 1}n2 . . . Qi ui ∈ {0, 1}ni Cm (x, 〈 u1 , . . . , ui 〉) =
1, where all the Q variables denote ∃ or ∀ alternately, depending on whether its suffix is
odd or even. This gives a W -reduction from the parametric problem LR to QBCSAT,
since the length of the parameter is preserved. ��

We note that all the parametric problems we have defined so far are in fact fixed-
parameter tractable, simply by using brute force search.

Proposition 4. QBCSAT is solvable in time O(2npoly(m)) by brute force enumera-
tion.

3 Instance Compression for Polynomial Hierarchy

3.1 Instance Compression in Second Level

In this section, we are going to show that non-uniform compression of CIRCUITSAT
within NP implies the non-uniform compression of Σ2CIRCUITSAT within NP as well.
In the next subsection, essentially by using induction we show how to extend this to
the entire Polynomial Hierarchy. We have used the following result by Fortnow and
Santhanam ([11], Theorem 3.1):

Theorem 1. If OR-SAT is compressible, then CONP ⊆ NP/poly, and hence PH col-
lapses.

The same technique actually shows that, any language L for which OR-L (section 2) is
compressible, lies within CoNP/poly.
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Theorem 2. If CIRCUITSAT is non-uniformly compressible within NP, then
Σ2CIRCUITSAT is non-uniformly compressible within NP.

Proof. Let us consider the parametric problem Σ2CIRCUITSAT first. For the sake of
convenience, we often omit the parameter when talking about an instance of this prob-
lem. According to the definition,

C ∈ Σ2CIRCUITSAT ⇔ ∃u ∈ {0, 1}n1∀v ∈ {0, 1}n2C(u, v) = 1 (1)

Let m be the length of the description of the circuit C and n = (n1 + n2) to be the
number of variables of C.

Let us now fix a specific u = u1. Now, we can define a new parametric problem L
′

as follows,
〈C, u1, 1

n2〉 ∈ L
′ ⇔ ∀v ∈ {0, 1}n2C(u1, v) = 1 (2)

It is clear from the above definition that L
′

is a parametric problem in CoNP (of in-
stance size ≤ O(m + n1)) and any instance of L

′
can be polynomial-time reduced to

an instance of CIRCUIT-UNSAT, say C
′

(because CIRCUIT-UNSAT, the parametric
problem of all unsatisfiable circuits, is CoNP-Complete with respect to W -reduction).
As shown in Proposition 2, the size of the witness will be preserved in this reduction.

C ∈ Σ2CIRCUITSAT ⇔ ∃u1〈C, u1〉 ∈ L
′

and 〈C, u1〉 ∈ L
′ ⇔ C

′ ∈ CIRCUIT-
UNSAT. Here the instance length |C| = m and |C ′ | = poly(m). poly(.) is denoting just
an arbitrary polynomial function.

Let g be the polynomial-time reduction used to obtain C
′

from C and u1. Namely,
C

′
= g(C, u1). If CIRCUITSAT is non-uniformly compressible within NP, using the

same reduction we can non-uniformly compress CIRCUIT-UNSAT within CoNP. That
means we can reduce a CIRCUIT-UNSAT instance into another CIRCUIT-UNSAT in-
stance in polynomial time, as CIRCUIT-UNSAT is CoNP-complete with respect to W -
reduction. Assume this polynomial time compression function be f1 with polynomial
size advice. So we will use f1 to compress CIRCUIT-UNSAT instance C

′
to another

CIRCUIT-UNSAT instance, say C
′′

, of size poly(n2).
Therefore, C

′ ∈ CIRCUIT-UNSAT ⇔ C
′′

= f1( C
′
, w1 ) = f1( g(C, u1), w1 ) ∈

CIRCUIT-UNSAT, where |C ′′ | = poly(n2) and the string w1 (of size at most poly(m))
is capturing the notion of polynomial size advice. Here the compression function f1 is
computable in polynomial (in m) time.

Now, if CIRCUITSAT is non-uniformly compressible within NP so is SAT as SAT
is W -reducible to CIRCUITSAT. Now, OR-SAT is also non-uniformly compressible
as OR-SAT W -reduces to SAT. It can be proved from Theorem 1 that if OR-SAT is
non-uniformly compressible then CoNP ⊆ NP/poly, as mentioned in the beginning of
this section.

Now combining the statements in the above paragraph we can say that if CIRCUIT-
SAT is non-uniformly compressible within NP then CoNP ⊆ NP/poly. So we can now
reduce our parametric problem in CoNP (here CIRCUIT-UNSAT) instance C

′′
to a NP-

complete parametric problem instance using polynomial size advice. As CIRCUITSAT
is a NP-complete with respect to W -reduction, we can reduce C

′′
to a CIRCUITSAT

instance, say C
′′′

, using a polynomial time computable function f2 with advice w2. In
the above procedure, the length of the instance definitely will not increase by more than
a polynomial factor. So clearly |C ′′′ | = poly(n2).
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So from the above arguments we can say that,
C

′ ∈ CIRCUIT-UNSAT ⇔C
′′′

= f2(C
′′

,w2 ) = f2( f1( g(C, u1), w1 ),w2 ) ∈ CIRCUIT-
SAT, where |C ′′′ | = poly(n2) and the string w2 (of size at most poly(n2)) is capturing
the notion of polynomial size advice which arises in the proof of Theorem 1. Here the
function f2 is computable in polynomial (in n2) time.

Now we define a new circuit C1 as follows. C1 is a non-deterministic circuit whose
non-deterministic input is divided into two strings: u of length n1 and v of length
poly(n2). Given its non-deterministic input, C1 first computes C

′′′
= f2( (f1(g(C, u),

w1), w2). This can be done in polynomial size in m since the functions f2, f1 and g are
all polynomial-time computable and C, w1 and w2 are all fixed strings of size polyno-
mial in m. It then uses its input v as non-deterministic input to C′′′ and checks if v sat-
isfies C′′′. This can be done in polynomial-size since the computation of a polynomial-
size circuit can be simulated in polynomial time. If so, it outputs 1, else it outputs 0.
Now we have

C ∈ Σ2CIRCUITSAT ⇔ ∃u ∈ {0, 1}n1∃v ∈ {0, 1}n2C1(u, v) = 1 (3)

The key point is that we have reduced our original Σ2CIRCUITSAT question to a CIR-
CUITSAT question, without a super-polynomial blow-up in the witness size. This allows
us to apply the compressibility hypothesis again. Also, note that C1 is computable from
C in polynomial size.

After that, using the compressibility assumption for CIRCUITSAT, we can non-
uniformly compress C1 to an instance C2 of size poly(n1 + n2) of a parametric prob-
lem in NP. Our final compression procedure just composes the procedures deriving C1

from C and C2 from C1, and since each of these can be implemented in polynomial
size, our compression of the original Σ2CIRCUITSAT instance is a valid non-uniform
instance compression. Thus it is shown that if CIRCUITSAT is non-uniformly compress-
ible within NP, Σ2CIRCUITSAT is also non-uniformly compressible within NP. ��

3.2 Instance Compression for Higher Levels

Now we are going to extend the idea for higher classes. It is not that difficult to see, if
Σ2CIRCUITSAT is non-uniformly compressible within NP, Π2CIRCUITSAT is non-
uniformly compressible within CoNP. We will use this in the following theorem.

Theorem 3. If CIRCUITSAT is non-uniformly compressible within NP, then
ΣiCIRCUITSAT is non-uniformly compressible within NP for all i > 1.

Proof Outline. We are going use induction here. Let us assume CIRCUITSAT is non-
uniformly compressible within NP. To prove ΣiCIRCUITSAT is compressible for all i
> 1, the base case i = 2, directly follows from Theorem 2. Now suppose the statement
is true for all i ≤ k. We have to prove that the statement is true for i = k + 1 as well.
So we are now assuming that ΣiCIRCUITSAT is non-uniformly compressible within
NP for all i ≤ k and going to prove that Σk+1CIRCUITSAT is also non-uniformly
compressible within NP.

Now, fixing the first variable, u1 to u
′

of Σk+1CIRCUITSAT instance C as before,
we can define a new language similarly as we did in the proof of Theorem 2. Using sim-
ilar argument we can introduce a circuit C1 as well. The key point is, we can reduced
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our original Σk+1CIRCUITSAT instance to an instance of ΣkCIRCUITSAT. Hence
using the induction step, we can reduce it to a CIRCUITSAT instance, without a super-
polynomial blow-up in the witness size. This allows us to apply the compressibility
hypothesis again. Also, note that C1 is computable from C in polynomial size. Next,
using the compressibility assumption for CIRCUITSAT, we can non-uniformly com-
press C1 to an NP language instance C2 of size poly(n1 + n

′
) i.e. poly(n1 + . . . +

nk+1). So using mathematical induction we can say if CIRCUITSAT is non-uniformly
compressible within NP, ΣiCIRCUITSAT is also non-uniformly compressible within
NP for all i > 1. ��

Corollary 1. If CIRCUITSAT is compressible within NP, ΠiCIRCUITSAT is also non-
uniformly compressible within NP for all i ≥ 1.

As ΠiCIRCUITSAT W -reduces to Σi+1CIRCUITSAT, the above Corollary is trivial.
Theorems 2 and 3 require an assumption on non-uniform compressibility in NP. But
we don’t need this for compressibility of a problem higher in the hierarchy.

Proposition 5. If Σ3CIRCUITSAT is compressible, then ΣiCIRCUITSAT is compress-
ible for any i > 3.

Proof. This proposition follows from the fact that Σ3CIRCUITSAT being compressible
implies that SAT is compressible. So, by the result of Fortnow and Santhanam (Theo-
rem 1), PH collapses to Σp

3 . As a result, every parametric problem in the class Σp
i

W -reduces to Σ3CIRCUITSAT, as Σ3CIRCUITSAT is complete for the class Σp
3 with

respect to W -reduction. Hence, Σ3CIRCUITSAT being compressible, ΣiCIRCUITSAT
is compressible for any i > 3. ��

4 Instance Compression for PSPACE

In this section, we show that QBCNFSAT is unlikely to be compressible, even non-
uniformly - compressibility of QBCNFSAT implies that PSPACE collapses to the
third level of the Polynomial Hierarchy. The strategy we adopt is similar to that in
Theorem 1 where it is shown that compressibility of SAT implies NP ⊆ CoNP/poly.
To show their result, they used the OR-SAT problem, which is W -reducible to SAT
([18]). Thus an incompressibility result for the OR-SAT problem translates directly to
a corresponding result for SAT.

We similarly defined OR-QBCNFSAT problem in Section 2. But it is not that easy
to show that OR-QBCNFSAT W -reduces to QBCNFSAT. There are a couple of dif-
ferent issues. First the quantifier patterns for the formulae {φi}, i = 1 . . .m might all
be different. This is easily taken care of, because we can assume quantifiers alternate
between existential and universal - this just blows up the number of variables for any
formula by a factor of at most 2. The more critical issue is that nothing as simple as
the OR works for combining formulae. ∃x∀yφ1(x, y)∨∃x∀yφ2(x, y) is not equivalent
to ∃x∀y(φ1(x, y) ∨ φ2(x, y)). We are forced to adopt a different strategy as explained
below. Later we have found similar strategy is used in [18], though it was in the context
of OR-SAT, not OR-QBCNFSAT.
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Lemma 1. OR-QBCNFSAT is W-reducible to QBCNFSAT

Proof. Let 〈{φi}, 1n〉 be an OR-QBCNFSAT instance of length m. Assume with-
out loss of generality that each φi has exactly n variables and that the quantifiers al-
ternate starting with existential quantification over x1, continuing with quantification
over x2, x3 etc. We construct in polynomial time in m an equivalent instance of QBC-
NFSAT with at most poly(n) variables and of size poly(m). We first take care of
quantifications. The quantifier patterns for the formulae {φi}, i = 1 . . .m might all be
different. But we can assume quantifiers alternate between existential and universal -
this just blows up the number of variables for any formula by a factor of at most 2.
Then we check if the number of input formulae is greater than 2n or not. If yes, we
solve the original instance by brute force search and output either a trivial true formula
or a trivial false formula depending on the result of the search. If not, then we define a
new formula with �log(m) additional variables y1, y2 . . . yk. We identify each number
between 1 and m uniquely with a string in {0, 1}k. Now we define the formula ψi corre-
sponding to φi as follows. Let the string wi ∈ {0, 1}k correspond to the number i. Then
ψi = z1∧z2 . . .∧zk∧φi, where zr = yr if wr = 1 and the complement of yr otherwise.
The output formula ψ starts with existential quantification over the y variables followed
by the standard pattern of quantification over the x variables followed by the formula
which is the OR of all ψi’s, i = 1 . . .m. So ψ will be as follows:
ψ = ∃ y1 ∃ y2 . . . ∃ yk Q1 x1 Q2 x2 . . . Qn xn (ψ1 ∨ ψ2 ∨ . . . ∨ ψm).
Where Qi’s are the quantifications of the xi’s as before. It is not that hard to check that
ψ is valid iff one of the φi’s is. ��

Theorem 4. If QBCNFSAT is compressible, then PSPACE ⊆ NP/poly, and hence
PSPACE = Σp

3 .

Proof. Using Lemma 1, if QBCNFSAT is compressible, OR-QBCNFSAT is also
compressible. From the proof of Theorem 1 we can say for any parametric problem
L for which OR-L (section 2) is compressible, lies in CoNP/poly. Thus, since the
parametric problem QBCNFSAT is PSPACE-complete and PSPACE is closed under
complementation, a compression for OR-QBCNFSAT implies PSPACE is in NP/poly.
Hence by the result of Yap [3], it follows that PH collapses to the third level. Combining
this with the Karp-Lipton theorem for PSPACE ([13], Theorem 4.1), we have that
PSPACE = Σp

3 . ��

5 Succinct IP and PSPACE

IP ([16,10]) is the class of problems solvable by an interactive proof system. An interac-
tive proof system consists of two machines, a Prover, P , which presents a proof that a
input string is a member of some language, and a V erifier, V , that checks that the pre-
sented proof is correct. Now we are extending this idea of IP to Succinct IP, where the
total number of bits communicated between prover and the verifier is polynomially
bounded in parameter length.

We define V erifier to be a function V that computes its next transmission to the
Prover from the message history sent so far. The function V has three inputs:
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(1) Input String, (2) Random input and (3) Partial message history
m1#m2# . . .#mi is used to represent the exchange of messagesm1 throughmi be-

tween P and V . The Verifier’s output is either the next message mi+1 in the sequence or
accept or reject, designating the conclusion of the interaction. Thus V has the function
from V : Σ∗ × Σ∗ × Σ∗ → Σ∗ ∪ { accept, reject }.

The Prover is a party with unlimited computational ability. We define it to be a
function P with two inputs:

(1) Input String and (2) Partial message history
The Prover’s output is the next message to the Verifier. Formally, P : Σ∗ × Σ∗ → Σ∗.
Next we define the interaction between Prover and the Verifier. For particular input
string w and random string r, we write (V ↔ P )(w, r) = accept if a message sequence
m1 to mk exists for some k whereby

1. for 0 ≤ i < k, where i is an even number, V (w, r, m1#m2# . . .#mi) = mi+1;
2. 0 < i < k, where i is an odd number, P (w, m1#m2# . . .#mi) = mi+1; and
3. the final message mk in the message history is accept.

In the definition of the class Succinct IP, the lengths of the Verifier’s random input
and each of the messages exchanged are p(n) for some polynomial p that depends only
on the Verifier. Here n is the parameter length of input instance. Besides, total bits of
messages exchanged is at most p(n) as well.

Succinct IP: A parametric problem L (⊆ {〈x, 1n〉|x ∈ {0, 1}∗, n ∈ N}) is in Suc-
cinct IP if there exist some polynomial time function V and arbitrary function P ,
with total poly(n) many bits of messages communicated between them and for
every function P̃ and string w,
1. w ∈ L implies Pr[V ↔ P ] ≥ 2/3, and
2. w /∈ L implies Pr[V ↔ P̃] ≤ 1/3.

Here poly(n) denotes some polynomial that depends only on the Verifier and n is
the parameter length of input instance w.

We know that QBFORMULASAT is in IP, as IP = PSPACE ([4,2]). But we can even
prove something more. Not only for QBCNFSAT, we can construct Succinct IP pro-
tocol for QBFORMULASAT as well. To prove that we are basically going to adapt the
formal proof of the part, PSPACE ⊆ IP ([4,2,12]).

Proposition 6. QBFORMULASAT ∈ SUCCINCT IP

Proof. The key idea is to take an algebraic view of Boolean formulae by representing
them as polynomials. We are considering the inputs are from some finite field F. We can
see that 0, 1 can be thought of both as truth values and as elements of F. Thus we have
the following correspondence between formulas and polynomials when the variables
take 0/1 values:
x ∧ y ↔ X . Y
x̄ ↔ 1 - X
x ∨ y ↔ X*Y = 1 - (1 - X)(1 - Y )

So, if there is a Boolean formula φ(x1, x2, . . . , xn) of length m, we can easily convert
that into a polynomial p of degree at most m following the rules described above.
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Let the given formula be,
Ψ = Q1 x1 Q2 x2 Q3 x3 . . . Qn xn φ(x1, . . . , xn),
where the size of Ψ is m. φ is any Boolean formula over n variables.
To arithmetize Ψ we introduce some new terms in quantification and rewrite the

expression in the following manner:

Ψ
′

= Q1 x1 R x1 Q2 x2 R x1 R x2 Q3 x3 R x1 R x2 R x3 . . . Qn xn R x1 R x2

. . . R xn φ(x1, . . . , xn),

Here R is introduced to enable linearize operation on the polynomial as explained later.
We now rewrite this Ψ

′
as follows : Ψ

′
= S1 x1 S2 x2 S3 x3 . . . Sk xk [φ], where each

Si ∈ { ∃, ∀, R }. We are going to define R very soon. We can see that value of k can be
at most O(n2).

For each i ≤ k we define the function fi. We define fk(x1, x2,. . . , xn) to be the
polynomial p [i.e. p(x1, x2, . . . , xn)] obtained by arithmetization of φ. For i < k we
define fi in terms of fi+1:

Si+1 =∀: fi(. . .) = fi+1(. . . , 0).fi+1(. . . , 1);
Si+1 =∃: fi(. . .) = fi+1(. . . , 0)*fi+1(. . . , 1);
Si+1 =R: fi(. . . , a) = (1-a)fi+1(. . . , 0) + afi+1(. . . , 1).

Here we reorder the inputs of the functions in such a way that variable yi+1 is always
the last argument. If S is ∃ or ∀, fi has one fewer input variable than fi+1 does. But if
S is R, both of them have same number of arguments. To avoid complicated subscripts,
we use “. . .” which can be replaced by a1 through aj for appropriate values of j after
the reordering of the inputs.

We can observe that operation R on polynomial doesn’t change their values for
Boolean inputs. So f0() is still the truth value of Ψ . Now we can observe that these
Rx operation produces a result that is linear in x. We added Rx1 Rx2 . . . Rxi after
Qixi in Ψ

′
in order to reduce the degree of each variable to 1 prior to the squaring due

to arithmetization of Qi.
We are now ready to describe the protocol. Here P is denoted to be the prover and

V to be the verifier as we always use.

Phase 0: [P sends f0()]
P → V : P sends f0() to V . V checks that f0() = 1 and rejects if not.

Progressing similarly,

Phase i: [P persuades V that fi−1(r1, . . .) is correct if fi(r1, . . . , r) is correct]
P → V : P sends the coefficients of fi(r1, . . . , z) as a polynomial in z. (Here r1 . . .
denotes a setting of the variables to the previously selected random values r1, r2, . . . )
V uses these coefficients to evaluate fi(r1, . . . , 0) and fi(r1, . . . , 1). Then it checks that
the polynomial degree is at most 2 and that these identities hold:

fi−1(r1, . . .) =

{
fi(r1, . . . , 0).fi(r1, . . . , 1) if Si = ∀
fi(r1, . . . , 0) ∗ fi(r1, . . . , 1) if Si = ∃

and
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fi−1(r1, . . . , r) = (1 − r)fi(r1, . . . , 0) + rfi(r1, . . . , 1) if Si = R

If either fails, V rejects.
V → P : V picks a random Boolean value r from F and sends it to P . If Si = R, this

r replaces the previous r
Then it goes to phase i+1, where P must persuade V that fi(r1, . . . , r) is correct.
Progressing similarly,

Phase k+1: [V checks directly that fk(r1, . . . , rn) is correct]
V evaluates p(r1,. . .,rn) to compare with the value V has for fk(r1, . . . , rn). If they are
equal, V accepts, otherwise V rejects. That completes the description of the protocol.

Here polynomial p is nothing but the arithmetization of the formula φ, as we have
already seen. It can be shown that the evaluation of this polynomial can be done in
polynomial time.

For the evaluation of the polynomial p for r1, . . . , rn, we will consider φ and apply
the arithmetization for the nodes individually. We will evaluate the nodes from lower
level. Before we evaluate for any node, corresponding inputs are already evaluated and
ready to use. Evaluation for each node will take constant amount of time. So total eval-
uation of p for r1, . . . , rn through modified φ will take poly(m) time.

Now we can try to prove that the probability of error is bounded within the limit. If
the prover P always returns the correct polynomial, it will always convince V . If P is
not honest then we are going to prove that V rejects with high probability:

Pr[V rejects] ≥ (1 − d/|F|)k (4)

where d is the highest degree of the polynomial sent in each stage. We can see that value
of k can be at most O(n2). As the value of d is 2 in our case, the right hand side of the
above expression is at least (1 - 2k/|F|), which is very close to 1 for sufficiently large
values of |F|. It will be sufficient for us if |F| is bounded by a large enough polynomial
in n.

Now we are going to see how the proof works when the proves is trying to cheat
for “no” instance. In the first round, the prover P should send f0() which must be 1.
Then P is supposed to return the polynomial f1. If it indeed returns f1 then since f1(0)
+ f1(1) �= f0() by assumption, V will immediately reject (i.e., with probability 1). So
assume that the prover returns some s(X1), different from f1(X1 ). Since the degree d
non-zero polynomial s(X1) - f1(X1 ) has at most d roots, there are at most d values r
such that s(r) = f1(r). Thus when V picks a random r,

Prr[s(r) �= f1(r)] ≥ (1 − d/|F|) (5)

Then the prover is left with an incorrect claim to prove in all the phases. So prover
should lie continuously. If P is lucky, V will not understand the lie. To prove equation
(4), we will use induction here. We assume the induction hypothesis to be true for
k − 1 steps, that is, the prover fails to prove this false claim with probability at least ≥
(1 − d/|F|)k−1. Base case is easy to see from equation (5). Thus we have,

Pr[V rejects] ≥ (1 − d/|F|).(1 − d/|F|)k−1 = (1 − d/|F|)k (6)
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If P is not lucky, as the verifier is evaluating p() explicitly in the last stage, V will
anyway detect the lie.

Here in the description of the protocol, we can see that the degree of the polynomial
at each stage is at most 2. So we need just constant number of coefficients for encod-
ing such polynomials. coefficients are from the field F which is of size poly(m). So
O(log(poly(m))) i.e. O(poly(n)) size messages are sent in any phase. Even, it will be
sufficient for us if |F| is bounded by a large enough polynomial in n. Number of such
phases are bounded by (k+1) which is O(n2). So we have constructed a Succinct Inter-
active proof protocol for QBFORMULASAT. ��

Issue in finding Succinct IP protocol for QBCSAT: In case of QBCSAT, similar
arithmetization technique will give polynomial of degree much larger size, actually ex-
ponential in m. Now, to reduce the error, we have to use Field F of larger size, basically
exponential in m. This will give us each coefficients of the polynomials exchanged be-
tween prover and verifier to be of size log(epoly(m)), i.e. poly(m), which means the
protocol is not succinct.

6 Future Directions

There are various possible directions. Suppose CIRCUITSAT is compressible within a
class C. Here we have considered C to be the class NP and got some interesting results.
For any general class C we know from Theorem 1 that the immediate consequence is the
collapse of PH at third level. But it is still not known how our results for compression at
second level of Polynomial Hierarchy will be affected for compression into an arbitrary
class C. Besides, one could try to work under the weaker assumption that SAT or OR-
SAT or OR-CIRCUITSAT is compressible instead of CIRCUITSAT. We also don’t
know whether there are similar implications for probabilistic compression where we
allow certain amount of error in compression. One could also try to find a Succinct IP
protocol for QBCSAT to show Succinct IP = PSPACE or try to find some negative
implications of such a protocol existing for QBCSAT.
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Abstract. The boxicity (cubicity) of a graph G, denoted by box(G)
(respectively cub(G)), is the minimum integer k such that G can be
represented as the intersection graph of axis parallel boxes (cubes) in
R

k. The problem of computing boxicity (cubicity) is known to be in-
approximable in polynomial time even for graph classes like bipartite,
co-bipartite and split graphs, within an O(n0.5−ε) factor for any ε > 0,
unless NP = ZPP .

We prove that if a graph G on n vertices has a clique on n − k ver-

tices, then box(G) can be computed in time n22O(k2 log k). Using this fact,
various FPT approximation algorithms for boxicity are derived. The pa-
rameter used is the vertex (or edge) edit distance of the input graph from
certain graph families of bounded boxicity - like interval graphs and pla-

nar graphs. Using the same fact, we also derive an O
(

n
√

log logn√
log n

)
factor

approximation algorithm for computing boxicity, which, to our knowl-
edge, is the first o(n) factor approximation algorithm for the problem.
We also present an FPT approximation algorithm for computing the
cubicity of graphs, with vertex cover number as the parameter.

Keywords: Boxicity, Parameterized Algorithm, Approximation Algo-
rithm.

1 Introduction

Let G(V , E) be a graph. If I1, I2, . . ., Ik are (unit) interval graphs on the vertex
set V such that E(G) = E(I1)∩E(I2)∩· · ·∩E(Ik), then {I1, I2, . . ., Ik} is called
a box (cube) representation of G of dimension k. The boxicity (cubicity) of an
incomplete graph G, box(G) (respectively cub(G)), is defined as the minimum
integer k such that G has a box (cube) representation of dimension k. For a
complete graph, it is defined to be zero. Equivalently, boxicity (cubicity) of G is
the minimum integer k such that G can be represented as the intersection graph
of axis parallel boxes (cubes) in Rk. Boxicity was introduced by Roberts [15] in
1969 for modeling problems in the social sciences and ecology. Box representa-
tions of low dimension are memory efficient for representing dense graphs. Some
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well known NP-hard problems like the max-clique problem are polynomial time
solvable, if low dimensional box representations are known [16].

Boxicity is a combinatorially well studied parameter and its bounds in terms of
parameters like maximum degree [2] and tree-width [7] are known. Roberts [15]
showed that for any graph G on n vertices, box(G) ≤

⌊
n
2

⌋
and cub(G) ≤

⌊
2n
3

⌋
.

In 1986, Thomassen [17] proved that the boxicity of planar graphs is at most
3. Boxicity is also closely related to other dimensional parameters of graphs like
partial order dimension and threshold dimension [2,1,19].

Cozzens [8] proved that computing boxicity is NP-hard. In fact, determin-
ing whether a graph has boxicity 2 is itself NP-hard (see Yannakakis [19] and
Kratochv́ıl [11]). Recently, Adiga et al. [1] proved that it is not possible to ap-
proximate boxicity within a factor of O(n0.5−ε) for any ε > 0 in polynomial
time, even for bipartite, co-bipartite and split graphs, unless NP = ZPP . In
this work, we present o(n) factor approximation algorithms for computing box-
icity and cubicity - the first of their kind, to our knowledge.

Since NP-hard problems are often impractical to solve, it is natural to in-
troduce parameters along with the input, and design algorithms which run in
polynomial time for small values of the parameter. We say that a decision prob-
lem with input size n and a parameter k is Fixed Parameter Tractable (FPT) if
the problem can be decided in time f(k) · nO(1), for some computable function
f . Often, a similar terminology is used in the case of optimization problems too.
An FPT approximation algorithm is an approximation algorithm that runs in
f(k) · nO(1) time. For an introduction to parameterized complexity, please refer
to [14].

The decision problem Boxicity takes a graph on n vertices and an integer b
as inputs and asks whether box(G) ≤ b. The standard parameterization of this
problem using boxicity itself as the parameter k is meaningless since the problem
is NP-hard even for k = 2. Parameterizations with vertex cover number (MVC),
minimum feedback vertex set size (FVS) and max leaf number as parameters
were studied by Adiga et al. [3]. With vertex cover number as the parameter

k, they gave an algorithm which computes boxicity exactly in 2O(2kk2)n time,
and another algorithm which gives an additive one approximation for boxicity
in 2O(k2 log k)n time, where n is the number of vertices in the graph. Using FVS
as the parameter k, they gave a 2 + 2

box(G) factor approximation algorithm to

compute boxicity that runs in 2O(2kk2)nO(1) time. With max leaf number as the
parameter k, they gave an additive two approximation algorithm for boxicity
that runs in 2O(k3 log k)nO(1) time.

In this work, we consider vertex and edge edit distance from families of graphs
of bounded boxicity as parameters. The notion of edit distance refers, in gen-
eral, to the smallest number of some well-defined modifications to be applied
to the input graph so that the resultant graph possesses some desired proper-
ties. Edit distance from graph classes is a well-studied problem in parameterized
complexity [5,10,13,18].

Cai [6] introduced a framework for parameterizing problems with edit distance
as the parameter. For a family F of graphs, and k ≥ 0 an integer, the author
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used F + ke (respectively, F − ke) to denote the family of graphs that can be
converted to a graph in F by deleting (respectively, adding) at most k edges,
and F+kv to denote the family of graphs that can be converted to a graph in F
by deleting at most k vertices. Cai [6] considered the parameterized complexity
of the vertex coloring problem on F −ke, F +ke and F +kv for various families
F of graphs, with k as the parameter. This was further studied by Marx [12].

In the same framework, we consider the parameterized complexity of comput-
ing the boxicity of F + k1e− k2e and F + kv graphs for families F of bounded
boxicity graphs, using k1 + k2 and k as parameters. We will see that many rele-
vant parameters for the boxicity problem, including MVC and FVS considered
by Adiga et al. [3], are special cases of our parameters. We provide an improved
FPT algorithm with the parameter FVS and give FPT approximation algorithms
with some parameters smaller than MVC. With the parameter max leaf num-
ber, our method achieves the same result as obtained in Adiga et al. [3]. (See
corollaries 1-7 for more details.)

We also give a factor-2 FPT approximation algorithm for cubicity, using vertex
cover number as the parameter. This can be improved to a (1+ε) factor algorithm
for any ε > 0, by sacrificing more on the running time.

2 Prerequisites

In this section, we give some basic facts necessary for the later part of the paper.
For a vertex v ∈ V of a graph G, we use NG(v) to denote the set of neighbors of
v in G. We use G[S] to denote the induced subgraph of G(V,E) on the vertex
set S ⊆ V . Let I be an interval representation of an interval graph G(V,E). We
use lv(I) and rv(I) respectively to denote the left and right end points of the
interval corresponding to v ∈ V in I. The interval is denoted as

[
lv(I), rv(I)

]
.

Lemma 1 (Roberts [15]). Let G(V, E) be any graph. For any x ∈ V , box(G) ≤
1 + box(G \ {x}).
The following lemmas are easy to prove.

Lemma 2. Let G(V,E) be a graph. Let S ⊆ V be such that ∀v ∈ V \ S and
u ∈ V , (u, v) ∈ E. If a box representation BS of G[S] is known, then, in O(n2)
time we can construct a box representation B of G of dimension |BS |. Moreover,
box(G) = box(G[S]).

Lemma 3. Let G(V,E) be a graph and let A ⊆ V . Let G1(V,E1) be a supergraph
of G with E1 = E ∪ {(x, y) | x, y ∈ A, x �= y}. If a box representation B of G
is known, then in O(n2) time we can construct a box representation B1of G1 of
dimension 2 · |B|. In particular, box(G1) ≤ 2 · box(G).

We know that there are at most 2O(nb logn) distinct b-dimensional box repre-
sentations of a graph G on n vertices and all these can be enumerated in time
2O(nb logn) [3, Proposition 1]. In linear time, it is also possible to check whether
a given graph is a unit interval graph and if so, generate a unit interval repre-
sentation of it [4]. Hence, a similar result holds for cubicity as well.
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Proposition 1. Let G(V,E) be a graph on n vertices of boxicity (cubicity) b.
Then an optimal box (cube) representation of G can be computed in 2O(nb log n)

time.

If S ⊆ V induces a clique in G, then it is easy to see that the intersection of all
the intervals in I corresponding to vertices of S is nonempty. This property is
referred to as the Helly property of intervals and we refer to this common region
of intervals as the Helly region of the clique S.

Definition 1. Let G(V,E) be a graph in which S ⊆ V induces a clique in G.
Let H(V,E′) be an interval supergraph of G. Let p be a point on the real line. If
H has an interval representation I satisfying the following conditions:

(1) p belongs to the Helly region of S in I.
(2) The end points of intervals corresponding to vertices of V \S are all distinct

in I.
(3) For each v ∈ S,

lv(I) = min

(
p, min

u∈NG(v)∩(V \S)
ru(I)

)
and

rv(I) = max

(
p, max

u∈NG(v)∩(V \S)
lu(I)

)
then we call I a nice interval representation of H with respect to S and p. If
H has a nice interval representation with respect to clique S and some point p,
then H is called a nice interval supergraph of G with respect to clique S.

Lemma 4. Let G be a graph on n vertices, with its vertices arbitrarily labeled
as 1, 2, . . . , n. If G contains a clique of size n− k or more, then :

(a) A subset A ⊆ V such that |A| ≤ k and G[V \A] is a clique, can be computed
in O(n2k) time.

(b) There are at most 2O(k log k) nice interval supergraphs of G with respect to
the clique V \ A. These can be enumerated in n22O(k log k) time.

(c) If G has a box representation B of dimension b, then it has a box repre-
sentation B′ of the same dimension, in which ∀I ∈ B′, I is a nice interval
supergraph of G with respect to the clique V \ A.

(d) By construction, vertices of the nice interval supergraphs obtained in (b) and
(c) retain their original labels as in G.

Proof. (a) We know that, if G contains a clique of size n− k or more, then the
complement graph G has a vertex cover of size at most k. We can compute a
minimum vertex cover A of G in O(n2k) time [14]. We have |A| ≤ k and G[V \A]
is a clique because V \ A is an independent set in G.

(b) Let H be any nice interval supergraph of G with respect to V \A. Let I be
a nice interval representation of H with respect to V \ A and a point p. Let P
be the set of end points (both left and right) of the intervals corresponding to
vertices of A in H . Clearly |P | = 2|A| ≤ 2k. The order of end points of vertices
of A in I from left to right corresponds to a permutation of elements of P and
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therefore, there are at most (2k)! possibilities for this ordering. Moreover, note
that the points of P divide the real line into |P |+1 regions and that p can belong
to any of these regions. From the definition of nice interval representation, it is
clear that, once the point p and the end points of vertices of A are fixed, the end
points of vertices in V \ A get automatically decided.

Thus, to enumerate every nice interval supergraph H of G with respect to
clique V \ A, it is enough to enumerate all the (2k)! = 2O(k log k) permutations
of elements of P and consider |P | + 1 ≤ 2k + 1 possible placements of p in
each of them. Some of these orderings may not produce an interval supergraph
of G though. In O(k2) time, we can check whether the resultant graph is an
interval supergraph of G and output the interval representation in O(n) time.
The number of supergraphs enumerated is only (2k + 1)2O(k log k) = 2O(k log k).

(c) Let B = {I1, I2, . . ., Ib} be a box representation of G. Without loss of
generality, we can assume that all 2|V | interval end points are distinct in Ii, for
1 ≤ i ≤ b. (Otherwise, we can always alter the end points locally and make them
distinct.) Let pi ∈ R be a point belonging to the Helly region corresponding to
V \ A in Ii. For 1 ≤ i ≤ b, let I ′i be the interval graph defined by the interval
assignments given below. Vertices of I ′i are assigned their original labels as in Ii.

[lv(I
′
i), rv(I

′
i)] =

{
[lv(Ii), rv(Ii)] if v ∈ A,

[l′v(i), r
′
v(i)] if v ∈ V \ A.

where l′v(i) = min

(
pi, min

u∈NG(v)∩A
ru(Ii)

)
and r′v(i) = max

(
pi, max

u∈NG(v)∩A
lu(Ii)

)
.

Claim. B′ = {I ′1, I ′2, . . ., I ′b} is a box representation of G such that ∀I ′i ∈ B′, I ′i
is a nice interval supergraph of G with respect to clique V \ A.

Proof. Consider any I ′i ∈ B′. For u, v ∈ A, intervals corresponding to u and v
are the same in both Ii and I ′i . If (u, v) ∈ E(G), with u, v ∈ A, then the intervals
corresponding to u and v intersect in I ′i because they were intersecting in Ii. For
any (u, v) ∈ E(G), with u ∈ A and v ∈ V \ A, the interval of v intersects the
interval of u in I ′i , by the definition of [l′v(i), r

′
v(i)]. Vertices of V \ A share the

common point pi. Thus, I
′
i is an interval supergraph of G. It is easy to see that

I ′i is a nice interval supergraph of G with respect to clique V \ A and point pi.
Since B is a valid box representation of G, for each (u, v) /∈ E(G), ∃Ii ∈ B

such that (u, v) /∈ E(Ii). Observe that for any vertex v ∈ V , the interval of v in
Ii contains the interval of v in I ′i. Therefore, if (u, v) /∈ E(Ii), then (u, v) /∈ E(I ′i)
too. Thus, B′ is also a valid box representation of G. ��

(d) Since vertices of G are labeled initially, we just need to retain the same
labeling during the definition and construction of nice interval supergraphs of
G. (We have included this obvious fact in the statement of the lemma, just to
give better clarity.) ��
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3 Boxicity of Graphs with Large Cliques

One of the central ideas in this work is the following theorem about comput-
ing the boxicity of graphs which contain very large cliques. Using this theorem,
in Section 4 we derive o(n) factor approximation algorithms for computing the
boxicity and cubicity of graphs. Further, it is used in Section 5 to derive pa-
rameterized approximation algorithm for the boxicity problem parameterized
by vertex edit distance from a family of graphs of bounded boxicity.

Theorem 1. Let G be a graph on n vertices, containing a clique of size n − k
or more. Then, box(G) ≤ k and an optimal box representation of G can be found

in time n22O(k2 log k).

Proof. Let G(V,E) be a graph on n vertices containing a clique of size n− k or
more. Arbitrarily label the vertices of G as 1, 2, . . . , n. Using part (a) of Lemma
4, we can compute in O(n2k) time, A ⊆ V such that |A| ≤ k and G[V \ A] is a
clique. It is easy to infer from Lemma 1 that box(G) ≤ box(G \ A) + |A| = k,
since box(G \ A) = 0 by definition.

From part (c) of Lemma 4, we get that, if box(G) = b, then there exists a
box representation B′ = {I ′1, I ′2, . . ., I ′b} of G in which each I ′i is a nice interval
supergraph of G with respect to clique V \ A. We call such a representation a
nice box representation of G with respect to clique V \ A. To construct a nice
box representation of G with respect to clique V \ A and of dimension d, we
choose d of the 2O(k log k) nice interval supergraphs of G with respect to clique
V \ A (guaranteed by part (b) of Lemma 4) and check if this gives a valid
box representation of G. This validation is straightforward because vertices in
supergraphs being considered retain their original labels as in G by part (d) of
Lemma 4. All possible nice box representations of dimension d can be computed
and validated in n22O(k·d log k) time. We might have to repeat this process for
1 ≤ d ≤ b in that order, to obtain an optimal box representation. Hence the total
time required to compute an optimal box representation of G is bn22O(k·b log k),
which is n22O(k2 log k), because b ≤ k by the first part of this theorem. ��

Remark 1. Theorem 1 gives an FPT algorithm for computing the boxicity of G,
with the parameter k = MVC(G), where G is the graph complement of G.

4 Approximation Algorithms for Boxicity and Cubicity

In this section, we use Theorem 1 and derive o(n) factor approximation algo-
rithms for boxicity and cubicity. Let G(V,E) be the given graph with |V | = n.

Without loss of generality, we can assume that G is connected. Let k =
√
logn√

log logn

and t = �n
k . The algorithm proceeds by defining t supergraphs of G and

computing their optimal box representations. Let the vertex set V be parti-
tioned arbitrarily into t sets V1, V2, . . . , Vt where |Vi| ≤ k, for each 1 ≤ i ≤ t.
We define supergraphs G1, G2, . . . , Gt of G with Gi(V,Ei) defined by setting
Ei = E ∪ {(x, y)|x, y ∈ V \ Vi}, for 1 ≤ i ≤ t.
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Lemma 5. Let Gi be as defined above, for 1 ≤ i ≤ t. An optimal box represen-
tation Bi of Gi can be computed in nO(1) time, where n = |V |.

Proof. Noting that G[V \Vi] is a clique and |Vi| ≤ k =
√
logn√

log logn
, by Theorem 1,

we can compute an optimal box representation Bi of Gi in n22O(k2 log k) = nO(1)

time, where n = |V |. ��

Lemma 6. Let Bi be as computed above, for 1 ≤ i ≤ t. Then, B =
⋃

1≤i≤t

Bi

is a valid box representation of G such that |B| ≤ t′ · box(G), where t′ is

O
(

n
√
log logn√
logn

)
. The box representation B is computable in nO(1) time.

Proof. We can compute optimal box representations Bi of Gi, for 1 ≤ i ≤
t =

⌈
n
√
log logn√
logn

⌉
as explained in Lemma 5 in total nO(1) time. Observe that

E(G) = E(G1) ∩E(G2) ∩ · · · ∩E(Gt). Therefore, it is a trivial observation that

the union B =
⋃

1≤i≤t

Bi gives us a valid box representation of G.

We will prove that this representation gives the approximation ratio as re-
quired. By Lemma 3 we have, |Bi| = box(Gi) ≤ 2 · box(G). Hence, |B| =∑t

i=1 |Bi| ≤ 2t · box(G). Substituting t =
⌈
n
√
log logn√
logn

⌉
in this inequality gives

the approximation ratio as required. ��

The box representation B obtained from Lemma 6 can be extended to a cube
representation C of G as stated in the following lemma. We omit its proof due
to space constraints.

Lemma 7. A cube representation C of G, such that |C| ≤ t′ · cub(G), where t′

is O

(
n(log logn)

3
2√

logn

)
, can be computed in nO(1) time.

Combining Lemma 6 and Lemma 7, we get the follwing theorem which gives
o(n) factor approximation algorithms for computing boxicity and cubicity.

Theorem 2. Let G(V,E) be a graph on n vertices. Then a box representation

B of G, such that |B| ≤ t · box(G), where t is O
(

n
√
log log n√
log n

)
, can be computed in

polynomial time. Further, a cube representation C of G, such that |C| ≤ t′·cub(G),

where t′ is O

(
n(log logn)

3
2√

log n

)
, can also be computed in polynomial time.

5 Computing the Boxicity of Graphs with Edit Distances
as the Parameter

In this section we give parameterized approximation algorithms for the boxicity
problem parameterized by various vertex(edit) distance parameters. A subset
S ⊆ V such that |S| ≤ k is called a modulator for an F + kv graph G(V,E)
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if G \ S ∈ F . Similarly, a set Ek of pairs of vertices such that |Ek| ≤ k is called
a modulator for an F − ke graph G(V,E) if G′(V,E ∪Ek) ∈ F . Modulators for
graphs in F+ke and F+k1e−k2e are defined in a similar manner. The following
theorem is gives us a parameterized algorithm for computing the boxicity of
F + kv graphs.

Theorem 3. Let F be a family of graphs such that ∀G′ ∈ F , box(G′) ≤ b. Let
T (n) denote the time required to compute a b-dimensional box representation of a
graph belonging to F on n vertices. Let G be an F+kv graph on n vertices. Given
a modulator of G, a box representation B of G, such that |B| ≤ 2 · box(G) + b

can be computed in time T (n− k) + n22O(k2 log k).

Proof. Let F be the family of graphs of boxicity at most b. Let G(V,E) be
an F + kv graph on n vertices, with a modulator Sk on k vertices such that
G′ = G \ Sk ∈ F . We define two supergraphs of G, namely H1(V,E1) and
H2(V,E2) such that E = E1 ∩ E2 with box(H1) ≤ 2 · box(G), box(H2) ≤ b and
their required valid box representations are computable within the time specified
in the theorem. It is easy to see that the union of valid box representations of
H1 and H2 will be a valid box representation B of G and hence |B| ≤ box(H1)+
box(H2) ≤ 2 · box(G) + b. This will complete our proof of Theorem 3.

We define H1 to be the graph obtained from G by making V \ Sk a clique on
n−k vertices, without altering other adjacencies inG. Formally,E1 = E∪{(x, y) |
x, y ∈ V \Sk, x �= y}. Using Theorem 1, we can get an optimal box representation

B1 of H1 in n22O(k2 log k) time. By Lemma 3, |B1| ≤ 2 · box(G).
We define H2 to be the graph obtained from G by making each vertex in Sk

adjacent to every other vertex in the graph and leaving other adjacencies in G
unaltered. Formally, E2 = E ∪ {(x, y) | x ∈ Sk, y ∈ V, x �= y}. Let B′ be a
box representation of G′ of dimension at most b (computed in time T (n − k)).
Then, B′ is a box representation of H2[V \Sk] as well, because H2[V \Sk] = G′.
By Lemma 2, box(H2) = box(H2[V \ Sk]) and a box representation B2 of H2 of
dimension at most |B′| ≤ b can be produced in O(n2) time.

Since G = H1 ∩ H2, B = B1 ∪ B2 is a valid box representation of G, of
dimension at most 2 · box(G) + b. All computations were done in T (n − k) +

n22O(k2 log k) time. ��

Using a similar method, we also get a parameterized approximation algorithm
for computing the boxicity of F + k1e− k2e graphs.

Theorem 4. Let F be a family of graphs such that ∀G′ ∈ F , box(G′) ≤ b. Let
T (n) denote the time required to compute a b-dimensional box representation of a
graph belonging to F on n vertices. Let G be an F+k1e−k2e graph on n vertices
and let k = k1 + k2. Given a modulator of G, a box representation B of G, such
that |B| ≤ box(G) + 2b, can be computed in time T (n) +O(n2) + 2O(k2 log k).

Proof. Let F be the family of graphs of boxicity at most b. Let G(V,E) be
an F + k1e − k2e graph on n vertices, where k1 + k2 = k. Let Ek1 ∪ Ek2 be a
modulator of G such that |Ek1 | = k1, |Ek2 | = k2 and G′(V, (E ∪ Ek2)\Ek1) ∈ F .
Let T ⊆ V (G) be the set of vertices incident with edges in Ek1 ∪ Ek2 .
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As in the proof of Theorem 3, we define two supergraphs of G, namely
H1(V,E1) and H2(V,E2) such that E = E1 ∩E2 with box(H1) ≤ 2b, box(H2) ≤
box(G) and their required valid box representations are computable within the
time specified in the theorem. As earlier, the union of valid box representa-
tions of H1 and H2 will be a valid box representation of B of G and hence
|B| ≤ box(H1) + box(H2) ≤ 2b + box(G). This will complete our proof of Theo-
rem 4.

Let H1(V,E1) be the graph obtained from G′ by making T a clique, without
altering other adjacencies in G′. Formally, E1 = E′ ∪ {(x, y)|x, y ∈ T, x �= y}.
Let B′ be a box representation of G′ of dimension at most b computed in time
T (n). From the box representation B′ of G′, in O(n2) time we can construct (by
Lemma 3) a box representation B1 of H1 with dimension 2b.

Let H2(V,E2) be the graph obtained from G by making each vertex in V \ T
adjacent to every other vertex in the graph and leaving other adjacencies in
G unaltered. Formally, E2 = E ∪ {(x, y)|x ∈ V \ T, y ∈ V, x �= y}. Clearly,
|T | ≤ 2k and therefore, using the construction in Proposition 1, an optimal box

representation BT of H2[T ] can be computed in 2O(k2 log k) time. By Lemma
2, box(H2) = box(H2[T ]) and a box representation B2 of H2 of dimension
box(H2[T ]) can be computed from the box representation BT of H2[T ] in O(n2)
time. Observe that H2[T ] = G[T ]. Therefore, |B2| = box(G[T ]) ≤ box(G), be-
cause G[T ] is an induced subgraph of G.

Since G = H1 ∩ H2, B = B1 ∪ B2 is a valid box representation of G, of
dimension at most box(G) + 2b. All computations were done in T (n) +O(n2) +

2O(k2 log k) time. ��

Remark 2. Though in Theorem 3 and Theorem 4 we assumed that a modulator
of G for F is given, in several important special cases (as in the case of corollaries
discussed below), the modulator for F can be computed from G in FPT time.
Moreover, in those cases, T (n) is a polynomial in n. Thus, the algorithms given
by Theorem 3 and Theorem 4 turns out to be FPT approximation algorithms
for boxicity.

Corollaries of Theorem 3 : FPT approximation algorithms for computing box-
icity with various parameters of interest result as consequences of Theorem 3.
It is easy to see that these parameters are special cases of the vertex edit dis-
tance parameter. Detailed proofs of these corollaries are omitted due to space
constraints. The general procedure is :

(i) Use known FPT algorithms to compute the parameter of interest and obtain
the modulator Sk for the corresponding family F .

(ii) Compute a low dimensional box representation for the graph G′ = (G\Sk) ∈
F , in polynomial time.

(iii) Use our algorithm of Theorem 3 to get the FPT approximation algorithm
for computing boxicity with the parameter of interest.
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Corollary 1. FVS as the parameter : If FV S(G) ≤ k, we get a
(
2 + 2

box(G)

)
factor approximation for boxicity with FVS as the parameter k, which runs in
time 2O(k2 log k)nO(1).

Note that, for the boxicity problem parameterized by FVS, the algorithm in
Adiga et al. [3] gave the same approximation factor but with running time

2O(2kk2)nO(1). Our algorithm gives a better running time.

Corollary 2. Proper Interval Vertex Deletion number (PIVD) as the parameter
: The minimum number of vertices to be deleted from the graph G, so that the
resultant graph is a proper interval graph, is called PIV D(G). If PIV D(G) ≤ k,
we get a 2+ 1

box(G) factor approximation for boxicity with PIVD as the parameter

k, which runs in time 2O(k2 log k)nO(1).

It is easy to see that PIV D(G) ≤ MVC(G). Hence, PIV D(G) is a better
parameter than the parameter MV C(G) discussed in Adiga et al. [3]. Our algo-
rithm has the same running time as the additive one approximation algorithm
with MVC(G) as the parameter, discussed in Adiga et al. [3].

Corollary 3. Planar Vertex Deletion number (PVD) as the parameter : The
minimum number of vertices to be deleted from G to make it a planar graph, is
called the planar vertex deletion number of G. If PV D(G) ≤ k, we get an FPT

algorithm for boxicity, giving a
(
2 + 3

box(G)

)
factor approximation for boxicity

using planar vertex deletion number as the parameter.

Corollaries of Theorem 4 : Theorem 4 also gives us FPT approximation algo-
rithms for computing boxicity with various parameters of interest.

Corollary 4. Interval Completion number as the parameter : The minimum
number of edges to be added to a graph G, so that the resultant graph is an
interval graph, is called the interval completion number of G. If the interval
completion number G is at most k, we get an FPT algorithm that achieves an
additive 2 approximation for box(G) which runs in time 2O(k2 log k)nO(1).

Corollary 5. Proper Interval Edge Deletion number (PIED) as the parameter
: The minimum number of edges to be deleted from the graph G, so that the
resultant graph is a proper interval graph, is called PIED(G). If PIED(G) is at
most k, we get an FPT algorithm that achieves an additive 2 approximation for
box(G), with PIED(G) as the parameter k, which runs in time 2O(k2 log k)nO(1).

Corollary 6. Planar Edge Deletion number (PED) as the parameter : The min-
imum number of edges to be deleted from G so that the resultant graph is planar
is called PED(G). If PED(G) ≤ k, we get an FPT algorithm that gives an
additive 6 approximation for box(G) with PED(G) as the parameter.

Corollary 7. Max Leaf number (ML) as the parameter : The number of the
maximum possible leaves in any spanning tree of a graph G is called ML(G).
If ML(G) ≤ k, we get an FPT algorithm that achieves an additive 2 approx-

imation for box(G) which runs in time 2O(k3 log k)nO(1), the running time and
approximation ratio being the same as in Adiga et al. [3].
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6 An FPT Approximation Algorithm for Cubicity

Fellows et al. [9, Corollary 5] proved an existential result that for every fixed
pair of integers k and b, there is an f(k) · n time algorithm which determines
whether a given graph G on n vertices and MVC(G) ≤ k has cubicity at most b.
In the theorem below, we derive a FPT approximation algorithm, for computing
the cubicity of graphs, using their vertex cover number as the parameter. Our
algorithm is constructive.

Theorem 5. Let G be a graph on n vertices. A cube representation of G which

is of dimension at most 2 · cub(G) can be computed in time 2O(2kk2)nO(1), where
k = MVC(G). By allowing a larger running time of 2O(g(k,ε))nO(1), we can

achieve a (1 + ε) approximation factor, for any ε > 0, where g(k, ε) = 1
εk

32
4k
ε .

Proof. Due to space constraints, we give only an outline of the proof of the 2
factor approximation algorithm here. Let G(V,E) be a graph on n vertices. As
in the previous sections, we define two supergraphs of G, namely H1(V,E1) and
H2(V,E2) such that E = E1∩E2 with cub(H1) ≤ cub(G) and cub(H2) ≤ cub(G).

Let S ⊆ V be a vertex cover ofG of cardinality k. First we define an equivalence
relation on the vertices of the independent set V \S such that vertices u and v are
in the same equivalence class if and only ifNG(u) = NG(v). Let A1, A2, . . . , At be
the equivalence classes. We defineH1 to be the graph obtained from G by making
each Ai into a clique and leaving other adjacencies as they are in G. Formally,
E1 = E ∪ {(u, v) | u �= v and u, v belong to the same Ai, for some 1 ≤ i ≤ t}.

For each Ai, let us consider the mapping nAi : Ai �→ {1, 2, · · · , |Ai|}, where
nAi(v) is the unique number representing v ∈ Ai. (Note that if u ∈ Ai and
v ∈ Aj , where i �= j, then, nAi(u) and nAj (v) could potentially be the same.) Let
s = max

1≤i≤t
|Ai|. We define one more partitioning of the independent set V \S into

equivalence classes B1, B2, . . . , Bs such that for 1 ≤ i ≤ s, Bi = {v | nAj (v) = i,
for some 1 ≤ j ≤ t}. We define H2 to be the graph obtained from G by making
each Bi into a clique, and making each vertex in S adjacent to every other vertex
in V . Formally, E2 = {(u, v) | u �= v and u ∈ S, v ∈ V } ∪ {(u, v) | u �= v and u, v
belong to the same Bi, for some 1 ≤ i ≤ s}.

The following observations complete the proof : We have E = E1 ∩ E2 with
cub(H1), cub(H2) ≤ cub(G). An optimal cube representation of H1 can be con-

structed in 2O(2kk2)nO(1) time and that of H2 can be constructed in nO(1)

time. ��

7 Conclusions and Open Problems

Among the several parameters giving FPT approximations for boxicity, we know
the existence of exact FPT algorithms with parameter MV C(G) only. The FPT
status of the problem with other parameters is still open. Our FPT approxima-
tion algorithms for boxicity are dependent on the fact that intervals can be of
different lengths. Hence, we do not know of a direct way of producing similar FPT
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approximation algorithms for cubicity. It will be interesting to investigate the
possibility of FPT algorithms or approximations for cubicity, with parameters
smaller than MVC(G). We have presented o(n) factor approximation algorithms
for computing the boxicity and cubicity of graphs. The known hardness results
only rule out the possibility of O(n0.5−ε)-factor, for any ε > 0. It is interesting
to see whether it is possible to improve this hardness result to O(n1−ε)-factor,
or to get better approximation algorithms.
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Abstract. We study classes of Dynamic Programming (DP) algorithms
which, due to their algebraic definitions, are closely related to coefficient
extraction methods. DP algorithms can easily be modified to exploit
sparseness in the DP table through memorization. Coefficient extraction
techniques on the other hand are both space-efficient and parallelisable,
but no tools have been available to exploit sparseness. We investigate the
systematic use of homomorphic hash functions to combine the best of
these methods and obtain improved space-efficient algorithms for prob-
lems including LINEAR SAT, SET PARTITION and SUBSET SUM.
Our algorithms run in time proportional to the number of nonzero entries
of the last segment of the DP table, which presents a strict improvement
over sparse DP. The last property also gives an improved algorithm for
CNF SAT and SET COVER with sparse projections.

1 Introduction

Coefficient extraction can be seen as a general method for designing algorithms,
recently in particular in the area of exact algorithms for various NP-hard prob-
lems [2,3,13,15,17,24] (cf. [7,26] for an introduction to exact algorithms). The
approach of the method is the following (see also [14]):

1. Define a variable (the so-called coefficient) whose value (almost) immediately
gives the solution of the problem to be solved,

2. Show that the variable can be expressed by a relatively small formula or
circuit over a (cleverly chosen) large algebraic object like a ring or field,

3. Show how to perform operations in the algebraic object relatively efficiently.

In a typical application of the method, the first two steps are derived from an
existing Dynamic Programming (DP) algorithm, and the third step deploys a
carefully selected algebraic isomorphism, such as the discrete Fourier transform
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to extract the desired solution/coefficient. Algorithms based on coefficient extrac-
tion have two key advantages over DP algorithms; namely, they are space-efficient
and they parallelise well (see, for example, [15]).

Yet, DP has an advantage if the problem instance is sparse. By this we mean
that the number of candidate/partial solutions that need to be considered dur-
ing DP is small, that is, most entries in the DP table are not used at all. In
such a case we can readily adjust the DP algorithm to take this into account
through memorization so that both the running time and space usage become
proportional to the number of partial solutions considered. Unfortunately, it is
difficult to parallelise or lower the space usage of memorization. Coefficient ex-
traction algorithms relying on interpolation of sparse polynomials [16] improve
over memorization by scaling proportionally only to the number of candidate
solutions, but their space usage is still not satisfactory (see also [26]).

This paper aims at obtaining what is essentially the best of both worlds, by
investigating the systematic use of homomorphisms to “hash down” circuit-based
coefficient extraction algorithms so that the domain of coefficient extraction –
and hence the running time – matches or improves that of memorization-based
DP algorithms, while providing space-efficiency and efficient parallelisation. The
key idea is to take an existing algebraic circuit for coefficient extraction (over a
sparsely populated algebraic domain such as a ring or field), and transform the
circuit into a circuit over a smaller domain by a homomorphic hash function,
and only then perform the actual coefficient extraction. Because the function
is homomorphic, by hashing the values at the input gates and evaluating the
circuit, the output evaluates to the hash of the original output value. Because
the function is a hash function, the coefficient to be extracted collides with other
coefficients only with negligible probability in the smaller domain, and coefficient
extraction can be successfully used on the new (hashed-down) circuit. We call
this approach homomorphic hashing.

Our and Previous Results

We study sparse DP/coefficient extraction in three domains: (a) the univariate
polynomial ring Z[x] in Section 3, (b) the group algebra F[Zn

2 ] where F is a field of
odd characteristic in Section 4 and (c) the Möbius algebra of the subset lattice in
Section 5. The subject of sparse DP or coefficient extraction is highly motivated
and well-studied [5,6,16,27]. In [16], a sparse polynomial interpolation algorithm
using exponential space was already given for (a) and (b); our algorithms improve
these to polynomial space. In [13] a polynomial-space algorithm for finding a small
multilinear monomial in F2[Zn

2 ] was given. In [15] a study of settings (a) and (b)
was initiated, but sparsity was not addressed. Our main technical contribution
occurs with (c) and hashing down to the “Solomon algebra” of a poset.

Our methods work for general arithmetic circuits similarly as in [13,15,16], and
most of our algorithms work for counting variants as well. But, for concreteness,
we will work here with specific decision problems. Although we mainly give
improvements for sparse variants of these problems, we feel the results will be
useful to deal with the general case as well (as we will see in Section 4).
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Subset Sum. The Subset Sum problem is the following: given a vector a =
(a1, . . . , an) and integer t, determine whether there exists a subset X ⊆ [n]
such that

∑
e∈X ae = t. It is known to be solvable O�(2n/2) time and O�(2n/4)

space [11,21], and solving it faster, or even in O�(1.99n) time and polynomial
space are interesting open questions [26]. Recently, a polynomial space algorithm
using O�(t) time was given in [15]. Standard sparse DP gives an O�(S) time and
O�(S) space algorithm. As a first ”warm-up” application of our technique, we
improve this to polynomial space as follows. The proofs of claims marked with
a “†” are relegated to the full version in order to meet the page limit.

Theorem 1 (†). Any instance (a, t) of the Subset Sum problem can be solved
(a) in O�(S) expected time and polynomial space, and (b) in O�(S2) time and
polynomial space, where S = |{

∑
e∈X ae : X ⊆ [n]}| is the number of distinct

sums.

Informally stated, our algorithms hash the instances by working modulo ran-
domly chosen prime numbers and apply the algorithm of [15]. While interesting
on their own, these results may be useful in resolving the above open questions
when combined with other techniques.

Linear Sat. The Linear Sat problem is defined as follows: given a matrix A ∈
Zn×m
2 , vectors b ∈ Zm

2 and ω ∈ Nn, and an integer t = nO(1), determine whether
there is a vector x ∈ Zn

2 such that xA = b and ωxT ≤ t. Variants of Linear

Sat have been studied, perhaps most notably in [10], where approximability
was studied; Fixed Parameter Tractability was studied in [1,4]. Here, it was also
quoted from [10] that (a variant of) Linear Sat is “as basic as satisfiability”.

It can be observed that using the approach from [11], Linear Sat can be
solved in O(2n/2m) time and O(2n/2m) space. Also, using standard “sparse
dynamic programming”, it can be solved in O�(2rk(A)) time and O�(2rk(A))
space, where rk(A) is the rank of A. We give algorithms using about the same
amount of time but only polynomial space:

Theorem 2. Every instance (A, b,ω, t) of Linear Sat can be solved by al-
gorithms with constant one-sided error probability in (a) O�(2rk(A)) time and
polynomial space, and (b) O�(2n/2) time and polynomial space.

The first algorithm hashes the input down using a random linear map and after-
wards determines the answer using the Walsh-Hadamard transform. The second
algorithm uses a Win/Win approach, combining the first algorithm with the fact
that an A with high rank can be solved with a complementary algorithm.

Satisfiability. The CNF-Sat problem is defined as follows: given a CNF-formula
φ = C1∧C2∧ . . .∧Cm over n variables, determine whether φ is satisfiable. There
are many interesting open questions related to this problem, a major one being
whether it can be solved in time O�((2 − ε)n) (the ‘Strong Exponential Time
Hypothesis’ [12] states this is not possible), and another being whether satisfying
assignments can be counted in time O�((2 − ε)n) for some ε > 0 (e.g. [23]).
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A prefix assignment is an assignment of 0/1 values to the variables v1, . . . , vi
for some 1 ≤ i ≤ n. A projection (prefix projection) of a CNF-formula is a subset
π ⊆ [m] such that there exists an assignment (prefix assignment) of the variables
such that for every 1 ≤ j ≤ m it satisfies Cj if and only if j ∈ π. An algorithm
for CNF-Sat running in time linear in the number of prefix projections can be
obtained by standard sparse DP. However, it is sensible to ask about complexity
of CNF-Sat if the number of projections is small. We give a positive answer:

Theorem 3. Satisfiability of a formula φ = C1 ∧ . . .∧Cm can be determined in
O�(P 2) time and O�(P ) space, where P = |{π ⊆ [m] : π is a projection of φ}|.

We are not aware of previous work that studies instances with few projections,
but find it a natural parameter. For example, it is easy to see that hitting
formulas1 have onlym (and hence the minimum number of) projections, and that
formulas having a strong backdoor set2 of size k have at most 2km projections.
The formula with 2n (and hence the maximum number of) projections is the one
with a singleton clause for every variable. Naturally, there are more interesting
cases and upper bounds for special classes of formula’s, but to not lose focus
from our main contribution we shall not discuss more structural properties of
projections.

Underlying Theorem 3 is our main technical contribution (Theorem 15) that
enables us to circumvent partial projections and access projections directly,
namely homomorphic hashing from the Möbius algebra of the lattice of subsets
of [m] to the Solomon algebra of a poset. We think our result opens up a fresh
technical perspective that may contribute towards solving the above mentioned
and related questions. A full proof of Theorem 15 is given in the full version; we
give a specialized, more direct proof of Theorem 3 and another application to
Set Cover in Section 5.

2 Notation and Preliminaries

Lower-case boldface characters refer to vectors, while capital boldface letters
refer to matrices, I being the identity matrix. The rank of a matrix A is denoted
by rk(A). If R and S are sets, and S is finite, denote by RS the set of all |S|-
dimensional vectors with values in R, indexed by elements of S, that is, if v ∈ RS ,
then for every e ∈ S we have ve ∈ R. We denote by Z and N the set of integers
and non-negative integers, respectively, and by Zp the field of integers modulo a
prime p. An arbitrary field is denoted by F.

For a logical proposition P , we use Iverson’s bracket notation [P ] to denote
a 1 if P is true and a 0 if P is false. For a function h : A → B and b ∈ B, the
preimage h−1(b) is defined as the set {a ∈ A : h(a) = b}. For an integer n and
A ⊆ {1, . . . , n}, denote by χ(A) ∈ Zn

2 the characteristic vector of A. Sometimes

1 Every pair of clauses have a conflicting literal [18], also called ”semi-complete” [1].
2 k variables such that each assignment of them leaves a hitting formula (from [25],
see also e.g. [8]).
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we will state running times of algorithms with the O� notation, which suppresses
any factor polynomial in the input size.

For a ring R and a finite set S, we write RS for the ring consisting of the set RS

(the set of all vectors overR with coordinates indexed by elements of S) equipped
with coordinate-wise addition + and multiplication ◦ (the Hadamard product),
that is, for a, b ∈ RS and a+ b = c, a ◦ b = d we set az + bz = cz and azbz = dz
for each z ∈ S, where + and the juxtaposition denote addition and multiplication
in R, respectively. The inner-product a, b ∈ RS is denoted by aT ·b. For v ∈ RS

denote by supp(v) ⊆ S the support of v, that is, supp(v) = {z ∈ S : vz �= 0},
where 0 is the additive identity element of R. A vector v is called a singleton
if |supp(v)| = 1. We denote by 〈z → w〉 the singleton with value w on index z,
that is, 〈z → w〉y = w[y = z] for all y ∈ S.

If R is a ring and (S, ·) is a finite semigroup, denote by R[S] the ring consisting
of the set RS equipped with coordinate-wise addition and multiplication defined
by the convolution operator ∗, where for a, b ∈ RS , a ∗ b = c we set cz =∑

x·y=z axby for every z ∈ S.
If R,S are rings with operations (+, ∗) and (⊕,�) respectively, a homomor-

phism from R to S is a function h : R → S such that h(e1 + e2) = h(e1)⊕ h(e2)
and h(e1 ∗ e2) = h(e1)� h(e2) for every e1, e2 ∈ R.

Observation 4. Let R be a ring, and let (S, ·) and (T,') be finite semigroups.
Suppose ϕ : S → T such that for every x, y ∈ S we have ϕ(x · y) = ϕ(x) ' ϕ(y).
Then the function h : R[S] → R[T ] defined by h : a �→ b where bz =

∑
y∈ϕ−1(z) ay

for all z ∈ T is a homomorphism.

A circuit C over a ring R is a labeled directed acyclic graph D = (V,A) where
the elements of V are called gates and D has a unique sink called the output
gate of C. All sources of C are called input gates and are labeled with elements
from R. All gates with non-zero in-degree are labeled as either an addition or a
multiplication gate. (If multiplication in R is not commutative, the in-arcs of each
multiplication gate are also ordered.) Every gate g of C can be associated with a
ring element in the following natural way: If g is an input gate, we associate the
label of g with g. If g is an addition gate we associate the ring element e1+. . .+ed
with g, and if g is a multiplication gate we associate the ring element e1 ∗ . . .∗ ed
with g where e1, . . . , ed are the ring elements associated with the d in-neighbors
of g, and + and ∗ are the operations of the ring R.

Suppose the ground set of R is of the type AB where A,B are sets. Then C is
said to have singleton inputs if the label of every input-gate of C is a singleton
vector of R.

Definition 5. Let R1 and R2 be rings, let h : R1 → R2 be a homomorphism,
and suppose that C is a circuit over R. Then, the circuit h(C) over R2 obtained
by applying h to C is defined as the circuit obtained from C by replacing for
every input gate the label l by h(l).

Note that the following is immediate from the definition of a homomorphism:
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Observation 6. Suppose C is a circuit over a ring R1 with output v ∈ R1.
Then the circuit over R2 obtained by applying a homomorphism h : R1 → R2 to
C outputs h(v) ∈ R2.

3 Homomorphic Hashing for Subset Sum

In this section we will study the Subset Sum problem and prove Theorem 1. As
mentioned in the introduction, it should be noted that this merely serves as an
illustration of how similar problems can be tackled as well since the same method
applies to the more general sparse polynomial interpolation problem. However,
to avoid a repeat of the analysis of [15], we have chosen to restrict ourselves
to the Subset Sum problem. Our central contribution over [15] is that we take
advantage of sparsity. Given an integer p ∈ N, let cp : Nn → Np be defined by

cp(a)j =

∣∣∣∣{X ⊆ [n] :
∑
e∈X

ae ≡ j (mod p)

}∣∣∣∣ for every j ∈ Zp and a ∈ Nn.

We also use the shorthand c(a) = c∞(a). We use the following corollary from [15]
and two results on primes:

Corollary 7 (†, [15]). Given an instance (a, t) of Subset Sum and an integer
p, cp(a)t can be computed in O�(p) time and O�(1) space.

Theorem 8 ([20]). If 55 < u, the number of primes at most u is at least u
lnu+2 .

Lemma 9 (†, Folklore). There exists an algorithm pickprime(u) running in
polylog(u) time that, given integer u ≥ 2 as input, outputs either a prime chosen
uniformly at random from the set of primes at most u or notfound. Moreover,
the probability that the output is notfound is at most 1

e .

We will run a data reduction procedure similar to the one of Claim 2.7 in [9],
before applying the algorithm of Corollary 7. The idea of the data reduction
procedure is to work modulo a prime of size roughly |supp(c(a))| or larger:

Lemma 10. Let S ≥ |supp(c(a))| and let β be an upper bound on the number
of bits needed to represent the integers, i.e. 2β > max{t,maxi ai}. Then for
sufficiently large β and n, Probp[c(a)t = cp(a)t] ≥ 1

2 , where the probability is
taken uniformly over all primes p ≤ Sβn(log β)(log n).

Proof. Suppose c(a)t �= cp(a)t. Then there exists an integer u ∈ supp(c(a)) such
that u �= t and u ≡ t (mod p). This implies that p is a divisor of |t−u|, so let us
bound the probability of this event. Since |t− u| ≤ 2βn, it has at most β+ logn
distinct prime divisors. Let γ = Sβn(log β)(log n). By Theorem 8 we have that
Probp

[
p divides |t − u|

]
is at most

β + logn
γ

log γ+2

≤ β + logn
γ

3(n+log β)

≤ 3(n+ log β)(β + logn)

γ
≤ 1

2S
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for sufficiently high β and n, where we use that S ≤ 2n in the second inequality.
Applying the union bound over the at most S elements of supp(c(a)), the event
that there exists a u ∈ supp(c(a)) with u �= t and u ≡ t (mod p) occurs with
probability at most 1

2 . ��

Now we give an algorithm for the case where S is known. The proof of Theorem 1,
given in the full version, merely adds self-reduction arguments.

Theorem 11. There exists an algorithm that, given an instance (a, t) of the
Subset Sum problem and an integer S ≥ |supp(c(a))| as input, outputs a non-
negative integer x in O�(S) time and polynomial space such that (i) x = 0 implies
c(a)t = 0 and (ii) Prob[c(a)t = x] ≥ 1

4 .

Proof. The algorithm is: First, obtain prime p = pickprime(Sβn(log β)(log n))
using Lemma 9. Second, compute and output cp(a)t using Corollary 7. Condition
(i) holds since cp(a)t = 0 implies c(a)t = 0 for any p, t. Moreover, condition (ii)
follows from Lemma 10 and Lemma 9 since 1

2 (1 − 1
e ) ≥ 1

4 . The time and space
bounds are met by Corollary 7 because p = O�(S). ��

4 Homomorphic Hashing for Linear Satisfiability

In this section we assume that F is a field of non-even characteristic and that
addition and multiplication refer to operations in F. We prove the following
general result, having Theorem 2(a) as a special case.

Theorem 12. There exists a randomized algorithm that, given as input (i) a
circuit C with singleton inputs over F[Zn

2 ], (ii) an integer S ≥ |supp(v)|, and
(iii) an element t ∈ Zn

2 , outputs the coefficient vt ∈ F with probability at least
1
2 , where v ∈ F[Zn

2 ] is the output of C. The algorithm uses O�(S) time, O�(S)
arithmetic operations in F, and storage for O�(1) bits and elements of F.

Proof. Consider Algorithm 1. Let us first analyse the complexity of this algo-
rithm: Steps 1 and 2 can be performed in time polynomial in the input. Step 3
also be done in polynomial time since it amounts to relabeling all input gates
with h(e) where e was the old label. Indeed, we know that e ∈ F[Zn

2 ] is a sin-
gleton 〈y → v〉, so h(e) is the singleton 〈yH → v〉 and this can be computed
in polynomial time. Step 4 takes O�(S) operations and calls to sub, so for the
complexity bound it remains to show that a call to sub runs in polynomial time.
Step 5 can be implemented in polynomial time similar to Step 3 since the sin-

gleton e = 〈y → v〉 is mapped to (−1)xy
T

v. Finally, the direct evaluation of C2

uses |C2| operations in F. Hence the algorithm meets the time bound, and also
the space bound is immediate. The fact that hashZ2 returns vt with probability
at least 1

2 is a direct consequence of the following two claims, where w denotes
the output of C1.

Claim 1 (†). ProbH [vt = wtH ] ≥ 1
2 .

Claim 2 (†). Algorithm hashZ2 returns wtH .

��



154 P. Kaski, M. Koivisto, and J. Nederlof

Algorithm hashZ2

1: Let s = 
log S�+1.
2: Choose a matrix H ∈ Z

s×n
2 uniformly at random from the set of all s×n matrices

with binary entries.
3: Let h : F[Zn

2 ] → F[Zs
2] be the homomorphism defined by h(a) = b where bx =∑

y∈Zn
2 :yH=x ay for all x ∈ Z

s
2. Apply h to C to obtain the circuit C1.

4: return
1

2s

∑
x∈Z

s
2

(−1)(tH)xT

sub(C1,x).

Algorithm sub(C1,x)

5: Let ϕ : F[Zs
2] → F be the homomorphism defined by ϕ(w) =

∑
y∈Zs

2
(−1)xyT

wy

for all w ∈ F[Zs
2]. Apply ϕ to C1 to obtain the circuit C2.

6: Evaluate C2 and return the output.

Algorithm 1: Homomorphic hashing for Theorem 12

Proof (of Theorem 2(a)). For 1 ≤ i ≤ n and 0 ≤ w ≤ t denote by A(i) the ith
row of A and define f [i, w] ∈ Q[Zm

2 ] by

f [i, w] =

⎧⎪⎪⎨⎪⎪⎩
〈0 → 1〉 if i = w = 0,

0 if i = 0 ∧w �= 0,

f [i − 1, w] + f [i − 1, w − ωi] ∗
〈
A(i) → 1

〉
otherwise.

(1)

It is easy to see that for every 1 ≤ i ≤ n, 0 ≤ w ≤ t, and y ∈ Zm
2 , the value

f [i, w]y is the number of x ∈ Zi
2 such that ω̃xT = w and xÃ = y where ω̃ and

Ã are obtained by truncating ω and A to the first i rows. Hence, we let C be
the circuit implementing (1) and let its output be v =

∑t
w=0 f [n,w]. Thus, vb

is the number of x ∈ Zn
2 with xA = b and xωT ≤ t.

Also, |supp(v)| ≤ 2rk(A) since any element of the support of v is a sum of
rows of A and hence in the row-space of A, which has size at most 2rk(A). To
apply Theorem 12, let F = Q and observe that the computations are in fact
carried out over integers bounded in absolute value poly-exponentially in n and
hence the operations in the base field can also be executed polynomial in n. The
theorem follows from Theorem 12. ��

To establish Theorem 2(b), let us first see how to exploit a high linear rank of
the matrix A in an instance of Linear Sat. By permuting the rows of A as
necessary, we can assume that the first rk(A) rows of A are linearly independent.
We can now partition x into x = (y, z), where y has length rk(A) and z has
length n − rk(A). There are 2n−rk(A) choices for z, each of which by linear
independence has at most one corresponding y such that xA = b. Given z,
we can determine the corresponding y (if any) in polynomial time by Gaussian
elimination. Thus, we have:

Observation 13. Linear Sat can be solved in O�(2n−rk(A)) time and polyno-
mial space.
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This enables a “Win/Win approach” where we distinguish between low and high
ranks, and use an appropriate algorithm in each case.

Proof (of Theorem 2(b)). Compute rk(A). If rk(A) ≥ n/2, run the algorithm of
Observation 13. Otherwise, run the algorithm implied by Theorem 2(a). ��

Set Partition. We now give a very similar application to the Set Partition

problem: given an integer t and a set family F ⊆ 2U where |F| = n, |U | = m,
determine whether there is a subfamily P ⊆ F with |P| ≤ t such that

⋃
S∈P S =

U and
∑

S∈P |S| = |U |.
The incidence matrix of a set system (U,F) is the |U | × |F| matrix A whose

entries Ae,S = [e ∈ S] are indexed by e ∈ U and S ∈ F .

Theorem 14 (†). There exist algorithms that given an instance (U,F , t) of
Set Partition output the number of set partitions of size at most t with prob-
ability at least 1

2 , and use (a) O�(2rk(A)) time and polynomial space, and (b)

(2rk(A) + n)mO(1) time and space, where A is the incidence matrix of (U,F).

5 Homomorphic Hashing for the Union Product

In this section our objective is to mimic the approach of the previous sec-
tion for N[(2U ,∪)], where (2U ,∪) is the semigroup defined by the set union
∪ operation on 2U , the power set of an n-element set U . The direct attempt
to apply a homomorphic hashing function, unfortunately, fails. Indeed, let h
be an arbitrary homomorphism from (2U ,∪) to (2V ,∪) with |V | < |U |. Let
U = {e1, e2, . . . , en} and consider the minimum value 1 ≤ j ≤ n − 1 with
h({e1, . . . , ej}) = ∪j

i=1h({ei}) = ∪j+1
i=1h({ei}) = h({e1, . . . , ej+1}); in particular,

for X = {e1, . . . , ej, ej+2, . . . , en} �= U we have h(X) = h(U), which signals
failure since we cannot isolate X from U .

Instead, we use hashing to an algebraic structure based on a poset (the
“Solomon algebra” of a poset due to [22]) that is obtained by the technique “It-
erative Compression”. This gives the following main result. For reasons of space
we relegate a detailed proof to the full version; here we will give a simplified
version of the proof in the special case of Theorem 3 in this section.

Theorem 15 (†). Let and |U | = n. There are algorithms that, given a circuit
C with singleton inputs in N[(2U ,∪)] outputting v, compute

(a) a list with vX for every X ∈ supp(v) in O�(|supp(v)|2nO(1)) time,
(b) vU in time O�(2(1−α/2)nnO(1)) if 0 < α ≤ 1/2 such that |supp(v)| ≤ 2(1−α)n.

The above result is stated for simplicity in the unit-cost model, that is, we assume
that arithmetic operations on integers take constant time. For the more realistic
log-cost model, where such operations are assumed to take time polynomial in
the number of bits of the binary representation, we only mention here that our
results also hold under some mild technical conditions. Let us first show that
Theorem 3(a) indeed is a special case of Theorem 15:
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Proof (of Theorem 3). Use the circuit over N[(2[m],∪)] that implements

f = (〈V1 → 1〉+
〈
V̄1 → 1

〉
)∗(〈V2 → 1〉+

〈
V̄2 → 1

〉
)∗. . .∗(〈Vm → 1〉+

〈
V̄m → 1

〉
),

where Vi ⊆ [m] (respectively, V̄i ⊆ [m]) is the set of all indices of clauses that
contain a positive (respectively, negative) literal of the variable vi. Then use
Theorem 15 to determine f[m], the number of satisfying assignments of φ. ��

Now we proceed with a self-contained proof Theorem 3. Given poset (P,≤), the
Möbius function μ : P × P → N of P is defined for all x, y ∈ P by

μ(x, y) =

⎧⎪⎨⎪⎩
1 if x = y,

−
∑

x≤z<y μ(x, z) if x < y,

0 otherwise.

(2)

The zeta transform ζ and Möbius transform μ are the |P |× |P | matrices defined
by ζx,y = [x ≤ y] and μx,y = μ(x, y) for all x, y ∈ P . For a CNF-formula φ
denote supp(φ) for the set of all projections of φ. Recall in Theorem 3 we are
given a CNF-Formula φ = C1∧ . . .∧Cm over n variables. For i = 1, . . . ,m define
φi = C1 ∧ . . . ∧ Ci. Then we have the following easy observations:

1. supp(φ0) = {∅},
2. supp(φi) ⊆ supp(φi−1) ∪ {X ∪ {i} : X ∈ supp(φi−1)} for every i = 1, . . . ,m,
3. |supp(φi−1)| ≤ |supp(φi)| for every i = 1, . . . ,m.

Given the above lemma and observations, we will give an algoritm using a tech-
nique called iterative compression [19]. As we will see, by this technique it is
sufficient to solve the following “compression problem”:

Lemma 16. Given a CNF-formula φ = C1∧ . . .∧Cm and a set family F ⊆ 2[m]

with supp(φ) ⊆ F , the set supp(φ) can be constructed in O�(|F|2) time.

Proof. In what follows a ∈ {0, 1}n refers to an assignment of values to the n

variables in φ. Define f ∈ N2[m]

for all X ⊆ [m] by

fX = |{a ∈ {0, 1}n : ∀i ∈ [m] it holds that a satisfies Ci iff i ∈ X}|.

It is easy to see that supp(f ) = supp(φ), so if we know fX for every X ∈ F we
can construct supp(φ) in |F| time. Towards this end, first note that for every
Y ⊆ [m], (fζ)Y equals∑
X∈supp(f)

X⊆Y

f(X) =
∑
X⊆Y

f(X) = |{a ∈ {0, 1}n | ∀i : a satisfies Ci only if i ∈ Y }|.

Second, note that the last quantity can be computed in polynomial time: since
every clause outside Y must not be satisfied, each such clause forces the vari-
ables that occur in it to unique values; any other variables may be assigned to
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arbitrary values. That is, the count is 0 if the clauses outside Y force at least one
variable to conflicting values, otherwise the count is 2a where a is the number of
variables that occur in none of the clauses outside Y .

Now the algorithm is the following: for every X ∈ F compute (fζ)X in poly-
nomial time as discussed above. Then we can use algorithm mobius as described
below to obtain fX for every X ∈ F since it follows that f = mobius((F ,⊆),fζ)
from the definition of μ and the fact that μζ = I. Algorithm mobius clearly
runs in O�(|P |2) time, so this procedure meets the claimed time bound.

Algorithm mobius((P,≤),w)
1: Let P = {v1, v2 . . . , v|P |} such that vj ≤ vi implies j ≤ i.
2: z ← w.
3: for i = 1, 2, . . . , |P | do
4: for every vj ≤ vi do
5: zi = zi − zj
6: return z.

��
Proof (of Theorem 3, self-contained). Recall that we already know that
supp(φ0) = {∅}. Now, for i = 1, . . . ,m we set F = supp(φi−1) ∪ {X ∪ {i} :
X ∈ supp(φi−1)} and use F to obtain supp(φi) using Lemma 16. In the end we
are given supp(φm) and since φm is exactly the original formula, the input is
a yes-instance if and only if [m] ∈ supp(φm). The claimed running time follows
from Observations 1 and 3 above and the running time of algorithm mobius.

��
Set Cover. We will now give an application of Theorem 15(b) to Set Cover:
Given a set family F ⊆ 2U where |U | = n and an integer k, find a subfamily
C ⊆ F such that |C| = k and

⋃
S∈C S = U .

Theorem 17 (†). Given an instance of Set Cover, let 0 < α ≤ 1/2 be the
largest real such that |{

⋃
S∈C S : C ⊆ F and |C| = k}| ≤ 2(1−α)n. Then the

instance can be solved in O�(2(1−α/2)nnO(1)) time.
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Abstract. We study the problem of computing an ensemble of multiple
sums where the summands in each sum are indexed by subsets of size p
of an n-element ground set. More precisely, the task is to compute, for
each subset of size q of the ground set, the sum over the values of all
subsets of size p that are disjoint from the subset of size q. We present
an arithmetic circuit that, without subtraction, solves the problem using
O((np +nq) log n) arithmetic gates, all monotone; for constant p, q this is
within the factor log n of the optimal. The circuit design is based on view-
ing the summation as a “set nucleation” task and using a tree-projection
approach to implement the nucleation. Applications include improved
algorithms for counting heaviest k-paths in a weighted graph, comput-
ing permanents of rectangular matrices, and dynamic feature selection
in machine learning.

1 Introduction

Weak Algebrisation. Many hard combinatorial problems benefit from algebri-
sation, where the problem to be solved is cast in algebraic terms as the task of
evaluating a particular expression or function over a suitably rich algebraic struc-
ture, such as a multivariate polynomial ring over a finite field. Recent advances
in this direction include improved algorithms for the k-path [25], Hamiltonian
path [4], k-coloring [9], Tutte polynomial [6], knapsack [21], and connectivity [14]
problems. A key ingredient in all of these advances is the exploitation of an alge-
braic catalyst, such as the existence of additive inverses for inclusion–exclusion,
or the existence of roots of unity for evaluation/interpolation, to obtain fast
evaluation algorithms.

Such advances withstanding, it is a basic question whether the catalyst is
necessary to obtain speedup. For example, fast algorithms for matrix multipli-
cation [11,13] (and combinatorially related tasks such as finding a triangle in a
graph [1,17]) rely on the assumption that the scalars have a ring structure, which
prompts the question whether a weaker structure, such as a semiring without

� This research was supported in part by the Academy of Finland, Grants 252083
(P.K.), 256287 (P.K.), and 125637 (M.K.), and by the Helsinki Doctoral Programme
in Computer Science - Advanced Computing and Intelligent Systems (J.K.).

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, pp. 159–170, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



160 P. Kaski, M. Koivisto, and J.H. Korhonen

additive inverses, would still enable fast multiplication. The answer to this par-
ticular question is known to be negative [18], but for many of the recent advances
such an analysis has not been carried out. In particular, many of the recent alge-
brisations have significant combinatorial structure, which gives hope for positive
results even if algebraic catalysts are lacking. The objective of this paper is to
present one such positive result by deploying combinatorial tools.
A Lemma of Valiant. Our present study stems from a technical lemma of
Valiant [22] encountered in the study of circuit complexity over a monotone
versus a universal basis. More specifically, starting from n variables f1, f2, . . . , fn,
the objective is to use as few arithmetic operations as possible to compute the
n sums of variables where the jth sum ej includes all the other variables except
the variable fj , where j = 1, 2, . . . , n.

If additive inverses are available, a solution using O(n) arithmetic operations
is immediate: first take the sum of all the n variables, and then for j = 1, 2, . . . , n
compute ej by subtracting the variable fj.

Valiant [22] showed that O(n) operations suffice also when additive inverses
are not available; we display Valiant’s elegant combinatorial solution for n = 8
below as an arithmetic circuit.

e₂ = f₁       ⊕ f₃ ⊕ f₄ ⊕ f₅ ⊕ f₆ ⊕ f₇ ⊕ f₈ 
e₃ = f₁ ⊕ f₂       ⊕ f₄ ⊕ f₅ ⊕ f₆ ⊕ f₇ ⊕ f₈
e₄ = f₁ ⊕ f₂ ⊕ f₃       ⊕ f₅ ⊕ f₆ ⊕ f₇ ⊕ f₈
e₅ = f₁ ⊕ f₂ ⊕ f₃ ⊕ f₄       ⊕ f₆ ⊕ f₇ ⊕ f₈
e₆ = f₁ ⊕ f₂ ⊕ f₃ ⊕ f₄ ⊕ f₅       ⊕ f₇ ⊕ f₈
e₇ = f₁ ⊕ f₂ ⊕ f₃ ⊕ f₄ ⊕ f₅ ⊕ f₆       ⊕ f₈
e₈ = f₁ ⊕ f₂ ⊕ f₃ ⊕ f₄ ⊕ f₅ ⊕ f₆ ⊕ f₇  

e₁ =       f₂ ⊕ f₃ ⊕ f₄ ⊕ f₅ ⊕ f₆ ⊕ f₇ ⊕ f₈ 
f₂ 
f₃
f₄
f₅
f₆
f₇

f₁ 

f₈
Generalising to Higher Dimensions. This paper generalises Valiant’s lemma
to higher dimensions using purely combinatorial tools. Accordingly, we assume
that only very limited algebraic structure is available in the form of a commu-
tative semigroup (S, ⊕). That is, ⊕ satisfies the associative law x ⊕ (y ⊕ z) =
(x⊕y)⊕z and the commutative law x⊕y = y ⊕x for all x, y, z ∈ S, but nothing
else is assumed.

By “higher dimensions” we refer to the input not consisting of n values (“vari-
ables” in the example above) in S, but rather

(
n
p

)
values f(X) ∈ S indexed by

the p-subsets X of [n] = {1, 2, . . . , n}. Accordingly, we also allow the output to
have higher dimension. That is, given as input a function f from the p-subsets
[n] to the set S, the task is to output the function e defined for each q-subset Y
of [n] by

e(Y ) =
⊕

X:X∩Y =∅
f(X) , (1)

where the sum is over all p-subsets X of [n] satisfying the intersection constraint.
Let us call this problem (p, q)-disjoint summation.
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In analogy with Valiant’s solution for the case p = q = 1 depicted above, an
algorithm that solves the (p, q)-disjoint summation problem can now be viewed
as a circuit consisting of two types of gates: input gates indexed by p-subsets X
and arithmetic gates that perform the operation ⊕, with certain arithmetic gates
designated as output gates indexed by q-subsets Y . We would like a circuit that
has as few gates as possible. In particular, does there exist a circuit whose size
for constant p, q is within a logarithmic factor of the lower bound Θ(np + nq)?

Main Result. In this paper we answer the question in the affirmative. Specifi-
cally, we show that a circuit of size O

(
(np + nq) log n

)
exists to compute e from

f over an arbitrary commutative semigroup (S, ⊕), and moreover, there is an
algorithm that constructs the circuit in time O

(
(p2 + q2)(np + nq) log3 n

)
. These

bounds hold uniformly for all p, q. That is, the coefficient hidden by O-notation
does not depend on p and q.

From a technical perspective our main contribution is combinatorial and can
be expressed as a solution to a specific set nucleation task. In such a task we start
with a collection of “atomic compounds” (a collection of singleton sets), and the
goal is to assemble a specified collection of “target compounds” (a collection
of sets that are unions of the singletons). The assembly is to be executed by a
straight-line program, where each operation in the program selects two disjoint
sets in the collection and inserts their union into the collection. (Once a set is in
the collection, it may be selected arbitrarily many times.) The assembly should
be done in as few operations as possible.

Our main contribution can be viewed as a straight-line program of length
O
(
(np + nq) log n

)
that assembles the collection {{X : X ∩ Y = ∅} : Y } starting

from the collection {{X} : X}, where X ranges over the p-subsets of [n] and Y
ranges over the q-subsets of [n]. Valiant’s lemma [22] in these terms provides an
optimal solution of length Θ(n) for the specific case p = q = 1.

Applications. Many classical optimisation problems and counting problems can
be algebrised over a commutative semigroup. A selection of applications will be
reviewed in Sect. 3.

Related Work. “Nucleation” is implicit in the design of many fast algebraic
algorithms, perhaps two of the most central are the fast Fourier transform of
Cooley and Tukey [12] (as is witnessed by the butterfly circuit representation)
and Yates’s 1937 algorithm [26] for computing the product of a vector with the
tensor product of n matrices of size 2 × 2. The latter can in fact be directly used
to obtain a nucleation process for (p, q)-disjoint summation, even if an inefficient
one. (For an exposition of Yates’s method we recommend Knuth [19, §4.6.4];
take mi = 2 and gi(si, ti) = [si = 0 or ti = 0] for i = 1, 2, . . . , n to extract the
following nucleation process implicit in the algorithm.) For all Z ⊆ [n] and
i ∈ {0, 1, . . . , n}, let

ai(Z) = {X ⊆ [n] : X ∩ [n − i] = Z ∩ [n − i], X ∩ Z \ [n − i] = ∅} . (2)

Put otherwise, ai(Z) consists of X that agree with Z in the first n − i elements of
[n] and are disjoint from Z in the last i elements of [n]. In particular, our objective
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is to assemble the sets an(Y ) = {X : X ∩ Y = ∅} for each Y ⊆ [n] starting from
the singletons a0(X) = {X} for each X ⊆ [n]. The nucleation process given by
Yates’ algorithm is, for all i = 1, 2, . . . , n and Z ⊆ [n], to set

ai(Z) =

{
ai−1(Z \ {n + 1 − i}) if n + 1 − i ∈ Z,

ai−1(Z ∪ {n + 1 − i}) ∪ ai−1(Z) if n + 1 − i /∈ Z.
(3)

This results in 2n−1n disjoint unions. If we restrict to the case |Y | ≤ q and
|X | ≤ p, then it suffices to consider only Z with |Z| ≤ p + q, which results in
O
(
(p + q)

∑p+q
j=0

(
n
j

))
disjoint unions. Compared with our main result, this is not

particularly efficient. In particular, our main result relies on “tree-projection”
partitioning that enables a significant speedup over the “prefix-suffix” partition-
ing in (2) and (3).

We observe that “set nucleation” can also be viewed as a computational prob-
lem, where the output collection is given and the task is to decide whether there
is a straight-line program of length at most � that assembles the output using
(disjoint) unions starting from singleton sets. This problem is known to be NP-
complete even in the case where output sets have size 3 [15, Problem PO9];
moreover, the problem remains NP-complete if the unions are not required to
be disjoint.

2 A Circuit for (p, q)-Disjoint Summation

Nucleation of p-Subsets with a Perfect Binary Tree. Looking at Valiant’s
circuit construction in the introduction, we observe that the left half of the
circuit accumulates sums of variables (i.e., sums of 1-subsets of [n]) along what
is a perfect binary tree. Our first objective is to develop a sufficient generalisation
of this strategy to cover the setting where each summand is indexed by a p-subset
of [n] with p ≥ 1.

Let us assume that n = 2b for a nonnegative integer b so that we can identify
the elements of [n] with binary strings of length b. We can view each binary
string of length b as traversing a unique path starting from the root node of
a perfect binary tree of height b and ending at a unique leaf node. Similarly,
we may identify any node at level � of the tree by a binary string of length �,
with 0 ≤ � ≤ b. See Fig. 1(a) for an illustration. For p = 1 this correspondence
suffices.

For p > 1, we are not studying individual binary strings of length b (that is,
individual elements of [n]), but rather p-subsets of such strings. In particular, we
can identify each p-subset of [n] with a p-subset of leaf nodes in the binary tree.
To nucleate such subsets it will be useful to be able to “project” sets upward in
the tree. This motivates the following definitions.

Let us write {0, 1}� for the set of all binary strings of length 0 ≤ � ≤ b. For
� = 0, we write ε for the empty string. For a subset X ⊆ {0, 1}b, we define the
projection of X to level � as

X |� =
{

x ∈ {0, 1}� : ∃y ∈ {0, 1}b−� such that xy ∈ X
}

. (4)
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(a) (b)

X

W

1
1
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01

1

0

00 0
0

0

0 1 1 1 1 1 1 1 10 0 0 0 0 0 0

1
1

111
01

1

0

00 0
0

0

0 1 1 1 1 1 1 1 10 0 0 0 0 0 0

Fig. 1. Representing {0, 1}-strings of length at most b as nodes in a perfect binary tree
of height b. Here b = 4. (a) Each string traces a unique path down from the root node,
with the empty string ε corresponding to the root node. The nodes at level 0 ≤ � ≤ b
correspond to the strings of length �. The red leaf node corresponds to 0110 and the
blue node corresponds to 101. (b) A set of strings corresponds to a set of nodes in the
tree. The set X is displayed in red, the set W in blue. The set W is the projection of
the set X to level � = 2. Equivalently, X|� = W .

That is, X |� is the set of length-� prefixes of strings in X . Equivalently, in the
binary tree we obtain X |� by lifting each element of X to its ancestor on level-�
in the tree. See Fig. 1(b) for an illustration. For the empty set we define ∅|� = ∅.

Let us now study a set family F ⊆ 2{0,1}b . The intuition here is that each
member of F is a summand, and F represents the sum of its members. A circuit
design must assemble (nucleate) F by taking disjoint unions of carefully selected
subfamilies. This motivates the following definitions.

For a level 0 ≤ � ≤ b and a string W ⊆ {0, 1}� let us define the subfamily of
F that projects to W by

FW = {X ∈ F : X |� = W } . (5)

That is, the family FW consists of precisely those members X ∈ F that project
to W . Again Fig. 1(b) provides an illustration: we select precisely those X whose
projection is W .

The following technical observations are now immediate. For each 0 ≤ � ≤ b,
if ∅ ∈ F, then we have

F∅ = {∅} . (6)

Similarly, for � = 0 we have

F{ε} = F \ {∅} . (7)

For � = b we have for every W ∈ F that

FW = {W } . (8)

Now let us restrict our study to the situation where the family F ⊆ 2{0,1}b con-
tains only sets of size at most p. In particular, this is the case in our applications.
For a set U and an integer p, let us write

(
U
p

)
for the family of all subsets of U of

size p, and
(

U
↓p

)
for the family of all subsets of U with size at most p. Accordingly,

for integers 0 ≤ k ≤ n, let us use the shorthand
(

n
↓k

)
=

∑k
i=0

(
n
i

)
.
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Fig. 2. Illustrating the proof of Lemma 1. Here b = 5. The set X (indicated with red
nodes) projects to level � = 2 to the set W (indicated with blue nodes) and to level
� + 1 = 3 to the set Z (indicated with yellow nodes). Furtermore, the projection of Z
to level � is W . Thus, each X ∈ F is included to FW exactly from FZ in Lemma 1.

The following lemma enables us to recursively nucleate any family F ⊆
(

{0,1}b

↓p

)
.

In particular, we can nucleate the family FW with W in level � using the families
FZ with Z in level � + 1. Applied recursively, we obtain F by proceeding from
the bottom up, that is, � = b, b − 1, . . . , 1, 0. The intuition underlying the lemma
is illustrated in Fig. 2. We refer to the full version of this paper for the proof.

Lemma 1. For all 0 ≤ � ≤ b − 1, F ⊆
(

{0,1}b

↓p

)
, and W ∈

(
{0,1}�

↓p

)
, we have that

the family FW is a disjoint union FW =
⋃{

FZ : Z ∈
(

{0,1}�+1

↓p

)
W

}
.

A Generalisation: (p, q)-Intersection Summation. It will be convenient to
study a minor generalisation of (p, q)-disjoint summation. Namely, instead of
insisting on disjointness, we allow nonempty intersections to occur with “active”
(or “avoided”) q-subsets A, but require that elements in the intersection of each
p-subset and each A are “individualized.” That is, our input is not given by
associating a value f(X) ∈ S to each set X ∈

(
[n]
↓p

)
, but is instead given by

associating a value g(I, X) ∈ S to each pair (I, X) with I ⊆ X ∈
(

[n]
↓p

)
, where I

indicates the elements of X that are “individualized.” In particular, we may insist
(by appending to S a formal identity element if such an element does not already
exist in S) that g(I, X) vanishes unless I is empty. This reduces (p, q)-disjoint
summation to the following problem:

Problem 1. ((p, q)-intersection summation) Given as input a function g that
maps each pair (I, X) with I ⊆ X ∈

(
[n]
↓p

)
and |I| ≤ q to an element g(I, X) ∈ S,

output the function h :
(

[n]
↓q

)
→ S defined for all A ∈

(
[n]
↓q

)
by

h(A) =
⊕

X∈([n]
↓p)

g(A ∩ X, X) . (9)

The Circuit Construction. We proceed to derive a recursion for the function
h using Lemma 1 to carry out nucleation of p-subsets. The recursion proceeds
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from the bottom up, that is, � = b, b−1, . . . , 1, 0 in the binary tree representation.
(Recall that we identify the elements of [n] with the elements of {0, 1}b, where
n is a power of 2 with n = 2b.) The intermediate functions h� computed by the
recursion are “projections” of (9) using (5). In more precise terms, for � = b, b −
1, . . . , 1, 0, the function h� :

(
{0,1}b

↓q

)
×
(

{0,1}�

↓p

)
→ S is defined for all W ∈

(
{0,1}�

↓p

)

and A ∈
(

{0,1}b

↓q

)
by

h�(A, W ) =
⊕

X∈
({0,1}b

↓p

)
W

g(A ∩ X, X) . (10)

Let us now observe that we can indeed recover the function h from the case
� = 0. Indeed, for the empty string ε, the empty set ∅ and every A ∈

(
{0,1}b

↓q

)
we

have by (6) and (7) that

h(A) = h0(A, {ε}) ⊕ h0(A, ∅) . (11)

It remains to derive the recursion that gives us h0. Here we require one more
technical observation, which enables us to narrow down the intermediate values
h�(A, W ) that need to be computed to obtain h0. In particular, we may dis-
card the part of the active set A that extends outside the “span” of W . This
observation is the crux in deriving a succinct circuit design.

For 0 ≤ � ≤ b and w ∈ {0, 1}�, we define the span of w by

〈w〉 =
{

x ∈ {0, 1}b : ∃z ∈ {0, 1}b−� such that wz = x
}

.

In the binary tree, 〈w〉 consists of the leaf nodes in the subtree rooted at w. Let us
extend this notation to subsets W ⊆ {0, 1}� by 〈W 〉 =

⋃
w∈W 〈w〉 . The following

lemma shows that it is sufficient to evaluate h�(A, W ) only for W ∈
(

{0,1}�

↓p

)
and

A ∈
(

{0,1}b

↓q

)
such that A ⊆ 〈W 〉. We omit the proof; please refer to the full

version of this paper for details.

Lemma 2. For all 0 ≤ � ≤ b, W ∈
(

{0,1}�

↓p

)
, and A ∈

(
{0,1}b

↓q

)
, we have

h�(A, W ) = h�(A ∩ 〈W 〉 , W ) . (12)

We are now ready to present the recursion for � = b, b−1, . . . , 1, 0. The base case
� = b is obtained directly based on the values of g, because we have by (8) for
all W ∈

(
{0,1}b

↓p

)
and A ∈

(
{0,1}b

↓q

)
with A ⊆ W that

hb(A, W ) = g(A, W ) . (13)

The following lemma gives the recursive step from � + 1 to � by combining
Lemma 1 and Lemma 2. Again, we defer the details of the proof to the full
version of this paper.
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Lemma 3. For 0 ≤ � ≤ b − 1, W ∈
(

{0,1}�

↓p

)
, and A ∈

(
{0,1}b

↓q

)
with A ⊆ 〈W 〉,

we have
h�(A, W ) =

⊕
Z∈

({0,1}�+1
↓p

)
W

h�+1(A ∩ 〈Z〉 , Z) . (14)

The recursion given by (13), (14), and (12) now defines an arithmetic circuit
that solves (p, q)-intersection summation.

Size of the circuit. By (13), the number of input gates in the circuit is equal
to the number of pairs (I, X) with I ⊆ X ∈

(
{0,1}b

↓p

)
and |X | ≤ q, which is

p∑
i=0

q∑
j=0

(
2b

i

)(
i

j

)
. (15)

To derive an expression for the number of ⊕-gates, we count for each 0 ≤ � ≤ b−1
the number of pairs (A, W ) with W ∈

(
{0,1}�

↓p

)
, A ∈

(
{0,1}b

↓q

)
, and A ⊆ 〈W 〉, and

for each such pair (A, W ) we count the number of ⊕-gates in the subcircuit that
computes the value h�(A, W ) from the values of h�+1 using (14).

First, we observe that for each W ∈
(

{0,1}�

↓p

)
we have |〈W 〉| = 2b−� |W |. Thus,

the number of pairs (A, W ) with W ∈
(

{0,1}�

↓p

)
, A ∈

(
{0,1}b

↓q

)
, and A ⊆ 〈W 〉 is

p∑
i=0

q∑
j=0

(
2�

i

)(
i2b−�

j

)
. (16)

For each such pair (A, W ), the number of ⊕-gates for (14) is
∣∣∣
(

{0,1}�+1

↓p

)
W

∣∣∣ − 1.

Lemma 4. For all 0 ≤ � ≤ b − 1, W ∈
(

{0,1}�

↓p

)
, and |W | = i, we have

∣∣∣∣
({0, 1}�+1

↓p

)
W

∣∣∣∣ =
p−i∑
k=0

(
i

k

)
2i−k . (17)

Proof. A set Z ∈
(

{0,1}�+1

↓p

)
W

can contain either one or both of the strings w0
and w1 for each w ∈ W . The set Z may contain both elements for at most p − i
elements w ∈ W because otherwise |Z| > p. Finally, for each 0 ≤ k ≤ p− i, there
are

(
i
k

)
2i−k ways to select a set Z ∈

(
{0,1}�+1

↓p

)
W

such that Z contains w0 and
w1 for exactly k elements w ∈ W .

Finally, for each A ∈
(

{0,1}b

↓q

)
we require an ⊕-gate that is also designated as an

output gate to implement (11). The number of these gates is
q∑

j=0

(
2b

j

)
. (18)
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The total number of ⊕-gates in the circuit is obtained by combining (15), (16),
(17), and (18). The number of ⊕-gates is thus

p∑
i=0

q∑
j=0

(
2b

i

)(
i

j

)
+

b−1∑
�=0

p∑
i=0

q∑
j=0

(
2�

i

)(
i2b−�

j

)(
p−i∑
k=0

(
i

k

)
2i−k − 1

)
+

q∑
j=0

(
2b

j

)

≤
b∑

�=0

p∑
i=0

q∑
j=0

(
2�

i

)(
i2b−�

j

)
3i ≤

b∑
�=0

p∑
i=0

q∑
j=0

(2�)i

i!
ij(2b−�)j

j!
3i

≤
b∑

�=0

p∑
i=0

q∑
j=0

(2�)max(p,q)

i!
ij(2m−�)max(p,q)

j!
3i

= nmax(p,q)(1 + log2 n)
p∑

i=0

q∑
j=0

ij3i

i!j!
.

The remaining double sum is bounded from above by a constant, and thus the
circuit defined by (13), (14), and (12) has size O((np + nq) log n), where the
constant hidden by the O-notation does not depend on p and q.

The circuit can be constructed in time O
(
(p2 + q2)(np + nq) log3 n

)
. We omit

the details.

3 Concluding Remarks and Applications

We have generalised Valiant’s [22] observation that negation is powerless for
computing simultaneously the n different disjunctions of all but one of the given
n variables: now we know that, in our terminology, subtraction is powerless
for (p, q)-disjoint summation for any constant p and q. (Valiant proved this for
p = q = 1.) Interestingly, requiring p and q be constants turns out to be essential,
namely, when subtraction is available, an inclusion–exclusion technique is known
[5] to yield a circuit of size O

(
p
(

n
↓p

)
+ q

(
n
↓q

))
, which, in terms of p and q, is

exponentially smaller than our bound O
(
(np + nq) log n

)
. This gap highlights

the difference of the algorithmic ideas behind the two results. Whether the gap
can be improved to polynomial in p and q is an open question.

While we have dealed with the abstract notions of “monotone sums” or semi-
group sums, in applications they most often materialise as maximisation or min-
imisation, as described in the next paragraphs. Also, in applications local terms
are usually combined not only by one (monotone) operation but two different
operations, such as “min” and “+”. To facilitate the treatment of such applica-
tions, we extend the semigroup to a semiring (S, ⊕, �) by introducing a product
operation “�”. Now the task is to evaluate

⊕
X,Y :X∩Y =∅

f(X) � g(Y ) , (19)

where X and Y run through all p-subsets and q-subsets of [n], respectively, and
f and g are given mappings to S. We immediately observe that the expression
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(19) is equal to
⊕

Y e(Y ) � g(Y ), where the sum is over all q-subsets of [n] and
e is as in (1). Thus, by our main result, it can be evaluated using a circuit with
O((np + nq) log n) gates.

Application to k-paths. We apply the semiring formulation to the problem
of counting the maximum-weight k-edge paths from vertex s to vertex t in a
given edge-weighted graph with real weights, where we assume that we are only
allowed to add and compare real numbers and these operations take constant
time (cf. [24]). By straightforward Bellman–Held–Karp type dynamic program-
ming [2,3,16] (or, even by brute force) we can solve the problem in

(
n
↓k

)
nO(1)

time. However, our main result gives an algorithm that runs in nk/2+O(1) time
by solving the problem in halves: Guess a middle vertex v and define f1(X) as
the number of maximum-weight k/2-edge paths from s to v in the graph induced
by the vertex set X ∪ {v}; similarly define g1(X) for the k/2-edge paths from v
to t. Furthermore, define f2(X) and g2(X) as the respective maximum weights
and put f(X) = (f1(X), f2(X)) and g(X) = (g1(X), g2(X)). These values can
be computed for all vertex subsets X of size k/2 in

(
n

k/2
)
nO(1) time. It remains

to define the semiring operations in such a way that the expression (19) equals
the desired number of k-edge paths; one can verify that the following definitions
work correctly: (c, w) � (c′, w′) = (c · c′, w + w′) and

(c, w) ⊕ (c′, w′) =

⎧⎪⎨
⎪⎩

(c, w) if w > w′,
(c′, w′) if w < w′,
(c + c′, w) if w = w′.

Thus, the techniques of the present paper enable solving the problem essentially
as fast as the fastest known algorithms for the special case of counting all the k-
paths, for which quite different techniques relying on subtraction yield

(
n

k/2
)
nO(1)

time bound [7]. On the other, for the more general problem of counting weighted
subgraphs Vassilevska and Williams [23] give an algorithm whose running time,
when applied to k-paths, is O(nωk/3+n2k/3+c), where ω < 2.3727 is the exponent
of matrix multiplication and c is a constant; this of course would remain worse
than our bound even if ω = 2.
Application to Matrix Permanent. Consider the problem of computing the
permanent of a k × n matrix (aij) over a noncommutative semiring, with k ≤ n
and even for simplicity, given by

∑
σ a1σ(1)a2σ(2) · · · akσ(k), where the sum is

over all injective mappings σ from [k] to [n]. We observe that the expression
(19) equals the permanent if we let p = q = k/2 = � and define f(X) as the
sum of a1σ(1)a2σ(2) · · · a�σ(�) over all injective mappings σ from {1, 2, . . . , �} to X
and, similarly, g(Y ) as the sum of a�+1σ(�+1)a�+2σ(�+2) · · · akσ(k) over all injective
mappings σ from {�+1, �+2, . . . , k} to Y . Since the values f(X) and g(Y ) for all
relevant X and Y can be computed by dynamic programming in

(
n

k/2
)
nO(1) time,

our main result yields the time bound nk/2+O(1) for computing the permanent.
Thus we improve significantly upon a Bellman–Held–Karp type dynamic pro-

gramming algorithm that computes the permanent in
(

n
↓k

)
nO(1) time, the best



Fast Monotone Summation over Disjoint Sets 169

previous upper bound we are aware of for noncommutative semirings [8]. It
should be noted, however, that essentally as fast algorithms are already known for
noncommutative rings [8], and that faster, 2knO(1) time, algorithms are known
for commutative semirings [8,20].
Application to Feature Selection. The extensively studied feature selection
problem in machine learning asks for a subset X of a given set of available
features A so as to maximise some objective function f(X). Often the size of X
can be bounded from above by some constant k, and sometimes the selection
task needs to be solved repeatedly with the set of available features A changing
dynamically across, say, the set [n] of all features. Such constraints take place
in a recent work [10] on Bayesian network structure learning by branch and
bound: the algorithm proceeds by forcing some features, I, to be included in X
and some other, E, to be excluded from X . Thus the key computational step
becomes that of maximising f(X) subject to I ⊆ X ⊆ [n] \ E and |X | ≤ k,
which is repeated for varying I and E. We observe that instead of computing
the maximum every time from scratch, it pays off precompute a solution to (p, q)-
disjoint summation for all 0 ≤ p, q ≤ k, since this takes about the same time
as a single step for I = ∅ and any fixed E. Indeed, in the scenario where the
branch and bound search proceeds to exclude each and every subset of k features
in turn, but no larger subsets, such precomputation decreases the running time
bound quite dramatically, from O(n2k) to O(nk); typically, n ranges from tens
to some hundreds and k from 2 to 7. Admitted, in practice, one can expect the
search procedure match the said scenario only partially, and so the savings will
be more modest yet significant.
Acknowledgment. We thank Jukka Suomela for useful discussions.
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Abstract. In the seminal paper for parameterized counting complexity
[1], the following problem is conjectured to be #W[1]-hard: Given a bi-
partite graph G and a number k ∈ N, which is considered as a parameter,
count the number of matchings of size k in G.

We prove hardness for a natural weighted generalization of this prob-
lem: Let G = (V, E, w) be an edge-weighted graph and define the weight
of a matching as the product of weights of all edges in the matching. We
show that exact evaluation of the sum over all such weighted matchings
of size k is #W[1]-hard for bipartite graphs G.

As an intermediate step in our reduction, we also prove #W[1]-
hardness of the problem of counting k-partial cycle covers, which are
vertex-disjoint unions of cycles including k edges in total. This hardness
result even holds for unweighted graphs.

1 Introduction

Counting problems are an important class of problems in theoretical computer
science and also appear in other areas, such as machine learning and statistical
physics. Within computer science, they were formally introduced in [2] together
with the complexity class #P. In the same paper, #P-hardness of the perma-
nent evaluation problem for 0-1-matrices was proven, which is equivalent to the
statement that counting perfect matchings on bipartite graphs is #P-hard.

Given this hardness result, the complexity of relaxed versions of the per-
manent evaluation and other hard counting problems was investigated. Typical
relaxations consist of restricting the input to tame graphs, such as planar graphs
or graphs of bounded degree. For instance, the number of perfect matchings is
polynomial-time computable on planar graphs, as shown in [3,4], but remains
hard on general graphs of maximum degree 3, cf. [5]. Other relaxations, such as
approximate counting [6], are also studied.

1.1 Parameterized Counting Problems

Among the most recent relaxations for hard counting problems are parameterized
counting problems, cf. [1]. Inputs x to such problems come with an additional
parameter k, and a parameterized counting problem is fixed-parameter tractable
if it can be solved in time f(k)|x|O(1) on inputs x with parameter k. In [1],
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the class #W[1] is defined analogously to the well-known class W[1], and #W[1]-
hardness under parameterized reductions is introduced.

In this paper, we consider only parameterized counting problems on graphs.
Here, k typically either measures some notion of intricacy of the input graph or
the intricacy of the structures to be counted.

Typical parameters associated with the input graph are, for instance, its
treewidth, cliquewidth or genus. A well-known result for parameterization by
treewidth is a counting analogue [7] of Courcelle’s Theorem [8]: If φ(X) is a
formula in monadic second-order logic over graphs with a free set variable X ,
then computing the number of sets X that satisfy φ is fpt in the treewidth of
G. This implies, among others, that counting perfect matchings of a graph G is
fpt in the treewidth of G. Furthermore, by [9], counting the perfect matchings
of a graph is fpt in its genus.

A commonly used parameter associated with the structures to be counted is
simply given by their size. Results based on this kind of parameterization include
that computing the number of k-vertex covers is fpt in k, while computing the
number of k-paths, k-cliques or k-cycles is #W[1]-hard, all proven in [1]. If G is a
graph of bounded local treewidth, such as a planar graph or a graph of bounded
degree, then many tractability results for counting structures of small size can
be derived from the following meta-theorem [10]: If φ(x1, . . . , xk) is a formula
of first-order logic with free individual variables x1, . . . , xk, then counting the
number of tuples (a1, . . . , ak) ∈ V k with G |= φ(a1, . . . , ak) is fpt in k.

1.2 Counting k-Matchings

As an open problem in [1], it is conjectured that counting k-matchings (match-
ings with k edges) in bipartite graphs is #W[1]-hard in the parameter k. This
conjecture is backed up by the fact that the best known algorithms for this
counting problem have time bounds of the type O∗(nΘ(k)). Among these is [11],
which runs in time O∗(2k+o(k)( n

k/2
)
) on general graphs. This was subsequently

improved by a slightly faster algorithm [12] that requires only polynomial space.
In this paper, we show that weighted counting of k-matchings is #W[1]-hard

in the parameter k, even for bipartite graphs. In our setting, we consider edge-
weighted bipartite graphs G = (V, E, w) and assign to every matching M ⊆ E
the weight

∏
e∈M w(e). This kind of weighting also appears often in the study

of graph polynomials, see [13,14] for examples.
While our hardness result holds only for a weighted, and as such, generalized

version of the problem of counting k-matchings, we still consider this to be
a valid step towards proving #W[1]-hardness of the unweighted problem. As
future work, we consider modifying our proof in such a way that all intermediate
reductions that require edge weights are replaced by unweighted reductions.

2 Definitions and Proof Outline

In this paper, several notions of graphs are distinguished: A graph is an undi-
rected simple graph, i.e., it has neither self-loops nor multiple edges. A digraph is a
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directed graph with self-loops (v, v) allowed, but multiple edges forbidden. An
edge-weighted (di)graph is a triple (V, E, w) with (V, E) a (di)graph and w : E →
Z. For all graphs, paths and cycles are defined to be simple.1 By standard conven-
tion, we consider self-loops as cycles, but not as paths.

We denote the falling factorial by (x)n := x(x − 1) . . . (x − n + 1). If M is a
set, we define #M := |M | for convenience.

For an undirected graph G and k ∈ N, we write Mk[G] for the set of matchings
of size k in G. Our goal is to prove #W[1]-hardness of the parameterized match-
ing problem p#Match: Given a bipartite graph G and k ∈ N, compute #Mk[G].
While we do not obtain a proof for this statement, we can show #W[1]-hardness
for p#wMatch, a weighted version of this problem, where G = (V, E, w) is edge-
weighted and every matching M is weighted by

∏
e∈M w(e):

p#Match
Input: Digraph G, k ∈ N

Parameter: k

Output: #Mk[G]

p#wMatch
Input: Weighted digraph G, k ∈ N

Parameter: k

Output:
∑

M∈Mk[G]
∏

e∈M
w(e)

Our result is proven in a series of four reductions, starting from p#Clique,
whose #W[1]-hardness was established in [1]. First, we observe in Section 3 that
p#Match is equivalent to the problem of counting disjoint unions of paths and
cycles on digraphs. We call these structures k-partial path-cycle covers:

Definition 1. Let G = (V, E) be a digraph and k ∈ N. A k-partial path-cycle
cover C in G is a set C ⊆ E with |C| = k that consists of a vertex-disjoint union
of paths and cycles.2

The number of cycles in C is denoted by σ(C), that of paths by ρ(C), and that
of isolated vertices by ι(C). We call C a k-partial cycle cover if ρ(C) = 0.

The set of k-partial path-cycle covers in G is denoted by PCk[G], and that of
k-partial cycle covers by Ck[G].

We denote the parameterized problem of counting k-partial path-cycle covers by
p#PCC, and that of counting k-partial cycle covers by p#CC. As for matchings,
we can define the weight of a path-cycle cover C as the product of all weights of
edges in C, and obtain the problem p#wPCC:

p#CC
Input: Digraph G, k ∈ N

Parameter: k

Output: #Ck[G]

p#wPCC
Input: Weighted digraph G, k ∈ N

Parameter: k

Output:
∑

C∈PCk[G]
∏

e∈C
w(C)

In Section 4, we introduce a graph gadget that allows to reduce the
problem of counting partial cycle covers to that of counting weighted partial

1 “Non-simple cycles” will appear in this paper, but they will never be called cycles.
2 If k is not relevant in the context, we simply call C a partial path-cycle cover.
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path-cycle covers. The weights are essential in this reduction, as they are re-
quired to cancel out unwanted paths. We obtain:

p#CC ≤T
fpt p#wPCC.

It remains to prove #W[1]-hardness of p#CC. For our reduction, we introduce
a combinatorial structure that could be described as a “union of closed walks
without distinguished start vertices”. For notational simplicity, we call such a
structure a UCW:
Definition 2. Let G = (V, E) be a digraph. Let (v1, . . . , vk) ∈ V k such that
(vi, vi+1) ∈ E for all i < k and (vk, v1) ∈ E. Write [v1, . . . , vk] for the set of all
cyclic shifts of (v1, . . . , vk) and call W = [v1, . . . , vk] a CW of length l(W ) := k.

A UCW is a multiset U = {W1, . . . , Wt} of CWs. We set l(U) :=
∑t

i=1 l(Wi).
To each UCW, we can associate a particular polynomial, its type. We define
types analogously to the types of homomorphisms from [1]:
Definition 3. Let W be a CW and v ∈ V . We write fW (v) for the number of
appearances of v in (an arbitrary element of) W . For U = {W1, . . . , Wt} a UCW,
we set fU (v) :=

∑t
i=1 fWi (v). The type θU of U is defined as the polynomial

θU (x) :=
∏
v∈V

(x)fU (v).

We write Uk[G, θ] for the set of UCWs of length k and type θ in G.
The type θU can be seen as an encoding of the multiset {fU (v) | v ∈ V }. Note
that the sum of this multiset is equal to l(U) and deg(θU ).3

In analogy to the problem of counting typed directed cycles in a digraph,
which was proven to be #W[1]-hard in [1], we define the problem of counting
typed UCWs in digraphs:

p#typUCW
Input: Digraph G = (V, E), type θ, and k ∈ N

Parameter: k

Output: #Uk[G, θ]

In Section 5, we use a graph construction from [1] to obtain

p#typUCW ≤T
fpt p#CC.

Finally, in Section 6, we prove

p#Clique ≤T
fpt p#typUCW.

In summary, our final reduction consists of the following intermediate reductions,
starting from the #W[1]-hard problem p#Clique:

p#Clique ≤T
fpt p#typUCW ≤T

fpt p#CC ≤T
fpt p#wPCC ≤fpt p#wMatch.

In this chain, only the third reduction requires the introduction of weights.
3 Thus, Uk[G, θ] �= ∅ implies k = deg(θ). We add the subscript k only for clarity.
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3 p#wPCC ≤fpt p#wMatch

This reduction follows from a well-known graph transformation, which has al-
ready been used for the study of the cover polynomial, see [15] and [13].

Definition 4. Given a digraph G = (V, E), replace each vertex v ∈ V by vertices
vin and vout, and replace each (u, v) ∈ E by the undirected edge {uout, vin}. We
call the resulting graph the split graph S(G) of G.
Every split graph is bipartite with bipartition of its vertices into in- and out-
vertices. Furthermore, the matchings of S(G) are related to the path-cycle covers
of G, as stated in the following lemma:

Lemma 1. Let G = (V, E) be a digraph and S(G) be its split graph. For all
k ∈ N, there is a bijection PCk[G] � Mk[S(G)].

Proof. Every k-partial cycle cover C ∈ PCk[G] is a subset C ⊆ E of size k such
that H = (V, C) has both indegree and outdegree upper-bounded by 1. Thus,
the graph S(H) is a matching of size k in S(G), and S is injective if considered
as S : PCk[G] → Mk[S(G)].

S is also surjective, since every M ∈ Mk[S(G)] can be transformed to some
C ∈ PCk[G] with S(C) = M by identifying vin and vout for every v ∈ V and
orienting edges correspondingly. ��
From this bijection, the reduction p#wPCC ≤fpt p#wMatch follows trivially.

4 p#CC ≤T
fpt p#wPCC

Let G = (V, E) be a digraph and k ∈ N. For e, p ∈ N, denote by cG(e, p) the num-
ber of e-partial path-cycle covers of G with p paths. We wish to compute cG(k, 0),
the number of k-partial cycle covers of G, using oracle access to p#wPCC.

By attaching to each vertex v ∈ V a self-loop of weight a and an edge of
weight b connected to a fresh vertex uv, we obtain a new graph G′. The effect
of this graph transformation on the partial path-cycle covers can be described
using a graph polynomial γ(G), which we define as follows:

Definition 5. Let G be a digraph. The edge-generating path-cycle polynomial
γ(G) is defined as

γ(G; x) :=
∑

C∈PC[G]

x|C|w(C) =
n∑

k=0

xk

⎛
⎝ ∑

C∈PCk[G]

w(C)

⎞
⎠ .

For any k ∈ N, the weighted sum over k-partial path-cycle covers in G is obvi-
ously equal to the k-th coefficient of γ(G). We now show:

Lemma 2. For any digraph G = (V, E), it holds that

γ(G′; x) =
∑

C∈PC[G]

x|C|(1 + xb)ρ(C)(1 + x(a + b))ι(C).
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Proof. For any path-cycle cover D ∈ PC[G′], there is a unique C ∈ PC[G] with
C = D ∩E. Defining AC := {D ∈ PC[G′] | C = D ∩E}, we can partition PC[G′]
into classes {AC}C∈PC[G] and obtain

γ(G′; x) =
∑

C∈PC[G]

∑
D∈AC

x|D|w(D)

︸ ︷︷ ︸
=:AC

.

Consider AC for some C ∈ PC[G]. Every D ∈ AC can be decomposed as D =
C∪̇F , where F consists of gadget edges that can be appended independently to
endpoints of paths or isolated vertices in C.

At each endpoint of a path, we can choose to extend the path using the edge
of weight b, or not to extend. In total, this yields the factor (1+xb)ρ(C). At each
isolated vertex, we can choose to include the self-loop of weight a, the edge of
weight b, or not to include a new edge. This yields the factor (1 + x(a + b))ι(C).

��
From now on, we will always choose a = −b. This ensures that extensions to
isolated vertices cancel out in γ(G′; x) and we thus obtain

γ(G′; x) =
∑

C∈C[G]

x|C|(1 + xb)ρ(C).

This expression can be rewritten as

γ(G′; x) =
n∑

e=0
xe

n∑
p=0

cG(e, p) · (1 + xb)p

=
n∑

e,p=0
cG(e, p) ·

(
xe

p∑
i=0

(
p

i

)
xibi

)
.

With this identity, we are ready to prove the wanted reduction:

Lemma 3. The problem p#CC admits an fpt Turing reduction to p#wPCC.

Proof. Define αj to be the j-th coefficient of γ(G′; x). For sake of clarity, we
decompose j = i + (j − i), with i denoting the number of “internal” edges, and
(j − i) denoting the number of “additional” edges, which come from gadgets.
Using this decomposition, we can write

αj =
j∑

i=0
bj−i

j∑
p=0

(
p

j − i

)
cG(i, p)

︸ ︷︷ ︸
=:αj,i

.

Observe that αj is in fact a polynomial αj(b) of degree ≤ j. Using oracle calls to
p#wPCC, we can evaluate αj(b) at j different values while keeping a = −b. This
allows us to interpolate αj and to recover all its coefficients αj,i, for 0 ≤ i ≤ j.
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Using interpolation, compute αk,k, . . . , α2k+1,k. This requires ≤ (2k + 1)2 or-
acle calls and the parameter value of each oracle call is bounded by 2k + 1. By
the definition of αj,i, we obtain the following system of linear equations:

⎛
⎜⎝

(0
0
)

. . .
(

k
0
)

...
(

i
i

) ...(0
k

)
. . .

(
k
k

)

⎞
⎟⎠

⎛
⎜⎝

cG(k, 0)
...

cG(k, k)

⎞
⎟⎠ =

⎛
⎜⎝

αk,k

...
α2k+1,k

⎞
⎟⎠ .

This system is upper triangular, features only ones on its diagonal, and is thus
invertible and can be solved for cG(k, 0). ��
Remark 1. In this reduction, the edge of weight b at any vertex v could safely be
replaced by b edges between v and b fresh vertices. However, it is not clear how
to remove the weight a from self-loops without introducing multiple self-loops.

5 p#typUCW ≤T
fpt p#CC

Let G be a digraph, k ∈ N, and θ be a type. We wish to count the UCWs of type
θ and length k in G, given oracle access to p#CC. Our reduction is based on a
graph transformation from [1], which was used there to reduce the problem of
counting typed cyclic walks to the problem of counting directed cycles.

Definition 6. [1, Proof of Lemma 23] Let G = (V, E) be a digraph and l, m ∈ N.
Define the graph Gl,m as follows:

1. Replace each v ∈ V by Lv := {(v, i, j) | 1 ≤ i ≤ l, 1 ≤ j ≤ m} and add, for
all 1 ≤ i < l and 1 ≤ j, j′ ≤ m, the edge ((v, i, j), (v, i + 1, j′)). Call the
resulting graph fragment “ladder at v”.

2. Replace each e = (u, v) ∈ E by Pe := {((u, l, j), (v, 1, j′)) | 1 ≤ j, j′ ≤ m}.
Call the obtained edges “external edges at e”.

It follows from the construction that every cycle in Gl,m must pass through
ladders and external edges alternatingly. Thus, every cycle and every partial
cycle cover in Gl,m has length il for some i ∈ N. Given k ∈ N, we partition the
partial cycle covers C ∈ Ckl[Gl,m] into classes by associating with every such C
a particular UCW, its so-called projection π(C). Here, π is a function

π : Ckl[Gl,m] → Uk[G].

Definition 7. Let C ∈ C[Gl,m] with cycles C1 ∪ . . . ∪ Cσ(C) = C. For each Ci,
define the CW Wi by contracting, for each v ∈ V , the ladder at v to the vertex
v. Then define the projection of C as π(C) := {W1, . . . , Wσ(C)} ∈ Uk[G].

We observe that the number of partial cycle covers whose projection is U depends
only on the type θU :

Proposition 1. For any l, m ∈ N, type θ and U ∈ Uk[G, θ], the number of
C ∈ Ckl[Gl,m] with π(C) = U is equal to θ(m)l.
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Proof. Recall Def. 3 for the definition of fU (v). Since π(C) = U , for each v ∈ V ,
the cover C contains fU (v) vertex-disjoint paths passing through the ladder at
v. At each ladder, these paths can be chosen in (m)l

fU (v) different ways, and
paths can be chosen independently at different ladders. Once all ladder paths
are fixed, the choice of external edges is also fixed. In total, this yields

∏
v∈V

(m)l
fU (v) = θ(m)l

different partial cycle covers C ∈ Ckl[Gl,m] with projection π(C) = U . ��
This can be used to prove the wanted reduction:

Lemma 4. The problem p#typUCW admits an fpt Turing reduction to p#CC.

Proof. The proof follows [1, Lemma 23]. Let Θk be the set of types of degree k.
Then, for t := |Θk|, it clearly holds that t ≤ f(k) for some computable function
f . Thus, there is some m ≤ g(k), with g computable, such that θa(m) �= θb(m)
holds for all types θ, θ′ of degree k with θ �= θ′. Compute such an m and note
that oracle calls to p#CC can be used to compute

αl := #Ckl[Gl,m].

Let βθ be the number of UCWs of type θ in G. By Proposition 1, we can write

αl =
∑

θ∈Θk

βθ · θ(m)l.

We compute α1, . . . , αt with calls to p#CC and obtain the equation system
⎛
⎜⎝

θ1(m)1 . . . θt(m)1

...
...

θ1(m)t . . . θt(m)t

⎞
⎟⎠

⎛
⎜⎝

βθ1
...

βθt

⎞
⎟⎠ =

⎛
⎜⎝

α1
...

αt

⎞
⎟⎠ . (1)

This system has a Vandermonde matrix, allowing it to be solved for any βθ. ��

6 p#Clique ≤T
fpt p#typUCW

Let G = (V, E) be a graph and k ∈ N be fixed throughout this section. We
describe how to compute the number of k-cliques in G in fpt-time when given
an oracle for p#typUCW, adapting the reduction in [1, Lemma 25] in large parts
and reusing some of its notation where appropriate.

First, let G′ be the graph obtained from G by replacing each edge by a pair
of antiparallel edges, followed by adding a self-loop to each vertex. The number
of k-cliques in G is equal to the number of induced subgraphs in G′ which are
isomorphic to the complete digraph K = Kk := ([k], [k]2).

Let H = {H1, . . . , K} be the set of graphs on k vertices, where isomorphic
graphs are identified, and the complete digraph K is defined as above. Let h :=
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|H| and H− := H \ {K}. For H ∈ H, let xH be the number of U ⊆ V such that
G[U ] � H . Our goal is to determine xK , the number of k-cliques in G.

To this goal, let
γ(l) := #U [G′, (x)k

l ]

be the number of UCWs of type (x)k
l in G′. This value can be computed with

an oracle call to p#typUCW, provided that l ≤ f(k). Writing

β
(l)
H := #U [H, (x)k

l ],

we observe that
γ(l) =

∑
H∈H

xHβ
(l)
H .

We generate such equations for γ(1), . . . , γ(l), where l ≤ f(k) will be determined
later. This yields the system

⎛
⎜⎜⎝

β
(1)
A . . . β

(1)
K

...
. . .

...
β

(l)
A . . . β

(l)
K

⎞
⎟⎟⎠

⎛
⎜⎝

xA

...
xK

⎞
⎟⎠ =

⎛
⎜⎝

γ(1)

...
γ(l)

⎞
⎟⎠ . (2)

A solution to (2) can be found in time polynomial in l, h and n. While the system
(2) does not feature full rank, we can show as in as in [1, Lemma 25] that there
exists an l ∈ N such that the last column is linearly independent of all other
columns. This implies that all solutions to (2) agree on their values for xK .

To prove the existence of l, we first need a technical lemma. A similar state-
ment was shown in [1] for cycles instead of UCWs, but using a fundamentally
different proof approach:

Lemma 5. For all graphs H ∈ H−, it holds that

lim
�→∞

β
(�)
H

β
(�)
K

= 0. (3)

Proof. Let � ∈ N. Recall Definition 6 and consider K1,�, which is isomorphic to
the complete graph Kk�.4 Every k�-partial cycle cover in K1,� uses all vertices of
the graph. Thus, its projection is some U ∈ U [K, (x)k

� ]. By Proposition 1, every
U ∈ U [K, (x)k

� ] is the projection of exactly (�!)k cycle covers in K1,�.
Now let (u, v) /∈ E(H), let δ

(�)
unres denote the number of cycle covers in K1,�,

and let δ
(�)
res denote the number of cycle covers in K1,� that do not use any of

the external edges at (u, v). Since every U ∈ U [K, (x)k
� ] has the same number of

cycle covers in K1,� projecting to it, we have

β
(�)
H

β
(�)
K

≤ δ
(�)
res

δ
(�)
unres

. (4)

4 Please note that, in this section, the notation K1,� will never refer to the complete
bipartite graph with 1 and � vertices on its sides.
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Let Ot be the t × t all-ones matrix. Then, δ
(�)
res is easily seen to be equal to

perm(B ⊗ O�), where ⊗ denotes the Kronecker product and B is defined to be
Ok, but with one entry, say B1,1, set to 0.

We number rows and columns of B ⊗ O� from 1 to k�. Any permutation that
contributes to perm(B ⊗ O�) maps every element from [�] to an element from
[k�] \ [�], which gives ((k − 1)�)� choices for these elements, as opposed to (k�)�

choices for an arbitrary permutation. Thus,

δ
(�)
res

δ
(�)
unres

=
((k − 1)�)�

(k�)�
,

which can be upper-bounded by

((k − 1)�)�

(k�)�
=

�−1∏
i=0

k − 1 − i/�

k − i/�
=

�−1∏
i=0

(
1 − 1

k − i/�

)
≤

(
1 − 1

k

)�

.

Since k is fixed, this value converges to 0 for � → ∞. ��
Remark 2. The correspondence between U [K, (x)k

� ] and Ck�[Kk�] established in
the previous proof also shows that #U [K, (x)k

� ] = (k�)!
(�!)k .

Lemma 6. There exists a computable function l = f(k) such that

(β(1)
K , . . . , β

(l)
K )T /∈ span{(β(1)

H , . . . , β
(l)
H )T | H ∈ H−}.

Proof. Having proved Lemma 5 for UCWs, the proof continues exactly as in [1,
Lemma 25]. ��
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Computing Directed Pathwidth

in O(1.89n) Time
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Abstract. We give an algorithm for computing the directed pathwidth
of a digraph with n vertices in O(1.89n) time. This is the first algorithm
with running time better than the straightforward O∗(2n). As a special
case, it computes the pathwidth of an undirected graph in the same
amount of time, improving on the algorithm due to Suchan and Villanger
which runs in O(1.9657n) time.

1 Introduction

The pathwidth [2,15] of an undirected graph G is defined as follows. A path-
decomposition G is a sequence {Xi}, 1 ≤ i ≤ t, of vertex sets of G that satisfies
the following three conditions:

1.
⋃

1≤i≤t Xi = V (G),
2. for each edge {u, v} of G, there is some i, 1 ≤ i ≤ t such that u, v ∈ Xi, and
3. for each v ∈ V (G), the set of indices i such that v ∈ Xi is contiguous, i.e., is

of the form {i | a ≤ i ≤ b}.

The width of a path-decomposition {Xi}, 1 ≤ i ≤ t, is max1≤i≤t |Xi|− 1 and the
pathwidth of G is the smallest integer k such that there is a path-decomposition
of G whose width is k.

The directed path-decomposition of a digraph G is defined analogously. A se-
quence {Xi}, 1 ≤ i ≤ t, of vertex sets is a directed path-decomposition of G
if, together with conditions 1 and 3 above, the following condition 2’ instead of
condition 2 is satisfied:

2’. for each directed edge (u, v) of G, there is a pair i, j of indices such that
i ≤ j, u ∈ Xi, and v ∈ Xj .

The directed pathwidth of G is defined similarly to the pathwidth of an undi-
rected graph. According to Barát [1], the notion of directed pathwidth was in-
troduced by Reed, Thomas, and Seymour around 1995.

For an undirected graphG, let Ĝ denote the digraph obtained fromG by replac-
ing each edge {u, v} by a pair of directed edges (u, v) and (v, u). Then, condition
2 forG implies condition 2’ for Ĝ and, conversely, condition 2’ for Ĝ together with
condition 3 implies condition 2 for G. Therefore, a directed path-decomposition

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, pp. 182–193, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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of Ĝ is a path-decomposition ofG and vice versa. Thus, the problem of computing
the pathwidth of an undirected graph is a special case of the problem of comput-
ing the directed pathwidth of a digraph. On the other hand, directed pathwidth
is of interest since some problems, such as Directed Hamiltonicity, are polyno-
mial time solvable on digraphs with bounded directed pathwidth [10] although
not necessarily on those whose underlying graphs have bounded pathwidth. Di-
rected pathwidth is also studied in the context of search games [1,20].

Computing pathwidth is NP-hard [11] even for bounded degree planar graphs
[14], chordal graphs [8], cocomparability graphs [9] and bipartite distance hered-
itary graphs [13] (although it is polynomial time solvable for permutation graphs
[5], cographs [6], and circular-arc graphs [17]). Consequently, computing directed
pathwidth is NP-hard even for digraphs whose underlying graphs lie in these
classes. On the positive side, pathwidth is fixed parameter tractable [16] with
running time linear in n [3]. In contrast, it is open whether directed pathwidth is
fixed parameter tractable. Recent work of one of the present authors [19] shows
that directed pathwidth admits an XP algorithm, that is, an algorithm with
running time nO(k), where k is the directed pathwidth of the given digraph with
n vertices.

Without parameterization, both problems can be solved in O∗(2n) time, where
n is the number of vertices and the O∗ notation hides polynomial factors, us-
ing Bellman-Held-Karp style dynamic programming for vertex ordering prob-
lems [4]. Suchan and Villanger [18] improved the running time for pathwidth to
O(1.9657n) and also gave an additive constant approximation of pathwidth in
O(1.89n) time. On the other hand, no algorithm faster than O∗(2n) time was
known for directed pathwidth before the present work.

Our result is as follows.

Theorem 1. The direct pathwidth of a digraph with n vertices can be computed
in O(1.89n) time.

Our algorithm can be viewed as one based on Bellman-Held-Karp style dynamic
programming. For each U ⊆ V (G), let N−(U) denote the set of in-neighbors
of U . Given a positive integer k and a digraph G, we build the collection of
“feasible” subsets of V (G), where U ⊆ V (G) is considered feasible if G[U ∪
N−(U)] has a directed path-decomposition of width ≤ k whose last subset Xt

contains N−(U) (for a more precise definition of feasibility see Section 2). To get
a non-trivial bound on the number of subsets U , we adopt a strategy essentially
due to Suchan and Villanger [18]. Since either U , N−(U), or V (G)\(U ∪N−(U))
has cardinality at most n/3, the hope is that we may be able to obtain a non-
trivial upper bound on the number of relevant subsets U using the well-known
bound 2H(α)n on the number of subsets of V (G) with cardinality at most αn,
whereH(x) is the binary entropy function, with α = 1

3 . Note that 2
H(1/3) < 1.89.

The difficulty, as observed in [18], is that there can be an exponential number
of subsets U with N−(U) = S for a fixed S. The larger constant 1.9657 or the
relaxation to additive constant approximation in [18] comes from the need to
deal with this problem.
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A key to overcoming this difficulty is the following observation whose undi-
rected version is used in [18]. Suppose we are to decide whether the directed
pathwidth of G is at most k and S is a vertex set of G with |S| < k − d. Let
C be the set of strongly connected components of G[V (G) \ S] with cardinality
greater than d. For each subset A of C, we are able to define at most one subset
U in a “canonical form” such that N−(U) = S, U contains all components in
A, but disjoint from all components in C \ A. Although there are variants of
U that satisfy these conditions, it can be shown that only the canonical one is
needed in our dynamic programming computation. Thus, the number of relevant
subsets U with N−(U) = S is bounded by 2|C| ≤ 2

n
d+1 . See Lemma 5 for a more

formal treatment.
Our result is established by two algorithms, which we call LARGE-WIDTH

and SMALL-WIDTH. Algorithm LARGE-WIDTH deals with the case where
k ≥ (13 + δ)n, δ being a small constant, while algorithm SMALL-WIDTH deals
with the other case. In algorithm LARGE-WIDTH, the slack of δn allows us to
bound the number of subsets U with N−(U) = S for each S with |S| ≤ n/3
by 21/δ. In algorithm SMALL-WIDTH, we force a slack of d where d is a large
enough constant: we record only those feasible sets U with |N−(U)| < k− d. To
process those subsets U with |N−(U)| ≥ k − d, we use an algorithm based on
the XP algorithm in [19], which runs in nd+(1) time and either decides that the
directed pathwidth of G is at most k, decides that U is irrelevant, or produces
some proper superset W with |N−(W )| < k − d, which can safely replace U in
the search. See Lemma 12 for details.

The rest of this paper is organized as follows. In Section 2 we define basic
concepts and prove some lemmas needed by our algorithms. In Section 3, we
state and analyze algorithm LARGE-WIDTH. In Section 4, we review the XP
algorithm given in [19] to prepare for the next section. Then, in Section 5, we
state and analyze algorithm SMALL-WIDTH. Finally, in Section 6, we combine
the two algorithms to prove Theorem 1.

2 Preliminaries

Let G be a digraph. We use the standard notation: V (G) is the set of vertices
of G, E(G) is the set of edges of G, and G[U ], where U ⊆ V (G), is the subgraph
of G induced by U . For each vertex v ∈ V (G), we denote by N−

G (v) the set of in-
neighbor of v, i.e., N−

G (v) = {u ∈ V (G) \ {v}|(u, v) ∈ E(G)}. For each subset U
of V (G), we denote by N−

G (U) the set of in-neighbors of U , i.e., N−
G (U) =⋃

v∈U N−
G (v)\U . When G is clear from the context, we dropG from this notation.

We also use the notation Ũ = V (G) \ (U ∪ N−(U)) where G is implicit.
We call a sequence σ of vertices of G non-duplicating if each vertex of G occurs

at most once in σ. We denote by Σ(G) the set of all non-duplicating sequences
of vertices of G. For each sequence σ ∈ Σ(G), we denote by V (σ) the set of
vertices constituting σ and by |σ| = |V (σ)| the length of σ.

For each pair of sequences σ, τ ∈ Σ(G) such that V (σ)∩V (τ) = ∅, we denote
by στ the sequence in Σ(G) that is σ followed by τ . If σ′ = στ for some τ , then
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we say that σ is a prefix of σ′ and that σ′ is an extension of σ; we say that σ is
a proper prefix of σ′ and that σ′ is a proper extension of σ if τ is nonempty.

Let G be a digraph and k a positive integer. We say σ ∈ Σ(G) is k-feasible for
G if |N−

G (σ′)| ≤ k for every prefix σ′ of σ. We say that σ is strongly k-feasible
for G if moreover σ is a prefix of a k-feasible sequence τ with V (τ) = V (G). We
may drop the reference to G and say σ is k-feasible (or strongly k-feasible) when
G is clear from the context.

For each U ⊆ V (G), we say that U is k-feasible (strongly k-feasible) if there
is a k-feasible (strongly k-feasible) sequence σ with V (σ) = U .

The directed vertex separation number of digraph G, denoted by dvsn(G), is
the minimum integer k such that V (G) is k-feasible.

It is known that the directed pathwidth of G equals dvsn(G) for every di-
graph G [20](see also [12] for the undirected case). Based on this fact, we work
on the directed vertex separation number in the remaining of this paper.

The following lemma formulates a straightforward reasoning used twice in the
sequel.

Lemma 1. Let U ⊆ V (G), let X ⊆ V (G)\U be such that N−(X) ⊆ U∪N−(U),
and let W = U ∪ X. Suppose that W is k-feasible and U is strongly k-feasible.
Then, W is also strongly k-feasible.

Proof. Since U is strongly k-feasible, there is a sequence U = U0, U1, . . . , Uh =
V (G) of k-feasible sets of vertices such that Ui−1 ⊆ Ui and |Ui| = |Ui−1|+ 1 for
1 ≤ i ≤ h. Let Wi = Ui ∪ X for 0 ≤ i ≤ h. Since N−(X) ⊆ U ∪ N−(U) by
assumption, we have N−(Wi) ⊆ N−(Ui) and hence |N−(Wi)| ≤ k, for 0 ≤ i ≤ h.
Since Wi−1 ⊆ Wi and either |Wi| = |Wi−1| or |Wi| = |Wi−1| + 1 for 1 ≤ i ≤ h,
a straightforward induction shows that Wi for each 0 ≤ i ≤ h is k-feasible.
Therefore, W0 = W is strongly k-feasible. ��

We call U ⊆ V (G) a full set (with respect to G), if there is no v ∈ N−(U) with
N−(v) ⊆ U ∪ N−(U). For each U , there is a unique superset of U that is a full
set, which we denote by fullset(U). Indeed, fullset(U) is defined by

fullset(U) = U ∪ {v ∈ N−(U) | N−(v) ⊆ U ∪ N−(U)}.

Note that N−(fullset(U)) ⊆ N−(U).

Lemma 2. Let U be an arbitrary subset of V (G). If U is k-feasible then so is
fullset(U). Moreover, if U is strongly k-feasible then so is fullset(U).

Proof. Let X = fullset(U) \U and let v1, v2, . . . , and vh, where h = |X |, be the
elements of X listed in an arbitrary order. Let U0 = U and Ui = Ui−1 ∪ {vi},
1 ≤ i ≤ h. Since N−(vi) ⊆ U ∪ N−(U) for 1 ≤ i ≤ h by the definition of
fullset(U), we have N−(Ui) = N−(Ui−1)\{vi} for 1 ≤ i ≤ h. Therefore, the first
claim of the lemma follows.

Suppose next that U is strongly k-feasible. By the first claim, fullset(U) is
k-feasible. Since N−(X) ⊆ U ∪N−(U), by Lemma 1 it follows that fullset(U) =
U ∪ X is strongly k-feasible. ��
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Let U ⊆ V (G), H = G[V (G)\N−(U)]. Observe that, for each strongly connected
component C of H , either C ⊆ U or C ⊆ Ũ , as otherwise N−(U) would contain
a vertex in C.

An undirected counterpart of the following lemma is called the component
push rule in [18].

Lemma 3. Let U and H be as above and let C be a strongly connected compo-
nent of H such that C ⊆ Ũ , N−(C) ⊆ U ∪N−(U), and |N−(U)|+ |C| ≤ k+ 1.
If U is k-feasible then U ∪ C is k-feasible. Moreover, if U is strongly k-feasible
then U ∪C is strongly k-feasible.

Proof. Let W = U ∪ C. First observe that N−(W ) = N−(U): N−(W ) ⊆
N−(U) since N−(C) ⊆ U ∪ N−(U) by assumption; N−(U) ⊆ N−(W ) since
C ∩ N−(U) = ∅. The first claim of the lemma is trivial since |N−(U ∪ A)| ≤
|N−(U)| + |C| − 1 ≤ k for every nonempty subset A of C.

Suppose next that U is strongly k-feasible. Since N−(C) ⊆ U ∪ N−(U) by
assumption, by Lemma 1 it follows that W is strongly k-feasible. ��

For each digraphH let C(H) denote the set of all strongly connected components
of H . Consider the natural partial ordering ≺ on C(H): C ≺ D if and only if H
contains a directed path from a vertex in C to a vertex in D. For each U ⊆ V (G)
with |N−(U)| ≤ k, we denote by pushk(U) the superset of U defined as follows.
Let H = G[V (G) \ N−(U)], s = k − |N−(U)| + 1, and define

P = {C ∈ C(H) | C ⊆ Ũ , |C| ≤ s, and there is no D ∈ C(H)

with D ⊆ Ũ , |D| > s, and D ≺ C}.

Then, we let pushk(U) = U ∪
⋃

C∈P C.
By a repeated application of Lemma 3, we obtain the following lemma.

Lemma 4. Let U ⊆ V (G). If U is k-feasible then so is pushk(U). Moreover, if
U is strongly k-feasible then so is pushk(U).

Following [18] we use component push rules not only as an algorithmic technique
but also as a tool for analysis. The following lemma formalizes this latter aspect.

Lemma 5. Let S ⊆ V (G) with |S| ≤ k. Then, the number of vertex sets
U ⊆ V (G) with N−(U) = S and pushk(U) = U is at most 2

n
s+1 where

s = k − |S|+ 1.

Proof. Fix S ⊆ V (G) with |S| ≤ k and let s = k− |S|+1. Let H = G[V (G) \S]
and Cs the set of strongly connected components of H with cardinality strictly
larger than s. Note that, for each U ⊆ V (G) with N−(U) = S and a strongly
connected component C of H , either C ⊆ U or C ⊆ Ũ . Thus, each such U
induces a bipartition (AU ,BU ) of Cs: C ⊆ U for each C ∈ AU and C ⊆ Ũ for
each C ∈ BU .

We call a bipartition (A,B) of Cs valid if there is no pair C ∈ B and D ∈ A
such that C ≺ D where ≺ is the partial ordering defined before on the set of
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strongly connected components of H . For some U to exist such that AU = A
and BU = B, (A,B) must be a valid partition of Cs because, for each U with
N−(U) = S, we cannot have two strongly connected components C and D of H
with C ≺ D, C ⊆ Ũ , and D ⊆ U .

For each valid bipartition (A,B) of Cs, there is exactly one U ⊆ V (G) such
that N−(U) = S, pushk(U) = U , and (AU ,BU ) = (A,B). Indeed, such U is
defined by

⋃
C∈A∪D C, where D is the set of strongly connected components C

of H such that |C| ≤ s and there is no D ∈ B with D ≺ C.
Since |Cs| ≤ n

s+1 , the number of bipartitions of Cs is at most 2
n

s+1 and

this bound applies to the number of vertex sets U with N−(U) = S and
pushk(U) = U . ��
Let H(x) = −x log x − (1 − x) log(1 − x), 0 < x < 1, denote the binary entropy
function. We freely use the following well-known bound on the number of subsets
of bounded cardinality.

Proposition 1. (see [7], for example) Let S be a set of n elements and let
0 < α ≤ 1

2 . Then the number of subsets of S with cardinality at most αn is at

most 2H(α)n.

3 Algorithm LARGE-WIDTH

Given an integer k > 0 and a digraph G with n vertices, Algorithm LARGE-
WIDTH decides whether dvsn(G) ≤ k in the following steps.

The algorithm uses function f∗ defined as follows. Define f : 2V (G) → 2V (G)

by f(U) = fullset(pushk(U)). Since U ⊆ f(U), there is some h for each U such
that fh(U) = fh+1(U). We denote this fh(U) by f∗(U). Note that if W = f∗(U)
for some U then W = fullset(W ) = pushk(W ).

1. Set U1 := {{v} | v ∈ V (G), |N−(v)| ≤ k} and Ui := ∅ for 2 ≤ i ≤ n.
2. Repeat the following for i = 1, 2, . . . , n− 1.

(a) For each U ∈ Ui and for each v ∈ V (G) \U with |N−(U ∪ {v})| ≤ k, let
W = f∗(U ∪ {v}) and reset Uj := Uj ∪ {W} where j = |W |.

3. If Un is not empty then answer “YES”; otherwise answer “NO”.

Lemma 6. Algorithm LARGE-WIDTH is correct.

Proof. In the following proof, we abuse the notation and let Ui, 1 ≤ i ≤ n,
denote the final value of the program variable Ui. To justify the answer at step
3, we show that V (G) is k-feasible if and only if Un is nonempty.

First note that, by Lemmas 2 and 4, every member of Ui is k-feasible for
1 ≤ i ≤ n. Therefore if Un �= ∅ then V (G) is k-feasible.

To prove the other direction, suppose V (G) is k-feasible. We show that Un �= ∅.
Let t be the largest i such that Ui contains a strongly k-feasible vertex set. If
t = n then we are done. Suppose not and let U ∈ Ut be strongly k-feasible. Then,
by definition, there must be some v �∈ U such that U ∪{v} is strongly k-feasible.
Then, by Lemmas 2 and 4, W = f∗(U ∪ {v}) is strongly k-feasible. Since the
algorithm puts W in Uj where j = |W | > t, this is a contradiction and therefore
it must be that t = n. ��
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We analyze the complexity of this algorithm for particular values of k for which
this algorithm is intended.

Lemma 7. Let δ > 0 be fixed. For k > (13 + δ)n, algorithm LARGE-WIDTH

runs in O∗(2H( 1
3 )n) time.

Proof. Let W denote the set
⋃

2≤i≤n Ui after the algorithm execution. We con-
sider the following subsets of W :

W1 = {U ∈ W | |U | ≤ n/3},
W2 = {U ∈ W | |U ∪ N−(U)| ≥ 2n/3}, and
W3 = W \ (W1 ∪ W2).

By Proposition 1, we have |W1| ≤ 2H( 1
3 )n. To bound |W2|, observe that U =

fullset(U) for each member U of W and hence, for each S ⊆ V (G), there is
at most one U ∈ W such that U ∪ N−(U) = S. Since the number of S with

|S| ≥ 2n/3 is at most 2H( 1
3 )n, we have |W2| ≤ 2H( 1

3 )n.
For each U ∈ W3, we have |N−(U)| < n/3. For each S ⊆ V (G) with |S| < n/3,

let WS = {U ∈ W3 | N−(U) = S}. Since U = pushk(U) for each U ∈ W , we

have, by Lemma 5, |WS | ≤ 2
n

k−|S|+2 ≤ 2
1
δ for each S. Since the number of

S ⊆ V (G) with |S| < n/3 is at most 2H( 1
3 )n, we have |W3| = O(2H( 1

3 )n). Since
each member of W is involved in a computation of nO(1) time, the total running
time of the algorithm is O∗(2H( 1

3 )n). ��

4 XP Algorithm

We review the XP algorithm for directed pathwidth due to Tamaki [19] which
is an essential ingredient in algorithm SMALL-WIDTH.

Theorem 2. [19] Given a positive integer k and a digraph G with n vertices
and m edges, it can be decided in O(mnk+1) time whether V (G) is k-feasible.

The algorithm claimed in this theorem is based on the natural search tree consist-
ing of all k-feasible sequences in Σ(G). The running time is achieved by pruning
this search tree of potentially factorial size into one with O(nk+1) search nodes.
The following lemma is used to enable this pruning. We say that a proper ex-
tension τ of σ ∈ Σ(G) is non-expanding if |N−(τ)| ≤ |N−(σ)|.

Lemma 8. (Commitment Lemma [19]) Let σ be a strongly k-feasible sequence
in Σ(G) and let τ be a shortest non-expanding k-feasible extension of σ, that is,

1. |N−(V (τ))| ≤ |N−(V (σ))|, and
2. |N−(V (τ ′))| > |N−(V (σ))| for every k-feasible proper extension τ ′ of σ with

|τ ′| < |τ |.

Then, τ is strongly k-feasible.
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Suppose sequence σ is in the search tree and has a non-expanding k-feasible
extension τ . Then the commitment lemma allows σ to “commit to” this descen-
dant τ : we may remove from the search tree all the descendants of σ with length
|τ | but τ . It is shown in [19] that the resulting search tree contains O(nk+1)
sequences.

To adapt this result for our purposes, we need some details of the pruned
search tree. Let σ and τ be two k-feasible sequences of the same length. We say
that σ is preferable to τ if either |N−(V (σ))| < |N−(V (τ))| or |N−(V (σ))| =
|N−(V (τ))| and σ < τ in the lexicographic ordering on Σ(G) based on some fixed
total order on V (G). We say σ suppresses τ , if σ is preferable to τ and there
is some common prefix σ′ of σ and τ such that σ is a shortest non-expanding
k-feasible extension of σ′.

Let Si, 1 ≤ i ≤ n, denote a set of k-feasible sequence with length i defined
inductively as follows. Each member of Si will represent a node in our search
tree at level i.

1. S1 = {v | |N−(v)| ≤ k}.
2. For 1 ≤ i < n, let Ti+1 = {σv | σ ∈ Si, v ∈ V (G) \ V (σ), and |N−(V (σ) ∪

{v})| ≤ k}. We let Si+1 be the set of elements of Ti+1 not suppressed by any
elements of Ti+1.

To analyze the size of each set Si, [19] assigns a sequence sgn(σ), called the
signature of σ, to each k-feasible sequence σ as follows.

Call a non-expanding k-feasible extension τ of σ locally shortest, if no proper
prefix of τ is a non-expanding extension of σ. We define sgn(σ) inductively as
follows.

1. If σ is empty then sgn(σ) is empty.
2. If σ is nonempty and is a locally shortest non-expanding extension of some

prefix of σ, then sgn(σ) = sgn(τ), where τ is the shortest prefix of σ with
the property that σ is a locally shortest non-expanding k-feasible extension
of τ .

3. Otherwise sgn(σ) = sgn(σ′)v, where v is the last vertex of σ and σ = σ′v.

Lemma 9. [19] For each i, 1 ≤ i ≤ n, if σ and τ are two distinct elements of
Si then neither sgn(σ) nor sgn(τ) is the prefix of the other.

The following properties of the pruned search tree follow from this lemma.

Lemma 10. Suppose σ ∈ S|σ| is a non-expanding extension of a singleton se-
quence v. Then, σ is the only extension of v in S|σ|.

Proof. Let σ0 = v and, for i = 1, . . ., let σi be the shortest prefix of σ that
is a non-expanding extension of σi−1. We see that σ1 is well-defined since σ is
a non-expanding extension of σ0 and that there is some j > 0 such that σi for
1 ≤ i ≤ j is well-defined and σj = σ. Observe that, for 1 ≤ i ≤ j, σi is the locally
shortest non-expanding extension of σi−1 and σi−1 is the shortest prefix α of σi
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such that σi is the locally shortest non-expanding extension of α. Therefore, by
the definition of the signature, we have sgn(σi) = v for 0 ≤ i ≤ j.

Suppose now that S|σ| contains some extension τ of v that is distinct from
σ. By Lemma 9, sgn(τ) must start with some u �= v. This is possible only if τ
has a prefix τ ′ that is a non-expanding extension of the empty sequence, which
implies that N−(V (τ ′)) = ∅. This is impossible since if such τ ′ exists, then some
prefix of σ would be suppressed contradicting the presence of σ in S|σ|. ��

Lemma 11. Let 1 ≤ j ≤ n and let h be the minimum value of |N−(V (σ))| over
all sequences σ in

⋃
1≤i≤j Si. Then, we have |Si| ≤ nk−h for 1 ≤ i ≤ j.

Proof. In [19], it is shown that |sgn(σ)| ≤ |N−(V (σ))| for each k-feasible se-
quence σ. The proof therein in fact shows that |sgn(σ)| ≤ |N−(V (σ))| − h for
σ ∈
⋃

1≤i≤j Si. By Lemma 9, we have |Si| ≤ nk−h for 1 ≤ i ≤ j. ��

5 Algorithm SMALL-WIDTH

Fix ε > 0 and fix an integer d > 1/ε. The following description of our algorithm
depends on d. We assume k, an input to the algorithm, satisfies k > d; otherwise
the algorithm in Theorem 2 runs in nO(1) time.

Our strategy is to record only those sets U with |N−(U)| < k − d and U =
pushk(U) in our computation. For each S with |S| < k − d, by Lemma 5, the
number of U such that N−(U) = S and U = pushk(U) is at most 2εn.

To process U with |N−(U)| ≥ k − d, we use the XP algorithm in [19]. The
following lemma is at the heart of our algorithm.

Lemma 12. There is an algorithm that, given a k-feasible vertex set U ⊆ V (G)
with k − d ≤ |N−(U)| ≤ k, runs in nd+O(1) time and either

1. proves that U is strongly k-feasible,
2. proves that U is not strongly k-feasible, or
3. produces some proper superset W of U with |N−(W )| < k − d such that U

is strongly k-feasible if and only if W is strongly k-feasible.

Proof. Let G/U denote the graph obtained from G by shrinking U into one
vertex vU : V (G/U) = (V (G) \ U) ∪ {vU} and E(G/U) = E1 ∪ E2 ∪ E3 where

E1 = {(u, v) ∈ E(G) | u, v ∈ V (G) \ U},
E2 = {(vU , u) | u �∈ U, ∃v ∈ U : (v, u) ∈ E(G)}, and

E3 = {(u, vU ) | u �∈ U, ∃v ∈ U : (u, v) ∈ E(G)}.

We run the algorithm in Theorem 2 on H = G/U , setting the root of the search
tree to be the singleton sequence consisting of vU . Suppose first that the search
tree does not contain any sequence σ with |N−

H (V (σ))| < k− d. In this case, the
size of the search tree is O(nd+1) by Lemma 11 and therefore the running time of
this algorithm execution is nd+O(1). If the search tree contains a sequence σ with
V (σ) = V (H), we know that {vU} is strongly k-feasible in H and hence U is
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strongly k-feasible in G. Otherwise we conclude that U is not strongly k-feasible
in G.

Suppose next that the search tree contains a sequence σ with |N−
H (V (σ))| <

k−d: let σ be the shortest among such. We expand the search tree in the breadth-
first manner and stop the search as soon as σ is encountered. By Lemma 10, σ is
the only sequence with length |σ| in the search tree. Since σ is obtained from the
singleton sequence vU via a series of commitments (see the proof of Lemma 10),
σ is strongly k-feasible in H if and only if {vU} is strongly k-feasible in H . In
terms of the original graph G, we let W = U ∪ (V (σ) \ {vU}) and see that U is
strongly k-feasible if and only if W is strongly k-feasible. We return W for the
third case of the algorithm. The size of the search tree is O(nd+1), and hence
the running time is nd+O(1), in this case as well. ��

Algorithm SMALL-WIDTH, given G and k, decides if dvsn(G) ≤ k in the fol-
lowing steps.

1. Set U1 := {{v} | v ∈ V (G), |N−(v)| ≤ k} and Ui := ∅ for 2 ≤ i ≤ n.
2. Repeat the following for i = 1, 2, . . . n− 1.

For each U ∈ Ui and for each v ∈ V (G) \ U with |N−(U ∪ {v})| ≤ k, let
U ′ = U ∪ {v} and do the following.
(a) If |N−(U ′)| < k − d then let W = pushk(U

′) and reset Uj := Uj ∪ {W},
where j = |W |.

(b) If |N−(U ′)| ≥ k−d then apply the algorithm of Lemma 12 to G and U ′.
i. If U ′ is found strongly k-feasible, then stop the entire algorithm

answering “YES”.
ii. If U ′ is found not strongly k-feasible, then do nothing.
iii. If a proper superset W of U ′ with |N−(W )| < k−d is returned, then

reset Uj := Uj ∪ {pushk(W )}, where j = | pushk(W )|.
3. If Un is nonempty then answer “YES”; otherwise answer “NO”.

Lemma 13. Algorithm SMALL-WIDTH is correct.

Proof. As a consequences of Lemma 12, the answer “YES” at step (2-b-i) is
correct. So suppose that the algorithm terminates at step 3. In the following
proof, we abuse the notation and let Ui, 1 ≤ i ≤ n, denote the final value of
the program variable Ui. To justify the answers at step 3, we prove that V (G)
is k-feasible if and only if Un is nonempty.

First observe that every member of
⋃

1≤i≤n Ui is k-feasible. This is certainly
true for every member of U1 and the algorithm ensures only k-feasible sets are
put into Uj , for any j, at subsequent steps. Note that we rely on Lemma 4 when
we put pushk(X) for some k-feasible set X into Uj at steps (2-a) and (2-b-iii).
Therefore, if Un is nonempty, then V (G) is k-feasible.

To prove the other direction, suppose V (G) is k-feasible. We show that Un is
nonempty.

Let t be the maximum i such that Ui contains a strongly k-feasible vertex set.
If t = n we are done. Suppose not and let U ∈ Ut be strongly k-feasible. Since U
is strongly k-feasible, there must be some v ∈ V (G) \ U such that U ′ = U ∪ {v}
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is strongly k-feasible. If |N−(U ′)| < k − d then the algorithm puts pushk(U
′)

in Uj for some j > t, a contradiction since pushk(U
′) is strongly k-feasible by

Lemma 4. Otherwise, the algorithm of Lemma 12 is applied to U ′. Under our
assumptions that case (2-b-i) does not happen and that U ′ is strongly k-feasible,
the algorithm must return some proper superset W of U ′ with |N−(W )| < k−d
that is strongly k-feasible. A contradiction since the algorithm puts pushk(W )
in Uj for some j > t.

In either case, we have a contradiction and conclude that t = n. ��

Lemma 14. For k ≤ n/2, algorithm SMALL-WIDTH runs in O(2(H(k/n)+ε)n)
time.

Proof. It is clear that the algorithm spends nd+O(1) = nO(1) time to process
each element in U =

⋃
1≤i≤n Ui. Therefore, it is enough to show that |U| ≤

O(2(H(k/n)+ε′)n) for some ε′ < ε.
Obviously, we have |U1| ≤ n. Let U ∈ U \ U1. Since U = pushk(X) for some

X , we have U = pushk(U). By Lemma 5, for each S ⊆ V (G) with |S| < k − d,
the number of U with N−(U) = S and pushk(U) = U is at most 2ε

′n where
ε′ = 1

d+3 < ε. The desired upper bound on |U| follows since the number of vertex

sets S with |S| < k − d is smaller than 2H(k/n)n. ��

6 Combining the Two Algorithms

Theorem 1 immediately follows from a combination of the two algorithms given
in previous sections. Observe 2H(1/3) < 1.89 and choose positive δ and ε so
that 2H(1/3+δ)+ε < 1.89. If k > (13 + δ)n, we apply algorithm LARGE-WIDTH;
otherwise, we apply algorithm SMALL-WIDTH. From Lemmas 7 and 14, we see
that the running time of the algorithm is O(1.89n) in both cases.
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Abstract. We study the computational complexity of graph planariza-
tion via edge contraction. The problem Contract asks whether there
exists a set S of at most k edges that when contracted produces a planar
graph. We give an FPT algorithm in time O(n2f(k)) which solves a more
general problem P -RestrictedContract in which S has to satisfy in
addition a fixed inclusion-closed MSOL formula P .

For different formulas P we get different problems. As a specific ex-
ample, we study the �-subgraph contractability problem in which edges
of a set S are required to form disjoint connected subgraphs of size at
most �. This problem can be solved in time O(n2f ′(k, l)) using the gen-
eral algorithm. We also show that for � ≥ 2 the problem is NP-complete.
And it remains NP-complete when generalized for a fixed genus (instead
of planar graphs).

1 Introduction

Graph visualization techniques are thoroughly studied. In many applications vi-
sual understanding of the graph under consideration is important or required.
It is commonly accepted that edge crossings make a plane drawing of a graph
less clear, and thus the goal is to avoid them, or reduce their number. It is now
well-known that one can decide fast whether crossings can be avoided at all,
as planarity testing is linear time decidable [10], while determining the mini-
mum number of crossings needed to draw a non-planar graph is NP-hard [8].
Several variants of planar visualization of graphs have been then considered and
explored, including simultaneous embeddings, book-embeddings, embeddings on
surfaces of higher genus, etc.

Marx et al. [12] considered planarization of a graph by removing its vertices.
Another possible way to planarize a graph is by contracting some of its edges.
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If the number of contracted edges is not limited, every connected graph can
trivially be contracted into a single vertex, and thus becomes planar. A graph is
k-contractible if the number of contracted edges is limited by a number k. If k is
a part of the input, testing k-contractibility is NP-complete [1]. Polynomial-time
algorithms are known if one asks about contraction to a particular fixed planar
graph (so called H-contractibility); for nice overviews see [4,11]. In this paper,
we present a fixed-parameter tractable algorithm for contractability to planar
graphs.

Restricted Contractibility. We address the following more general problem.
A subset of edges S is called a planarizing set if by contracting S in G the
graph becomes planar. We want to find a planarizing set S of size at most k that
satisfies an additional restriction: a monadic second-order logic (MSOL) formula
P fixed for the problem.1

Problem: P -RestrictedContract

Input: An undirected graph G and an integer k.
Output: Is there a planarizing set S ⊆ E(G) of size at most k satisfying P

that when contracted produces a planar graph?

An MSOL formula P is inclusion-closed if for every S satisfying P also every
S′ ⊆ S satisfies P . This is a natural condition which, for instance, allows to look
for an inclusion-minimal matching in G. The main result of this paper is:

Theorem 1. For every inclusion-closed MSOL formula P , the problem P -

RestrictedContract is solvable in time O(n2f(k)) where n is the number of
vertices of G.

Our algorithm is a modification of a quadratic-time FPT algorithm for crossing
number of Grohe [9]. The most significant change is a different proof of Lemma 1.
We cannot use the same approach as in [9] because k-contractible graphs do not
have bounded genus [5] which is essential in [9].

For a trivial formula P that is true for every set of edges, we get the k-
contractibility problem considered above. We note that k-contractibility was
independently proved to be solvable in time O(n2+εf̄(k)) for every ε > 0 in
a recent paper of Golovach et al. [5]. We obtained independently our results
at a similar date [6]. The algorithm described here uses similar techniques but
improves the time complexity and in fact solves a more general problem.

	-subgraph Contractibility. For different formulas P , we get problems dif-
ferent from k-contractibility having new specific properties. As one example, we
describe a problem called 	-subgraph contractibility. A graph is called 	-subgraph
contractible if there exists a planarizing set S such that its edges form disjoint
connected subgraphs of size at most 	. We show that this property of the pla-
narizing set S can be described in MSOL.

1 More precisely, we have different formulas Pk(e1, . . . , ek) for each k where S =
{e1, . . . , ek}. So the length of the formula may depend on k.



196 J. Abello et al.

Problem: 	-SubContract

Input: An undirected graph G and an integer k.
Output: Is G 	-subgraph contractible by a set S having at most k edges?

This problem is closely related to graph clustering: The mentioned subgraphs
of size at most 	 are non-trivial clusters of the graph and are such that the re-
sulting cluster graph is planar. In comparison to k-contractibility, the contracted
edges have to be more equally distributed in G, and thus the contractions do
not change the graph too much.

From a graph drawing perspective this approach offers a drawing such that
all crossings happen in disjoint areas nearby the clusters and the rest of the
meta-drawing is crossing-free. Such a meta-drawing resembles well the original
graph and can be well grasped by a glance from the distance. The local crossings
get inspected by taking a magnifying glass for particular clusters.

Proposition 1. For every fixed 	, the problem 	-SubContract can be solved
in time O(n2f ′(k)) where n is the number of vertices.

If 	 = 1, the problem is solvable in linear time as it becomes just planarity
testing. For 	 ≥ 2, we prove:

Theorem 2. For 	 ≥ 2, the problem 	-SubContract is NP-complete.

We note that in the case of 	 = 2, the planarizing set S is a matching in G. In
the Conclusions Section, we show how the hardness result generalizes to surfaces
of higher genus.

Definitions and Notation

For a graph G, we denote by V (G) its vertices and by E(G) its edges (or simply
V and E, when the graph is clear from the context). We denote by G ◦ e the
(multi)graph obtained by contracting an edge e in G (in contractions, we keep
parallel edges and loops; they do not influence planarity of G ◦ e anyway).

For a set of edges S, we denote a graph created from G by contracting all edges
of S by G ◦S. We call S ⊆ E a planarazing set of G if G ◦S is a planar graph. We
say that G is k-contractible if there exists a planarizing set S of size at most k.

2 Restricted Contractibility Is Fixed-Parameter
Tractable

In this section, we show that the problem P -RestrictedContract for a fixed
inclusion-closed MSOL formula P is fixed-parameter tractable with parameter
k. Namely, we exhibit an algorithm, to solve this parameterized version, that
runs in time O(n2 · f(k)).

A basic structure of our algorithm is based on the following well-known idea
invented by Grohe [9]. If the graph has small tree-width, we can solve the prob-
lem in a “brute-force way” using MSOL. If the tree-width is large, we find an
embedded large hexagonal grid and produce a smaller graph to which we can
apply the procedure recursively.
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2.1 Definitions

We first introduce notation similar to that of Grohe’s in [9].

Topological Embeddings. A topological embedding h : G ↪→ H of G into H
consists of two mappings: hV : V (G) → V (H) and hE : E(G) → P (H), where
P (H) denotes paths in H . These mappings must satisfy the following properties:

– The mapping hV is injective, distinct vertices of G are mapped to distinct
vertices of H .

– For distinct edges e and f of G, the paths hE(e) and hE(f) are distinct, do
not share internal vertices and share possibly at most one endpoint.

– If e = uv is an edge of G then hV (u) and hV (v) are the endpoints of the
path hE(e). If w is vertex of G different from u and v then path hE(e) does
not contain the vertex hV (w).

It is useful to notice that there exists a topological embedding h : G ↪→ H ,
if there exists a subdivision of G which is a subgraph of H . For a subgraph
G′ ⊆ G, denote by h � G′ the restriction of h to G′. For simplicity, we use the
term embeddings instead of topological embeddings.

Hexagonal Grid. We define recursively the hexagonal grid Hr of radius r (see
Figure 1). The graph H1 is a hexagon (the cycle of length six). The graph Hr+1

is obtained from Hr by adding 6r hexagonal faces around Hr as indicated in
Figure 1.

The nested principal cycles C1, . . . , Cr are called the boundary cycles of
H1, . . . , Hr . From the inductive construction of Hr, Hk is obtained from Hk−1

by adding Ck and connecting it to Ck−1. A principal subgrid Hs
r where s ≤ r

denotes the subgraph of Hr isomorphic to Hs and bounded by the principal
cycle Cs of Hr.

Flat Topological Embeddings. Let H be a subgraph of a graph G. An H-
component C of G is

– either a connected component of G \ H together with the edges connecting
C to H , or

– an edge e of G \ H with both endpoints in H .

H1

C1
C2

H2

H2
3

H3

Fig. 1. Hexagonal grids H1, H2 and H3. Inside H2, the principal cycles C
1 and C2 are

depicted in bold. Inside H3, the principal subgrid H2
3 is shown.
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C1

H

C2

C3(a)

C1

C2

C3

(b)

h+(H3)

Fig. 2. (a) H-components C1, C2 and C3 of G. (b) A subgraph h+(H3) consisting
of h(H3) and three proper components C1, C2 and C3 having attachments to inner
vertices of h(H3) (highlighted in bold). The embedding h is not flat since C3 obstructs
planarity.

The endpoints of edges of C contained in H are called the vertices of attachment
of C. Figure 2a illustrates the notion of H-components.

Let G be a graph and let h : Hr ↪→ G be an embedding of a hexagonal grid
in G. An h(Hr)-component C is called proper if C has at least one vertex of
attachment in h(Hr) \ h(Cr), namely, the component is attached to an inner
vertex of the grid. Let h+(Hr) denote the union of h(Hr) with all proper h(Hr)-
components. Notice that the proper h(Hr)-components may be obstructions to
the planarity of h+(Hr). The embedding h is called a flat embedding if h+(Hr)
is a planar graph. For an example, see Figure 2b.

Tree-width. For a graph G, its tree-width is the smallest integer k such that G
is subgraph of a k-tree. This parameter describes how much is G “similar” to a
tree. For our purposes, we use tree-width as a black box in our algorithm. The
following two properties of tree-width are crucial.

Theorem 3 (Robertson and Seymour [15], Boadlaender [2], Perkovic̀
and Reed [14]). For every s ≥ 1, there is an integer w ≥ 1 and a linear-time
algorithm that, given a graph G, either (correctly) recognizes that the tree-width
of G is at most w or returns an embedding h : Hs ↪→ G.

Theorem 4 (Courcelle [3]). For every graph G of tree-width at most t and
every MSOL formula ϕ, there exists an algorithm that in time O(n · g(t)), where
n number of vertices of G, decides the formula ϕ on G.

2.2 The Algorithm

Overview. The general outline of the algorithm is as follows. It proceeds in
two phases. The first phase deals with graphs of large tree-width and repeatedly
modifies G to produce a graph of small tree-width. In addition, we keep a set
F ⊂ E of forbidden edges for contractions. Initially, F is empty and during the
modification some edges are added. The second phase uses an MSOL formula
and Courcelle’s Theorem 4 to solve P -RestrictedContract on this graph.
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Phase I. We first prove the following lemma, which states that in an embedded
large hexagonal grid Hs into G, we either find a smaller flat hexagonal grid
Hr, or else G is not k-contractible. This lemma represents the most significant
difference from the paper of Grohe [9].

Lemma 1. Let G be a k-contractible graph. For every r ≥ 1, there exists s ≥ 1
such that for every embedding h : Hs ↪→ G there is some subgrid Hr ⊆ Hs such
that h � Hr is a flat embedding.

Proof. For given r and k, we fix s and t large enough as follows: We choose
s ≈ 2kt so that Hs contains 2k + 1 disjoint subgrids Ht1 , . . . , Ht2k+1

of radius t

and let H ′
ti , formerly denoted by Ht−2

ti , be a subgrid of Hti without two outer-
most layers. We choose t ≈ 7rk so that each H ′

ti contains 7k+1 disjoint subgrids
Hti,r1 , . . . , Hti,r7k+1

of radius r.2 In this way, we get a hierarchy of nested sub-
grids:

Hs ⊃ Hti ⊃ H ′
ti ⊃ Hti,rj , 1 ≤ i ≤ 2k + 1, 1 ≤ j ≤ 7k + 1.

We argue next that in this hierarchy, some Hti,rj is h � Hti,rj a flat embedding.
Since we are assuming that G is k-contractible, we can fix a matching pla-

narizing set S and consider one subgrid Hti . Let a cell be an h-image of a
hexagon of H ′

ti . We call an h(H ′
ti)-component bad if it contains an edge from

S. A cell is considered bad if it contains an edge of S or if there is at least one
bad h(H ′

ti)-component attached to the cell. Since bad cells have some obstruc-
tions to planarity attached to them we will exhibit some grid Hti,rj such that
its embeddiing h(Hti,rj ) avoids all bad cells.

To proceed, call an h(H ′
ti)-component C large if the vertices of attachment of

C are not contained in one cell (as an example, in Figure 2b, components C1 and
C2 are not large but C3 is large). Large h(H ′

ti)-components posses the following
useful properties which we prove afterwards in a series of claims.

1. If an h(H ′
ti)-component is large, then we can embed K3,3 into h+(Hti).

This means that there must be some Hti having no large h(H ′
ti)-component,

otherwise the graph would not be k-contractible.

2. On the other hand, if a bad h(H ′
ti)-component is not large, it can produce

at most seven bad cells.This implies that h(H ′
ti) must have a number of bad

cells bounded by 7k and therefore for some j, h(Hti,rj ) is a flat embedding.

Claim. Let C be a large h(H ′
ti)-component. Then we can embed K3,3 into

h+(Hti) such that K−
3,3 := K3,3 − e is embedded directly into the grid h(Hti).

Proof. Instead of a tedious formal proof, we illustrate the main idea in Figure 3.
If C is large, it has two vertices u and v not contained in one cell. Thus there
exists a path P going across the grid “between” u and v. Using C as a “bridge”
from u to v, we can cross P by another path across the grid. These two paths
together with two outer layers of h(Hti) allow us to embed K3,3 into h+(Hti)
such that K−

3,3 is embedded into h(Hti). *
2 Actually just s ≈

√
2kt and t ≈

√
7kr would be sufficient.
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P
C

H ′
ti

Hti

u v

K3,3

↪→

Fig. 3. The component C acts as a bridge allowing two non-crossing paths across the
grid. Thus we can embed K3,3 into h(Hti).

Claim. There is some Hti such that there is no large h(H ′
ti)-component.

Proof. According to the above claim, if Ht� contains a large h(H ′
t�)-component,

we can embed K3,3 into h+(Ht�). Since G ◦ S is a planar graph, this embedding
of K3,3 has to be contracted by S. To contract this K3,3, there has to be an
edge e ∈ S incident with h(K−

3,3) and therefore incident with h(Ht�) directly.
But since |S| ≤ k and we have 2k+1 disjoint grids, there is some Hti not having
any edge S incident with h(Hti). Thus there is no large h(H ′

ti)-component. *

Claim. For this Hti , h(H
′
ti) contains at most 7k bad cells.

Proof. Let e ∈ S. Since no h(H ′
ti)-component C is large, it is attached to at

most seven cells. Therefore, if e ∈ C, we get at most seven bad cells. If e belongs
to a cell directly, we get two bad cells. Since |S| ≤ k, we get at most 7k bad
cells. *

To conclude the proof of Lemma 1, by the pigeon-hole principle one of
h(Hti,r1), . . . , h(Hti,r7k+1) containing no bad cells forces the existence of one
Hti,rj such that h+(Hti,rj ) has no edges of S and it is planar; in other words
h(Hti,rj ) is flat. ��

The next lemma shows that a small part of h+(Hr) is never contracted by a min-
imal set S. Let a kernel K of h+(Hr) denote the h-image of the central principal
cycle h(C1) together with the h(Hr)-components attached only to h(C1).

Lemma 2. Let G be a k-contractible graph and let S be a minimal planarizing
set of G. Let h : Hr ↪→ G, r ≥ 2k + 3 be a flat embedding and let K be a kernel
of h+(Hr). Then the edges of G incident with the vertices of K do not belong to
S.

Details of the proof are omited due to space limitations but it is very similar to
the one in Grohe [9] (see full version for details).

Recall that F is the set of forbidden edges to contract. If the graph G is
k-contractible by a planarizing set S such that S ∩ F = ∅, we say that G is
(k, F )-contractible. Proceeding with our algorithm, we use Lemma 2 to modify



MSOL Restricted Contractibility to Planar Graphs 201

the input G and F to a smaller graph G′ and an extended set F ′ as follows:
G′ := G ◦ K (the kernel K is contracted into a single vertex), F ′ is equal to F
together with edges connecting K to G \ K.

Lemma 3. The graph G is (k, F )-contractible if and only if the graph G′ is
(k, F ′)-contractible.

Proof. According to Lemma 2, a minimal matching planarizing set S for G
avoiding F does not contain any edges of K and F ′. Therefore, it also works for
G′.

On the other hand, if G′ has a matching contractible set S disjoint from F ,
consider an embedding of G′ ◦ S and replace the contracted vertex of the kernel
by an embedding of K in a manner completely analog to the one described in
the proof of Lemma 2. ��

Phase II. We show next that when the tree-width of G is small, we can solve
(k, F )-contractibility with respect to P using Courcelle’s theorem [3]. To this
effect all we need to show is that is possible to express (k, F )-contractibility in
monadic second-order logic (MSOL).

Lemma 4. For a fixed graph H, there exists an MSOL formula μH(e1, . . . , ek)
which is satisfied if and only if G′ := G ◦ e1 ◦ · · · ◦ ek contains H as a minor.

Due to space limitations, the proof is moved to the full version.
An MSOL formula ϕ(k,F ) for testing (k, F )-contractibility can be defined as

follows. A formula σ tests whether edges e1, . . . , ek avoid F . Then solvability of
P -RestrictedContract can be checked using MSOL formula:

σ(F, e1, . . . , ek) :=
∧
i

(ei /∈ F ),

ϕ(k,F ) := σ(F, e1, . . . , ek) ∧ P (e1, . . . , ek)∧
∧ ¬μK5(e1, . . . , ek) ∧ ¬μK3,3(e1, . . . , ek).

The formula ϕ(k,F ) is satisfiable if and only ifG is (k, F )-contractible with respect
to the MSOL formula P .

Putting All the Pieces Together. We finish this section with a proof of the
announced Theorem 1 stating that P -RestrictedContract for a inclusion-
closed MSOL formula P is solvable in time O(n2 · f(k)) disjoint from F .

Proof (Theorem 1). In Phase I, we repeat the following steps until the tree-width
of G is small enough. We find an embedding h of a large hexagonal grid Hs, by
Theorem 3 in linear time. Using Lemma 1, we can find a subgrid Hr such that
h(Hr) is flat. Moreover, we can find such Hr in linear time O(k2n) by testing
planarity for all h+(Hti,rj ).

Using Lemma 2, we transform the graphG and the forbidden set F to a smaller
graph G′ and an extended forbidden set F ′ without changing the solution to our
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problem (see Lemma 3). After each modification, we get a smaller graph G.
Therefore we need to repeat the steps at most O(n) times for a total time for
Phase I of O(n2 · p(k)) for some function p.

Phase II uses Theorem 4 to solve the problem when G has small tree-width
using an MSOL formula ϕ(k,F ) in time O(n · q(k)). Phase I modifies the graphs
and removes edges which do not appear in any minimal planarizing set. Since
the formule P is inclusion-closed, this does not pose a problem; there exists a
minimal planarizing set satisfying P if and only if there exists any planarizing
set satisfying P .

Therefore, the overall complexity of the algorithm is O(n2 · f(k)) for some
function f . ��

3 �-Subgraph Contractibility

Proposition 1 follows from the fact that 	-subgraph contractibility is expressible
using MSOL (details are contained in the full version).

Matching Contractibility. Concerning NP-completeness, we first introduce a
new problem called matching contractibility. The graph G is F -matching con-
tractible if there exists a planarizing set S which forms a matching in G and
S ∩ F = ∅.

Problem: MatchingContract

Input: An undirected graph G and a set of forbidden edges F ⊆ E.
Output: Is G an F -matching contractible graph?

First, we show that 	-subgraph contractibility can solve matching contractibil-
ity.

Lemma 5. Matching contractibility is reducible from 	-subgraph contractibility.

Proof. For an input G and F , we produce a graph G′ which is 	-subgraph con-
tractible if and only if G is F -matching contractible. We replace edges of G by
paths; if e ∈ F , we replace it by a path of length 	, if e /∈ F , we replace it by a
path of length 	 − 1. Also put k = |E(G′)| so only 	-subgraphs limit S.

If a planarizing set S is a matching in G avoiding F , then we can contract
the corresponding paths in G′ by 	-subgraphs. On the other hand, if a path in
G′ corresponding to e ∈ E(G) is contracted, it has to be contracted by a single
	-subgraphs. In such a case, e /∈ F (otherwise the path is too long) and the
contracted paths have to form a matching (the 	-subgraphs cannot share the
end-vertices belonging to G). So the planarazing set S′ of G′ gives a planarizing
set S of G which is a matching and which avoids F (we ignore the 	-subgraphs
not contracting entire paths). ��

Overview of the Reduction. To show the NP-hardness of MatchingCon-

tract, we present a reduction from Clause-Linked Planar 3-SAT. The
NP-completeness of this problem was shown by Fellows et al. [7]. An instance
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I of Clause-Linked Planar 3-SAT is a Boolean formula in CNF such that
each variable occurs in exactly three clauses, once negated and twice positive,
each clause contains two or three literals and the incidence graph of I is planar.

Given a formula I, we construct a graph GI with a set FI of forbidden edges
such that GI is FI -matching contractible if and only if I is satisfiable. The
construction is performed by replacing each variable x by a variable gadget Gx

(all of them are isomorphic), and replacing each clause c by a clause gadget Hc.
Both the variable gadget and the clause gadget are graphs K5, containing most
of the edges in FI . In Figure 4, the edges not contained in FI are represented by
thick lines. Each variable gadget contains three pendant edges that are identified
with certain edges of the clause gadgets, thus connecting the variable and clause
gadgets.

Variable Gadget. Let a variable x be positive in clauses c1 and c2, and negative
in clause c3. The corresponding variable gadget Gx is depicted in Figure 4a. It
consists of 4 copies of K5, each having all but two edges in FI . Three of the
copies of K5 have pendant edges attached, denoted by

e(x, ci) = v(x, ci)w(ci), i ∈ {1, 2, 3}

(refer to Figure 4a). These edges also belong to the clause gadgets. All other
vertices and edges are private to the variable gadget Gx.

The main idea behind the variable gadget is that exactly one of the edges tx
and fx will be contracted, encoding in this way the assignment of the variable x:
tx for true and fx for false. The edges shared with the clause gadgets, e(x, c1)
and e(x, c2), can be contracted if and only if tx is contracted, and e(x, c3) can
be contracted if and only if fx is contracted.

Clause Gadget. Let c be a clause containing variables x, y and possibly z. The
clause gadget Hc is a copy of K5 with all but 2 or 3 edges in FI . The edges
that are not forbidden to contract share a common vertex w(c) and they are the
edges e(x, c), e(y, c) and possibly e(z, c) shared with the variable gadgets Gx,
Gy and possibly Gz (See Figure 4b).

To make the clause gadget planar, we need to contract exactly one of the
edges e(x, c), e(y, c) and possibly e(z, c). This is possible only if the clause is
satisfied by some variable evaluated as true in the clause.

Lemma 6. The graph GI is FI -matching contractible if and only if I is satisfi-
able.

Proof. =⇒: Suppose first that GI is FI -matching contractible, and let S ⊆
E(GI) be a matching planarizing set. Using S, we construct a satisfying as-
signment of I. Consider a variable, say x. Each copy of K5 needs to have at least
one edge contracted by S.

Exactly one of tx and fx is in S. If tx ∈ S, then t′x cannot be in S (note that
S is a matching), hence e′(x, c3) ∈ S, and e(x, c3) cannot be in S. On the other
hand, if tx /∈ S, necessarily fx ∈ S, and by a similar sequence of arguments,
none of e(x, c1) and e(x, c2) is in S.
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fx tx

f ′
x

e′(x, c1)

v(x, c1)

e(x, c1)

w(c1)
e′(x, c2)

v(x, c2)

e(x, c2)

w(c2)

t′x e′(x, c3)

v(x, c3)

e(x, c3)

w(c3)

(a) (b)

w(c)

e(x, c)

v(x, c)

v(y, c)v(z, c)

e(y, c)e(z, c)

Fig. 4. The bold edges can be contracted, dashed edges are forbidden edges from FI .
(a) The variable gadget where the three outgoing edges are shared with clause gadgets.
(b) The clause gadget; the edge e(z, c) may also be in FI if the clause contains only
two variables. The two or three contractible edges are shared with variable gadgets.

Define a truth assignment for the variables of I so that x is true if and only
if tx ∈ S. It follows that if x is evaluated as false in a clause c, then the edge
e(x, c) is not in S. Since S has to contain at least one edge of Hc, in each clause
gadget at least one variable must be evaluated to true. Thus I is satisfiable.

⇐=: Suppose that I is satisfiable and fix a satisfying truth assignment φ. We set

S = {tx, f ′
x, e(x, c1), e(x, c2), e

′(x, c3) | φ(x) = true} ∪
{fx, t′x, e(x, c3), e′(x, c1), e′(x, c2) | φ(x) = false}.

For the variable gadgets, S is a matching. Each clause gadget contains at least
one edge of S. But if a clause, say c, contains more than one variable evaluated
as true, its clause gadget contains more edges with a common vertex. In such a
case perform a pruning operation on c, i.e, remove all edges from S ∩E(Hc) but
one. The resulting set S′ is a matching such that each K5 in GI contains exactly
one edge of S′.

It only remains to argue that this set S′ is a planarizing set. The graph
G′ = G ◦ S′ consists of copies of K4 glued together by vertices or edges. Each
copy is attached to other copies by at most three vertices. Since K4 itself has
a non-crossing drawing in the plane such that three of its vertices lie on the
boundary of the outer face, and these vertices can be chosen arbitrarily as well
as their cyclic order on the outer face, the drawings of the variable and clause
gadgets can be combined together along a planar drawing of the incidence graph
of I. Therefore, G′ is planar. ��

This shows that 	-SubContract is NP-complete for every 	 ≥ 2:

Proof (Theorem 2). The problem 	-SubContract is reducible from Match-

ingContract. The above reduction shows that MatchingContract is NP-
hard. Clearly, 	-SubContract belongs to NP. ��
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4 Conclusions

The problem 	-SubContract remains NP-complete when generalized for sur-
faces of a fixed genus g (instead of planar graphs). Consider a graph Hg such
that for every embedding of Hg into the surface, each face is homeomorphic to
the disk. We modify our reduction by taking GI ∪Hg as the graph and by adding
all the edges of Hg into F (see Section 3). For each surface, there exists such a
graph Hg (see triangulated surfaces in Mohar and Thomassen [13]).

Generalization of the FPT algorithm is an open problem, with the main dif-
ficulty being a generalization of Lemma 1:

Problem 1. Is a generalization of P -RestrictedContract on graphs on sur-
faces of genus g fixed-parameter tractable with parameter k?
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D-23562 Lübeck, Germany
{elberfeld,stockhus,tantau}@tcs.uni-luebeck.de

Abstract. Parameterized complexity theory measures the complexity
of computational problems predominantly in terms of their parameter-
ized time complexity. The purpose of the present paper is to demonstrate
that the study of parameterized space complexity can give new insights
into the complexity of well-studied parameterized problems like the feed-
back vertex set problem. We show that the undirected and the directed
feedback vertex set problems have different parameterized space com-
plexities, unless L = NL; which explains why the two problem variants
seem to necessitate different algorithmic approaches even though their
parameterized time complexity is the same. For a number of further nat-
ural parameterized problems, including the longest common subsequence
problem and the acceptance problem for multi-head automata, we show
that they lie in or are complete for different parameterized space classes;
which explains why previous attempts at proving completeness of these
problems for parameterized time classes have failed.

Keywords: parameterized complexity theory, logarithmic space, fixed-
parameter tractable problems, feedback vertex set, reachability prob-
lems.

1 Introduction

When designing classical or parameterized algorithms, the focus often lies on
the time complexity of a problem rather than its space complexity. Nevertheless,
the study of space classes like logarithmic space is an integral part of classical
complexity theory since many natural problems (like reachability and distance
problems in graphs or satisfiability problems for powerful logics) do not appear
to be complete for time classes like P or NP, rather they turn out to be complete
for space classes like L, NL, or PSPACE.

It stands to reason that we may also expect some parameterized problems to
be complete not for standard parameterized time classes like FPT or W[1] or XP,
but rather for parameterized space classes. Furthermore, by analogy to findings
from classical complexity theory, we may expect that parameterized problems
with low space complexity can be solved quickly. A typical result supporting
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this reasoning is that the parameterized vertex cover problem has low space
complexity—it lies in the class para-L [5,11]—and, indeed, this problem can be
solved very quickly in the parameterized setting.

In the present paper we investigate the space complexity of a number of
natural parameterized problems whose space complexity has not yet been studied
in this context. We will argue that the differences in their space complexities are
the reasons why the problems could not be shown to be complete for standard
parameterized time classes. Moreover, our results suggest a possible explanation
of why the problems vary with respect to how quickly they can be solved in
practice even though they lie in the same parameterized time class. As prominent
examples, we compare the directed and the undirected version of the feedback
vertex set problem as well as the treewidth problem. All of these problems are
indistinguishable with respect to the parameterized time classes they belong to
(namely FPT), but with regard to their space complexity they can be classified
using new natural complexity classes that reflect their different complexities. As a
corollary of these efforts we obtain that the directed and the undirected feedback
vertex set problem have different parameterized space complexity, unless L = NL.

Previous research on parameterized space complexity [5,7,11] was directed at
the logspace analogues para-L and para-NL of para-P, which is commonly known
as FPT, as well as at the logspace analogues XL and XNL of XP. When one
tries to determine the parameterized space complexity of natural parameterized
problems, it quickly turns out, however, that these space classes do not suffice to
paint a complete picture of the complexity landscape of the parameterized world.
For this reason, we introduce new classes that are motivated by parameterized
versions of natural reachability problems. An overview of the classes and our
containment and completeness results is given in Figure 1.

para-P

XNL

para-NL-cert

XL

para-L-cert

para-NL

para-NL[f log]

para-L

p-vertex-cover

p-distance

p-fvs

p-colored-det-reach

p-mdfa-acceptance

p-treewidth

p-colored-reach

p-mnfa-acceptance

p-dfvs

Fig. 1. Overview of the parameterized space classes studied in this paper and param-
eterized problems that lie in them. A filled circle indicates that the problem does not
only lie in the class, but is even complete for it under para-L-reductions.
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Related Work. In 1997, Cai et al. [5] introduced the class uniform-logspace+
advice, which is the same as para-L, and they also considered its nondetermin-
istic version. They showed that several problems in para-P also belong to para-L
or para-NL, including the naturally parameterized vertex cover problem, which
lies in para-L, and the parameterized k-leaf spanning tree problem, which lies
in para-NL. In 2003, Flum and Grohe [11] continued the study of para-L and
para-NL by showing that the parameterized model-checking problem of first-
order formulas on graphs of bounded degree lies in para-L. This implies that
many standard parameterized graph problems belong to para-L when we re-
strict our attention to bounded-degree graphs. In this context they asked, which
other problems in para-P also belong to para-NL or para-L, and whether there
are problems that are contained in para-P but are not contained in para-L or
para-NL under the assumption that para-P �= para-L. In this paper, we answer
this question affirmatively by presenting natural problems that belong to para-P,
but are not contained in para-L under standard assumptions.

Organization of This Paper. In Section 2 on preliminaries we fix the terminol-
ogy and review the definitions of parameterized space classes from the literature
as well as of parameterized reductions. In Section 3 we investigate parameter-
ized problems that are known to be tractable (that is, they are known to lie in
para-P = FPT), but whose space complexity has not yet been investigated. The
objective of this section is to get a deeper understanding of why some prob-
lems inside para-P appear more difficult than others even though they are all
tractable. In Section 4 we turn our attention to parameterized problems that
presumably lie outside of para-P. This time, our findings on the space com-
plexity of natural problems provide explanations why researchers have failed to
prove completeness of these problems for natural parameterized time classes like
W[1] or XP: The problems turn out to lie in or to be complete for parameterized
space classes. Due to space restrictions some proofs are only sketched or omitted;
complete formal proofs are given in the technical report version of the present
paper.

2 Preliminaries

A parameterized problem is a pair (Q, κ) of a language Q ⊆ Σ∗ and a param-
eterization κ : Σ∗ → N that maps input instances to natural numbers, their
parameter values. In the classical definition, Downey and Fellows [9] require the
parameterization to be computable, while Flum and Grohe [12] require it to be
computable in polynomial time. In this paper we need the binary representation
of the parameter number to be computable in logarithmic space. This is the
case, in particular, when the parameter is specified explicitly within the input.

For a classical complexity class C, a parameterized problem (Q, κ) belongs to
the para-class para-C if there is an alphabet Π , a computable function π : N →
Π∗, and a language A ⊆ Σ∗ ×Π∗ with A ∈ C such that for all x ∈ Σ∗ we have
x ∈ Q ⇐⇒

(
x, π
(
κ(x)

))
∈ A. Flum and Grohe [12] phrase this as “(Q, κ) is



On the Space Complexity of Parameterized Problems 209

in C after a precomputation on the parameter”. In particular, FPT is the same
as para-P and all fixed-parameter tractable problems are in P after a precom-
putation on the parameter. Analogously, we can define the classes para-L and
para-NL as the family of problems that are in L and in NL after a precomputa-
tion on the parameter, respectively. In terms of the O-notation, a parameterized
problem (Q, κ) over Σ is in para-L if there is a function f : N → N such that the
question x ∈ Q can be decided within space f

(
κ(x)

)
+ O
(
log |x|

)
.

A different way of defining a parameterized version of a classical complexity
class C is to consider its so-called X-class [9]. A problem (Q, κ) is in XC if for
every number w ∈ N the slice Qw = { x | x ∈ Q and κ(x) = w} lies in C. It is
immediate from the definition that para-C ⊆ XC holds. The class XP is in wide
use in parameterized complexity theory; the logarithmic space classes XL and
XNL have previously been studied Chen, Flum, and Grohe [7,11].

In order to compare the complexity of parameterized problems, we use para-
meterized logspace reductions, called para-L-reductions in the following. Follow-
ing Flum and Grohe, we define them similarly to FPT-reductions: Let (Q1, κ1)
and (Q2, κ2) be parameterized problems over some alphabets Σ1 and Σ2. A
para-L-reduction is a mapping R : Σ∗

1 → Σ∗
2 such that

1. for all x ∈ Σ∗
1 we have x ∈ Q1 ⇐⇒ R(x) ∈ Q2,

2. κ2

(
R(x)

)
≤ g
(
κ1(x)

)
for some computable function g,

3. R is para-L-computable with respect to κ1.

By standard arguments one can show that all classes in this paper are closed
with respect to para-L-reductions.

3 Space Complexity of Tractable Problems

From the perspective of classical fpt-theory, the complexity of a parameterized
problem is “settled in principle” once it has been shown to be solvable in time
f
(
κ(x)

)
· nc; further research then focusses on making f as slowly growing as

possible. In the following, instead of trying to differentiate between problems
in para-P through their f -functions, we try to determine differences caused by
their different space complexities.

We start our exploration with a deceptively simple problem, namely the dis-
tance problem with the distance as the parameter:

Problem 3.1 (p-distance).

Instance. A directed graph G, two vertices s and t of G, and a natural num-
ber l.

Parameter. l.
Question. Is there a path from s to t in G of length at most l?

This problem is clearly in para-P and, since the distance problem lies in NL, also
in para-NL. It might also seem like a good candidate for a para-NL-complete
problem. Indeed, Flum and Grohe [11] showed that classes like para-P, para-NL,
and para-L are “uninteresting” from the parameterized point of view in the
sense that complete problems for the underlying classical complexity classes are
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always complete for the parameterized versions when considering the trivial pa-
rameterization. In particular, the standard distance problem for directed graphs
is complete for para-NL with the trivial parameterization κ(x) = 1. However,
this argument does not carry over to the above version of the distance problem
with its more natural parameterization.

In order to describe the complexity of p-distance precisely, it turns out that
a new class is needed that is derived from transferring the definition of the class
W[P] to the space setting in a certain way. A classical definition of W[P] is as the
para-P-reduction closure of the weighted circuit satisfiability problem [1]. Alter-
natively, W[P] is also the class of all problems (Q, κ) that are solvable by ntms
deciding Q in para-P-time, making at most f

(
κ(x)

)
· log |x| nondeterministic

steps on any input x. Finally, W[P] also contains exactly the problems decidable
via dtms that are provided with a proof certificate of length f

(
κ(x)

)
· log |x| (the

certificate is on a special read-only tape and the machine must accept all x ∈ Q
for some certificate and must reject x /∈ Q for all certificates).

In the context of parameterized time complexity all of the three characteriza-
tions ofW[P] yield the same classes. When we look at the space analogues of these
classes, the situation is somewhat different: First, the para-L-reduction closure
(rather than the para-P-reduction closure) of the parameterized weighted circuit
satisfiability problem is still W[P], see [7], and this class clearly does not capture
the complexity of p-distance. Second, when we replace the para-P time bound
in the second characterization by a para-L space bound, a subclass of para-NL

arises. Third, when we make the same replacement in the third definition, a
presumably different class arises that is a subclass of XNL.

Definition 3.2. A parameterized problem (Q, κ) is in the class para-NL[f log]
if it can be decided by a para-NL Turing machine which makes at most f

(
κ(x)

)
·

O
(
log |x|

)
many nondeterministic steps.

Definition 3.3. A parameterized problem (Q, κ) is in the class para-L-cert if it
can be decided by a para-L Turing machine which is provided proof certificates
of length f

(
κ(x)

)
· O
(
log |x|

)
.

It turns out that para-NL[f log] is precisely what we need to characterize the
complexity of the distance problem with its natural parameterization:

Theorem 3.4. p-distance is complete for para-NL[f log] with respect to para-L
reductions.

Sketch of Proof. The containment p-distance ∈ para-NL[f log] is shown by an
algorithm that guesses a path of length l from s to t. For hardness, consider a
problem (Q, κ) with a Turing machine M that witnesses (Q, κ) ∈ para-NL[f log]
and an input x. Compute the configuration graph ofM on input x. Unfortunately
we cannot pass this graph to the p-distance problem because the length of the
path from the initial configuration s to the accepting configuration t is not
bounded exclusively by the parameter. However, the number of configurations
that are followed by nondeterministic steps on any path from s to t is bounded
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by f
(
κ(x)

)
· O
(
log |x|

)
. We use this fact by first contracting the deterministic

parts of the configuration graph and then shortening the paths in the resulting
graph by a logarithmic factor such that the length of the paths from s to t is
exclusively bound by the parameter. ��

In general, para-NL[f log] seems to contain many parameterized versions of prob-
lems that are contained in NL in the classical sense and that follow the guess-
and-forget approach, i.e. guessing an element from the input, processing this
element, and guessing the next element while forgetting the previous one. With
this observation, many NL-complete problems can be shown to be complete for
para-NL[f log] with natural parameterizations, e.g. many problems from [15].
On the other hand, para-NL[f log] and para-NL do not coincide under standard
assumptions. This can be shown with the observation that every NL-complete
problem is complete for para-NL with respect to the trivial parameterization.

Theorem 3.5. para-NL[f log] = para-NL if, and only if, L = NL.

The Feedback Vertex Set Problems. While it is useful to know that para-NL[f log]
has many natural complete problems, our original goal for looking at parame-
terized space classes was to study the parameterized space complexity of well-
studied problems in para-P that do not come from the logspace world in the way
p-distance does. We now look at the problem of identifying a set S of vertices
of a given graph G such that G− S has treewidth at most w for a fixed natural
number w. For w = 0 this is the vertex cover problem. For w = 1 we obtain the
(undirected) feedback vertex set problem p-fvs. We also look at the problem of
deciding whether a given graph has treewidth w for a given w.

The first problem of this “treewidth hierarchy” has been studied in the context
of parameterized space complexity theory by Cai et al. [5], who showed that
p-vertex-cover ∈ para-L. We look at the next problem of this hierarchy, the
feedback vertex set problem p-fvs. It does not seem to lie in para-L nor even in
para-NL. However, it turns out that the class para-L-cert contains it:

Theorem 3.6. p-fvs ∈ para-L-cert.

Proof. On input of an undirected graph G, our para-L-cert Turing machine M
interprets its certificate of length κ(x) ·

⌈
log |V |

⌉
as the description of the k ver-

tices of the feedback-vertex set. Then M removes these vertices and its incident
edges from G and checks whether the resulting graph G′ is acyclic. Both, re-
moval and test for acyclicity can be done by para-L Turing machines [8]. With
the fact that para-L-cert is closed with respect to para-L-reductions we obtain
the result. ��

While the classes para-NL[f log] and para-NL are contained in para-P, this is
not the case for para-L-cert under the standard assumption para-P � W[sat]
since the weighted satisfiability problem for propositional formulas belongs to
para-L-cert.

Theorem 3.7. If para-L-cert ⊆ para-P, then W[sat] = para-P.
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In particular, p-fvs is not complete for para-L-cert, unless para-P = W[sat],
which is considered to be unlikely (para-L-cert does, however, have natural com-
plete problems as shown in Section 4). Nevertheless, para-L-cert turns out to
be useful for contrasting the complexity of the feedback vertex set problem for
undirected graph to the version for directed graphs.

The undirected version was shown to be fixed-parameter tractable in 1993 by
Bodlaender [2]. The fixed-parameter tractability of the directed version remained
an open problem until Chen et al. [6] presented a para-P-algorithm in 2008. So
far, these apparently different complexities could only be felt by looking at the
complexity of the proofs. In the setting of parameterized logarithmic space, the
different complexities are not only mirrored, we are even able to prove that p-fvs
and p-dfvs are of different complexity (under standard assumptions):

Theorem 3.8. p-dfvs ∈ para-L-cert if, and only if, L = NL.

Proof. To prove the forward direction, we first show that the parameterized
problem p-unreach, the complement of the reachability problem where we ask
whether there does not exist a path from a given vertex s to another vertex t in a
directed graph parameterized by the trivial parameterization, para-L-reduces to
p-dfvs. The reduction works in two steps: The first step takes the n-vertex input
graph and makes it acyclic by producing n copies if it, conceptually arranging
them as n layers from left to right, and drawing edges between consecutive layers
from left to right in the same way as they are present in the original graph. The
second step inserts an edge from t’s copy in the last layer to s’s copy in the first
layer. The resulting directed graph remains acyclic (has a feedback vertex set of
size 0) exactly if there is no path from s to t in the input graph.

Next, assume p-dfvs ∈ para-L-cert. This implies the existence of a para-L-tm
that, provided with a certificate of length f

(
κ(x)

)
· log |x|, decides p-unreach.

But because p-unreach is parameterized in the trivial way, this Turing machine
is in fact a deterministic logarithmic-space Turing machine that decides the NL-
complete reachability problem in directed graphs. This implies L = NL.

For the backward direction assume L = NL. Then the algorithm used above
for p-fvs also works for p-dfvs because cycle detection in directed graphs is
then possible in deterministic logarithmic space. ��

This raises the question, what class captures p-dfvs. The central difference be-
tween p-fvs and p-dfvs is the complexity of the underlying cycle detection prob-
lem: In the undirected case this can be done in deterministic logarithmic space,
in the directed case nondeterministic logarithmic space is required. Therefore,
the natural approach is to consider a nondeterministic version of para-L-cert,
namely para-NL-cert: This class is defined in a similar way as para-L-cert, but
here we allow para-NL Turing machines. We immediately obtain the following
result:

Theorem 3.9. p-dfvs ∈ para-NL-cert.

For the same reasons as in the undirected case, we will not be able to prove that
p-dfvs is complete for para-NL-cert.
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Many more problems from para-P are contained in para-L-cert and its non-
deterministic version. In fact, every problem that can be decided via a bounded
search tree algorithm [9], where the aim is to find a root-to-leaf path within a
search tree whose depth depends on the parameter, is a promising candidate
to be contained in para-L-cert, because the certificate of a para-L-cert Turing
machine can describe the desired root-to-leaf path.

The Treewidth Problem and Slicewise Logarithmic Space. We conclude this sec-
tion with a study of the treewidth problem: Given a graph G and a natural
number w as the parameter, the question is whether G has treewidth at most w.
Bodlaender showed that this problem is fixed-parameter tractable in 1996 [3],
and a recent result [10] from 2010 showed that for every fixed w this problem is
decidable in deterministic logarithmic space. These theorems immediately give
us the following result, but we will not be able to show that p-treewidth is
complete for XL unless para-P = W[sat]:

Theorem 3.10. p-treewidth ∈ XL.

The following theorem relates XL and XNL to the surrounding complexity classes.

Theorem 3.11
1. para-L-cert ⊆ XL and para-NL-cert ⊆ XNL,
2. para-NL-cert ⊆ XL implies L = NL.

4 Space Complexity of Intractable Problems

Most of the classes discussed in the previous section are not known to be con-
tained in para-P. In fact, these classes contain problems that are far above of
para-P inside the W-hierarchy, for example the clique problem or the weighted
satisfiability problem for propositional formulas, both of which are contained in
para-L-cert. Therefore, a natural question is to ask for complete problems for
these classes. In this section, we will give natural complete problems for the
classes that are not fully contained in para-P, that is, para-L-cert, para-NL-cert,
XL, and XNL.

Slicewise Logarithmic Space. So far, only few problems are known to be complete
for XL or XNL. Chen, Flum, and Grohe gave the first complete problems for
these classes based on Turing machine simulations. They studied the compact
Turing machine computation problem for deterministic and nondeterministic
Turing machines, p-ctmc and p-cntmc, respectively [7]. The p-ctmc problem is
defined as follows: On input of an encoding of a deterministic Turing machineM ,
a string x over M ’s alphabet, and a natural number k in binary, the question is
if there is an accepting computation of M on x that uses at most k work tape
cells, where k is the parameter. The problem p-cntmc is defined in the same
way, but with respect to nondeterministic Turing machines.

We add the following natural automata evaluation tasks to the list of problems
complete for XL and XNL.
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Problem 4.1 (p-mdfa-acceptance)

Instance. The code of a deterministic finite two-way automaton A with k
heads and an input string x.

Parameter. k.
Question. Does A accept x?

The problem p-mnfa-acceptance is defined in the same way, but with respect
to nondeterministic automata.

Theorem 4.2
1. p-mdfa-acceptance is complete for XL with respect to para-L reductions.
2. p-mnfa-acceptance is complete for XNL with respect to para-L reductions.

Proof. Hartmanis showed [13] that A ∈ L holds if, and only if, there is a deter-
ministic multi-head automaton that decides A. The basic idea is that the position
of an automata’s head on the input tape can be used to store a number between
0 and n, where n is the input tape length, and, thus, the position of a head can
store up to log2 n bits of information. A fixed number of heads hence suffice to
store the information of the work tape of a machine using O(log n) space and
modifications of this work tape correspond to appropriate sequences of auxiliary
heads computing the right number of steps to be made by one of the heads. The
details of the construction are not important for proving the theorem. It suffices
to note that p-mdfa-acceptance lies in XL because the construction of Hart-
manis is uniform. To show hardness, given a parameterized problem (Q, κ) ∈ XL

that is solved by a machine in space f
(
κ(x)

)
·O
(
log |x|

)
+ f
(
κ(x)

)
, by Hartma-

nis’s result there is a multi-head two-way automaton deciding Q whose number
of heads depends only on f(κ(x)). A para-L-reduction must simply map the
input x to this automaton together with x. The proof for the nondeterministic
version is analogous. ��
The next results show that, outside of para-P, the classes XL and XNL enable
us to make statements about problems that could not be classified within the
W-hierarchy. Consider the following well-known problem of finding a longest
common subsequence of k strings, parameterized by k:

Problem 4.3 (p-lcs).

Instance. A set {s1, . . . , sk} of strings over an alphabet encoded in the input
and a natural number l.

Parameter. k.
Question. Is there a subsequence of the given strings with length at least l?

Bodlaender et al. [4] showed that p-lcs is hard for W[t] for every level t.
Pietrzak [16] showed that the variant p-flcs, where the alphabet is fixed, is
hard for W[1]. Pietrzak also conjectured that an exact classification of this prob-
lem within the parameterized hierarchy is not possible, because it seems not
to be contained in W[P], the highest class of the W-hierarchy. While classical
dynamic-programming approaches show that the longest common subsequence
problem is contained in XP, completeness for XP could not be shown. We give
a strong argument that this is not possible using the class XNL:
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Theorem 4.4. p-lcs ∈ XNL.

Proof. To decide on a given input of k strings whether there exists a longest
common subsequence of length l, the XNL Turing machine scans the first string
from left to right and guesses the subsequence, using a pointer to a symbol in
the first string. Using k − 1 additional pointers on the remaining strings, the
machine verifies that the guessed subsequence is also contained within the k− 1
remaining strings. ��

By definition, X-classes inherit their inclusion structure from their underlying
complexity classes. From this, we immediately get the following theorem:

Theorem 4.5. p-lcs is not complete for XP, unless NL = P.

Because p-lcs is hard for every level of the W-hierarchy it is now tempting to
conclude W[t] ⊆ XNL for every t, but this is not the case. The error in this
argument is that the hardness of p-lcs has been shown with respect to para-P
reductions, but XNL is only closed with respect to para-L reductions. On the
other hand, this shows that under standard assumptions it will not be possible
to prove that p-lcs is hard for the levels of the W-hierarchy using only para-L
reductions, because this would imply NL = P. However, it is an open question
whether one can show that p-lcs is complete for XL or XNL.

Problems for Parameterized Logarithmic Space with Certificates. In the previous
section we introduced the classes para-L-cert and para-NL-cert to upper bound
the parameterized space requirements of the fixed-parameter tractable problems
p-fvs and p-dfvs, respectively. These problems are not complete for the corre-
sponding classes under standard assumptions; in the present section we identify
natural complete problems for the classes para-L-cert and para-NL-cert.

The reachability problem, which asks whether there exists a path from a start
to a target vertex in a given directed graph, is among the most prominent prob-
lems in the study of logarithmic space-bounded computations. Its general version
is NL-complete [14] and becomes L-complete if the path we ask for is determin-
istic [8]; that means, every vertex on the path has only a single outgoing edge
in the graph. In the same way as one can understand the transition from the
classical complexity class P to its parameterized version W[P] by considering the
complete circuit evaluation problem for the former and the complete parameter-
ized weighted circuit satisfiability problem for the later class, we use the following
variant of the reachability problem to better understand the transition from the
classical classes L and NL to their certificate-based parameterized counterparts
para-L-cert and para-NL-cert, respectively.

Problem 4.6 (p-colored-reach).

Instance. A vertex set V , two vertices s, t ∈ V , a set of multi-colored edges
E ⊆ V × V , and a natural number k.

Parameter. k.
Question. Is there a set of k colors, such that there is a path from s to t that

uses only edges that have at least one of the chosen colors.
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Let p-colored-det-reach denote the variant where the path must be deter-
ministic.

Theorem 4.7. p-colored-reach is complete for para-NL-cert with respect to
para-L reductions.

Sketch of Proof. For proving p-colored-reach ∈ para-NL-cert, we use a Tur-
ing machine that guesses a path through the graph that is made up by edges of
the k colors chosen by the certificate. To prove hardness, we consider the con-
figuration graph of a para-NL-cert machine that accesses a certificate that has
to be given. Consequently, configurations are only partially known; they lack
the information which symbol is read on the certificate tape, but contain the
position of the head on it. Moreover, the present transitions are not determined
completely, but each one is triggered by a particular position in the certificate
that stores a particular symbol. The main idea of the reduction is now to parti-
tion the certificate into k blocks of logarithmic length, establish a set of colors for
each block and each possible string in the block, and color all transitions that are
due to the corresponding string in the corresponding block. After making sure
that at least one color is chosen for each block, we get the desired reduction. ��

The following theorem immediately follows from the proof of the previous one
and the fact that we consider deterministic instead of nondeterministic Turing
machines for para-L-cert.

Theorem 4.8. p-colored-det-reach is complete for para-L-cert with respect
to para-L reductions.

Similar to the transition from the classical reachability problem to the deter-
ministic version p-colored-det-reach, many results on logarithmic space-
bounded computations can be adjusted to work in the context of graphs that
are constructed by choosing k sets of edges.

5 Conclusion

We have introduced new parameterized space classes that capture the complexity
of parameterized problems and help in understanding the complexity of fixed-
parameter tractable problems. We have seen that, under the assumption L �= NL,
well-known problems like p-fvs and p-dfvs are separated. Moreover, classes
like para-L-cert and para-NL-cert are not fully contained in para-P, but capture
natural reachability problems that could not be classified in an exact way before.

The next step is to reconsider other parameterized problems (both fixed-
parameter tractable and intractable under standard assumptions like W[1] �=
para-P) with the presented framework in mind: How can these problems be clas-
sified within this framework? What techniques from classical space complexity
help in the parameterized setting and vice versa? In particular, it might be
interesting to use the framework to better understand the complexity of prob-
lems whose unparameterized versions are known to lie in P and, thus, are nor-
mally not studied from the parameterized point of view. An interesting problem
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in this direction is the associative generability problem parameterized by the
size of the generator set: On input of the description of an associative operator
◦ : U × U → U and a parameter k, decide whether there is a set of generators
G ⊆ U of size k such that all of U can be generated using only elements from G.
We believe that this problem is complete for para-NL-cert and currently prepare
a proof of this statement for the technical report version of this paper.

As also suggested by our reviewers, one might even better understand the
complexity of parameterized problems whose slices are not P-complete by con-
sidering parameterized versions of classical complexity classes based on parallel
and circuit computations like NC, NC1, TC0, and AC0.
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Abstract. The fixed-parameter tractability of graph isomorphism is an
open problem with respect to a number of natural parameters, such
as tree-width, genus and maximum degree. We show that graph isomor-
phism is fixed-parameter tractable when parameterized by the tree-depth
of the graph. We also extend this result to a parameter generalizing both
tree-depth and max-leaf-number by deploying new variants of cops-and-
robbers games.

1 Introduction

The fixed-parameter complexity of the graph isomorphism problem (GI) remains
open with respect to a number of interesting graph parameters. Several param-
eterizations of graph isomorphism are known to yield tractable algorithms. For
instance, graph isomorphism is known to be fixed-parameter tractable in the
following parameters: size of the smallest feedback vertex set [17], tree-distance
width [28], largest multiplicity of an eigenvalue of the adjacency matrix [8], size
of the largest color class (in the case of colored graph isomorphism) [2][10][1],
and maximum size of a simplicial component (in the case of chordal graph iso-
morphism) [27].

On the other hand, many natural parameterizations of the problem are known
to produce algorithms which run in time O(nf(k)), which places them in XP,
but for which fixed-parameter tractability remains open. For instance, graph
isomorphism is in XP when parameterized by the size of the smallest excluded
minor [25][14] or topological minor [13] of a graph . This generalizes a long line of
previous results that GI is in XP with respect to a number of other parameters,
including genus [22], maximum degree [20], and tree-width [4]. It should be
pointed out that in none of these cases do we know of any hardness result that
indicates the problem is not fixed-parameter tractable.

One particular open question is whether or not GI is fixed-parameter tractable
when parameterized by tree-width or path-width. In the present paper, we show
that the problem is fixed-parameter tractable when parameterized by the tree-
depth of a graph. The tree-depth of a graph measures how close a graph is to
a star, in much the same way that tree-width measures how close a graph is to
a tree. This parameter is natural in the context of sparse matrix factorization
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[15][21] and descriptive complexity [7]. Our proof yields a natural generalization
to a parameter we introduce and call generalized tree-depth, which generalizes
the parameter max-leaf-number as well.

The key idea in our proof is to use a characterization of tree-depth in terms
of cops and robbers games in order to show that in any graph G of tree-depth
at most d, the number of vertices that can serve as “roots” of a minimum height
tree-depth decomposition is bounded by a function of d. This allows us to create
an automorphism-invariant tree-depth decomposition algorithm based on Lin-
dell’s algorithm for logspace tree canonization [18].

2 Preliminaries

A language Q over an alphabet Σ is said to be fixed-parameter tractable with
respect to parameterization κ : Σ∗ → N, if it can be decided on input x in time
O(f(k)nc) where n = |x|, c is a fixed constant, k = κ(x) is the value of the
parameter and f is an arbitrary function.

The max-leaf-number of a graph G is the maximum number of leaves in a
spanning tree of G.

The tree-depth of a graph is defined recursively as follows:

Definition 1. Let G be a graph with connected components G1, ..., Gp. Then
the tree-depth of G, denoted td(G), is given by

td(G) =

⎧⎪⎪⎨⎪⎪⎩
1 if |V (G)| = 1
1 + min

v∈V (G)
td(G − v) if p = 1 and |V (G)| > 1

max
i=1...p

td(Gi) otherwise

⎫⎪⎪⎬⎪⎪⎭
For example, the tree-depth of a star is 2, and the tree-depth of the complete
graph Kn is n. In some sense tree-depth measures how close a graph is to a star.
Tree-depth occurs naturally in descriptive complexity, in which it was recently
shown that monadic second order logic and first order logic coincide on a class
of graphs C iff C has bounded tree-depth [7].

An alternative definition of tree-depth is also helpful for our results. The height
of a rooted tree T is the length of the longest path from the root to a leaf. The
closure of a rooted tree T , denoted clos(T ), is the graph obtained by adding
edges from each vertex v to all vertices w which lie on a path from the root to
v. Then the tree-depth of a connected graph G is the minimum height of a tree
such that G is a subgraph of clos(T ) [24].

Consider a connected graph G and a tree T over V (G) such that G is a
subgraph of clos(T ). We will call such a tree T a tree-depth decomposition of G
if it obeys the following property: for every rooted subtree of T , the subgraph
of G induced by the subtree is connected. It can be easily shown that a graph
has tree-depth ≤ d iff it has a tree-depth decomposition of depth d. The root
of the decomposition is the root of the tree T . Note that if G is disconnected,
we define the tree-depth decomposition as a rooted forest consisting of the tree-
depth decompositions of its connected components.
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Tree-depth is well-behaved with respect to the operation of taking minors.
Also, we can test if a graph has tree-depth d efficiently:

Claim 2. If H is a minor of G, then td(H) ≤ td(G) [24].

Claim 3. Given a graph G, we can find the tree-depth of G in time O(f(d)n2)
for some computable function f , where d = td(G) [23].

We note that the tree-depth of a graph gives a lower bound on the vertex cover
number of G. To see this, note that any graph of vertex cover number k has a
depth k+1 decomposition tree T taken as follows: Order the vertices of a minimal
vertex cover arbitrarily and place them in a path. At the bottom of the path,
attach all remaining nodes of the graph as leaves. This obeys E(G) ⊆ clos(T )
by the definition of vertex cover, so for any graph G, td(G) ≤ vcn(G) + 1.

Likewise, it can be easily shown that the path-width of a graph is a lower-
bound on its tree-depth [3]. So if GI were FPT when parameterized by path-width,
then it would trivially also be FPT parameterized by tree-depth. However GI is
not known to be fixed-parameter tractable when parameterized by path-width.

3 Games

Suppose that G is a connected graph of tree-depth d. We will show that the
number of vertices in G which can serve as a root of a minimal tree-depth
decomposition is bounded as a function of d. In order to prove this result, we
will descibe yet another equivalent definition of tree-depth in terms of cops and
robbers games. Such games are frequently used in the context of logic and graph
isomorphism, e.g. [5]. The bound we obtain on the number of roots will play a
crucial role in our isomorphism algorithm.

3.1 A Characterization of Tree-Depth in Terms of
Cops-and-Robbers

We define a cops-and-robbers game in which the cops do not move once they
land on the graph. Thus, the number of moves in the game is limited by the
number of cops. We make this precise below.

Consider the following game played on a connected graph G = (V,E). The
game is played by two players, called Cop and Robber. The Cop player controls
d cops, and the Robber player controls one robber.

First, Robber places the robber on any vertex in G, and announces his po-
sition. Cop announces a position where he will place his next cop. In response,
the robber can move along a path in the graph to another position, including
the one announced by Cop, but he cannot move through positions previously
occupied by cops.

The Cop player wins if, at the end of the move, the robber is on the vertex
just occupied by a cop, and the Robber player wins if all d cops are on the graph
and the robber is still not caught. This game is known to capture tree-depth
[11][12] in the following way:
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Claim 4. For a connected graph G, td(G) is equal to the least d for which the
Cop player has a winning strategy.

Proof. If td(G) = d, consider the following strategy for the Cop player: place the
first cop on the root r of the decomposition. Place the next cop on the root of
the depth d− 1 decomposition of the connected component of G− r containing
the robber. Repeat. Clearly this is a winning strategy for the Cop player with
d cops. On the other hand, given a winning strategy γ with d cops, construct a
decomposition by taking the root of each (sub)decomposition to be the position
played by γ if the robber is in that connected component. Since γ uses d cops,
the depth of the resulting tree T is at most d, and we will have E ⊆ clos(T )
because γ is a winning strategy. ��

Hence a vertex v is a root of a tree-depth decomposition of minimal depth iff
the Cop player has a winning strategy using td(G) cops which places the first
cop at v. Let root(G) be the set of all roots. In the rest of this section we
will provide a self-contained proof that |root(G)| is bounded by a function of
d = td(G). As pointed out by an anonymous referee, this fact also follows easily
from a recent paper by Dvor̆ák, Giannopoulou and Thilikos [6]. These authors
showed that the class Cd = {G : td(G) ≤ d} is characterized by a finite set of

forbidden subgraphs, each with at most 22
d−1

vertices. Now consider a graph
G of tree-depth d. Since G /∈ Cd−1, there exists a subgraph H of G containing

at most 22
d−2

vertices with td(H) = d. If γ is a winning strategy for Cop on
G using at most d cops, then γ must make its first move in H . Indeed, if γ
makes its first move outside of H , then the robber player can move into H ,
and subsequently play an optimal Robber strategy for H , forcing γ to use d+1

cops to win. Therefore root(G) ⊆ H , so |root(G)| ≤ 22
d−2

. We conjecture that
|root(G)| = 2O(d), but for our purposes it is enough to show that it is bounded.

3.2 Components and Isomorphisms

Consider the state of the game after k rounds of play. Let B be the set of k
vertices occupied by cops so far.

We say that C ⊆ V is a component of V −B if there are no edges between C
and V −C−B, i.e., the Cops have blocked all exit routes from C. We say that two
components C1 and C2 are isomorphic iff there is a bijection φ : C1∪B → C2∪B
such that φ(b) = b for b ∈ B, and E(v1, v2) iff E(φ(v1), φ(v2)).

3.3 Counting Components

We will show that for a connected graph G, td(G) and root(G) are unaffected by
removing “extra” copies of isomorphic components which arise in the course of
the game. This will be the key fact which allows us to bound the size of root(G)
as a function of the tree-depth.
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Lemma 5. Let G be a connected graph with td(G) = d. Let B ⊆ V be a set
of k vertices, and let C1, C2, . . . , Cu be isomorphic components of V −B, where
u ≥ d+ 1. Let G′ be the graph obtained from G by removing all the components
Ci for i > d+ 1. Then td(G) = td(G′) and root(G) = root(G′).

Proof. Without loss of generality we can assume that for each b ∈ B there is an
edge between b and Ci.

Let ρ be a Robber strategy which forces Cop to use d cops. We will construct
a Robber strategy ρ′ based on ρ which forces the Cop player to use at least d
cops on G′. This will show td(G′) ≥ d. Since G′ is a subgraph of G, td(G′) ≤ d,
so this will show the tree-depth is unaffected by removing the extra copies of
isomorphic components.

Let γ′′ be a Cop strategy on G′. We will play γ′′ against ρ′, and construct ρ′

to force γ′′ to use d cops.
We start by having ρ′ place the robber on an arbitrary vertex of the graph

(it does not matter since the graph is connected). Then we construct ρ′ in two
stages. The basic idea is to mirror the strategy ρ as closely as possible. We will
only have to change the strategy if γ′′ plays in a Ci for i ≥ d + 1 (because we
deleted these vertices), or once B has been filled with cops.

The first stage begins, and ends iff cops have been placed on all vertices of B,
and the robber has moved to a Ci. This ensures that throughout this stage, the
robber can move between all copies of Ci in G′ which do not contain cops. We
now have ρ′ play the same move that ρ would play in G, unless ρ plays in a Ci

for i ≥ d+ 1. If this occurs, we mimic the response of ρ via the isomorphism in
one of the copies of Ci in G′ which currently does not contain any cops. Since
any Cop player on G can place cops in at most d copies of Ci, and we have kept
d copies of the Ci in G′, we will never run out of copies to mirror this strategy.

If γ′′ never exits the first stage, it must use at least d cops to win. Indeed if
the robber is connected to the Ci’s which contain no cops, the robber can always
move between these Ci’s via B, so γ′′ loses. If the robber is confined outside the
Ci’s, γ

′′ must use at least d cops because ρ′ is identical to ρ once it is confined
outside the Ci’s.

If γ′′ does place cops on all of B, with the robber confined to a Ci, we proceed
to the second stage. In this stage we simply directly copy the behavior of ρ on an
isomorphic copy of Ci as before. We can easily see that ρ′ forces the Cop player
to use d cops, and hence td(G) = td(G′).

Now to show root(G) = root(G′), consider any winning Cop strategy γ′ in-
duced by a winning strategy γ on G. If γ makes its first move on a Ci, then we
could remove this Ci in constructing G′ to create a winning strategy for the Cop
player on G′ using d− 1 cops, which is a contradiction. Hence root(G) must be
disjoint with Ci for all i. Therefore γ must place its first cop outside all Ci, and
so does γ′. Therefore root(G) ⊆ root(G′). We can likewise reverse this entire ar-
gument by considering adding copies of isomorphic components to G′ to obtain
a larger graph G, assuming G′ has at least d copies of the component already.
By constructing the Cop and Robber strategies for G based on the strategies for
G′, we can see that root(G′) ⊆ root(G). Thus root(G) = root(G′). ��
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3.4 Measuring Components

Let G be an arbitrary graph. As long as we can find a set B ⊆ V (G) such that
the graph G − B contains more than d+ 1 isomorphic components, we remove
the extra components by Lemma 5. Ultimately we obtain a minimal graph G′

where each component appears at most d + 1 times. From Lemma 5 we know
that root(G′) = root(G). Thus, we have only to show that |root(G)| is bounded
for minimal graphs.

Let γ be winning a strategy for the Cop player which uses at most d cops,
and let ρ be any robber strategy. The the following holds.

Lemma 6. Let G be a connected graph which is minimal as described in Lemma
5. Let B be the set of vertices blocked by cops after i rounds of play between any
such γ and ρ. Then there exists a function f such that the component of G−B
containting the robber consists of at most f(d, i) vertices.

Proof. The proof follows by reverse induction on i. For i = d we know that
Robber has been caught, so f(d, d) = 0.

For i < d, let v be the vertex where γ puts its next cop. Let B′ = B∪{v}. From
the inductive assumption we know that each component of V − B′ has size at

most s = f(d, i+1). Up to isomorphism there are at most S = 2(
s
2)(i+1) possible

components of size s. Since the graph G is minimal, each of them appears at
most d+ 1 times. Thus, f(d, i) ≤ 1 + (d+ 1)S. ��

Thus, a minimal graph of tree-depth d has at most f(d, 0) vertices, and we have
proven the following lemma:

Lemma 7. If a connected graph G has tree-depth d, then the number of roots
of tree-depth decompositions of G of minimal depth is at most f(d) for some
function of d.

4 Isomorphism Algorithm

We will now create an algorithm which shows that graph isomorphism param-
eterized by tree-depth is in FPT. The basic idea is to extend the logspace al-
gorithm for tree isomorphism developed by Lindell [18] to test for isomorphism
over tree-depth decompositions.

Lindell’s algorithm works by establishing an ordering< on the set of connected
trees [18]. In his algorithm, two trees S and T obey S < T if

1. |S| < |T |, where |S| denotes the number of nodes in S.
2. |S| = |T | and #s < #t, where #s is the number of children of the root of S
3. |S| = |T |, #s = #t = k and (S1, S2, ..., Sk) < (T1, T2, ..., Tk) lexicographi-

cally, where we inductively assume that S1 ≤ S2 ≤ ... ≤ Sk and T1 ≤ T2 ≤
... ≤ Tk are the ordered subtrees of S and T obtained by removing the roots
of S and T .

Clearly S ∼= T iff neither S < T nor T < S [18].
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We will extend this ordering on trees to an ordering of the tree-depth decompo-
sitions. To test for isomorphism, we will find a minimal, canonical decomposition
of each graph and compare the decompositions.

Recall that a tree-depth decomposition of a connected graph G consists of a
rooted tree T over V (G) such that E(G) ⊆ E(clos(T )). A tree-depth decompo-
sition also has the property that any induced subgraph of G obtained by the
vertices of a rooted subtree of T is connected.

We say that two decompositions T1 of G1 and T2 of G2 are equivalent, denoted
T1 , T2, if there is an isomorphism φ between T1 and T2 which preserves the
edges of the underlying graphs as well, i.e. both (u, v) ∈ E(T1) ⇔ (φ(u), φ(v)) ∈
E(T2) and (u, v) ∈ E(G1) ⇔ (φ(u), φ(v)) ∈ E(G2). In particular, T1 , T2

implies G1
∼= G2.

Suppose that we are given a connected graph G with td(G) = d. Given a
tree-depth decomposition T of G, define a sub tree-depth decomposition of a
graph G′ induced by a subtree of T ′ of T to consist of the following: the tree T ′

over V (G′) with root t′, as well as the path P from the parent of t′ to the root
of T . If td(G′) = d′, then P consists of vertices r = r1, r2, ...rd−d′ , where r is the
root of T and rd−d′ is the parent of t′ in T . See Figure 1 for clarification.

We inductively define an ordering of sub tree-depth decompositions of G as
follows. Let S and T be two depth d′ subdecompositions of GS and GT , respec-
tively, with roots s and t, respectively, and which share the same path P defined
above. Note S and T must share the same path P to be comparable. Also note
that when considering the entire graph, P is empty so this defines an ordering
on all tree-depth decompositions.

We say that the subdecomposition S of GS is less than the subdecomposition
T of GT , denoted S < T , if one of the following conditions is satisfied:

1. |GS | < |GT |
2. |GS | = |GT | and #s < #t, where #x is the number of connected components

in GX − x.
3. |GS | = |GT |, #s = #t, and (E(r1, s), E(r2, s), ..., E(rd−d′ , s)) <

(E(r1, t), E(r2, t), ..., E(rd−d′ , t)) lexicographically, where E(x, y) = 1 if
there is an edge from x to y and 0 otherwise. If d′ = d this condition is
trivially satisfied.

4. |GS | = |GT |, #s = #t, E(ri, s) = E(ri, t) ∀i = 1...(d − d′) and

(S1, S2, ..., Sk) < (T1, T2, ..., Tk)

lexicographically, where we inductively assume S1 ≤ S2 ≤ ... ≤ Sk and
T1 ≤ T2 ≤ ... ≤ Tk are the connected components of GS − s and GT − t,
ordered by their subdecompositions induced by S and T . (Here S ≤ T means
S < T or S , T ).

This ordering has several nice properties. The following can be shown by simple
induction on the tree-depth:
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Fig. 1. A sub-decomposition of G′ with root s and components S1...Sk of G′ − s

Claim 8. Suppose G and H are connected graphs, both of tree-depth d and the
same size. Let S be a minimal tree-depth decomposition of G and T a minimal
tree-depth decomposition of H according to the above ordering. Then if neither
S < T nor T < S, then S , T and G ∼= H.

By condition (4) of the ordering, we know that to find the minimal decomposition
ofG rooted at s, we simply need to find the minimal decompositions of each of the
connected components of G− s. This forms the basis of a recursive algorithm to
compute the minimum depth-d decomposition of a graph G, Algorithm 1. With
this in hand, we can show that Algorithm 2 correctly tests for isomorphism.

Algorithm 1. Recursive construction of a minimal tree-decomposition

Input: A connected graph G′ of tree-depth d′ along with a specified path
P = r1...rl.

Output: A sub tree-depth decomposition S of G′ of depth d′ which is minimal
with respect to < for P .

if td(G) = 1 then
Output the trivial decomposition of the graph.

else
Find R = {v ∈ V (G′) : td(G′ − v) = d− 1}.
Remove those elements r ∈ R which do not have minimal values of
(E(r1, r), E(r2, r), ..., E(rl, r)) or #r.
foreach r ∈ R do

Compute minimal decompositions of S1...Sk, the connected components
of G′ − r, using this algorithm and appending r path P .
Order S1...Sk by < using k log k comparisons.

end
Find which r ∈ R produces the decompositions (S1, ...Sk) which are minimal
in lexicographic order, and output the decomposition obtained by making
this the root of the decomposition.

end
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Algorithm 2. An isomorphism algorithm parameterized by tree-depth

Input: Two graphs G and H .
Output: Whether or not G ∼= H .
Check that td(G) = td(H) = d, if not output that G and H are not isomorphic.
Compute S, a minimal decomposition of G , and T , a minimal decomposition of
H using Algorithm 1 with an empty P .
If neither S < T nor T < S, output G ∼= H .
Else output that G and H are not isomorphic.

Claim 9. If G ∼= H are connected graphs, then the decompositions produced by
Algorithm 1 on G and H are isomorphic.

Proof. Follows because all steps in Algorithm 1 are isomorphism invariant. ��

Corollary 10. Algorithm 2 correctly tests for isomorphism over connected
graphs.

Theorem 11. Graph isomorphism is fixed-parameter tractable in tree-depth.

Proof. We will upper bound T (n, d), the runtime of Algorithm 1 on a connected
graph G with n vertices and tree-depth d.

By Claim 3 we can check if td(G) = d − 1 in time f(d − 1)n2, so finding
R = {v ∈ V (G′) : td(G′ − v) = d− 1} can be done in time f(d)n3.

Next we reduce the size of R to only those vertices with minimal #r. For each
r, computing #r can be done in time Σi=1...#rO(|Si|2) ≤ O(n2). Hence this step
takes time O(g(d)n2), since by Lemma 7 |R| ≤ g(d).

Now the algorithm recurses. By Lemma 7 it will recurse on at most g(d)
different roots. For each of these roots r, if k = #r then it will compute a
decomposition of each of the connected components S1...Sk of G− r, which will
take time ≤ Σk

i=1T (|Si|, d− 1). To order these decompositions by <, it will then
make k log k comparisons of the decompositions using <, each of which takes
time O(n2), and subsequently make g(d)k comparisons in time g(d)kn2 between
these sorted decompositions to find which of the g(d) roots is minimal.

This yields a recursion relation for the run time given by

T (n, d) ≤ f(d)n3 + g(d)n2 + g(d)

{(
k∑

i=1

T (|Si|, d− 1)

)
+ O(k log kn2)

}
(1)

One can easily check that a run time of T (n, d) = h(d)n3 log(n) suffices. Plugging
this ansatz into the recursion relation, and simplifying using the convexity of
n3 log(n) and the fact that k ≤ n, one can see that

T (n, d) ≤ (f(d) + g(d))n3 log(n) + g(d)
{
h(d − 1)n3 log(n) +O(n3 log(n))

}
(2)

Taking h(d) = f(d) + g(d) (h(d − 1) +O(1)), we have T (n, d) ≤ h(d)n3 log(n).
By setting h(0) = 1, this provides an inductive definition of h as a function.
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Therefore Algorithm 1 runs in time O(h(d)n3 log(n)). Since checking if two
decompositions are equivalent takes O(n2) time (assuming the orderings of the
sub-decompositions of each level are recorded), Algorithm 2 correctly decides
isomorphism over connected graphs in time O(h(d)n3 log(n)). This algorithm
extends easily to disconnected graphs by the convexity of n3. ��

5 Generalized Tree-Depth

We will now define a new parameter which generalizes both tree-depth and max-
leaf-number. Recall that the max-leaf-number of a graph G, denoted mln(G), is
the maximum number of leaves in a spanning tree of G. A crucial fact is that
if mln(G) = k, then the number of vertices of degree �= 2 in G is bounded by a
function of k. This can be easily used to show that graph isomorphism is fixed-
parameter tractable in max-leaf-number, by simply trying all bijections between
vertices of degree �= 2 and noting that all other vertices lie on simple paths.

Claim 12 (From Kleitman and West [16] via [9]). If G is a graph with
mln(G) ≤ k, then G is a subdivision of a graph H with at most 4k− 2 vertices.

Low max-leaf-number means that the graph becomes a collection of paths after
removing a small number of vertices. Low tree-depth, on the other hand, means
that the graph quickly degenerates to an empty set after alternately removing
vertices and considering disjoint components separately. Following the example
of max-leaf number, we can generalize tree-depth by allowing a broader class
of graphs as leftovers at the end of k-cops and robbers game. Previously, we
said that the Cop player wins the game if a cop lands on the robber. Consider a
modified version of the game, in which Cop wins if the robber is confined to either
a simple path with cops at both endpoints or a simple cycle. The endpoints of
this path (which must be occupied by cops) may be connected to other vertices
of the graph, but the other points of the path may not have any edges to the
rest of the graph. To win by confining the robber to a cycle, the cycle must be
disconnected from the rest of the graph.

Definition 13. A graph G has generalized tree-depth d, denoted gtd(G) = d,
iff d is the least k such the Cop player has a winning strategy in the modified
k-cops and robber game described above.

It is clear that the generalized tree-depth of a graph is a lower bound on its tree-
depth, since a single vertex is a simple path of length zero. Furthermore, this
parameter bounds from below the max-leaf-number, because the Cop player has
a winning strategy using 4mln(G)−2 cops by placing places cops on all vertices of
degree �= 2. Therefore for any graph G, gtd(G) ≤ 4mln(G) and gtd(G) ≤ td(G),
so this parameter generalizes both tree-depth and max-leaf-number.

We can now extend our arguments from the previous sections to show that
graph isomorphism is fixed-parameter tractable in the generalized tree-depth.
First, note that having generalized tree-depth d is equivalent to having a tree-
depth decomposition of depth d as before, except that the leaves of the tree
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can now consist of simple paths. The simple cycles, being disconnected from the
graph, are omitted from the decomposition and are handled separately later.
The endpoints of the path in each leaf are specified in the decomposition. By
the same arguments as in [24], Cd = {G : gtd(G) ≤ d} is closed under taking
minors for d ≥ 2, while C0 and C1 have trivial poly-time membership tests,
yielding a (non-constructive) FPT algorithm to compute generalized tree-depth
in time O(f(d)n3) by the Robertson-Seymour Theorem [26][19].

Next, note that our arguments bounding the number of roots of a decompo-
sition also carry through. When counting the number of vertices in each com-
ponent, we count only the endpoints of the paths in the leaves, since only these
vertices can connect to the rest of the graph. These specified endpoints are con-
sidered the roots of the leaf’s decomposition. This ensures that the base case of
Lemma 6 is still bounded above by two. We again obtain that the number of
roots of a graph of generalized tree-depth d is bounded by a function g(d). The
fact that we handle simple cycles separately is crucial to keeping this bound.

We can likewise extend Lindell’s tree isomorphism algorithm to an FPT algo-
rithm for generalized tree-depth exactly as before. To do so, we simply modify
our ordering on decompositions to take in to account the number of nodes in
the path of each leaf, and handle the simple cycles separately. This yields an
algorithm to test for isomorphism in O(h(d)n4) time, where d is the generalized
tree-depth and h(d) is a function which is not necessarily computable, as we
have used the Robertson-Seymour theorem. We have thus shown:

Theorem 14. GI is fixed-parameter tractable in generalized tree-depth.

6 Conclusion

We have shown that graph isomorphism is fixed-parameter tractable when pa-
rameterized by generalized tree-depth. An open question is whether or not GI is
FPT in the path-width of the graph. Unlike in the case of tree-depth, the number
of valid path-width decompositions of a graph is exponential in the number of
vertices, so our approach does not immediately generalize.
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Institut für Softwaretechnik und Theoretische Informatik, TU Berlin,
Berlin, Germany

{sepp.hartung,christian.komusiewicz,andre.nichterlein}@tu-berlin.de

Abstract. Given an undirected graph G = (V,E) and an integer � ≥
1, the NP-hard 2-Club problem asks for a vertex set S ⊆ V of size
at least � such that the subgraph induced by S has diameter at most
two. In this work, we extend previous parameterized complexity studies
for 2-Club. On the positive side, we give polynomial kernels for the
parameters “feedback edge set size of G” and “size of a cluster editing
set of G” and present a direct combinatorial algorithm for the parameter
“treewidth of G”. On the negative side, we first show that unless NP ⊆
coNP/poly, 2-Club does not admit a polynomial kernel with respect
to the “size of a vertex cover of G”. Next, we show that, under the
strong exponential time hypothesis, a previous O∗(2|V |−�) search tree
algorithm [Schäfer et al., Optim. Lett. 2012] cannot be improved and
that, unless NP ⊆ coNP/poly, there is no polynomial kernel for the dual
parameter |V |−�. Finally, we show that, in spite of this lower bound, the
search tree algorithm for the dual parameter |V | − � can be tuned into
an efficient exact algorithm for 2-Club that substantially outperforms
previous implementations.

1 Introduction

Finding cohesive subnetworks in a network is an important task in graph-based
data mining and social network analysis. The natural cohesiveness requirement is
to demand that the subnetwork is a complete graph, that is, a clique. However,
this requirement is often too restrictive and thus relaxed versions such as s-
cliques [1], s-plexes [22], and s-clubs [17] have been proposed. An s-club is a graph
with diameter at most s, and s-clubs are thus a distance-based relaxation of
cliques (which are exactly the graphs of diameter 1). For a constant integer s ≥ 1,
the problem of finding large s-clubs is defined as follows.

s-Club

Input: An undirected graph G = (V,E) and an integer 	 ≥ 1.
Question: Is there a vertex set S ⊆ V of size at least 	 such that G[S]
has diameter at most s?

Clearly, 1-Club is equivalent to the well-known Clique problem. In this work,
we consider 2-Club, the most basic variant of s-Club that is different from

D.M. Thilikos and G.J. Woeginger (Eds.): IPEC 2012, LNCS 7535, pp. 231–241, 2012.
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Clique. Furthermore, 2-Club is also an important special case concerning the
applications: For biological networks, 2-clubs and 3-clubs have been identified as
the most reasonable diameter-relaxations of Clique [19], further applications of
2-Club arise in the analysis of social networks [16]. Consequently, experimental
evaluations concentrate on finding 2-clubs and 3-clubs [5, 6, 15].

Related Work. For all s ≥ 1, s-Club is NP-complete on graphs of diameter
s+1 [3]; 2-Club is NP-complete even on split graphs and, thus, also on chordal
graphs [3]. For all s ≥ 1, s-Club is NP-hard to approximate within a factor of
n

1/2−ε [2]; a simple approximation algorithm obtains a factor of n
1/2 for even s ≥ 2

and a factor of n2/3 for odd s ≥ 3 [2]. Several heuristics [5] and integer linear
programming formulations [3, 5] for s-Club have been proposed and experimen-
tally evaluated [15]. 1-Club is equivalent to Clique and thus W[1]-hard with
respect to 	. In contrast, for s ≥ 2, s-Club is fixed-parameter tractable with
respect to 	 [6, 20, 21]. s-Club can be solved in O∗(2n−�) time by a search tree
algorithm [6, 20, 21]1. s-Club can be formulated in monadic second order logic
and thus is fixed-parameter tractable with respect to the treewidth of G [21].
Moreover, s-Club does not admit a polynomial kernel with respect to 	 (unless
NP ⊆ coNP/poly), but a so-called Turing-kernel with at most k2 vertices for
even s and at most k3 vertices for odd s [20]. 2-Club is solvable in polynomial
time on bipartite graphs, on trees, and on interval graphs [21].

Our Contribution. We make progress towards a systematic classification of the
complexity of 2-Club with respect to structural parameters of the input graph.
In Section 2, we give an O(k2)-vertex kernel for the parameter “size of a cluster
editing set” and an O(k)-size kernel for the parameter “feedback edge set size”.
The kernelization results for these rather large parameters are motivated by our
negative results: We show that 2-Club does not admit a polynomial kernel
with respect to the size of a vertex cover of the underlying graph, unless NP ⊆
coNP/poly. This excludes polynomial kernels for many prominent structural
parameters such as “feedback vertex set size”, pathwidth, and treewidth. In
Section 3, we give a direct combinatorial algorithm solving 2-Club in 2O(2ω)n2

time on graphs of treewidth ω. Notably, up to a constant in the exponent, this
is also the current best running time for the parameter vertex cover size (which
we present in Theorem 4). In Section 4, we study s-Club, s ≥ 2, parameterized
by the dual parameter k′ := n− 	. We prove that unless the Strong Exponential
Time Hypothesis (SETH)2 fails, s-Club cannot be solved in O∗((2 − ε)k

′
) time

for all ε > 0. This is evidence that the previous search tree algorithm [20] is

1 Schäfer et al. [20] actually considered finding an s-club of size exactly �. The claimed
fixed-parameter tractability with respect to n−� however only holds for the problem
of finding an s-club of size at least �. The other fixed-parameter tractability results
hold for both variants.

2 The SETH fails if the satisfiability problem for boolean formulas in conjunctive
normal form, the so-called Cnf-Sat problem, is solvable in O∗((2 − ε)n) time for
some ε > 0 where n denotes the number of variables; a recent survey on the (S)ETH
is given by Lokshtanov et al. [14].
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optimal with respect to the parameter k′. Moreover, the presented reduction
also implies that s-Club does not admit a polynomial kernel with respect to k′

unless NP ⊆ coNP/poly.
Having explored the limits of parameterized algorithmics for the dual param-

eter k′ on the theoretical side, in Section 5 we examine its usefulness for solving
2-Club in practice. To this end, we implemented the search tree strategy for
the dual parameter together with data reduction rules that are partially deduced
from our findings in Section 2. We show that our implementation outperforms all
previously implemented exact algorithms for 2-Club on random and on large-
scale real world graphs. Especially on large graphs the concept of Turing ker-
nelization turns out to be the most efficient technique in our “parameterized
toolbox”.

Preliminaries. We only consider undirected and simple graphs G = (V,E)
where n := |V | and m := |E|. For a vertex set S ⊆ V , let G[S] denote
the subgraph induced by S and G − S := G[V \ S]. We use distG(u, v) to
denote the distance between u and v in G, that is, the length of a shortest
path between u and v. For a vertex v ∈ V and an integer t ≥ 1, denote
by Nt(v) := {u ∈ V \ {v} | dist(u, v) ≤ t} the set of vertices within dis-
tance at most t to v. Moreover, set Nt[v] := Nt(v) ∪ {v}, N [v] := N1[v], and
N(v) := N1(v). Two vertices v and w are twins if N(v)\{w} = N(w)\{v}. The
following simple observation will be used throughout this work.

Observation 1. Let S be an s-club in a graph G = (V,E) and let u, v ∈ V be
twins. If u ∈ S and |S| > 1, then S ∪ {v} is also an s-club in G.

For the relevant notions of parameterized complexity refer to [9, 10, 18]. A
more recent concept not presented in these monographs is Turing kerneliza-
tion. Roughly speaking, in Turing kernelization one creates polynomially many
problem kernels instead of one problem kernel. Then, the solution to the param-
eterized problem can be computed by solving the problem separately on each
of these problem kernels. Throughout this work, we assume that, unless stated
otherwise, the structural parameter under consideration is provided as an addi-
tional input of the 2-Club instance. Due to the space restrictions, most of the
proofs are deferred to a long version of this article.

2 Kernelization Algorithms and Lower Bounds

In this section, we provide polynomial-size problem kernels for 2-Club param-
eterized by “cluster editing set size” and “feedback edge set size”, respectively.
While these parameters can often be rather large, we show that for the (also rel-
atively large) parameter “vertex cover size of G”, there exists no polynomial-size
problem kernel (unless NP ⊆ coNP/poly).
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A Quadratic-Vertex Kernel for the Parameter Cluster Editing Set Size. A clus-
ter editing set of G is a set of edge additions and deletions that transforms G
into a vertex-disjoint union of cliques. Let G = (V,E), an integer 	, and a cluster
editing set D be an instance of 2-Club; the parameter is k := |D|. Denote by
V (D) the set of all endpoints of the edges in D and observe that G− V (D) is a
cluster graph. The following rules yield an O(k2)-vertex kernel for 2-Club. The
first reduction rule is obvious.

Rule 1. If there is a cluster C in G − V (D) with |C| ≥ 	, then reduce to a
trivial yes-instance.

It follows that any 2-club of size at least 	 has a nonempty intersection with V (D),
implying the correctness of the following data reduction rule.

Rule 2. If there is a cluster C in G − V (D) such that N(v) ∩ V (D) = ∅ for
all v ∈ C, then delete C.

After exhaustive application of Rule 2, at most |V (D)| ≤ 2k clusters remain in
G− V (D). Since Rule 1 has been applied, each cluster in G− V (D) has size at
most 	−1. Hence, if 	 ≤ 2k+1, then there are at most 4k2+2k vertices left and
we are done. Now, consider the case where 	 > 2k + 1. To bound the size of the
clusters in G − V (D) we use the following observation. Its correctness follows
from the fact that two vertices in different clusters of G−V (D) are not adjacent
and have no common neighbor.

Observation 2. For every 2-club S in G there is at most one cluster C in
G − V (D) such that S has a nonempty intersection with C.

Observation 2 implies that every 2-club of size at least 	 contains at least 	 − 2k
vertices from exactly one cluster C of G−V (D). Since all vertices in C are twins,
Observation 1 now implies that in an inclusion-maximal 2-club either all or no
vertices from C or are contained. Hence, for 	 > 2k+1 decreasing 	 and the size
of each cluster C by 	 − 2k − 1 produces an equivalent instance. This leads to
the following data reduction rule.

Rule 3. Delete 	− 2k− 1 arbitrary vertices in each cluster C of G−V (D) and
set 	 := 2k + 1.

Note that in case |C| ≤ l − 2k − 1 we simply delete all vertices of C. After ex-
haustive application of Rule 3 for each cluster C it holds that 1 ≤ |C| < 2k + 1.
Thus, we arrive at the following.

Theorem 1. 2-Club parameterized by the cluster editing set size k admits an
O(k2)-vertex kernel that can be computed in O(n +m) time.

A Linear Kernel for the Parameter Feedback Edge Set Size. A feedback edge
set of a graph is an edge set whose deletion leads to a forest. Let F ⊂ E be a
feedback edge set for G = (V,E). Furthermore, let T := (V,E \ F ) be the forest
obtained by deleting F from G. The correctness of the first data reduction rule
follows from the fact that for each vertex v the set N [v] is a 2-club.
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Rule 4. If there is a vertex v ∈ V with |N [v]| ≥ 	, then reduce to a trivial
yes-instance.

In the following, we exploit that after application of Rule 4 all 2-clubs of size at
least 	 have to “use” feedback edges. The next rule removes all vertices that are
not on paths between the endpoints between feedback edges. These vertices are
defined as follows.

Definition 1. For a feedback edge {u, v} ∈ F the path P{u,v} between u and v
in T is called feedback edge path. If a vertex w lies on the path P{u,v}, then the
edge {u, v} is a spanning feedback edge of w.

Rule 5. Let (G, 	) be reduced with respect to Rule 4. Then, delete all vertices
that do not lie on any feedback edge path.

The final rule removes vertices that are too far away from feedback edges.

Rule 6. If there is a vertex v that has in G distance at least three to at least
one endpoint of every spanning feedback edge, then remove v.

Applying these data reduction rules exhaustively results in a linear kernel:

Theorem 2. The 2-Club problem parameterized by the size k of a feedback
edge set admits a kernel of size 6k that can be computed in O(n4) time.

A Kernelization Lower Bound for the Parameter Vertex Cover. We next show
that 2-Club does not admit a polynomial kernel with respect to the parameter
vertex cover size. This result implies that 2-Club does not admit a polynomial
kernel for many structural graph parameters such as feedback vertex set number
or treewidth.

Theorem 3. 2-Club parameterized by vertex cover has no polynomial kernel
unless NP ⊆ coNP/poly.

3 Fixed-Parameter Tractability with Respect to
Treewidth

In this section, we show that 2-Club is fixed-parameter tractable when param-
eterized by treewidth. To demonstrate the principle idea behind the algorithm,
we first describe a fixed-parameter algorithm for the parameter vertex cover.

Theorem 4. s-Club is solvable in O(2k · 22k · nm) time where k denotes the
size of a vertex cover.

Extending the ideas behind Theorem 4, we now give a direct combinatorial al-
gorithm for the parameter treewidth which uses the following lemma.

Lemma 1. Let G be a graph and let S be a 2-club in G. Then, for any tree-
decomposition of G there is at least one vertex v ∈ S such that there is a bag
that contains N [v] ∩ S.
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Proof. Let T = (X1∪ . . .∪Xr, E) be a tree-decomposition of G. Fix an arbitrary
vertex u ∈ S and denote by Xu any bag in T that contains u. Now, choose a
vertex w ∈ S such that the length of the path from Xu to the first bag that
contains w is maximum. Denote this bag by Xw. We show that N(w)∩S ⊆ Xw.
Suppose there is a neighbor v ∈ N(w) ∩ S that is not contained in Xw. Since v
and w are adjacent and thus are together contained in at least one bag, v is not
contained in any bag on the path between Xu and Xw. This implies that the
path from Xu to the first bag that contains v is longer than the path between
Xu and Xw; a contradiction to the choice of w. ��

Theorem 5. 2-Club is solvable in 2O(2ω)·n2 time where ω denotes the treewidth.

4 Optimality of Dual Parameter Algorithm

In this section, we prove algorithmic lower bounds for s-Club when parameter-
ized by the dual parameter k′ := n − 	. We first show that there is a reduction
from Cnf-Sat to s-Club with certain properties that allows to infer these lower
bounds.

Lemma 2. There is a parameterized reduction from Cnf-Sat to s-Club where
the dual parameter in the constructed s-Club instance is equal to the number
of variables in the boolean formula of the Cnf-Sat instance.

Denoting the number of variables in a boolean formula by n, the Strong Expo-
nential Time Hypothesis (SETH) fails if Cnf-Sat can be solved in O∗((2− ε)n)
time for some ε > 0 [13]. Thus, by Lemma 2 an algorithm for s-Club running
in O∗((2 − ε)k

′
) time for some ε > 0 would disprove the SETH. This bound is

tight since s-Club can be solved in O∗(2k
′
) time [20].

Corollary 1. Unless the SETH fails, s-Club parameterized by the dual param-
eter k′ := n − 	 cannot be solved in O∗((2 − ε)k

′
) time for all s ≥ 2.

Chen et al. [7] showed that Cnf-Sat does not admit a polynomial kernel un-
less coNP ⊆ NP/poly. Since Lemma 2 provides a polynomial time and parameter
transformation [4] this lower bound result transfers to 2-Club.

Corollary 2. s-Club parameterized by the dual parameter k′ does not admit a
polynomial problem kernel unless coNP ⊆ NP/poly.

5 Implementation and Experiments

Search Tree. We implemented the following search tree strategy to find a max-
imum 2-club S in a given graph G = (V,E): If G is not a 2-club, then find a
vertex v ∈ V such that |N2(v)| is minimum among all vertices. Then, branch
into the cases to either delete v from G or to mark v to be contained in S and
subsequently delete all vertices in V \ N2[v]. During branching we maintain a
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lower bound, that is, the size 	′ of a largest 2-club found so far; this lower bound
is initialized by the maximum degree plus one. Branching is aborted if the cur-
rent graph has less than 	′ vertices. After exploring all branches, we output the
current lower bound (along with a 2-club of this size).

The above search tree strategy was introduced by Bourjolly et al. [5] and
has been already experimentally evaluated [6]. By simple recursion analysis the
running time can be bounded by O∗(αn) where α is the golden ratio with α ≈
1.62 [6]. Schäfer et al. [20] showed that for the dual size parameter k′ this search
tree strategy runs in O∗(2k

′
) time (if branching is aborted if more than k′ vertices

have been removed). Note that by Corollary 1, the search tree size measured
by k′ cannot be improved unless the SETH fails.

Turing Kernelization. Before starting the search tree algorithm, we use the
Turing kernelization introduced by Schäfer et al. [20]. That is, we compute the
Turing kernels consisting of N2[v] for all vertices v of the input graph.3 We say
N2[v] is the Turing kernel for vertex v. Then, as long as at least one Turing
kernel is left, we apply the search tree algorithm to the smallest one, say the one
for vertex v, to find the largest 2-club in the Turing kernel of v that contains v.
Afterwards, we delete v in all other Turing kernels. The maximum 2-club found
during this iteration is the output. Note that this is indeed equivalent to what the
search tree algorithm does: In one case v is contained in the maximum 2-club S
and thus S ⊆ N2[v], in the other case v is not contained and can thus be deleted.
This observation explains the effectiveness of the search tree algorithms on the
considered real-world data from social network analysis: There, the smallest two-
neighborhood in the graph is typically much smaller than the entire vertex set,
ensuring that all except n nodes in the search tree have limited size.

Heuristic Speed-Up. Our main tool for accelerating the search tree algorithm is
an extensive application of the following data reduction rules in each branching
step. We describe the rules in descending order of observed effectiveness. Herein,
let G = (V,E) be the graph of the current branching step.

I1 Vertex Cover Rule: Let G′ = (V,E′) be the graph where two vertices are ad-
jacent iff they have distance at least three in G. Clearly, if a minimum vertex
cover of G′ has size at least x, then at least x vertex deletions have to be per-
formed in G to obtain a 2-club. We compute a 2-approximate vertex cover C
for G′ that is disjoint to the marked vertices (as they may not be deleted).
If |V |− �|C|/2 is less than the current lower bound, then abort this branch.

I2 Cleaning conflicts with marked vertices: If there is a vertex v ∈ V that has
distance at least three to a vertex that is marked to be contained in the
2-club, then delete v. If v is marked, then abort this branch.

I3 Common neighbors of marked vertices: If there are two marked vertices with
only one common neighbor v, then mark v.

I4 Degree-one vertices: Remove each vertex v that has degree one. If v is marked,
then abort this branch.

3 After applying Rule 4 in advance, |N2[v]| ≤ �2.
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Table 1. Experimental results on random instances. For each combination of density,
n, a, b the other values are the average over 50 instances.

density [a ; b] n m max deg avg deg 2-club size time(s)

0.05 [0.00 ; 0.10] 160 633.60 18.30 7.40 19.30 0.18

0.10 [0.05 ; 0.15] 160 1279.54 28.54 15.46 29.54 2.43
[0.00 ; 0.20] 160 1276.40 31.68 15.44 33.08 2.79

0.15 [0.10 ; 0.20] 150 1674.28 35.72 21.84 56.98 98.44
[0.10 ; 0.20] 160 1899.78 38.15 23.26 63.44 372.52
[0.05 ; 0.25] 160 1906.68 41.04 23.26 77.12 21.54
[0.00 ; 0.15] 160 1894.08 44.52 23.20 88.60 1.80

0.20 [0.10 ; 0.30] 160 2544.66 50.28 31.36 143.16 0.04

The correctness of Rules I1–I3 is obvious. Rule I4 is correct since we initialized
our lower bound by a 2-club formed by a maximum degree vertex and thus a
larger 2-club cannot contain degree-one vertices (note that Rule I4 is a special
case of Rule 5).

We ran all our experiments on an Intel(R) Core(TM) i3-2130 CPU 3.40GHz
machine with 8GB memory under the Debian GNU/Linux 6.0 operating system.
The program is implemented in Java and runs under Java 1.6.0.18. The source
code is freely available from http://fpt.akt.tu-berlin.de/two_club/. We
tested our program on random instances as well as on real world data from
the 10th DIMACS challenge [8] and compare our running times with recent
implementations [6, 15].

Random Instances. As in previous experimental evaluations [6, 15], we use the
random graph generator proposed by Gendreau et al. [11] where the density
of the resulting graphs is controlled by two parameters, 0 ≤ a ≤ b ≤ 1, and
the expected density is (a + b)/2. Table 1 summarizes our findings. As first
observed by Bourjolly et al. [5], density 0.15 produces the hardest instances.
We solve instances of these types for n = 150 typically within 2min; previous
implementations needed about 6min [6], or up to an hour [15] for these instances.
We observed that the key point for the good behavior of our algorithm on these
instances is the Vertex Cover Rule that allows quite frequently to prune the
search tree.

Real-World Networks. We considered real-world data taken from the 2012 DI-
MACS challenge [8]. To investigate the usefulness of 2-Club as natural clique
relaxation concept, we ran our algorithm on instances from the clustering cat-
egory; to test our algorithm on large scale social network graphs we ran it on
graphs from the co-author and citation category. These graphs were obtained by
the co-author relationship or the citation relation among authors listed in the
DBLP and Citeseer database. In addition to the DIMACS instances, we created
a further DBLP coauthor graph, which is the largest instance in our experiments
(dblp thres 1). Table 2 shows the results.

http://fpt.akt.tu-berlin.de/two_club/
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Table 2. Experimental results on instances from the DIMACS implementation [8]
taken from the clustering and the coauthor/citation category

category name n m max deg avg deg 2-club size time(s)

clustering email 1133 5451 71 9 72 3.27
hep-th 8361 15751 50 3 51 4.18

PGPgiantcompo 10680 24316 205 4 206 3.22
polblogs 1490 16715 351 22 352 9.93

power 4941 6594 19 2 20 2.53

coauthor citationCiteseer 268495 1156647 1318 8 1319 429.83
coAuthorsCiteseer 227320 814134 1372 7 1373 23.04
coAuthorsDBLP 299067 977676 336 6 337 216.64

dblp thres 01 715633 2511988 804 7 805 1742.57
dblp thres 02 282831 640697 201 4 202 119.03

We observe that, since the average degree in real world graphs is small, the
Turing kernelization typically produces small graphs for our search tree algo-
rithm. We thus can solve all instances from the clustering category within 10s.
This is a significant performance increase in comparison to [15] who needed up to
70min for these instances. Moreover, although the co-author/citation graphs are
quite large (up to 715,000 vertices), Turing kernelization enabled us to handle
them within roughly 30min.

We observed, however, the unexpected behavior that the largest 2-club is on
a majority of the real-world instances “just” a maximum degree vertex together
with its neighbors. Thus, the question arises whether the resulting community
structures are meaningful. In a first step to examine this, we created from a
DBLP coauthor graph subgraphs of the pattern dblp thres i where two authors
are related by an edge if they coauthored at least i papers. We expected that for
moderate values of i, say 2 or 3, the resulting (2-club) communities would have
a stronger meaning because there are no edges between authors that are only
loosely related. Unfortunately, even for values up to i = 6 this seems not to be the
case. We think the main reason for this is the large gap between the maximum
degree vertex (around 1000) and the average degree (less than 10). Thus, there
seem to be some authors that dominate the overall structure because of their
large number of coauthors. Notably, there are only few of these “dominating”
authors: less than 200 authors have more than 200 coauthors.4

6 Conclusion

On the theoretical side, we extended existing fixed-parameter tractability results
for the 2-Club problem by providing polynomial-size kernels for the parameters
cluster editing set size and feedback edge set size. We further gave a direct algo-
rithm for the parameter treewidth of G. Complementing these positive results,

4 This implies that the so-called h-index of the real-world instances is low and thus
a promising parameter. In companion work, however, we showed that 2-Club is
W[1]-hard with respect to the h-index of the input graph [12].
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we showed lower bounds on the kernel size for parameter vertex cover and on
the running time as well as on the kernel size for the dual parameter k′. On the
practical side, we provide the currently best implementation for 2-Club which
solves 2-Club in reasonable time even on large real-world graphs with more
than 700,000 vertices.

Still, there are many open questions that deserve further investigations: Is
there a substantially better algorithm for the parameter vertex cover than the
one for treewidth? Concerning the parameter solution size 	, can the, so far im-
practical, running time or the size of the Turing kernel be improved [20]? Are
there stronger parameters than the ones considered here for which 2-Club ad-
mits polynomial-size problem kernels? Finally, it would be interesting to transfer
our results to 3-Club which is also of interest in practice [15, 19].
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Abstract. We investigate the computational complexity of the
Densest-k-Subgraph (DkS) problem, where the input is an undirected
graph G = (V,E) and one wants to find a subgraph on exactly k ver-
tices with a maximum number of edges. We extend previous work on
DkS by studying its parameterized complexity. On the positive side, we
show that, when fixing some constant minimum density μ of the sought
subgraph, DkS becomes fixed-parameter tractable with respect to either
of the parameters maximum degree and h-index of G. Furthermore, we
obtain a fixed-parameter algorithm for DkS with respect to the com-
bined parameter “degeneracy of G and |V | − k”. On the negative side,
we find that DkS is W[1]-hard with respect to the combined parame-
ter “solution size k and degeneracy of G”. We furthermore strengthen
a previous hardness result for DkS [Cai, Comput. J., 2008] by showing
that for every fixed μ, 0 < μ < 1, the problem of deciding whether G
contains a subgraph of density at least μ is W[1]-hard with respect to
the parameter |V | − k.

1 Introduction

Identifying dense regions of graphs is a fundamental computational problem with
many important applications, for instance in computational biology [19] and
social network analysis [3]. There are many different definitions of what a dense
subgraph is [11, 17] and for almost all of these formulations, the corresponding
computational problems are NP-hard.

In this work, we study the problem of finding subgraphs with a fixed num-
ber k of vertices and a maximum number of edges. This problem is known
as Densest-k-Subgraph. For fixed k, maximizing the number of edges is
the same as maximizing the density of a graph G = (V,E) which is defined
as 2|E|/(|V |(|V | − 1)). Using the notion of density, the NP-hard Densest-k-
Subgraph problem [11, 15] can be defined as follows.

Densest-k-Subgraph (DkS) :
Input: A graph G = (V,E), and a nonnegative integer k.
Task: Find a vertex set S ⊆ V of size exactly k such that G[S] has
maximum density.
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DkS is at least as hard as the well-studiedClique problem which asks for finding
a complete graph of order exactly k. In this work, our aim is to provide a better
overview of when DkS becomes computationally hard or tractable, respectively.
To this end, we consider how two types of parameters influence the complex-
ity of DkS. The first type of parameters are the classical parameters “solution
size k” and “parameterization by dual |V | − k”. The second type of parameters
measure the sparseness of the input graph G: maximum degree Δ, h-index,1

and degeneracy d. Bounded maximum degree means that all vertices have few
neighbors, bounded h-index means that most vertices have few neighbors, and
bounded degeneracy means that there is always a vertex with few neighbors. By
definition, Δ ≥ h-index ≥ d. The study of these three parameters is motivated
by two facts: First, many real-world networks such as biological and social net-
works are relatively sparse since they contain many vertices of low degree and
only few vertices of high degree (the network “hubs”). Second, the otherwise
notoriously hard Clique problem is much easier on sparse graphs. For example,
all maximal cliques can be enumerated in O(d3/d · d · n) time on graphs with
degeneracy d [9].

We study the complexity of DkS mostly by considering the following problem
which can be seen as a decision variant of DkS. Here, one asks whether there
is a k-vertex subgraph with density at least μ, where 0 ≤ μ ≤ 1 is some fixed
constant. We call such subgraphs μ-cliques, that is, a graph G = (V,E) is a
μ-clique if the density of G is at least μ.

μ-Clique:
Input: A graph G = (V,E), and a nonnegative integer k.
Question: Is there a vertex set S ⊆ V of size at least k such that G[S]
is a μ-clique?

Throughout this work, we assume that μ is a fixed constant, in other words,
that it is independent of k and n. This assumption can be motivated by the fact
that in many applications, the dense subgraphs that one wants to find should
be almost complete graphs.

Related Work. Clique, which asks to find a complete subgraph of order k is
W[1]-hard with respect to the parameter k and fixed-parameter tractable with
respect to the dual parameter n − k [7]. Finding a densest subgraph of order
exactly k is NP-hard and W[1]-hard with respect to k, as it is a generalization
of Clique. Moreover, DkS is W[1]-hard with respect to the parameter n −
k [5]. It is, however, fixed-parameter tractable with respect to the combined
parameter “maximum degreeΔ and k” [6]. Holzapfel et al. [13] showed that DkS
remains NP-hard, even when looking only for subgraphs with average degree at
least 2 +Ω(1/k1−ε) for 0 < ε < 2. Finding k-vertex subgraphs of average degree
at least 2+O(1/k), however, can be done in polynomial time. Furthermore, DkS
is NP-hard even in graphs with maximum degree three and degeneracy two [10].

1 The structural graph parameter h-index was introduced by Eppstein and Spiro [8]
in the context of triangle counting in dynamic graphs. For a definition, see Section 2.
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Table 1. Summary of our results and previous results for μ-Clique and DkS. Note
that hardness transfers from μ-Clique to DkS and tractability transfers in the reverse
direction. For fixed-parameter tractability (FPT) results, we write a rough estimate
of the exponential running time factor. Herein, k denotes the order of the sought μ-
clique, � = n− k is the number of vertices that have to be deleted in order to obtain a
μ-clique or a densest subgraph, and d denotes the degeneracy of the input graph.

parameter μ-Clique DkS

max. degree Δ FPT: ΔO(Δ) (Theorem 1), NP-hard for Δ = 3 [10]
no poly. kernel (Theorem 7)

h-index h FPT: hO(h) (Theorem 2),
no poly. kernel (Theorem 7)

degeneracy d ∈ XP (Lemma 1(iii)) NP-hard for d = 2 [10]
(k, d) W[1]-hard (Theorem 6)
� W[1]-hard (Theorem 4) W[1]-hard [5]

(�, d) FPT: (�+ d)O(�) (Theorem 3)

The “densest subgraph” in this reduction, however, has very low, non-constant
density. For an overview of computational aspects of finding dense subgraphs,
we refer to the survey of Kosub [17]. A related problem is Minimum Subgraph

of Minimum Degree, where the task is to find a subgraph of order at most k
such that each vertex has a given minimum degree. Minimum Subgraph of

Minimum Degree is W[1]-hard with respect to the parameter k but becomes
fixed-parameter tractable on graphs of bounded local treewidth and graphs with
excluded minors [2]. A further related problem is to find a subgraph that has
maximum average degree (without constraint on the order). This problem is
polynomial-time solvable using network flow techniques [12].

Our Results. Table 1 gives an overview of our results; note that all negative re-
sults that were obtained for μ-Clique immediately transfer to DkS. Our results
can be summarized as follows. Finding dense subgraphs is significantly harder
than finding cliques since μ-Clique and DkS are W[1]-hard with respect to
the parameter (d, k). Furthermore, we show that the W[1]-hardness for DkS
parameterized by n − k [5] can also be generalized to hold for μ-Clique for
all μ, 0 < μ < 1. Finally, we show that, in contrast to DkS, μ-Clique is fixed-
parameter tractable for the parameters maximum degree Δ and h-index h of G.
In particular, we show that the practically relevant case of finding subgraphs
whose density μ deviates not too much from the maximum density (that is, 1/μ
is small) is still tractable for bounded Δ or h.

2 Preliminaries

We consider simple undirected graphs G = (V,E) where n := |V | and m := |E|.
The order of a graph is the number of vertices. For a vertex set S ⊆ V we denote
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by N(S) :=
⋃

v∈S N(v) \S the neighborhood of S, and by deg(v) the degree of v.
We use G[S] to denote the subgraph induced by S. The degeneracy of a graph G
is the smallest integer d such that every induced subgraph of G has at least
one vertex with degree at most d. The h-index of a graph G is the maximum
integer h such that G contains h vertices of degree at least h. The property of
being a μ-clique is not hereditary, but has a “nestedness” property [17]: Every
μ-clique G = (V,E) has an induced subgraph G′ on |V | − 1 vertices that is also
a μ-clique. For the relevant notions from parameterized complexity, refer to [7].

3 Fixed-Parameter Algorithms

Here, we present fixed-parameter algorithms for the parameters maximum de-
gree Δ of G, h-index of G and the combined parameter that comprises n−k and
degeneracy of g. Before presenting these algorithms, we observe relationships be-
tween the order of μ-cliques and the sparsity parameters under consideration. We
also give an observation about the enumeration of certain subgraphs in degree
bounded graphs, which yields a subroutine used in our algorithms.

Preparations. The relation between the order of a μ-clique and its maximum
degree, h-index and degeneracy is as follows.

Lemma 1. A μ-clique with
(i) maximum degree Δ has order at most Δ/μ+ 1.

(ii) h-index h has order at most h·(h−1)+2·(n−h)·h
μ·(n−1) < 2·h

μ .

(iii) degeneracy d has order less than (4 · d+ μ)/2 · μ.

The upper bound h·(h−1)+2·(n−h)·h
μ·(n−1) on the order of μ-cliques is tight as a graph

consisting of a clique of order h and of n − h further vertices that are an inde-
pendent set but adjacent to all vertices of the clique has density exactly μ if n
is equal to the upper bound.

Continuing the preparation for our tractability results, a central observation
is the following.

Lemma 2. Let G be a graph with maximum degree Δ and let v be a vertex in G.
There are at most 4k · (Δ−1)k connected subgraphs of G that contain v and have
order at most k. Furthermore, these subgraphs can be enumerated in O(4k · (Δ−
1)k · (n+m)) time.

Proof. We describe a search tree for enumerating these subgraphs. In each search
tree node, we maintain two vertex sets P (the “pivot set”) and N , where N is
a subset of P and the task is to enumerate all vertex sets S such that 1) G[S]
is connected, 2) P ⊆ S, and 3) the vertices of N have no neighbors in S \ P .
Furthermore, in each of the search tree nodes, there will be a distinguished active
vertex v of P \ N . We will consider adding neighbors of the active vertex first.
The details are as follows.

Assume that there is an arbitrary but fixed ordering of the vertices of G.
Initialize the search by setting the pivot set P := {v} and setting N = ∅ where v



246 C. Komusiewicz and M. Sorge

is the vertex with lowest index in the fixed ordering. Furthermore, set v as active
vertex. Then, in each search tree node, do the following. First, reportG[P ]. Then,
if |P | = k, abort this branch. Otherwise, if |P | < k and there is no active vertex,
then choose the vertex v ∈ P \ N that has lowest index in the fixed ordering as
new active vertex. Now, branch into the following cases to add neighbors of the
active vertex v: First, for each neighbor u of v in V \ P that is not adjacent to
any vertex in N create a search tree branch with (P ∪{u}, N) that is, one branch
for each possibility to add a neighbor of v and keep v as active vertex in these
branches. Second, create one further search tree branch with (P,N ∪ {v}), that
is, a branch in which we assume that no further neighbors of v may be added;
in this branch v will become inactive.

Since a vertex never leaves P once it has been added and only neighbors of
vertices in P are added to P , clearly, the graph G[P ] is connected, contains v
and has order at most k in each search tree node. Furthermore, each connected
graph that contains v and is of order at most k is equal to G[P ] in some search
tree node: for each vertex that is a neighbor of the current pivot set and not a
neighbor of N , we branch at some point into the case that this vertex is added.

To bound the number of search tree nodes, observe that at most k vertices
can be added to P and, hence, at most k vertices can be added to N . Now,
assume that we branch in advance into all the cases to either add a neighbor
of an active vertex or move an active vertex to N , that is, we fix in advance
that we add say x1 neighbors of the first vertex, x2 neighbors of the second
active vertex and so on. The number of possible branchings is 22k, since in the
first branch, we add a vertex to P and in the second branch, we add a vertex
to N and the cardinality of both sets is at most k. Now, assume that we branch
for each such fixed case into the different cases to add a neighbor of the active
vertex v. Then, this can be done by a search tree of depth at most k and in each
search tree node, we branch into at most Δ − 1 cases, to add a vertex in V \ P
to P (note that except for the first branching, every active vertex v has at least
one neighbor in P since G[P ] is connected). Hence, the overall search tree size
is O(4k · (Δ − 1)k). Since the steps at each search tree node can be performed
in O(n+m) time, the search tree also gives a O(4k · (Δ− 1)k · (n+m)) running
time enumeration algorithm. ��

Next, we present fixed-parameter algorithms for the parameters maximum de-
gree Δ and h-index. We gradually develop the algorithms starting with the
(easiest) case of finding connected μ-cliques in graphs with maximum degree Δ.
Then, we present an algorithm for disconnected μ-cliques in graphs with max-
imum degree Δ. Finally, we describe an algorithm for the parameter h-index.
Note that we can restrict ourselves to finding μ-cliques of order exactly k due to
the nestedness property.

Finding Connected μ-cliques. We use the enumeration algorithm described in
Lemma 2. For every vertex v, we start an enumeration of all connected graphs
of order at most k that contain v and instead of reporting the graphs, we check
whether it is a μ-clique and report it or not accordingly. Plugging in the bound
for k given by Lemma 1(i), we obtain the following.
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Proposition 1. All connected μ-cliques in a graph G with maximum degree Δ
can be enumerated in O(4Δ/μ+1 · (Δ − 1)Δ/μ+1 · n(n+m)) time.

Finding Disconnected μ-cliques. The idea for finding disconnected μ-cliques is
to combine different connected subgraphs such that the sum of edges and ver-
tices yields a graph with density at least μ. In the process of combining these
connected μ-cliques, we have to ensure that we only combine these numbers for
disjoint graphs. Otherwise, a dense subgraph might be counted twice. To this
end, we use color coding [1] to obtain a randomized fixed-parameter algorithm
with one-sided error. The algorithm can be derandomized using standard tech-
niques with an additional running time factor of 2O(k)[1]. Assume that the input
graph contains a μ-clique of order k, and let S be the vertex set of this μ-clique.
The basic idea of color coding is to color the vertices of the input graph uniformly
at random with a set C of k colors and to hope that S is colorful, that is, for each
color in C there is exactly one vertex in S that has received this color. Assuming
the graph is colored this way, first use the enumeration algorithms for connected
μ-cliques described above, and then “combine” these connected graphs by ap-
plying dynamic programming. The color-coding/enumeration/dynamic program-
ming routine is repeated sufficiently often to achieve constant error probability.
The details are as follows.

After the coloring, first compute for every subset C′ ofC the densest connected
subgraph that has color set C′. This can be easily achieved by adapting the above
enumeration algorithm to only report colorful μ-cliques. Using this enumeration,
we fill a table D where for each color set C′ ⊆ C, the entry D(C′) contains
the maximum number of edges in a connected μ-clique in G whose vertices have
exactly the colors from C′. Afterwards, we find the maximum density of a colorful
μ-clique of order k using another table T . Here, the entry in T (C′) for some color
set C′ ⊆ C contains the number of edges of a (possibly disconnected) μ-clique
with maximum density in G whose vertices have exactly the colors from C′.
Observe that either T (C′) = D(C′), or there is a partition of C′ into C′

1, C
′
2 such

that T (C′) = T (C′
1) + T (C′

2). Thus, we fill T (C′) by the following recurrence:

T (C′) = max{D(C′), max
C′′⊂C′

{T (C′′) + T (C′ \ C′′)}}.

The maximum density of a colorful μ-clique of order k is then found in T (C).
The table T can be filled in O(3k) time, since there are at most this many
triples (C′, C′

1, C
′
2) such that C′ ⊂ C and (C′

1, C
′
2) partitions C

′ (each color in C
either has to be in C′

1, C
′
2, or C \ C′); for each such triple there is only one

table lookup. Adding the running time for filling T , we obtain a running time
of O(3k +4k · (Δ− 1)k · n(n+m)) = O(4k · (Δ− 1)k · n(n+m)), where Δ is the
maximum degree of G.

The error probability can be bounded as follows [1]. When coloring the vertices
with k colors uniformly at random, the probability of a μ-clique S being colorful
is exactly k!/kk, since there are kk distinct colorings of S and k! colorful ones.
By Stirling’s approximation, this probability is at least e−k and by repeating
ek times the random coloring and the algorithm above, the probability of missing
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a feasible μ-clique is at most (1 − e−k)e
k ≤ 1/e. Using Lemma 1(i) we obtain

the following.

Theorem 1. μ-Clique can be solved in time O((4e · (Δ − 1))Δ/μ+1n(n+m)),
reporting a yes-instance as a no-instance with probability at most 1/e, where Δ
is the maximum degree in the input graph.

It has previously been shown that, using random separation, DkS can be solved
in 2O(Δk) time with one-sided error and constant error probability [6]. Our algo-
rithm above applied to DkS runs in 2O(log(Δ)k) time.

Parameterization by h-index. We now describe how to adapt the algorithm from
Theorem 1 to obtain a fixed-parameter algorithm for the parameter h-index of
the input graph. In many practical applications the h-index is much smaller than
the maximum degree. For instance, social and biological networks have few so-
called hubs, that is, vertices of very high degree, and many low-degree vertices.
Hence, the h-index is much smaller than the maximum degree for these graphs.

The main idea of the algorithm is as follows. Let H be the set of the at
most h vertices with degree at least h, and assume that S is a vertex set of
size k such that G[S] is a μ-clique. First, by trying all 2h partitions of H , guess
the set HS of vertices that are in S ∩ H . We annotate every vertex v ∈ V \ H
with the number of neighbors it has in HS . Let the weight of a subgraph G′

of the input graph G = (V,E) be the sum of the vertex annotations in G′ and
the number of edges in G′. Now the task is to find a subgraph in G[V \ H ] of
order at most k − |HS | that has maximum weight. If we have such subgraphs
for all possible choices of HS , we can compare them, also accounting for the
edges in G[HS ], to obtain a densest subgraph of order at most k. To find the
maximum weight subgraphs in G[V \H ], we proceed analogously to the algorithm
given above for Theorem 1; we omit the details. Using the size bound for k from
Lemma 1(ii), we obtain the following running time.

Theorem 2. μ-Clique can be solved in time O(2h · (4e · (h− 1))h/μ+1 ·h ·n(n+
m)), reporting a yes-instance as no-instance with probability at most 1/e where
h is the h-index of the input graph.

Degeneracy and Dual Parameter. In this section we show that DkS is fixed-
parameter tractable with respect to the combined parameter degeneracy and
	 := n−k, where n is the number of vertices in the input graph. Remember that
in μ-Clique we fix some constant minimum density μ of the sought graph. This
is necessary to bound the maximum value of k and, ultimately, obtain feasible
running time bounds. For the combined parameter (d, 	) this constraint can be
dropped. The algorithm is based on the following observation.

Lemma 3. Let G = (V,E) be a graph and let S ⊆ V such that G[S] is densest
possible and S has size k. Then, there is no vertex in V \ S that has degree at
least 	+ d, where 	 = n− k.

Proof. Assume that there is a vertex v of degree at least 	+d in V \S. Since v has
at most 	 − 1 neighbors in V \ S, it has at least d+ 1 neighbors in S. However,
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because G is d-degenerate, there is a vertex u of degree at most d in G[S].
Thus, G[(S \ {u})∪ {v}] is a graph with at least one edge more than G[S]. This
contradicts the fact that G[S] is densest possible. ��

Note that we can regard DkS as the problem of deleting a set of 	 vertices
whilst removing the least possible number of edges. Let us call such a vertex set
sparsest 	-deletion set. To exploit Lemma 3, first mark every vertex with degree
at least 	 + d undeletable. Then, find a sparsest 	-deletion set in the degree-
bounded graph induced by the deletable vertices. To find this deletion set, we
employ, much in the spirit of the algorithms for maximum degree and h-index,
color coding and use dynamic programming to first find connected sparsest (≤ 	)-
deletion sets and then combine them to an optimum one; we omit the details.
By the same argument as for the algorithm for μ-Clique and maximum degree,
it suffices to repeat e� times the random coloring and dynamic programming
procedure to obtain an error probability of at most 1/e. In summary, we have
the following.

Theorem 3. Densest-k-Subgraph can be solved in O((4e · (	+ d− 1))�n(n+
m)) time, reporting a yes-instance as no-instance with probability at most 1/e,
where 	 = n− k and d is the degeneracy of the input graph.

4 Hardness Results

In this section, we present two reductions that show the limits of the approach
presented above.

4.1 W[1]-Hardness for Parameterization by Dual

First, we show that considering only the dual parameter 	 leads to W[1]-hardness
also in the case of μ-Clique.

Theorem 4. For any fixed μ, 0 < μ < 1, μ-Clique is W[1]-hard with respect
to the parameter 	 = n− k.

Somehow counter-intuitively, the reduction used in Theorem 4 suggests that in
order to obtain a graph with density μ it might be of advantage to delete a clique
from the input graph. Hence, one cannot expect that the set of removed vertices
induces a sparse graph. From the above reduction, we also obtain a lower bound
on the running time of algorithms for μ-Clique. This bound is based on the
exponential-time hypothesis (ETH) which implies that 3SAT cannot be solved
in O∗(2o(n)) time [14, 18].

Theorem 5. μ-Clique cannot be solved in time O∗(2o(Δ/μ)) for every 0 < μ ≤
1 unless the exponential time hypothesis (ETH) fails. Here, h is the h-index of
the input instance.

Clearly, Theorem 5 also excludes algorithms with running time O∗(2o(h/μ)).
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4.2 W[1]-Hardness for Parameterization by Degeneracy and
Solution Size

Next, we show that the parameter h-index cannot be replaced by the smaller
parameter degeneracy.

Theorem 6. For any fixed μ, 0 < μ < 1, μ-Clique is W[1]-hard parameterized
by (d, k), where d denotes the degeneracy of the input graph.

We can use the reduction behind Theorem 6 to also exclude polynomial-size
problem kernels for the parameters maximum degree and h-index.

Theorem 7. μ-Clique does not admit polynomial-size problem kernels with
respect to either maximum degree or h-index unless NP ⊆ coNP/poly.

Proof. It suffices to prove the statement for the larger maximum degree param-
eter. For this, we observe that the reduction used in Theorem 6 implies a cross-
composition [4] from Clique into μ-Clique parameterized by maximum degree.
A cross-composition from a language L ⊆ Σ∗ into a parameterized problem P is
an algorithm that, given t strings x1, x2, . . . , xt ∈ Σ∗, computes an instance x∗

of P with parameter value k such that its running time is bounded by a poly-
nomial in

∑t
i=1 |xi|, k is bounded by a polynomial in maxti=1 |xi|, and x∗ ∈ P

if and only if xi ∈ L for some 1 ≤ i ≤ t.2 If a parameterized problem that has
a cross-composition from an NP-hard language also admits a polynomial-size
problem kernel, then NP ⊆ coNP/poly [4].

Let a number of instances of Clique be given and without loss of generality,
assume that each instance asks for a clique of order k′.3 Merge the instances into
one instance of Clique by taking the disjoint union of the graphs. It is clear
that this graph contains a clique of given order if and only if one of its connected
components does. Then, apply the reduction used in Theorem 6 to the resulting
graph. To obtain that this procedure is a cross-composition, it remains to show
that the maximum degree in the created instance is bounded by a polynomial in
the maximum size of the input instances. This follows since the reduction used
for Theorem 6 does not merge any connected components and the introduced
gadget graph has size polynomial in k′. Thus, there is cross-composition from
Clique into μ-Clique parameterized by the maximum degree. ��

5 Outlook

Several research tasks remain. First, it would be interesting to improve the pre-
sented algorithms. We conjecture, however, that it is not possible to achieve
a running time of O∗(2o((Δ/μ) logΔ)), but have no proof for this at the mo-
ment. Furthermore, it would be interesting to obtain nontrivial Turing kernels
for μ-Clique and any of the considered parameters. Also, is there a better

2 For readability, we simplified the more general definition of cross-composition here.
3 If an instance asks for a smaller clique, simply add a new vertex and connect it to
all other vertices of this instance.
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polynomial-time algorithm for μ-Clique on planar graphs than the XP-algorithm
for degeneracy? Finally, a further restriction that can be made in the area of
community detection is to bound the size of the neighborhood of the μ-cliques.
Efficient algorithms exploiting such bounds would be interesting and also prac-
tically relevant.
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Abstract. We present the first parameterized enumeration algorithm
for the neighbour string problem, where a neighbour string of n input
strings, each of length �, is a string that differs from input si in no more
than di positions. The problem is NP-complete even when the di’s are
equal; this is the well-known closest string problem.

Our new approach gives us the ability to tune the running time to
optimize the algorithm for varying relative values of n and d = maxi di.
For strings over an alphabet Σ, we can choose a tuning constant λ to
obtain an algorithm that runs in time O(n�+(nd)f(λ)(|Σ|−1)d5(1+λ)d),
where f is a function that decreases with increasing λ. When Σ = {0, 1},
the dependency on d is an asymptotic improvement over the previous
best parameterized time bound of O(n�+nd36.7308d) for finding a single
solution.

1 Introduction

In both the neighbour string problem [15] and the well-studied closest string
problem [7,16,2,13,8,10,6], the goal is to determine a string that is not too dif-
ferent from any of the n length-� input strings. In the latter case, the solution
cannot differ from any string si in more than d positions; in the former case,
for each si a bound di is specified as part of the input, and the solution cannot
differ from si in more than di positions. Aside from the application in coding
theory [7,8], to remove errors from sequences originating from a single sequence,
these problems have several applications in computational biology [16,2,11].

As the closest string problem is NP-complete even for binary strings [7], much
of the work has focused on finding approximate solutions [2,8,11]. Polynomial-
time approximation schemes (PTAS) [13,1,15], the most recent with running
time O(�(n�)O(ε−2)), have been proposed for the problem.

Gramm et al. [9] gave an integer programming formulation of the closest
string problem in (n− 1)B(n) variables, where the Bell number B(n) is at most
n!; since integer programs can be solved in time polynomial in the size of the
problem and number of variables [12], as a consequence the closest string problem
is fixed-parameter tractable (in FPT) when parameterized by n, albeit with a
huge function on n. Further developments have included solutions for the special
cases of n = 3 [9] and, for binary strings, n = 4 [3].
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Solutions to the neighbour string problem have been built on a search tree
algorithm of Gramm et al. [9] for the closest string problem (which was used
to prove the fixed-parameter tractability with parameter d), and share the key
ideas of careful selection of two strings sx and sy and branching on all ac-
ceptable substrings in the region R of positions on which sx and sy differ. The
StringSearch algorithm of Ma and Sun [15], a modification of the closest string
algorithm, computes a neighbour string in time O(n� + nd

(
d+b

b

)
(|Σ| − 1)b4b) for

instances having mini di ≤ b and maxi di ≤ d. This algorithm generalized that of
Gramm et al. [9] by considering all substrings of R in a single round rather than
position by position. A series of further papers culminated in a running time of
O(n� + nd(

√
2|Σ|+ 4

√
8(
√

2+ 1)(1 +
√|Σ| − 1)− 2

√
2))d) [17,18,5]; these papers

made refinements in the choice of the strings sx and sy to aid in the analysis. Lok-
shtanov et al. [14] showed that there does not exist any O(2o(d log |Σ|) · (n�)O(1))
time algorithm, unless the Exponential Time Hypothesis (ETH) fails.

Recently, Chen et al. [6] added a third input string to the computations,
and obtained an O(n� + nd36.7308d)-time algorithm for binary strings and an
O(n� + nd1.612d(|Σ| + β2 + β − 2)d)-time algorithm 3-string for arbitrary

alphabet Σ, where β = α2 +1−2α−1+α−2 with α = 3

√√|Σ| − 1 + 1. For small
|Σ|’s, this time bound is an improvement over the previous best running time,
due to Chen and Wang [5]. The algorithm and analysis are both considerably
more complicated than those for the approaches using two strings; as the number
of strings increases, so does the number of different kinds of difference regions.

The reduction used to prove the NP-hardness of the closest string problem can
also be used to prove that the corresponding counting problem is #P-hard [4].
The integer programming formulation of Gramm et al. can also be used to enu-
merate all the solutions [4], thus proving the fixed-parameter tractability of the
enumeration problem with parameter n. Obtaining a parameterized enumeration
algorithm with parameter d is not necessarily possible unless all di’s are minimal,
in the sense that there does not exist a neighbour string with all the distances
strictly less than the required distances. When there are non-minimal di’s, there
can be as many as

(
�

maxi di

)
solutions for such instances. The simplest example is

an instance consisting of a single string s1 of length � and an arbitrary number
as d1. Given this constraint, we will consider an algorithm to be an enumeration
algorithm if it produces all solutions when the di’s are minimal, and produces
at least one solution otherwise.

We observe that in its original form, the O(n� + nd(d + 1)d)-time search
tree algorithm of Gramm et al. [9,10] does not always enumerate all solutions.
Starting with an input string sx, the algorithm tries to find an input string sy

such that H(sx, sy) > d. If there is no such string, then sx is produced as the
sole solution. When the set of solutions is a superset of the input strings, even if
the algorithm were modified to take the union of solutions found from starting
at each of the input strings, the algorithm would fail to produce any solution
that is not an input. In the example of the strings {0010, 0100, 1001, 1111} and
the value d = 3, there are eight solutions outside the set of inputs, such as 0001
and 0011, which are not found by this algorithm.
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Our Contributions. We propose a new enumeration algorithm, Crossover-
Search, for the neighbour string problem. As in previous algorithms, we con-
struct a region R on which two strings differ. In order to take advantage of all
n of the input strings instead of just two or three, we take different approaches
to solutions that are “close” to R and “far” from R. For the strings that are
“close”, we form n + 1 representative strings such that each “close” solution is
very close to one of the representatives, allowing us to handle all such solutions
in n + 1 recursive calls. The removal of the “close” strings allows us to exploit
the additional structure that results on the remaining “far” strings, allowing us
to improve bounds on the reduced instance.

Our analysis can be viewed as simulating the idea of considering a third string
as in 3-String, and, further, of extending it to the consideration of all input
strings. In doing so, we avoid the detailed case analysis that was required to
handle all the different subregions formed in 3-String.

Another contribution of our work is to introduce tuning constants ε and δ
that allow us to optimize the running time of our algorithm for values of n and
d that are related in different ways. This results in an overall running time of
O(n� + ndNδ(d, b, εd, n)), where Nδ(d, b, t0, n) is the maximum number of leaves
in the search trees (and hence the number of solutions) of input instances having
n strings of maxi di ≤ d and mini di ≤ b, called with threshold values δ and t0.
Furthermore, we prove that

Nδ(d, d, εd, n) ≤ ((n + 1)(d + 1))
�log(1− δ

2 ) ε�
(|Σ| − 1)d5d(1+ε+δ).

The measure kmin, used in defining “close” and “far”, can also be used to
advantage in the analysis of our modification of StringSearch, Enum-
StringSearch, designed to enumerate all neighbour strings. We prove a bound
on the maximum number of leaves in the search tree of EnumStringSearch
for input instances having n strings of maxi di ≤ d and d1 ≤ b, denoted by
M(d, b, n). In particular, we prove that

M(d, d, n) ≤ 2(n(d + 1))�lg
1
ε �(|Σ| − 1)d6d(1+ε),

for any 0 ≤ ε ≤ 1, and that the running time is in O(n� + ndM(d, d, n)).

2 Definitions

Throughout this article, we use Σ� to denote the set of all strings of length �
over the alphabet Σ. For any s ∈ Σ�, the character in position p in s, 1 ≤ p ≤ �,
is denoted by s[p]. For a set of positions or region R ⊆ {1, 2, . . . , �}, we use R
to denote {1, 2, . . . , �} − R, the positions not in the region R. We define s|R as
the string formed by removing the characters in R, and making the remaining
characters consecutive. For the example s = 01101 and R = {1, 3, 4}, s|R is
the string 010. By extension, for a set of strings S ⊆ Σ�, S|R is defined as
{s|R : s ∈ S}. For convenience, we call s|R (S|R) the restriction of s (S) to R.
For strings s1 and s2 of lengths |R| and �− |R|, we define s1 ⊕R s2 as the string
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s of length � such that s|R = s1 and s|R = s2, and s1 ⊕R S as the set of strings
{s1 ⊕R s2 : s2 ∈ S}.

We use a distance measure to describe the degree to which strings differ from
each other. For two strings s1, s2 ∈ Σ�, P (s1, s2) is defined as the set {p : s1[p] 
=
s2[p]} of positions on which the strings differ. The Hamming distance between
s1 and s2, denoted by H(s1, s2), is the number of positions in P (s1, s2); more
informally, we say that s1 is at distance H(s1, s2) from s2. For any d ≥ H(s1, s2),
we say that s1 (s2) is within distance d of s2 (s1). Informally, we can think of s1

and s2 as being far if H(s1, s2) is larger than some threshold value and as being
close otherwise.

Each solution to the neighbour string problem is close to all input strings,
where for each input a threshold value is supplied. Given an instance I =
{(s1, d1), (s2, d2), . . . , (sn, dn)}, where si ∈ Σ� and di is a non-negative integer
(the distance allotment) for 1 ≤ i ≤ n, a neighbour string for I is a string σ such
that for all i, H(σ, si) ≤ di. We use Is to denote the set of strings in instance I,
that is, Is = {s1, . . . , sn}, and NB(I) to denote the set of all neighbour strings
for I.

3 Enumerating Neighbour Strings

Our algorithm CrossoverSearch makes use of new ideas in both the algorithm
and its analysis. Before discussing the algorithm, we introduce some of our anal-
ysis in a simpler example, namely our minor modification EnumStringSearch
of the StringSearch algorithm of Ma and Sun [15].

3.1 Analysis of EnumStringSearch

The algorithm EnumStringSearch showcases a simplified form of our new
analysis technique; the algorithm itself is a minor modification of Ma and Sun’s
StringSearch that forms an enumerative algorithm. The algorithm proceeds
by first choosing s1 as the starting string sx and deciding if it is a solution (line 3).
A region R is defined as the set of positions in which sx differs from a second
string, sy. In Example 1 below, s2 is chosen as sy, as it satisfies the condition
(line 5) that sx and sy differ in at least d2 = 3 positions. The algorithm tries
each possible assignment of characters to the positions in R, and for each such
assignment w, forms solutions by recursively solving the problem on a reduced
instance consisting of the substrings formed by removing all positions in R. In
lines 7 and 8, values of w are grouped by k, where k = H(w, sx|R), the distance
between w and the restriction of sx to R. The distance allotment d′i for the
reduced instance is determined by subtracting from di the number of positions
that differ between si|R and w (line 9). We observe that since sx|R = sy|R, we
can set d′x to the minimum of d′x and d′y (line 10).

Example 1. For I = 〈(00000000, 3), (11111000, 3), (10011110, 3), (01111001, 3)〉,
sx = s1, sy = s2, R = {1, 2, 3, 4, 5}, and w = 00011, the d′i’s are determined as
d′2 = 3−3 = 0, d′3 = 3−1 = 2, d′4 = 3−2 = 1, and d′x = d′1 = min{3−2, d′2} = 0.
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Algorithm 1. CrossoverSearch

Require : An instance I = 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉, a real number δ, an
integer t0, and (sx, dx)

Assume : �s∀1 ≤ i ≤ nH(s, si) < di

1 if dx ≤ t0 then return
EnumStringSearch(〈(sx, dx), (s1, d1), (s2, d2), . . . , (sn, dn)〉);

2 Choose sy ∈ Is such that H(sx, sy) ≥ dy;
3 R ← P (sx, sy);
4 t ← �(1 − δ

2
)dx� + 1;

5 NB ← CrossoverSearch(I, δ, t0, (sx, t − 1));
6 foreach 1 ≤ i ≤ n do
7 ŝ = si|R ⊕R sx|R;
8 NB ← NB ∪ CrossoverSearch(I, δ, t0, (ŝ, t − 1));
9 end

10 foreach max{|R| − dy, t − dx+dy−|R|
2

} ≤ k ≤ dx do
11 foreach w ∈ Σ|R| with H(w, sx|R) = k do
12 foreach 1 ≤ i ≤ n do d′

i ← di − H(w, si|R);
13 d′

x ← min{d′
x, d′

y};
14 if mini H(w, si|R) + d′

x < t then produce a fake leaf and continue to
line 11;

15 NB ← NB ∪ (w ⊕R

CrossoverSearch(〈(s1|R, d′
1), . . . , (sn|R, d′

n)〉, δ, t0, (sx|R, d′
x)));

16 end
17 end
18 return NB;

The algorithm shown in Algorithm 2 differs from StringSearch only in
lines 5 (where the original > is replaced by ≥) and 11. The importance of the
change to line 5 is that the search will continue even when a neighbour string is
found. If the di’s are not minimal, the algorithm will find at least one solution
(if any exist), but is not guaranteed to find all solutions. To be precise, the
algorithm will terminate early at line 5 if sx is a neighbour string that is closer
than di for each si.

Lemma 1 below shows that, despite the change to line 5, the bounds obtained
for StringSearch still hold. The proof, omitted due to lack of space, follows
from the analogue in the analysis of StringSearch and the fact that H(sx, sy)
can equal dy has no impact on those proofs. The first item generalizes the fact
that if |R| > dx +dy, no neighbour string exists for I; the closer |R| is to dx +dy,
the smaller the value of d′x, and thus the easier the reduced instance. The second
item shows that at each recursive call, the size of dx is at most half that at the
previous level; we will see how to generalize this result in CrossoverSearch.
The bound given by the third item will prove useful in improving the results of
each algorithm, as in Theorem 1, where this result is used as a way to take an
early exit from a recursive analysis.
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Algorithm 2. EnumStringSearch

Require : An instance I = 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉
Assume : �s∀1 ≤ i ≤ nH(s, si) < di

1 NB ← ∅; x ← 1;
2 if dx < 0 then return NB;
3 if H(sx, si) ≤ di for all 1 ≤ i ≤ n then NB ← {sx};
4 if dx = 0 then return NB;
5 Choose sy ∈ Is such that H(sx, sy) ≥ dy;
6 R ← P (sx, sy);
7 foreach |R| − dy ≤ k ≤ dx do
8 foreach w ∈ Σ|R| with H(w, sx|R) = k do
9 foreach 1 ≤ i ≤ n do d′

i ← di − H(w, si|R);
10 d′

x ← min{d′
x, d′

y};
11 NB ← NB ∪ (w ⊕R

EnumStringSearch(〈(s1|R, d′
1), (s2|R, d′

2), . . . , (sn|R, d′
n)〉));

12 end
13 end
14 return NB;

Lemma 1. 1. d′x ≤ dx+dy−|R|
2 (or, equivalently, |R| ≤ dx + dy − 2d′x)

2. d′x ≤ dx

2

3. For all 0 ≤ b ≤ d, M(d, b, n) ≤ (d+b
b

)
(|Σ| − 1)b4b.

Using a new analysis, we derive a new recursive bound for M(d, b, n) in Lemma 2.
Critical to our analysis is the value kmin = mini H(w, si|R) (it does not appear
explicitly in the algorithm), defined for a particular value of w. Unlike in the orig-
inal analysis of StringSearch, where a bound was based on k = H(w, sx|R),
we instead categorize different branches depending on kmin. In Example 1,
kmin = H(w, s3|R) = 1 and k = H(w, sx|R) = 2.

We will use a combination of the recursive bounds of Lemma 2 and Lemma 1,
item 3, to prove the complexity of EnumStringSearch in Theorem 1 and
Corollary 1. Due to space limitations, only a high-level idea of the proof is
provided.

Theorem 1. Given an instance I = 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉 for which
there does not exist s with H(s, si) < di for all 1 ≤ i ≤ n,
EnumStringSearch(I) returns NB(I) in O(n�+n maxi di ·M(maxi di, d1, n))
time, where

M(d, b, n) ≤ (n(b + 1))�lg
b

εd �(|Σ| − 1)b2bg(d(1 + ε), min{�2d(1 + ε)
3

�, b}),

for all 0 ≤ b ≤ d, 0 ≤ ε ≤ 1, and for g(x, y) =
(
x
y

)
2y. Furthermore, |NB(I)| ≤

M(maxi di, d1, n).

Stirling’s inequality will simplify the bound for the closest string problem, where
all di’s are equal to d, and thus b = d.
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Corollary 1. Given an instance I = 〈(s1, d), (s2, d), . . . , (sn, d)〉 for which there
does not exist s with H(s, si) < d for all 1 ≤ i ≤ n, EnumStringSearch(I)
returns NB(I) in O(n� + nd · M(d, d, n)) time, where

M(d, d, n) ≤ 2(n(d + 1))�lg
1
ε �(|Σ| − 1)d6d(1+ε),

for all 0 ≤ ε ≤ 1. Furthermore, |NB(I)| ≤ M(d, d, n).

At the heart of the proof of Theorem 1 is the recursive bound for M(d, b, n)
given in Lemma 2. The formula is generated by summing over every string w
produced at line 8 the number of search tree leaves in the branch for w. For any
w, we will use v(w) to denote the value of variable v in the body of the loop
processing that w. In particular, kmin(w) = mini H(w, si|R).

The n factor, not present in previous bounds [9,15], results from the fact that
although the number of w’s at distance c from sx is

(|R|
c

)
(|Σ|− 1)c, there can be

as many as n
(|R|

c

)
(|Σ| − 1)c w’s at minimum distance c from the si’s.

Lemma 2. For all 0 ≤ b ≤ d,

M(d, b, n) ≤ n(b + 1) · max
0≤i≤ b

2 ,0≤j≤b−i

(
d + b − 2i

j

)
(|Σ| − 1)jM(d − j, i, n).

Proof. We consider an input I = 〈(s1, d1), . . . , (sn, dn)〉, with maxi di ≤ d and
d1 ≤ b, maximizing the number of leaves in the search tree. The lemma holds
for b ≤ 0, as the algorithm stops at line 2 or 4 producing only one node in the
search tree.

For b > 0, the algorithm will branch on every w produced at line 8. For a
specific j, we consider all w’s such that kmin(w) = j. We can view each such w
as being formed by choosing an input string si, choosing j positions in R, and
choosing symbols for those positions that differ from the corresponding symbols
in si; in total the number of such w’s is thus at most n

(|R|
j

)
(|Σ| − 1)j . We claim

that the number of search tree leaves in the branch for any such w is at most

A(j) = max
0≤i≤min{b−j,

dy+b−|R|
2 }

M(d − j, i, n). (1)

An upper bound on the total number of nodes in the search tree is then found
by summing over all values of j the product of A(j) and the number of w’s with
kmin(w) = j, or ∑

0≤j≤b

n

(|R|
j

)
(|Σ| − 1)jA(j),

which can be shown by straightforward mathematical manipulations to be at
most

n(b + 1) · max
0≤i≤ b

2 ,0≤j≤b−i

(
d + b − 2i

j

)
(|Σ| − 1)jM(d − j, i, n), (2)
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as needed to complete the proof. We also used the fact that the range of i in (2)
is a superset of its range in (1) as dy+b−|R|

2 ≤ b
2 .

All that remains is to prove the claim. We consider an arbitrary w produced at
line 8. Assuming that j = kmin(w), we show that the number of leaves produced
in the loop is no more than A(j).

In the case in which d′x(w) is non-negative, the number of leaves pro-
duced at the function call at line 11 is at most M(maxi d′i(w), d′x(w), n). Since
maxi d′i(w) ≤ maxi{di − H(w, si|R)} ≤ maxi di − mini H(w, si|R), we have
maxi d′i(w) ≤ d − j. There are thus at most M(d − j, d′x(w), n) leaves pro-
duced in the loop. We now wish to show that M(d − j, d′x(w), n) is bounded
above by A(j). We complete the proof by showing that d′x(w) is in the range
[0, min{b−j,

dy+b−|R|
2 }]. By definition, d′x(w) ≤ dx−H(w, sx|R) ≤ b−kmin(w) =

b − j, covering the first case in the minimum. By Lemma 1, item 1, d′x(w) ≤
dy+dx−|R|

2 ≤ d+b−|R|
2 .

For a negative d′x(w), the recursive call terminates at the second line, yielding
a single node. Here we show that the number of leaves produced in the loop, i.e.
1, is bounded above by A(j) by demonstrating that 1 ≤ M(d − j, i, n) for some
i in the range [0, min{b − j, d+b−|R|

2 }]. In fact, M(d − j, i, n) = 1 for i = 0, as
needed to complete the proof. ��

The challenge in proving Theorem 1 by induction stems from the fact that the
relative values of i and � 2(d−j)(1+ε)

3 � are not known for the i and j maximizing
the Lemma 2 recursive bound. Setting u to 2 in Lemma 3 below, given without
proof, allows us to correlate the relative values of b and � 2d(1+ε)

3 � with the relative
values of i and � 2(d−j)(1+ε)

3 �.
Lemma 3. For any integer u and for all i ∈ [0, b

2 ] and j ∈ [0, b− i], and d ≥ b,
if i ≥ �u(d−j)

u+1 �, then b ≥ 2ud
2u+1 and b ≥ � ud

u+1�.
Another challenge is that every time the recursive bound of Lemma 2 is applied,
an n(b + 1) factor is generated. However, log b applications of the bound are
needed before a constant b is reached. To reduce the exponent of n(b + 1) to
a constant, we stop using the recursive function of Lemma 2 after b becomes
smaller than εd, for a tuning constant ε, and then use the bound M(d, b, n) ≤(
d+b

b

)
(|Σ|−1)b4b of Ma and Sun (Lemma 1, item 3). As ε increases, the recursive

depth (and hence the exponent on n(d + 1)) decreases, as the ending condition
is met sooner. Since the optimal choice will depend on the relative values of n
and b, the ε in Theorem 1 can be set as best for each circumstance.

3.2 Overview of CrossoverSearch

In this section, we highlight the ideas in CrossoverSearch, shown in Algo-
rithm 1. Following previous algorithms, we begin by finding a difference region R
(lines 2–3). The new approach introduced in this algorithm is the classification
of all solutions into two types: an R-close solution is “close” to the restriction of
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some input string to R, and an R-close solution is “close” to restrictions of all in-
put strings to R. For the appropriate definition of “close”, each solution must be
of one of these types, since if a solution is not R-close, then H(σ|R, si|R) is large,
and hence H(σ|R, si|R) cannot be very big, since H(σ|R, si|R) + H(σ|R, si|R)
must be at most di. The analysis of R-close solutions uses the measure kmin

in a manner analogous to the analysis of EnumStringSearch in Section 3.1.
The fake leaves produced at line 14 are for technical reasons only; they make
the running time of the algorithm a nice function of the number of leaves, as
otherwise, some of the time-consuming branches do not produce many leaves.

Each R-close solution will be close to at least one of the n+1 strings si|R⊕R

sx|R, si ∈ Is ∪ {sx}. The algorithm will find all such neighbour strings through
the n + 1 recursive calls at lines 5 and 8, each of which uses one of the n + 1
strings as sx along with a small distance allotment t − 1. It is the threshold
t, then, that defines “close” to distinguish R-close and R-close solutions. The
smaller this threshold is, the more distances are considered “far”, and hence the
more solutions are R-close. In Example 1, if t = 3, the solution σ = 00011000
is considered R-close since H(s3|R, σ|R) = 1 ≤ t − 1. Consequently, σ will be
found efficiently through the function call at line 8 for ŝ = s3|R ⊕R sx|R. After
line 9, the search is confined to solutions whose restrictions to R are at distance
at least 3 from all the si’s.

The roles of lines 1 and 4 are related to the use of tuning constants for the
analysis. In EnumStringSearch a single tuning constant ε was confined to the
analysis, used to determine when to stop the recursive calls; here we add a second
tuning constant δ and, unlike in EnumStringSearch, introduce both constants
into the algorithm itself. Here, t0 plays the same role as ε. The additional constant
δ plays a role in choosing the threshold t.

We can think of the analysis as occurring in two stages. In the first stage, we
recursively reduce our bound on dx (line 4); this is similar to the reduction by
halving in EnumStringSearch (Lemma 1, item 2). Here instead of using 1

2 ,
we use 1 − δ

2 ; the bigger the value of δ, the smaller the value of t, which plays
a role in defining the new dx. The first stage ends when dx ≤ t0 (line 1). In the
second stage, i.e. within the instance of EnumStringSearch called at line 1,
the bound is halved at each recursive call, and Lemma 1, item 3 is invoked to
complete the analysis.

The inputs include not only the n strings and distance allotments and the
tuning constants δ and t0, but also a specified string and distance allotment pair
(sx, dx), where sx (as formed in line 7) is not required to be one of the input
strings. To avoid an increase in the number of strings in each invocation of the
algorithm, sx is not merged into I at line 8; also, whenever a constructed string
ŝ is expected to be closer than sx to the solutions, ŝ will replace the current
value of sx (line 8).

3.3 Analysis of CrossoverSearch

We prove the complexity of CrossoverSearch in Theorem 2. The ideas in the
proof of Theorem 1, such as the use of kmin and the use of the recursive bound
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of Ma and Sun (Lemma 1, item 3) for small values of b are also used in the proof
of Theorem 2. In comparison, the parameter kmin appears in the algorithm
(line 14), and a more complicated condition is needed at line 10. Determining
a condition that satisfies both the correctness and the required complexity is a
challenge. Due to space constraints, we omit the proof, and only mention high
level ideas.

The ratio of t0 to d has the same role as the tuning constant ε in Enum-
StringSearch. The proof is optimized for values of δ smaller than 0.75, since
these are the only values of interest. Larger values of δ will produce 5d(1+ε+0.75)

factors in the bound, already worse than the 16d previous bound [15], also men-
tioned in Lemma 1, item 3.

Theorem 2. Given an instance I = 〈(s1, d1), (s2, d2), . . . , (sn, dn)〉, for which
there does not exist s with H(s, si) < di for all 1 ≤ i ≤ n, and for any 0 <
δ ≤ 0.75 and 0 ≤ ε ≤ 1, CrossoverSearch(I, δ, εd, (s1, d1)) returns NB(I) in
time O(n� + n maxi di · Nδ(maxi di, d1, εd, n)), where

Nδ(d, b, εd, n) ≤ ((n + 1)(b + 1))
�log(1− δ

2 )
εd
b �

(|Σ| − 1)bf(d′, min{�4d′

5
�, b}),

for any 0 ≤ b ≤ d, and for f(x, y) =
(
x
y

)
4y and d′ = d + εd + δb. Furthermore,

|NB(I)| ≤ Nδ(maxi di, d1, εd, n).

Again, Stirling’s inequality simplifies the bound for the special case of the closest
string problem, where b = d.

Corollary 2. Given an instance I = 〈(s1, d), (s2, d), . . . , (sn, d)〉, for which
there does not exist s with H(s, si) < d for all 1 ≤ i ≤ n, and for any
0 < δ ≤ 0.75 and 0 ≤ ε ≤ 1, CrossoverSearch(I, δ, εd, (s1, d)) returns NB(I)
in time O(n� + nd · Nδ(d, d, εd, n)), where

Nδ(d, d, εd, n) ≤ ((n + 1)(d + 1))
�log(1− δ

2 ) ε�
(|Σ| − 1)d5d(1+ε+δ).

Furthermore, |NB(I)| ≤ Nδ(d, d, εd, n).

The bound is mainly derived from the recursive functions in Observation 1 and
Lemma 4. If b ≤ t0, the function call at line 1 makes the algorithm run Enum-
StringSearch with the additional string sx, thus producing no more than
M(d, t0, n + 1) leaves.

Observation 1. For all 0 ≤ t0 ≤ d, 0 ≤ b ≤ t0, Nδ(d, b, t0, n) ≤ M(d, b, n + 1).

The proof for larger values of b will use much of the analysis appearing in the
proof of Lemma 2.

Lemma 4. For every 0 ≤ t0 ≤ d, t = �(1 − δ
2 )b�, and all t0 < b ≤ d,

Nδ(d, b, t0, n) is less than or equal to

max

⎧⎪⎨⎪⎩
(n + 1)

(
Nδ(d, t − 1, t0, n) + b · max

0≤i≤ b
2 ,t−i≤j≤b−i

(
d + b − 2i

j

)
(|Σ| − 1)jNδ(d − j, i, t0, n)

)
max

d̂≤d,b̂≤b
Nδ(d̂, b̂, t0, n)

.
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Proof. We use strong induction on b, considering the instance I and values
(sx, dx) that maximize the number of leaves in the search tree. When dx < b,
the number of leaves is bounded by Nδ(maxi di, dx, t0, n), covered by the second
line in the recursive formula.

From now on, we can assume that dx = b, and set d′ = maxi di. We let sy be
the string chosen at line 2; R will be P (sx, sy). The algorithm will make n + 1
function calls at lines 5 and 8, each producing at most Nδ(d′, t−1, t0, n) nodes. It
will then branch on every w produced at line 11. We claim that for any produced
w there exist 0 ≤ j ≤ b and s ∈ Is ∪ {sx} such that H(w, s|R) = j and the
number of leaves reached from w is at most

A(j) = max
max{t−j,0}≤i≤min{b−j,

dy+b−|R|
2 }

Nδ(d′ − j, i, t0, n).

In total, the number of w’s mapped to a certain j and s is at most
(|R|

j

)
(|Σ|−1)j .

An upper bound on the total number of leaves in the search tree is then found
by the counts for lines 5, 8, and 15, for a total of

(n + 1) · Nδ(d′, t − 1, t0, n) +
∑

0≤j≤b

(n + 1)
(|R|

j

)
(|Σ| − 1)jA(j),

which by straightforward mathematical manipulations is at most

(n + 1)

(
Nδ(d

′, t − 1, t0, n) + b · max
0≤i≤ b

2 ,t−i≤j≤b−i

(
dy + b − 2i

j

)
(|Σ| − 1)jNδ(d

′ − j, i, t0, n)

)

≤ (n + 1)

(
Nδ(d, t − 1, t0, n) + b · max

0≤i≤ b
2 ,t−i≤j≤b−i

(
d + b − 2i

j

)
(|Σ| − 1)jNδ(d − j, i, t0, n)

)
.

All that remains is to prove the claim. We omit details due to space limitations.
We consider an arbitrary w produced at line 11.

In the case in which d′x(w) is non-negative and mini H(w, si|R) + d′x(w) ≥ t,
the idea is to demonstrate that the number of leaves produced in the loop,
which is no more than Nδ(maxi d′i(w), d′x(w), t0, n) in this case, is at most A(j)
for j = kmin(w).

For a negative d′x or for mini H(w, si|R)+d′x smaller than t, the algorithm will
produce a single node. In this case, we show that the number of leaves produced
in the loop, i.e. 1, is bounded above by A(j) for j = k, i.e. H(w, sx|R). ��

4 Conclusions

Aside from theoretical improvements, the new bounds are indications of the
effectiveness of our approach. In particular, we expect the ideas in Crossover-
Search to be useful in practice, for cases mini di

d > 2
3 , which are considered hard

for previous algorithms.

Acknowledgements. The authors are grateful to anonymous reviewers for
their feedback and to Bin Ma for helpful discussions and mention of an instance
for which previous algorithms failed to find all closest strings.
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Abstract. We consider the parameterized Feedback Vertex Set problem
on unweighted, undirected planar graphs. We present a kernelization al-
gorithm that takes a planar graph G and an integer k as input and either
decides that (G, k) is a no instance or produces an equivalent (kernel)
instance (G′, k′) such that k′ ≤ k and |V (G′)| < 97k. In addition to the
improved kernel bound (from 112k to 97k), our algorithm features sim-
ple linear-time reduction procedures that can be applied to the general
Feedback Vertex Set problem.

1 Introduction

For a given undirected graph G, a feedback vertex set is a set of vertices whose
removal yields an induced forest. The problem of finding a feedback vertex set
of minimum size has applications in several domains including (for example)
constraint processing and Bayesian inference [1,7]. Formally, the Feedback Vertex
Set problem, henceforth FVS, is defined as follows:

Given: A graph G and a positive integer k.
Question: Does G have a feedback vertex set of cardinality k or less?

FVS is NP-complete in general [11], and remains NP-complete when the input
is restricted to planar graphs [15]. When parameterized by the solution size,
FVS is fixed parameter tractable [9]. This has motivated many successful efforts
to design parameterized FVS algorithms [6,8,12,13]. In particular, kernelization
algorithms for FVS received some attention lately [2,5,14].

The Feedback Vertex Set problem has a kernelization algorithm that guaran-
tees a quadratic-order kernel in general [14]. Linear kernels have been obtained
on graphs of bounded genus and H-minor free graphs [3,10]. On planar graphs,
a kernel of order 112k has been presented in [4]. In this paper, we present a
linear-time kernelization algorithm for planar graphs that delivers kernels of or-
der 97k−203 (in the worst-case). The restriction to planar graphs allows us to use
structural constraints that bound the order (and size) of our reduced instances.
However, all the reduction procedures apply to general problem instances.
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2 Preliminaries

Throughout this paper, the pair (G, k) denotes a given planar instance of Feed-
back Vertex Set. (G, k) will undergo a sequence of reduction operations that are
based on a set of rules. Each reduction operation transforms (G, k) into a po-
tentially smaller instance, (G′, k′), such that k′ ≤ k and G has a feedback vertex
set of size k if and only if (G′, k′) has a solution of size k′.

We shall use common graph theoretic terminologies. In particular, we denote
by NH(v) the set of neighbors of a vertex v in a graph (or subgraph) H . For A ⊂
V , G[A] denotes the subgraph ofG induced by A, and NH(A) = ∪v∈ANH(v)−A.
We denote by V (G) and E(G) the sets of vertices and edges of the graph G,
respectively. A graph H is bipartite if V (H) = A∪B so that each of the subsets
A and B induces an edge-less subgraph. We shall refer to such graph by H =
(A,B). The complete bipartite graph is denoted by Ka,b = (A,B) where a = |A|
and b = |B|.

We assume the graph G is given with a particular planar embedding. We de-
note the number of vertices, edges and faces of G by n, e and f respectively.
These three values are related via the invariance formula of Euler for connected
planar graphs, which states that n − e + f = 2. Euler’s formula leads to upper
bounds on the number of edges for many sub-families of planar graphs. In par-
ticular, a simple bipartite planar graph has at most 2n− 4 edges. In general, a
planar graph satisfies: e ≤ 3n − 6. These two well known formulae are used to
compute the upper bound on our kernel size.

During the reduction process, it may be possible to determine that a vertex
belongs to a solution of (G, k), if one exists. Such vertex will be deleted and
placed in a set S that, henceforth, denotes a potential solution of (G, k). More-
over, the value of k will be decremented by one. This action is justified by the
rather trivial fact that deleting a vertex v deletes all cycles containing it. Thus,
for v ∈ S, S \ {v} is a solution of (G − v, k − 1).

Multiple edges between adjacent vertices are possible, as they may arise due to
some operations performed on G. When this occurs, we assume that G is drawn
(or re-drawn) in the plane in such a way that any cycle of length two is the bound-
ary of a face (i.e., it has an empty interior). Intuitively speaking, this is always
possible since a multi-edge can be envisioned as obtained from thickening an edge
and (then) splitting it. With this in mind, we can always assume that a pair of
vertices share at most two edges, since additional edges do not introduce more cy-
cles. When a pair, {u, v}, of adjacent vertices share two edges, we say that edge
uv is a double-edge. Otherwise it is a single-edge.

We shall also assume thatG has no self loops. The existence of a self loop yields
an easy detection of an element of S (the single vertex that forms the cycle),
which results in deleting the corresponding vertex. Vertex deletion, on the other
hand, are applied frequently by our algorithm and could result in disconnecting
the graph in question. When this happens, we process the resulting connected
components separately, in a sequential manner. So we may always assume that
G is connected.
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For a vertex v ∈ V (G), we denote by C(v) the set of all cycles ofG that contain
v. We extend this notation to subsets of V (G) by setting C(A) = ∪v∈AC(v),
where A ⊂ V (G). We denote by Pi any (sub)graph isomorphic to the path of
length i. As usual, the path length is the number of edges forming the path.
Moreover, the set of interior vertices of a path P shall be denoted by I(P ).

Finally, the concept of cycle domination plays a role in simplifying our ar-
guments. For {u, v} ⊂ V , we say that u is dominated by v when C(u) ⊂ C(v)
(every cycle passing through u passes also in v). In other words, a solution that
contains v is at most as large as any solution that contains u. Detecting such
cycle domination is easy: for each pair {u, v} ⊂ V , delete v and check whether u
belongs to a cycle of the remaining graph. This checking can be performed via
depth-first search in linear time since G has a linear number of edges.

3 Reduction Rules

In this section, we present the reduction rules that are adopted by our kernel-
ization algorithm. Every such rule is stated as a lemma that describes a pair
(condition, action) and asserts that the action can be performed if the corre-
sponding condition holds. A reduction rule is safe (or sound) if its action trans-
forms (G, k) into an equivalent instance, while updating the potential solution
S. We shall assume that, for each i, rules 1 through i are applied exhaustively
before applying rule i + 1. Some reductions include the addition of edges or
double-edges. While this seems contrary to the concept of data reduction, it will
be an intermediate step to further reduction in the number of vertices (see Rules
5 and 7 below).

Some of the following rules are folkloric, and are left without proof. In par-
ticular, Rules 1-3 have appeared in several FVS algorithms (see [5,8]). We also
introduce a few rules that work for general FVS instances and allow us to use
planarity to achieve a linear-bound on the kernel size.

Reduction Rule 1. Vertices whose degree is less than two can be deleted.

Reduction Rule 2. If a vertex u has degree two, with incident single-edges uv
and uw, then we can delete u and add the edge vw.

Reduction Rule 2∗. If a vertex u has two neighbors v and w such that uv is a
single-edge and uw is a double-edge, then we can place w in S, decrement k by
one, and delete u and w.

Proof. At least one of u and w is in S and C(u) ⊂ C(w). So it is safe to place
w in S and decrement k by one.

Note that Rules 2 and 2∗ are special cases of the following general reduction rule:
if u and v are adjacent vertices and C(u) ⊂ C(v), then edge uv can be contracted.
This rule, however, is not needed to obtain the linear bound presented in this
paper.
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Reduction Rule 3. If there are more than three edges between two vertices,
then we can safely remove all but two of these edges.

Reduction Rule 4. If a vertex u has exactly two neighbors v and w such that
uv, uw and vw are double-edges, then we can add both v and w to S, decrement
k by two, and delete u, v and w.

Reduction Rule 5. Let uv be a double-edge in G and let w be a degree-three
vertex whose neighbors are u, v and w′. Then deleting w and adding the two
edges uw′ and vw′ results in an equivalent instance (See figure 1). This action
can be performed even if w′ is a neighbor of u or v (or both).

Proof. At least one element of {u, v} belongs to S. W.l.o.g., assume u ∈ S. Then
the instance (G−u, k−1), which results from deleting u is equivalent to (G, k). In
this resulting instance, w can be bypassed, by Rule 2 (w is deleted and the edge
vw′ is added). Observe also that adding the two edges uw′ and vw′ introduces
only one additional cycle, namely (u, v, w′). If (G, k) is a yes instance, then the
new cycle will be covered by at least one element of {u, v}. Q.E.D.

Fig. 1. Rule 5

Reduction Rule 6. Let P be an induced path of endpoints u and v such that
N(P \{u, v}) = {w}. If P has more than two interior vertices, then an equivalent
instance can be obtained by placing w in S and deleting it. This action results
in replacing P by the edge uv due to (the re-application of) Rule 2.

Proof. First note that S must cover the local cycles of G[P ∪ {w}] and any
(global) cycles that pass through the endpoints of P . So it is possible that S
contains an element of I(P ). If P has interior vertices w1, w2, · · · , ws such that
s ≥ 3, then each wi is dominated by {w, u} (or {w, v}). If s > 3, and w does
not belong to S, then at least two interior vertices of P are in S. So it is safe
to add w to S. If s = 3 and the solution S has only one element from I(P ),
then w2 ∈ S since neither w1 nor w3 covers the cycles through w in G[P ∪ {w}].
However, deleting w2 will not result in disconnecting G[P ∪ {w}]. Therefore we
can replace w2 by w and obtain an equivalent (if not better) solution.
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Reduction Rule 7. Let (A,B) = K2,b be a subgraph of G. If b ≥ 3 and
every vertex of B is of degree three, then we can add a double-edge between the
two elements of A. By Rule 5, and (possibly) Rule 4, this leads to deleting all
elements of B.

Proof. Note that every element of B is dominated by A (this being true since
every element of B has only one neighbor outside A). Let A = {v, v′} and
B = {v1, v2, · · · , vb}. If none of the elements of A is in S, then at least two
elements of B are needed to cover the cycles of the K2,b-subgraph induced by
A ∪ B. It follows that adding the double-edge between the two elements of
A is sound. This addition does not affect the planarity of G for the following
reason: once the double-edge vv′ is introduced, Rule 5 applies and every common
neighbor of degree three of v and v′ is deleted, except when two elements of B
are adjacent, in which case we use Rule 5 to delete one of them and (then) Rule
4 to delete the other.

The last reduction rule deals with induced paths whose interior vertices have
only two neighbors in addition to their endpoints. At this stage, we assume
every vertex has degree three or more. We observe the following.

Observation 1. Let P be an induced path satisfying |N(I(P ))| = 4. In other
words, the interior vertices of P have only two neighbors u and v in addition
to the two endpoints of P . If |I(P )| ≥ 5 and every element of I(P ) has at least
one neighbor in {u, v}, then any solution S of (G, k) that does not contain an
element of {u, v} must contain at least two elements of I(P ).

Proof. If any of u and v has 4 neighbors in I(P ), then the assertion holds (triv-
ially). Since |I(P )| ≥ 5, at least one element of {u, v} (say v) has 3 neighbors in
I(P ), while the other has at least two neighbors. Assume one element x ∈ I(P )
covers all cycles of G[P ∪ {u, v}]. Obviously, x must be a neighbor of v that is
interior to the path connecting v’s neighbors in I(P ). Moreover, x must also be
interior to the path connecting the neighbors of u in I(P ) (even when u has
only two such neighbors, since in that case u and v cannot have common neigh-
bors). If x is deleted, the remaining neighbors of u and v (which “surround” x
in P ) would be connected via both u and v, forming a cycle of length 6, which
contradicts the assumption.

Reduction Rule 8. Let P be an induced path satisfying |N(I(P ))| = 4. As in
the above Observation, the interior vertices of P have only two neighbors u and v
in addition to the two endpoints of P . If |I(P )| = 6, and |NI(P )(v)| ≥ |NI(P )(u)|,
then a solution of (G, k) exists if and only if (G, k) has a solution that contains
v. So, in this case, we delete v and decrement k by one.

Proof. Let V (P ) = {w0, w1, w2, · · · , ws} where wiwi+1 is an edge of G[P ] (0 ≤
i < s; s ≥ 8). Any solution of (G, k) must cover all the local cycles and possibly
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disconnect the two endpoints of P in G[P ∪ {u, v}]. We show that two elements
of I(P ) are either not enough to cover all local cycles or one of them can be
replaced by v (safely). To see this, consider first the case where u has at most
two neighbors in I(P ) and v has at least 4 such neighbors. If v is not in the
solution, at least two elements of I(P ) are needed to disconnect the local cycles
through v. An equivalent (if not better) solution would include v and one of the
neighbors of u (to disconnect P and cover the local cycle through u, if any).

Now consider the case where each of u and v has more than two neighbors
in I(P ). Assume there is a solution that contains only two elements wi and
wj (0 < i < j < s) and disconnets any local path between w0 and ws in
G[P ∪ {u, v}]. Then {wi, wj} is a feedback vertex set for the graph H obtained
fromG[P∪{u, v}] by adding the edge w0ws. LetH

′ be the acyclic graph obtained
by deleting wi and wj . The total number of edges incident on u and v in H ′ is
at least 4 (since |I(P )| ≥ 6), while the number of edges that are deleted from
the cycle {w0, w1, · · · , ws} is at most 4. It follows that H ′ has at least s + 1
edges and exactly s + 1 vertices, which contradicts the assumtpion that H ′ is
acyclic. Therefore, any solution that contains only two elements of I(P ) can
result in either not covering all the local cycles or not disconnecting all local
paths between w0 and ws (in G[P ∪ {u, v}]). In such case, it would be safe to
take both u and v into the solution.

The instance (G, k) is said to be reduced with respect to the above reduction
rules if none of them applies to (G, k). We shall prove that such a reduced
instance has a solution only if |V (G)| < 97k.

4 A Linear Kernel

Our reduction process consists of applying the rules of the previous section ex-
haustively until none of them applies. Applying a rule starts by a search for a
graph structure that makes its condition holds. If this search is successful, it will
be followed by the action described by the rule. The resulting instance, (G, k),
is called a reduced instance.

Note that every reduction rule can be applied in linear time. In fact, it should
be clear that applying each of the Rules 1-4 takes linear time, especially if an
updated degrees-array is used. Moreover, it takes linear-time to check if the
condition of Rule 5 holds (select a degree-three vertex and check whether two
of its neighbors share a double-edge). Each of the conditions of the remaining
rules can be checked via depth-first search (DFS). Starting with any vertex of G,
DFS takes O(E(G)) (thus, linear-time) to find a path or a K2,b that satisfies the
required condition. Note that we require the “successive” application of all the
rules until they cannot be applied. The process of applying the rules is repeated
whenever k is decremented. It follows that the total reduction time is in O(kn).

Throughout the rest of this section we assume that (G, k) is a reduced yes
instance. Again, let S be a corresponding (complete) solution, and assume G is
a plane graph. By Rule 2, the degree of every vertex of G is bounded below by
three.
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The complement of S in V (G) induces a forest F . Let L be the set of tree-
leaves in F . Each such leaf must have at least two neighbors in S. This is obvious
since each leaf has only one neighbor in F and at least three neighbors in G.
Note the use of Rule 2∗ here: the unique edge that is incident on a leaf of F is a
single-edge. So a leaf node with only one neighbor in S will be deleted, even if its
degree is three. Our objective is to compute an upper bound on the cardinality
of L, and use it to bound the number of elements in F . The following observation
is needed in the sequal.

Observation 2. Let u and v be non-adjacent vertices of a planar graph H. If
u and v have a common neighbor w whose degree is two in H, then the graph
obtained from H by adding the edge uv is also planar.

Proof. The following operations preserve planarity: contract edge uw, duplicate
the (resulting) edge uv, then subdivide one of the edges that connect u and v
(to get w back).

Our main result depends on some counting arguments that make use of the
following lemmas. Hereafter, a (c, 2)-chain of a graph G is an induced path on
c vertices (and length c − 1 ≥ 0), each of which is of degree two in G. When
the length of the induced path is not important (or arbitrary), such a path is
dubbed a degree-two chain. A degree-two chain is maximal if it is not contained
in a larger degree-two chain.

Consider a tree T and let C be a collection of disjoint (c, 2)-chains of interior
vertices in T . We say that C is maximal if T [V (T ) \ V (C)] has no (c, 2)-chains.

Lemma 1. Let T be a tree with at most l leaves. If, for c ≥ 1, every maximal
collection of disjoint (c, 2)-chains has at most nc internal vertices, then T has
at most nc + 2cl − 2c+ 1 vertices.

Proof. The number of degree-three vertices of T is less than the number of its
leaves. Let T ′ be the tree obtained from T by replacing every maximal degree-
two chain by a single edge (by a sequence of edge-contractions). Then T ′ has
at most l − 1 internal vertices and at most 2l − 2 edges. Consequently, the
number of maximal degree-two chains in T is bounded above by 2l − 2. The
length of any degree-two chain is either smaller than c or consists of (or can be
decomposed into) one or more (c, 2)-chains and at most one (b, 2)-chain, b ≤ c−1.
It follows that the number of internal degree-two vertices is bounded above by
nc + (c − 1)(2l − 2). Q.E.D.

We now show that n6 is bounded by a linear function of k and that F has a
linear number of leaves.

Lemma 2. Let H = (A,B) be a simple bipartite planar graph. If |A| = k and
every vertex of B has at least three neighbors in A, then |B| ≤ 2k − 4.
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Proof. Recall that, due to a corollary of Euler’s formula, H has at most 2nh − 4
edges, where nh = |V (H)| = k + |B|. Since every vertex of B is of degree at
least three, we have 2nh − 4 ≥ |E(H)| ≥ 3|B|. Replacing nh by k+ |B| gives the
desired inequality.

Lemma 3. If C is a maximal collection of (6, 2)-chains of internal vertices in
F , then |C| ≤ 2k − 4.

Proof. Let P be a (6, 2)-chain of internal vertices in F . By Rules 6 and 8, N(P )
has at least three elements from S (since P is I(P ′) for some path P ′ of length
8 in F ). Let C′ be the set of vertices obtained by contracting every chain in
C (thus replacing every (6, 2)-chain by a single vertex of degree ≥ 3). Ignoring
the edges between elements of S, and replacing multiple edges by simple edges,
we consider the resulting simple bipartite planar graph (S,C′). The result now
follows from Lemma 2.

Lemma 4. Let L2 be the subset of L consisting of leaves that have exactly two
neighbors in S. Then |L2| ≤ 6k − 12.

Proof. For each pair {u, v} ⊂ S, the number of elements of L2 that are common
neighbors of u and v is at most 2. This follows easily from Rule 7. Consider the
planar graph H induced by S ∪ L2. And let H ′ be a graph obtained from H
by adding an edge between non-adjacent elements of S that share a common
neighbor. Then, by Observation 2, H ′ is also planar. Moreover, the number of
pairs of S that can share a common neighbor (from L) is bounded above by
the number of edges in H ′, which is at most 3k − 6. The proof is now complete
(knowing that each such pair has at most 2 common neighbors in L).

We now consider the leaves of F , if any, that have at least three neighbors in S.

Lemma 5. Let L3 = L\L2 be the set of leaves of F that have more than two
neighbors in S. Then |L3| ≤ 2k − 4.

Proof. Consider the planar bipartite subgraph H whose vertex set is S ∪L3 and
whose edges are elements of E(G) that connect elements of S to those of L3.
The proof follows from Lemma 2 by letting l be the number of leaves in L3 and
nh the number of vertices in H .

The above two lemmas guarantee that our reduced instance has a solution S of
size k only if the corresponding induced forest F has at most 8k− 16 leaves and
at most 2k−4 (6, 2)-chains. In fact, the number of elements of F that have three
neighbors in S and the number of (6, 2)-chains of F (which is n6/6) sum up to
at most 2k − 4. This can be obtained by considering (again) a bipartite plane
graph H = (A,B) where A = S and B consists of “contracted” (6, 2)-chains and
all elements of F that have three neighbiors in S. Therefore n6

6 + |L3| ≤ 2k − 4
(or n6 ≤ 12k − 6|L3| − 24). Moreover, l ≤ 6k − 12 + |L3| (again l is the total
number of leaves in F ).
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It follows, by Lemmas 1, 4 and 5 that |F | is bounded above by:
n6 + 2(6)l − 2(6) + 1 ≤ (12k − 6|L3| − 24) + 12(6k + |L3| − 12) − 11 = 84k +
6|L3| − 179 ≤ 84k + 6(2k − 4)− 179 = 96k − 203.

This proves our claimed linear kernel bound, which we state in the following
theorem.

Theorem 1. There is a linear-time algorithm that, given an arbitrary planar
instance (G, k) of Feedback Vertex Set, either decides that no solution exists or
produces an equivalent instance whose size is bounded above by 97k − 203.

5 Conclusion

We showed how to reduce any planar instance of Feedback Vertex Set into one
whose order is bounded by 97k − 203, where k is the input parameter. Our
reduction rules apply to general FVS instances and might be useful on their
own, as preprocessing steps.

Our kernel bound is obtained by counting arguments that made heavy use
of planarity. This bound can be improved further via reductions that consider
induced paths as in Rule 8, and by more detailed counting arguments. We con-
tinue to investigate the potential use of our techniques to obtain a much smaller
kernel bound without loosing the simplicity and efficiency of the corresponding
reduction procedures.
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Müller, Moritz 73

Nederlof, Jesper 147
Nichterlein, André 231
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