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Abstract. Analysis of collaborative activities is a popular research area in 
CSCW and CSCL fields since it provides useful information for improving the 
quality and efficiency of collaborative activities. Prior research has focused on 
qualitative methods for evaluating collaboration while machine learning algo-
rithms and logfile analysis have been proposed for post-assessment. In this pa-
per we propose the use of time series analysis techniques in order to classify 
synchronous, collaborative learning activities. Time is an important aspect of 
collaboration, especially when it takes place synchronously, and can reveal the 
underlying group dynamics. Therefore time series analysis should be consi-
dered as an option when we wish to have a clear view of the process and final 
outcome of a collaborative activity. We argue that classification of collaborative 
activities based on time series will also reflect on their qualitative aspects. Col-
laborative sessions that share similar time series, will also share similar qualita-
tive properties. 
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1 Introduction 

The analysis of collaborative activities is a complex task due to the nature of collabo-
ration itself and the amount of information that has to be evaluated. However in com-
puter supported collaboration, all the information regarding users’ interaction is  
recorded in logfiles by the groupware applications that mediate such activities. There-
fore logfile analysis, automated metrics and other quantitative methods are used for 
post-assessment of the quality of collaboration, to trace any possible drawbacks and 
reveal underlying mechanisms that may affect the process and outcome of collabora-
tive activities [1-3]. Most of these methodologies take into account the aspect of time. 
For example, how turn taking mechanisms affect communication, whether large gaps 
in the communication flow might be considered as a failure or large periods of indi-
vidual work phases might affect coordination [4]. We argue that such phenomena can 
be captured using time series [5]. In this study we use sequences of events of colla-
borative activities to form time series that represent how the process unfolds in time, 
related with quantitative assessments of collaboration quality. We explore whether 
collaborative sessions that share similar time series characteristics are also of similar 
quality. To that end, predictions of quality of collaboration based on time series tech-
niques were compared to assessments by evaluators for a rich dataset of collaborative 
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activities. The use of time series as a tool of analysis of collaborative activities will 
add up and empower existing machine learning techniques while the workload of 
human evaluators will be minimized. Moreover, through time series techniques, real 
time assessment of the activity may be achieved. In that case, the evaluator will be 
aware, in real time, whether an activity is turning out successfully or, otherwise, 
which collaborative aspect should be further supported. 

This paper is organized as follows. In section 2 the time series construction from 
the logfiles of various collaborative activities is described. In section 3 we discuss the 
structure and techniques used for the memory-based classification model that is pro-
posed. The construction of the model itself is also analyzed. The results of the study 
are presented in section 4 and in section 5 we conclude with a general discussion 
about the setup and results of this study as well as improvements and future work. 

2 Collaborative Activities as Described by Time Series 

A computer-supported collaborative activity can be described via a multivariate time 
series of events (such as chat messages). We propose the use of multivariate time 
series because the way an activity builds up in time and its cross-correlation with 
other activity that occurs concurrently are important. To fully explore the underlying 
mechanisms and dynamics of collaboration such information might be proven useful 
and should not be ignored.  

Time series is defined as any sequence of observations recorded at successive time 
intervals. Network traffic monitored by a web server per hour or the price of shares in 
a stock market per week are examples of time series commonly used and analyzed for 
various purposes. Time series fall into two categories: univariate and multivariate. A 
multivariate time series is a vector of more than one time series which are cross-
related. The objective of time series analysis is to gain understanding of the nature 
and underlying mechanisms of a monitored activity, to group and classify samples 
based on their time series properties and to forecast. Many models and algorithms 
have been proposed to deal with univariate or multivariate time series analysis and 
classification, such as ARIMA, VAR, Hidden Markov Models (HMM), Dynamic 
Time Warping (DTW) and Recurrent Neural Networks. Time series analysis is widely 
used in a variety of fields such as economics, biology and computer science [6], [7]. 

For the purposes of this study we used the logfiles of collaborative activities that 
took place during a programming course in the Dept. of Electrical and Computer En-
gineering. The subject of the course was the joined construction of flow charts by 
dyads. The groupware application that mediated the activities provides users of a 
common workspace for the construction of diagrammatic representations and a chat 
tool to support communication between partners [8]. All activity was recorded in 
logfiles for later use. The setting of the study was such that same conditions applied 
for all clients/collaborators (e.g. equal numbered groups, high speed local area net-
work, identical computers) and similar network delays occurred for all clients. 

In order to portray a collaborative session as a time series we computed the sum  
of chat and workspace activity of collaborating partners per time intervals and  
per events. The sequences of aggregated chat and workspace events form up a  
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multivariate time series per collaborative session. Previous studies show that a num-
ber of metrics regarding chat and workspace activity highly correlate with the quality 
of collaboration of a joined activity [9]. Based on these studies we made use of the 
metrics displayed in Table 1 to assemble time series for each session. Therefore each 
collaborative session is represented by one multivariate time series which is practical-
ly a vector of four univariate time series constructed from aggregated chat and work-
space events, where: 

─ Number of chat/workspace actions per time interval: the sum of messag-
es/workspace actions of both partners in a time interval. 

─ Roles’ alternations in chat activity per time interval: the number of times the active 
role of a partner was switched in chat/workspace activity in a time interval. 

Table 1. Chat and Workspace metrics used for time series construction 

Metric Sums Difference of Sums Alternations Difference of Alter-

nations 

chat number of chat 

messages per 

time interval 

 difference of chat 

messages between 

consecutive time 

intervals 

roles’ alternations in 

chat activity per time 

interval 

difference of roles’ 

alternations in chat 

activity between 

consecutive time 

intervals 

workspace number of 

workspace 

actions per time 

interval 

difference of work-

space events between 

consecutive time 

intervals 

roles’ alternations in 

workspace activity 

per time interval 

difference of roles’ 

alternations in work-

space activity be-

tween consecutive 

time intervals 

 
Another critical point when creating time series from aggregated events is the time 

interval chosen [10]. Valuable information might be lost in case of a small or large 
time interval. The choice of the appropriate time interval is a critical task and domain 
dependent. Therefore a variety of time intervals was tested before concluding. In this 
study, the duration of collaborative activities ranged between 50 minutes to 1 hour 
and a half. The time intervals studied were of 1, 5, 8 and 10 minutes. Activity for time 
intervals of less than one minute was not explored since the number of events occur-
ring within such time periods was small. 

3 Methodology of Analysis 

The aim of this study is the classification of collaborative sessions using their time 
series properties. For this purpose we create a data pool of time series, extracted from 
collaborative activities, associated with quantitative assessments of collaboration 
quality. The suggested set up is fashioned after memory-based learning models using 
time series [11]. Memory-based learning presupposes the use of a distance measure. 
For that we used the Dynamic Time Warping (DTW) algorithm.  
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3.1 Dynamic Time Warping 

DTW is an algorithm that measures similarity between two sequences that vary in 
time. It provides a distance measure termed DTW distance. Originally it was used for 
sound and video processing but has also found many applications in time series analy-
sis [12], [13]. We used the DTW algorithm implementation proposed by Giorgino, T., 
for the R-statistics software [14]. This implementation allows choosing between mul-
tiple options for step patterns (the way consecutive time series elements are matched) 
and dissimilarity functions (for the cross-distance matrix computation). The DTW 
algorithm does not presuppose time series’ stationarity or non-missing information as 
Fourier transform does and this is one of the reasons for its growing popularity. 

3.2 Quality of Collaboration 

The rating scheme proposed by Kahrimanis et al. [3] was used to provide quantitative 
judgments of the quality of collaboration for the sessions used in this study. The 
aforementioned rating scheme proposed the rating of seven collaborative dimensions 
on a 5 point scale, that stand for the five, fundamental aspects of collaboration: com-
munication, joint information processing, coordination, interpersonal relationship and 
motivation [4]. These seven dimensions are: collaboration flow, sustaining mutual 
understanding, knowledge exchange, argumentation, structuring the problem solving 
process, cooperative orientation and individual task orientation. The rating was car-
ried out by two trained evaluators. We made use of the average value of six out of 
seven, dimensions leaving out the motivational/Individual task orientation aspect 
which is rated for each student separately. We denote this metric as Collaboration 
Quality Average (CQA) and it takes values within the range {-2,2}. As stated in Sec-
tion 2, CQA has been found highly correlated with logfile metrics of interaction. 
Therefore we argue that similar time series will have similar CQA evaluative values. 

3.3 Memory-Based Classification Model  

The memory model construction and classification procedure consists of three steps. 

1. Time series construction from the logfiles of collaborative sessions. For each col-
laborative session we constructed its multivariate time series representation, as de-
scribed in section 2. Outliers were detected by visual inspection of time plots and 
deleted from the final dataset. 

2. Input of sample entries in memory. The data pool consists of the multivariate time 
series extracted from collaborative activities, 212 samples in total, as collected in 
step 1. Each sample’s quality of collaboration is also assessed by two evaluators 
(section 3.2). Therefore each point in the memory stands for a collaborative session 
and is described by its time series and an evaluation value for the quality of colla-
boration (CQA). 

3. Classification of a query sample. By the term “query sample” we name any colla-
borative session that is not accompanied by an evaluation value CQA. The purpose 
is to approximately estimate the evaluation value CQA by finding the optimal time 
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series match of the session among the sessions of the data pool. We argue that col-
laborative activities described by similar time series will have a similar CQA eval-
uation value. Therefore if the time series of two samples ts_Sa and ts_Sb, with Sa 
being the query sample and Sb the reference sample, have a minimum distance 
DTW then the evaluative value CQA of Sa should be approximately equal to the 
evaluative value CQA of Sb. 

4 Results 

The dataset used initially consisted of 228 collaborative sessions. The logfiles of the 
sessions, as recorded by the groupware application that mediated the activity, were 
used for the construction of the multivariate times series of aggregated events. Out-
liers were removed and the final dataset used in the memory-based classification 
model consisted of 212 collaborative sessions. For each one of the 212 samples we 
computed the DTW distance and found the optimal match from the 211 samples re-
maining in the data pool. The study was repeated for a variety of time intervals in 
aggregated events (1, 5, 8 and 10 minutes), two dissimilarity functions (Euclidean and 
Manhattan) and two step patterns (symmetric1 and symmetric2) of the DTW algo-
rithm. In order to evaluate the results, as well as define the most appropriate time 
interval, dissimilarity function and step pattern, we estimated the correlation matrix of 
the evaluative value CQA (predicted vs. true value), the root mean squared error 
(RMSE) and the mean absolute error (MAE) for each case.  

Correlation is a popular method to explore statistical relations between variables. 
Spearman’s rank correlation coefficient is used to reveal any existing relations be-
tween the evaluative value CQA of a session, as assessed in the evaluation phase, and 
the predicted - by the memory-based classification model - value. For step pattern set 
to the symmetric P = 0, the two variables are significantly correlated for most of the 
combinations of time intervals and dissimilarity methods. Spearman’s rho depicts the 
degree of the relation between two variables and it may range from -1 to 1. A value of 
1 shows a strong, positive correlation while a value of -1 reveals a strong, negative. In 
our case the real and predicted evaluative values of CQA are positively and signifi-
cantly correlated for all time intervals (Table 2). However the strongest correlation 
occurs for 1 minute time interval and Manhattan as a dissimilarity method (p<0.05, 
rho=0.3). 

Table 2. Spearman’s Rho correlation coefficient for CQA real and predicted values per time 
interval, for Manhattan and Euclidean dissimilarity methods and for step pattern symmetric P=0 

Manhattan Euclidean 

time interval p value Rho p value Rho 

1 minute 0,000 0,3 0,029 0,15 

5 minutes 0,002 0,2 0,021 0,15 

8 minutes 0,000 0,23 0,005 0,18 

10 minutes 0,011 0,17 0,010 0,17 
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