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Preface

This book consists of selected papers presented in the framework of the 11th
International Conference on Perspectives in Business Informatics Research (BIR
2012), held in Nizhny Novgorod, Russia, September 24–26, 2012. The BIR con-
ference series was established 11 years ago as the initiative of some German and
Swedish universities with the aim of supporting the global forum for researchers
in business informatics for their collaboration and exchange of results.

This initiative seems to be very successful. Today, the BIR conference is a
well-known forum and the level of its proceedings is very high quality. In 2012
we received a great number of proposals to be included in the conference agenda
and we selected 15 to be published in LNBIP.

The topics covered the most significant zones for business informatics re-
search:

1. Business, people, and system interoperability:
• Philosophical and social perspectives of interoperability
• Ontological foundations of business informatics
• Systems theory and principles
• Conceptual modeling
• Human-oriented systems
• Emerging technologies and paradigms
• Methods, architectures, and communication technologies supporting in-

teroperability
• Enterprise modeling and virtual organizations
• ERP, CRM, and SCM systems
• e-commerce, e-business, e-government

2. Business and information system development:
• Business process modeling
• Model-driven architecture (MDA)
• Service-oriented architecture (SOA)
• Requirements engineering
• The synergy of agile and model-driven (MDA) development
• IS modeling, testing, and verification
• Object-oriented techniques and methodologies
• Unified modeling language (UML)
• Workflow management
• Quality of business software
• Business rules

3. Business intelligence:
• Business excellence and business intelligence solutions
• Data warehousing
• Reporting
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• Decision support systems
• Healthcare/medical informatics
• Competing on analytics

4. Knowledge management and Semantic Web:
• Knowledge management in an interconnected world
• Semantic Web methods
• Ontology modeling languages and tools
• Ontology applications in business
• E-learning and learning organizations

5. Contextualized evaluation of business informatics:
• Feasibility of existing standards, techniques, and languages
• Contextualized value and quality
• User acceptance of new technology
• Teaching business informatics
• Curriculum design and implementation issues
• Case studies and experience reports
• Project management issues

It is very promising that BIR now attracts researchers from the fields of both
economics and management. It is evidence that we are doing well.

We hope that the discussions at BIR 2012 stimulated new ideas for the success
of business informatics and for new cooperations.

July 2012 Natalia Aseeva
Eduard Babkin

Oleg Kozyrev
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Stanislaw Wrycza University of Gdansk, Poland
Jelena Zdravkovic Stockholm University, Sweden

Organizational Committee Co-chairs

Natalia Aseeva NRU HSE in Nizhny Novgorod, Russia
Eduard Babkin NRU HSE in Nizhny Novgorod, Russia



VIII Organization

Steering Committee

Kurt Sandkuhl University of Rostock, Germany (Chair)
Eduard Babkin NRU HSE in Nizhny Novgorod, Russia
Per Backlund University of Skövde, Sweden
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Online Recommender System

for Radio Station Hosting

Dmitry I. Ignatov1, Andrey V. Konstantinov1, Sergey I. Nikolenko2,3,
Jonas Poelmans1, and Vasily V. Zaharchuk1

1 National Research University Higher School of Economics
dignatov@hse.ru

http://www.hse.ru
2 Steklov Mathematical Institute, St. Petersburg, Russia

3 St. Petersburg Academic University, St. Petersburg, Russia

Abstract. We describe a new recommender system for the Russian in-
teractive radio network FMhost. The underlying model combines col-
laborative and user-based approaches. The system extracts information
from tags of listened tracks for matching user and radio station profiles
and follows an adaptive online learning strategy based on user history.
We also provide some basic examples and describe the quality of service
evaluation methodology.

Keywords: music recommender systems, interactive radio network, e-
commerce, quality of service.

1 Introduction and Related Work

Music recommendation is an important topic in the field of recommender sys-
tems. Recent works in this area can be found in the proceedings of the Inter-
national Society for Music Information Retrieval Conference (ISMIR ) [1], the
Workshop on Music Recommendation and Discovery (WOMRAD) [2,3], and the
Recommender Systems conference (RecSys) [4]. Several broadcasting services in-
cluding LastFm, Yahoo!LaunchCast and Pandora are well known and work on
a commercial basis. The latter two of them do not broadcast for Russia. Despite
the many high-quality papers on different aspects of music recommendation,
there are only few studies devoted to online radio station recommender systems.

This work is devoted to the Russian online radio hosting service FMhost and,
in particular, its new hybrid recommender subsystem. Recently, the focus of
computer science research for the music industry has shifted from music infor-
mation retrieval and exploration [5,6,7] to music recommender services [8,9]. The
topic is not new (see, e.g., [10]); however, it is now inspired by new capabilities
of large online services to provide not only millions of tracks for listening to, but
even radio station hosting. Social tagging is also one of the important factors
which allows to apply new tag-similarity based recommender algorithms to the
domain [11,12].

N. Aseeva, E. Babkin, and O. Kozyrev (Eds.): BIR 2012, LNBIP 128, pp. 1–12, 2012.
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Recently, a widely acclaimed public contest on music recommender algo-
rithms, KDD Cup, was held by Yahoo! (http://kddcup.yahoo.com/). In KDD
Cup, track 1 was devoted to learning to predict users’ ratings of musical items
(tracks, albums, artists and genres) in which items formed a taxonomy. Each
track belonged to an album, albums belonged to artists, and together they were
tagged by genres. Track 2 aimed at developing learning algorithms for sepa-
rating music tracks scored highly by specific users from tracks not scored by
them. It attracted a lot attention from the community to problems which are
both typical for recommender systems and specific for music recommendation:
scalability issues, capturing the dynamics and taxonomical properties of items
[13]. The current trends of music recommender systems reflect advantages of
hybrid approaches and show the need for user-centric quality measures [14].
For instance, in [15] an interesting approach based on a “forgetting curve” to
evaluate “freshness” of predictions was proposed. In [16], the authors posed
an important question, namely how much metadata do we need in music rec-
ommendation, and after a subjective evaluation of 19 users the authors con-
cluded that pure content-based methods can be drastically improved by using
genres.

In [17], the authors proposed the music recommender system Starnet for so-
cial networking. It generates recommendations based either on positive ratings of
friends (social recommendations), positive ratings of others in the network (non-
social recommendations), and it also makes random recommendations. Another
interesting online music recommendation system we can mention is Hotttabs
[18], dedicated to guitar learning. Some authors aim at improving music rec-
ommender systems by using semantic extraction techniques [19,20]. In [21] the
author describes a system of genre recommendation for music and TV programs,
which can be considered as an alternative channel selector. The authors of [22]
proposed a recommender system GroupFan which is able to aggregate prefer-
ences of group users to their mutual satisfaction.

Many online services (e.g., Last.fm or LaunchCast) call their audio streams
“radio stations”, but in reality they produce a playlist from a database of tracks
based on a recommender system rather than actually recommend a radio chan-
nel. FMhost, on the other hand, provides users with online radio stations in the
classical meaning of this term: there are human DJs who perform live, a radio
station actually represents a strategy or mood of a certain person (DJ), they
play their own tracks, perform contests etc. Thus, the problem we are solving
differs from most of the work done in music recommendation, and some of the
challenges are unique.

The paper is organized as follows. In Section 2, we describe our online ra-
dio service FMhost. In section 3, we propose our new recommender model, two
basic recommender algorithms, and describe the recommender system architec-
ture. Quality of Service (QoS) measurement for the system and some insights
on FMhost user behaviour are discussed in Section 4. Section 5 concludes the
paper.

http://kddcup.yahoo.com/
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2 Online Service FMhost.me

2.1 A Concise Online Broadcasting Dictionary

Before we proceed, we need to shortly explain some basic domain terminology.
A chart is a radio station track rating; for example, the rock chart shows

a certain number (say, 10) of most popular rock tracks, ranked from the most
popular (rank 1) to the least popular (rank 10) according to the survey. A live
performance (or just live for short) is a performance to which one or several DJs
(disk jockeys) are assigned. They do it from their own PCs, and the audio stream
is being redirected from them to the Icecast server and then everywhere. Also
they may have their own blog for each live, where people may interact with DJs
who perform live. LiquidSoap is a sound generator that broadcasts audio files
(*.mp3, *.aac etc.) into an audio stream. Icecast is a retranslation server that
redirects an audio stream from one source, for example LiquidSoap, to many
receivers.

2.2 The FMhost Project

FMhost is an interactive radio network. This portal allows users to listen and
broadcast their own radio stations. There are four user categories in the portal:
(1) unauthorized user; (2) listener; (3) Disk Jockey (DJ); (4) radio station owner.

User capabilities vary upon their status. Unauthorized listeners can listen to
any station, but they cannot vote or become DJs. They also cannot use the
recommender system and the rating system.

Listeners, unlike unauthorized users, can vote for tracks, lives, and radio sta-
tions. They can use a recommender system or rating system. They can subscribe
to lives, radio stations, or DJs. They also can be appointed to a live and become
a DJ.

There are three types of broadcasting: (1) stream redirection from another
server; (2) AutoDJ translation; (3) live performance.

Stream redirection applies when a radio station owner has its own server and
wants to use FMhost as a broadcasting platform, but also wants to broadcast
using his own sound generator, e.g., SamBroadcaster (http://spacial.com/
sam-broadcaster), LiquidSoap (http://savonet.sourceforge.net/) etc. Au-
toDj is a special option that allows the users to play music directly from the
FMhost server. Every radio owner gets some space where he can download as
much tracks as he can, and then LiquidSoap will generate the audio stream and
the Icecast (http://www.icecast.org/) server will redirect it to the listeners.
Usually the owner sets a radio schedule which is being played.

Live performances are done by DJs. Everyone who has performed live at least
once can be called a DJ. He can also be added to a radio station crew. Moreover,
a DJ can perform lives at any station, not only on his own station where he is
in a crew.

FMhost was the first project of its kind in Russia, starting in 2009. Nowadays,
following FMhost’s success, there exist several radio broadcasting portals, such as

http://spacial.com/sam-broadcaster
http://spacial.com/sam-broadcaster
http://savonet.sourceforge.net/
http://www.icecast.org


4 D.I. Ignatov et al.

http://frodio.com/, http://myradio24.com/, http://www.radio-hoster.

ru/, http://www.taghosting.ru/, http://www.economhost.com/, and even
http://fmhosting.ru/. In late 2011, FMhost was taken down for a serious
rewrite of the codebase and rethinking of the recommender system’s architec-
ture. In this paper, we describe the results of this upgrade.

The previous version of the recommender system experienced several prob-
lems, such as tag discrepancy or personal tracks without tags at all. A survey
by FMhost with about a hundred respondents showed that more than half of
them appreciated the previous version of our recommender system and more
than 80% of the answers were positive or neutral (see Table 1); nevertheless,
we hope that the new recommender model and algorithms provide even more
accurate recommendations and make even less prediction mistakes.

Table 1. FMhost’s recommender system satisfaction survey

User opinion Number of respondents (%)

I like it very much, all recommendations were relevant 54 (49%)
Good, I like most of the radio stations 22 (20%)
Sometimes there are interesting stations 16 (14%)
I like only few recommended radio stations 9(8%)
None of the recommended stations was satisfactory 10 (9%)

2.3 FMhost Conceptual Improvements

The new version features a more complex system of user interaction. Every radio
station has an owner who is not just a name but also has the ability to assign
DJs for lives, prepare radio schedule, and assign lives and programs. There will
be a new broadcasting panel for DJs that will allow them to play tracks with
additional features that were not available before, such as an equalizer or fading
between tracks. A new algorithm for the recommender system, a new rating
system, and a new chart system will be launched.

The rating system has been developed to rank radio stations and DJs accord-
ing to their popularity and quality of work. A new core is being implemented
and a new concept of LiquidSoap and Icecast is being designed. The system is
designed such that all problems that have surfaced in the previous version were
eliminated.

3 Models, Algorithms and Recommender Architecture

3.1 Input Data and General Structure

Our model is based on three data matrices. The first matrix A = (aut) tracks
the number of times user u visits radio stations with a certain tag t. Each
radio station r broadcasts audio tracks with a certain set of tags Tr. The sets
of all users, radio stations, and tags are denoted by U , R, and T respectively.

http://frodio.com/
http://myradio24.com/
http://www.radio-hoster.ru/
http://www.radio-hoster.ru/
http://www.taghosting.ru/
http://www.economhost.com/
http://fmhosting.ru/
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The second matrix B = (brt) contains how many tracks with a tag t a radio
station r has played. Finally, the third matrix C = (cur) contains the number
of times a user u visits a radio station r. For each of these three matrices, we
denote by vA, vB, and vC the respective vectors containing sums of elements:
vA =

∑
t∈T

aut, v
B =

∑
t∈T

brt, and vC =
∑
r∈R

aur. We also denote for each matrix

A, B, C the corresponding frequency of visits matrix by Af , Bf , and Cf ; the
frequency matrix is obtained by normalizing the matrix with the respective visits
vector, e.g., Af = (aut · (vAu )−1). Our model is not purely static; the matrices A,
B, and C change after a user u visits a radio station r with a tag t, i.e., each
value aut, brt, and cur is incremented by 1 after this visit.

The model consists of three main blocks: the Individual-Based Recommender
System (IBRS) model, the Collaborative-Based Recommender System (CBRS)
model, and the End Recommender Systems (ERS) that aggregates the results
of the former two.

Each model has its own algorithmic implementation. Since both our previous
works [23,24] and this work implicitly use biclustering ideas, we continue to
name our general algorithms with the RecBi acronym; this time it is the RecBi3
family. We call the resulting algorithms for the three proposed models RecBi3.1,
RecBi3.2, and RecBi3.3, respectively. Here we do not use the notation from
formal concept analysis, but refer to [25] for the basic notation used in our
previous algorithms RecBi2.1 and RecBi2.2.

3.2 IBRS

The IBRS model uses matrices Af and Bf and aims to provide a particular user
u0 ∈ U with top N recommendations represented mathematically by a special
structure TopN(u). Formally, TopN(u0) is a triple (Ru0 ,�u0 , rank), where Ru0

is the set of at most N radio stations recommended to a particular user u0, �u0

is a well-defined quasiordering (reflexive, transitive, and complete) on the set
Ru0 , and rank is a function which maps each radio station r from Ruo to [0, 1].

The RecBi3.1 algorithm computes the 1-norm distance between a user u0

and a radio station r, i.e.m d(u0, r) =
∑

t ∈ T |au0t − brt|. Then all distances
between the user u0 and the radio stations r ∈ R are calculated. Further the
algorithm constructs the relation ≺u0 according to the following rule: ri � rj
iff d(u0, ri) ≤ d(u0, ri). The function rank operates on Ru0 according to the
following rule:

rank(ri) = 1− d(u0, ri)/max
rj∈R

d(u0, rj).

Finally, after selecting N radio stations for N greatest rank values in the set
Ru0 , we have the structure TopN(u0) which represents a ranked list of radio
stations recommended to the user u0.

As shown in Fig. 1, our model takes into account not only “listened tracks”
but also “liked tracks”, “liked radio stations”, and “favorite radio stations”. To
refine the IBRS submodel we tune it with the SMARTS algorithm known from
decision making theory [26]. According to the method and expert decisions, we
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Fig. 1. The recommender system architecture

should count each track tag of a “listened radio station”, “liked radio station”,
“liked track”, and “favorite radio station” with a different weight. The SMARTS
procedure provided us with the four weights for “listened radio station”, “liked
radio station”, “favorite radio station”, and “liked track” according to our ex-
perts’ assessment of mutual criterion importance, namely 0.07, 0.16, 0.3, and
0.47. In the SMARTS method, we consider each tag type as a criterion with two
terminal values 0 and 100% on a real number scale. Some tag t may have some
or even four of these types simultaneously; in this case, the algorithm adds to
aut the total weight of the tag (i.e., the sum of weights) after a user u visits
some radio station with this tag. In case there are several elements with the
same rank so that TopN(u) is not uniquely defined, we simply choose the first
elements according to some arbitrary ordering (e.g., the lexicographic ordering
of station names).

3.3 CBRS

The CBRS model is based on the Cf matrix. The matrix also yields a vector
nC which stores the total number of listened stations for each user u ∈ U . This
vector also changes over time, and this value is used as a threshold to transform
matrix Cf to distance matrix D as follows:

dij =

{ |cfir − cfjr |, if cfir ≥ n−1
i and cfjr ≥ n−1

j

|cfir + cfjr |, if cfir > n−1
i and cfjr < n−1

j or vice versa
(1)

This distance takes into account the frequency nC
u of all radio station visits

for user u and considers its inverse value as a threshold to decide whether a
particular station r should be considered as popular for this user. Thus, users
with different signs of cfir − n−1

i and cfjr − n−1
j become more distant than for
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the conventional absolute distance. This distance dij actually serves as a sort of
polarizing filter, and in Section 4 we compare it with common approaches.

After computing D, the algorithm RecBi3.2 constructs the list Topk(u0) =
(Uu0 ,�u0 , sim) of k users similar to our target user u0 who awaits recommenda-
tions, where sim(u) = 1−duu0/max

u′∈U
du′u0 . We define the set of all radio stations

user u0 listened to as L(u0) = {r|cfur = 0}. In a similar way, we define

TopN(u0) = (Ru0 ,�u0 , rank), where

rank(r) = sim(u∗) · cfu∗r and

u∗ = arg max
u∈Uu0 ,r∈U/L(u0)

sim(u) · cfur.

It is worth mentioning that rank : r �→ [0, 1]. The problem of choosing exactly
N topmost stations is solved in the same way as in the IBRS submodel.

3.4 ERS

After IBRS and CBRS have finished, we are left with two ranked lists of recom-
mended stations TopIN(u0) and TopCN(u0) for our target user u0 from IBRS and
CBRS respectively. The ERS submodel proposes a simple solution for aggregat-
ing these lists into the final recommendation structure TopEN(u0) = (RE

u0
,�E

u0

, rankE). For every r ∈ RC
u0

∪RI
u0
, the function rankE(r) maps r to the weighted

sum

β · rankC(r) + (1− β) · rankI(r),
where we let β ∈ [0,1], rankC(r) = 0 for all r 
∈ RC and rankI(r) = 0 for all
r 
∈ RI . The algorithm RecBi3.3 adds the best N radio stations according to
this criterion to the set RC

u0
.

4 Quality of Service Assessment

To evaluate the quality of the developed system, we propose a variant of the
cross-validation technique [27]. Before we proceed to the detailed description of
the procedure, we discuss some important analyses that we conducted on the
FMhost data for the period from 2009 till 2011.

4.1 Basic Statistics

It is a well-known fact that social networking data often follows the so called
power law distribution [28]. To decide which amount of active users or radio
stations we have to take into account for making recommendations, we performed
a simple statistical analysis of user and radio station activity. Around 20% of
the users (only registered ones) were analysed.

Table 2 shows p-values of statistical tests, which were performed by means
of Matlab tools from [28], show that the power law does fit the radio station
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Table 2. Basic parameters of the user and radio visits datasets, along with their
power-law fits and the corresponding p-value

Dataset n 〈x〉 σ xmax x̂min α̂ ntail p-value

User dataset 4187 5.86 12.9 191 12 ± 2 2.46(0.096) 117 0.099
Radio dataset 2209 11.22 60.05 1817 46 ± 11 2.37(0.22) 849 0.629
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Fig. 2. Cumulative distribution functions P (x) and their maximum likelihood power-
law fits for the FMhost two empirical data sets. (a) The frequency distribution of radio
station visits. (b) The frequency of visits of unique users.

dataset, and the probability to make an error by ruling out the null hypothesis
(no power law) is about 0.1 for the user dataset. Thus, the radio station visits
dataset is more likely to follow the power law than the user visits dataset, but
we should take it into account for both datasets; Fig. 2 shows how the power
law actually fits our data.

This analysis implies useful consequences according to the well-known “80:20”
rule:

W = P (α−2)/(α−1),

which means that the fraction W of the wealth is in the hands of the richest P
of the population. In our case, 50% of users make 80% of all radio station visits,
and 50% of radio stations have 83% of all visits. Thus, if the service tends to
take into account only active stations and users, it can cover 80% of all visits
by considering only 50% of their active audience. However, new radio stations
still deserve to be recommended, so this rule can only be applied to the user
database.

4.2 Quality Assessment

To evaluate QoS for the IBRS subsystem (RecBi3.1 algorithm), we count average
precision and recall on the set RN ⊂ R, where N is a number of randomly
“hidden” radiostations. We suppose that for all r in RN and every user u ∈ U
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the algorithm does not know whether the radio stations were liked, added to
favorites, or even visited, and we change Af and R accordingly. Then RecBi3.1
attempts to recommend Top-N radio stations for this modified matrix Af .

Top-N average precision and recall are computed as follows:

Precision =

∑
u∈U

|RI
u∩Lu∩RN |
|Lu∩RI

u|

|U | ,

Recall =

∑
u∈U

|RI
u∩Lu∩RN |
|Lu∩RN |

|U | .

To deal with CBRS, we use a modification of the leave-one-out technique. At
each step of the procedure for a particular user u, we “hide” all radio stations
r ∈ RN by setting cfur = 0. Then we perform RecBi3.2 assuming that cfu′r is
unchanged for u′ ∈ U/u. After that we compute

Precision =

∑
u∈U

|RC
u ∩Lu∩RN |
|Lu∩RC

u |

|U | ,

Recall =

∑
u∈U

|RC
u ∩Lu∩RN |
|Lu∩RN |

|U | .

To tune the ERS system, we can use a combination of these two procedures
trying to find the optimal β as

β∗ = argmax
β

2 · Precision · Recall
(Precision + Recall)

.

We suppose that in one month of active operation we will have enough statistics
to tune β and choose appropriate similarity and distance measures as well as
thresholds. We suppose that the resulting system will provide reasonably accu-
rate recommendations using only a single (last) month of user history and only
50% of the most active users. For quality assessment during the actual operation,
we will compute Top-3, Top-5, and Top-10 Precision and Recall measures as well
as whether the system provides a user only with Top-10 items with a highest
rank. In addition, online surveys can be launched to assess user satisfaction with
the new RS system.

5 Conclusion and Further Work

In this work, we have described the underlying models, algorithms, and the
system architecture of the new improved FMhost service. We hope that the de-
veloped algorithms will help a user to find relevant radio stations to listen to.
In future optimization and tuning, special attention should be paid to scalabil-
ity issues and user-centric quality assessment. We consider matrix factorization
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techniques as a reasonable tool to increase scalability, but it has to be carefully
adapted and assessed taking into account the folksonomic nature of tracks tags.
Another attractive feature of the developed system is that it can serve as a kind
of World of Music map built on track-to-track similarity matrices with tags [7].
Another important issue is dealing with the triadic relational nature of data
(users, radio stations (tracks), and tags), which constitutes the so called folk-
sonomy [29], a primary data structure in tagging resource-sharing systems. As
shown in [30], this data can be successfully mined by means of triclustering, so
we also plan to build a tag-based recommender system by means of triclustering.
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Abstract. It is critical for knowledge bases to capture the reality in direct and 
intuitive way. OWL ontology language was designed for this goal. In this paper 
we study the limitations of the OWL open world semantics for the task of 
knowledge capture and retrieval. We propose a new mechanism based on the 
closed world semantics that alleviates part of the limitations. Further we describe 
a system where both OWL and the new mechanisms interoperate together. 
Finally, we outline some immediate applications and further research directions. 

Keywords: OWL, Reasoner, Extension. 

1 Introduction 

OWL [1] is a powerful modeling language for representing knowledge about the world. 
It was initially designed for Semantic Web applications where the knowledge is 
distributed, and it is a norm that only a small part of the whole knowledge is available. 
Therefore OWL adapted the so-called open world assumption. It means that, if 
something is not known, then it does not follow that it is false. For example, let us 
assume we only know that Bob is a person. From this we can neither say that Bob is a 
student nor that he is not one. Our knowledge is incomplete, and it can be correctly 
represented in OWL. 

OWL has attracted the interest of the community of business knowledge base. They 
hope that it will allow them to capture their domain knowledge more precisely, infer 
new information and ease the integration with outside knowledge bases. None of this is 
possible, when the information is stored in a relational database. 

In the knowledge base settings one of the main tasks is the knowledge retrieval. The 
best way to make it easier is to store the data in terms that are intuitive for the end-users. 
In OWL these terms are represented with classes. There are two types of classes, 
namely, primitive classes and class expressions. Only a human can decide what objects 
belong to a primitive class – it is done by intuitive interpretation of the class name. In 
contrast, class expression allows us to define new classes from primitive classes, and 
the objects belonging to them can be found algorithmically. However, there are many 
types of intuitive classes that cannot be expressed using OWL constructs. 

Specifically, they are classes that deal with some form of the closed world reasoning, 
e.g. objects for whom it is not known if they have a data property value or not. Due to 
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the open world assumption OWL can only define either a class of objects for whom it 
can be proven that they must have a property value, or a class of objects for whom it can 
be proven that they cannot have a property value. It is also impossible to define classes 
that involve conditions on aggregations, e.g. objects for whom the sum of attribute 
values is equal to some value. 

The prevailing attitude in the “reasoner community” is that such cases should be 
handled outside the ontology by either adding the additional information in the 
preprocessing step, or calculating it later in the application. Such attitude is good for the 
logical purity of the language, but bad for practical adaptation, since the end-users want 
to treat the knowledge base as a black box [2] specifying everything in an ontology and 
letting the knowledge base decide, what to calculate using a reasoner and what to derive 
using something else. The results should be retrievable by asking for instances of a 
class. 

In this paper we propose an OWL extension for specifying classes that cannot be 
described using only OWL constructs. It is inspired by Object Constraint Language 
(OCL) [3] for UML models, but with semantics adapted to OWL. We also show how 
this extension can be integrated with a reasoner in practical applications. 

The rest of the paper is structured as follows. In Section 2 we introduce the example 
ontology on which the current OWL modeling shortcomings are shown and on which 
the proposed language and integration with a reasoner will be later presented. Section 3 
describes the proposed extension language, the extension of ontology graphical 
notation with a place for this language, and how it can be serialized in OWL form. In 
Section 4 we discuss how the proposed extension can interoperate with a reasoner and 
the design tradeoffs that were made to make it practical. Section 5 discusses related 
work. Finally, we describe future work in Section 6. 

2 Motivating Example – University Ontology 

To better understand the proposed language we will start with a motivating example. 
Let us suppose that we are modeling a knowledge base of a university information 
system. It will be used for data storage, data validation and query answering. The 
ontology (shown in Figure 1 in the OWLGrEd [4, 5] notation) will have primitive 
classes: Teacher, Professor, Student, AcademicProgram, Course and Grade. These 
classes are all that is needed for the purpose of data storage. However, the end-users 
will want to make queries not only about all students, but also about students that have 
some specific features, e.g. students that take some course or students that have 
graduated. Usually a feature set describes some intuitive concept with a name, e.g. 
students that take some course correspond to a concept ActiveStudent. Many intuitive 
concepts can be defined in OWL as derived classes using class expressions, e.g. the 
class ActiveStudent (from Figure 1) can be defined with an OWL expression “takes 
some Course”. A derived class can later be used not only for answering queries, but 
also for defining other intuitive concepts. 
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Fig. 1. Simplified University Ontology 

However, some class descriptions are impossible to specify in OWL. Nevertheless 
they are intuitive and useful for knowledge base users. For example, suppose that we 
want to define a class whose instances will be students that have not yet registered for 
courses (assume that we want to send them a reminder that they will be expelled if they 
do not register). It would seem that it is sufficient to define two classes, namely, 
ActiveStudents – those who take some course, and InactiveStudents – those who 
currently do not take any courses. Let us look at a fragment of the university ontology 
shown in Figure 2 where those two classes are defined. We must be careful with what 
exactly is meant by these definitions from the perspective of the open world 
assumption. Let us look at the individuals from the class Student in Figure 2. The 
individual s2 has a link takes to the course instance c1, therefore it can be inferred that it 
is also an instance of the defined class ActiveStudent. What about the individual s1? 
There are no outgoing links from it. From the perspective of the open world assumption 
it means that we do not know about any outgoing links, it may be that there actually are 
some. Hence, we cannot infer either that the individual s1 is an ActiveStudent or that he 
is an InactiveStudent. Consequently it is better to read expressions like “takes some 
Course” and “not takes some Course” as “all individuals for whom it can be proved that 
they take some Course” and “all individuals for whom it can be proved that they cannot 
take a course”. When read in such a way and assuming we have partial information in 
our knowledge base, it becomes quite intuitive why the individual s1 can be classified 
as neither ActiveStudent nor as InactiveStudent. 
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Fig. 2. Fragment of the University Ontology with instances. The individual s2 can be classified as 
an ActiveStudent because it has a link takes to the course c1. But the individual s1 cannot be 
classified as either an ActiveStudent or as an InactiveStudent because there is no enough 
information about whether the individual s1 takes some course or not. This demonstrates the 
consequences of the open world assumption. 

Actually there is no OWL expression that can describe only those individuals for 
whom it is not known whether they have a link or not [6], therefore knowledge 
engineers can only introduce a primitive class and provide an annotation in a natural 
language to explain what is meant by this class (see the class StudentWithoutCourses in 
Figure 1). Our goal is to present a language to describe these classes. In the rest of the 
paper we will call such type of classes IntrospectiveClasses. 

3 Proposed Extension Language – lQuery 

As we saw in the previous chapter, OWL can only refer to individuals about whom we 
can prove that they have some feature or to individuals about whom it can be proved 
that they cannot have some feature. But there is no way to refer to individuals about 
whom there is no information whether they have some feature or not. In this chapter we 
present a language (lQuery) that can be used to define classes that belong to the 
category of IntrospectiveClasses and also classes that involve conditions on 
aggregations. Later we will use these defined classes in classification tasks. 

The core of the lQuery is selector expressions. They are build using lQuery selectors, a 
list of most commonly used selectors is given in Table 1 and a selector expression 
grammar is shown in Figure 3. They are always evaluated in a context of some object 
collection (e.g. individuals of the class Thing), and each object that matches the selector is 
returned in the result collection of the selector expression. Thus a selector expression 
defines a new class of objects. Two main types of selector expressions are filters and 
navigators. Filters are used to return a subset of the initial collection based on some 
condition. Navigators are used to get a new collection of objects from the initial collection. 
Examples of filter selectors are the following: filter by class membership (i.e. there is an 
explicit instanceOf assertion in the ontology) and filter by data-property value. Examples 
of navigation selectors are the following: the collection of objects that are reachable from 
the current collection by a given object-property and the collection of values of some 
data-property. 
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Table 1. lQuery selectors 

Operator Description
.ClassName all objects from the context collection that have an 

instanceOf link to a class with the name ClassName; (filter 
by type) (the dot can be omitted when there is no ambiguity) 

/roleName collection of objects reachable from the context collection 
by a object-property with the name roleName; (navigation) 

@attrName collection of data values for all objects in the context 
collection; (data property selector)

[selector op 

 
selector_or_

const] 

all those objects from the context collection for which the 
expression evaluates to true; 
(op: ==, !=, <, >, >=, =<); (filter by condition) 

:not(sel) all those objects from the context collection for which the 
sub-selector sel returns an empty collection; (filter by a 
negative selector result)

sel1 sel2 ... 
selN a selector that applies each of the supplied selectors in order, 

first selector gets applied to the initial collection, and each 
subsequent selector is applied to the result of the previous 
selector; (selector chain)

:count() number of elements in the context collection
:sum() sum of the data values in the context collection

 
<lQuery_expr> ::= <object_selector_expr>

<object_selector_expr> ::= <class_name>
| <object_selector_expr> "/" <role_name>
| <object_selector_expr> "." <class_name>
| <object_selector_expr> "["

<object_selector_expr>
<obj_op>
<object_selector_expr>
"]"

| <object_selector_expr> "["
<data_sub_selector_expr>
<data_op>
<constant>
"]"

| <object_selector_expr> "not("
<object_sub_selector_expr>
")"

<object_sub_selector_expr> ::= "/" <role_name>
| "." <class_name>
| <object_sub_selector_expr>
<object_selector_expr>

<data_sub_selector_expr> ::= <object_sub_selector_expr> ":count()"
| <object_sub_selector_expr> ":sum()"

<obj_op> ::= "==" | "!="
<data_op> ::= "==" | "!=" | "<" | ">" | "=<" | ">="  

Fig. 3. The lQuery selector expression grammar in a BNF notation 
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Besides the primitive selectors there are also selector combinators, such as a selector 
chain and a condition on selector result. The selector chain is a concatenation of 
primitive selectors. It will apply the first selector to the initial collection, then pass the 
result of that evaluation to the next selector and so on through all the selectors. For 
example, a selector expression „Professor /teaches‰ matches all courses that are taught 
by professors.  

There are also aggregation operators for summing data-property values, getting the 
count of objects in collection, etc. 

3.1 Integration with Ontology 

Now that we have defined a language, in which it is possible to define classes that OWL 
cannot describe, we need some way for the ontology designers to use it. One of the best 
ways to intuitively capture the reality is through a visual representation. For OWL such 
a notation that is inspired by UML class diagrams is OWLGrEd graphical ontology 
notation [4]. In the OWLGrEd ontology notation classes are represented by boxes, and 
there is a field (starts with “=”) under the class name where a class description can be 
added in the OWL Manchester syntax [7]. We extend this notation with a possibility to 
write there lQuery expressions. To distinguish them from the expressions written in the 
Manchester syntax, the lQuery expressions are enclosed in the symbols «» (see  
Figure 4). 
 

 

Fig. 4. Demonstration of the OWLGrEd syntax extension for the lQuery expressions 

The lQuery expressions are serialized in ontology files using OWL annotation 
properties [8]. Annotation properties allow to attach arbitrary information to any OWL 
entity or assertion. The lQuery expressions are always added to a named class.  We 
introduce an annotation property lQueryEquals whose domain is an OWL Class, and 
range is lQueryExpression. When the ontology is exported from the OWLGrEd 
ontology notation to an OWL file, the lQuery expressions will be exported as such 
annotations. Figure 5 shows the example from Figure 4 serialized in the Manchester 
syntax. 

 

Datatype: lQueryExpression
AnnotationProperty: lQueryEquals

----------
Class: PassedStudent

Annotations:
lQueryEquals "Student:has(/grade/course@creditPoints:sum() >= 20)"^^lQueryExpression
rdfs:comment "Students that have earned at least 20 credit points"  

Fig. 5. lQuery expressions as annotation properties in Manchester syntax 
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3.2 Some Examples from the University Ontology 

Now that we have seen a survey of the lQuery expressions and how they are shown 
graphically, we will look at some examples from the University Ontology that we were 
not able to define using OWL class expressions. First let us return to the example of 
students without known courses from the previous section. Figure 6 shows the same 
ontology fragment but with an additional class StudentWith-NoKnownCourses that 
defines the instances we could not get with OWL (this class belongs to the category of 
IntrospectiveClasses). Before we analyze the lQuery expression that describes that 
class, let us recall that the OWL definition of class InactiveStudents – “not (takes some 
Course)” – does not describe the instances we want because it will contain only 
instances for which it can be proved that they cannot have a link takes, but in this 
situation there is no information from which to prove that the individual s1 could have a 
link or not. Therefore it is not classified as either InactiveStudent or ActiveStudent. In 
contrast, the lQuery selectors work only with the information that is directly known and 
assumes that everything that is not known is false. 

Let us see how this example works step by step. The class 
StudentWith-NoKnownCourses is defined by the lQuery expression “Student 
:not(/takes)”. This selector is a selector chain that consists of two primitive selectors – 
selector by class name and a negative filter selector.  The first part of the selector is a 
selector by class name “Student”. It returns a collection of instances that have been 
classified as a Student. In Figure 6 that collection would contain the individuals s1 and 
s2. The next selector in the chain is then evaluated in the context of the returned 
collection. In this case it is a negative filter selector “:not(/takes)”. It leaves only those 
instances from the context collection for which the sub-selector (“/takes”) returns an 
empty collection. In our example that would be only the instance s1. Finally, the query 
result is materialized as an instanceOf assertion from each instance in the result 
collection to the class StudentWithNoKnownCourses (shown as a red dotted line in 
Figure 5). 

 

Fig. 6. Demonstration of the lQuery semantics in contrast to OWL semantics 

Another feature that is missing from OWL is aggregation operations. Consequently 
many intuitive classes cannot be defined in OWL. For example, in the university 
ontology such a class would be HardWorkingStudents – „students that have taken at 
least 20 credit points‰. In lQuery this statement would be written as „Student 
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[/takes@creditPoints :sum() >= 20]‰. Let us look at how this expression is evaluated on 
an example in Figure 7. The selector consists of two parts – selector by class name and 
a filter by condition whose sub-selector is a selector chain. The result of the „Student‰ 
selector is a collection with instances s1 and s2. Now let us look at the filter selector 
„[/takes@creditPoints :sum() >= 20]‰. It will return those objects from the context 
collection for whom the condition evaluates to true. In this case the condition is on the 
sum of data property values, i.e. the sum must be greater or equal to 20. The path 
„/takes@creditPoints‰ means that for each student we find all the courses that he takes 
and get values of the corresponding data-property creditPoints. The result is a 
collection of integers that is passed to the operation „:sum()‰. The result is compared to 
the value 20 and, if it is greater or equal, then the student is added to the result 
collection. In the current example the collection will contain only the individual s2. 

 

 

Fig. 7. Demonstration of the lQuery aggregation expressions 

We could also define a more complex class, like „students that have taken at least 20 
credit points and have no grade less then 4‰. It can be written in lQuery as follows – 
„Student [/takes@creditPoints :sum() >= 20] :not([/grade@value < 4])‰. 

3.3 Advanced Example from University Ontology 

Let us now consider a more advanced example from the University Ontology. We 
started the previous subsection with the problem of how to define a class with only 
those students about whom there was no information whether they take some course or 
not. We discovered that it was impossible to define such a class in OWL (Figure 2). 
Then we demonstrated how we can use lQuery to define this class (Figure 5). The main 
reason we succeeded was because lQuery uses the closed world semantics. From that 
example it may seem that we would always want to use only the closed world 
semantics. However, it turns out that the situation is much more subtle. 

Let us suppose that we want to define a class of students to whom we want to send 
reminders to register to some course or they will be expelled. In this example the 
ontology (shown in Figure 8) will have two additional classes, namely, 
GraduatedStudent (those that have graduation date) and StudentCouncilMember (those 
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that have some role in student council). For both of these classes there is a 
corresponding OWL definition of what it means for an individual to belong to that 
class. In addition, it is known that a GraduateStudent cannot take any courses because it 
is a subclass of Inactive-Student and StudentCouncilMember must take at least one 
course because it is a subclass of ActiveStudent. 

 

 

Fig. 8. Extended example from Figure 2 

Let us look at what it means in terms of instances (remember that we are working 
under open world assumption). Now we have two additional students – s0 and s3 – for 
each of them we know an additional feature. For the student s0 we know his graduation 
date and for the student s3 we know his role in student council. Thanks to this 
additional information and the class definitions it can be inferred that s0 is an 
InactiveStudent and that s3 is an ActiveStudent (even though we do not know precisely 
which course he takes, we know that he is taking some course because otherwise he 
could not be a StudentCouncilMember). Therefore, if we return to our original example 
“students whom we need to send reminder to register to some course”, we can see that 
the closed world assumption is not by itself sufficient to get what we need because then 
we would get all those individuals without a takes link, i.e. s0, s1 and s3. But we 
actually want only the individual s1 because there is no need to send reminders to 
students who have graduated (s0) or to students about whom we indirectly know that 
they are taking some course (s3). 

As can be seen from the previous paragraph, the closed world assumption is not 
enough, and we need to be able to refer to the results of reasoning process to define  
the class that we want. Therefore we need to write the lQuery expression as follows  – 
take all students then exclude all those students about whom it is known that  
they are  an InactiveStudent or an ActiveStudent, e.g.  “Student:not(InactiveStudent): 
not (ActiveStudent)”. If the ontology contains all the instanceOf assertions that are 
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shown in Figure 8, then that expression will return a collection with only one student – 
s1 – which is exactly what we wanted. 

However, it could be the case that the instanceOf assertions that allowed lQuery to 
get the correct result where not directly present in the ontology. Typically they are 
calculated by a reasoner. It is not required for those assertions to be explicitly present in 
the ontology all the time. Therefore it raises a question, how does a reasoner and the 
lQuery interoperate? We will answer this question in the next chapter. 

4 Integration with a Reasoner 

There are two kinds of derived classes in an extended ontology, namely, classes defined 
by OWL class expressions and classes defined by lQuery selector expressions. Now we 
will define the IntegrationAlgorithm that will use both types of expressions to classify 
instances. 

The IntegrationAlgorithm will work as follows. It will start by classifying the 
ontology using an OWL reasoner. Because, as we saw in the end of the previous 
chapter, for lQuery expressions to work correctly they need all the inferred instanceOf 
assertions to be explicitly asserted in the ontology. After the reasoner has classified the 
ontology, i.e. added the inferred instanceOf assertions, the IntegrationAlgorithm will 
perform a lQuery classification step. The lQuery classification step first finds all the 
classes that are defined by an lQuery selector expression. Then for each class it 
evaluates the selector expression and gets a collection with the corresponding 
individuals. If the found collection is a strict superset of the currently asserted class 
individuals, then it adds instanceOf assertions for all the newly found individuals. But, 
if the class has an explicitly asserted individual that is not in the found collection, then it 
report a contradiction. 

 After the lQuery step has finished there will be new instanceOf assertions in the 
ontology that could be used by the reasoner to derive some additional information. 
Therefore we would want to run the reasoner one more time. Afterwards, of course, 
lQuery could again find some additional information, and so on. Now we will show that 
this algorithm always terminates with either a contradiction or an ontology where no 
new information can be deduced. 

First, note that after running a reasoner there can be tree types of results, namely, the 
reasoner finds a contradiction, the reasoner finds new instanceOf assertions or it finds 
nothing new, i.e. every hidden assertion has been found, and there is no contradiction. 
The lQuery step can have the same three types of results. So both the lQuery step and 
the reasoner can only add new instanceOf assertions to the ontology. Therefore running 
them one after another in a loop will end in either a contradiction, or with an ontology 
where running one or the other will result in the same ontology. 

5 Implementation 

Data in the Semantic Web is stored in RDF [9] format in the so-called RDF data-stores. 
A universal way of working with such data is the SPARQL [10] query language. For a 
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practical implementation of our extension we need an RDF data-store that supports 
update operations, such as Stardog [11], and a standard OWL reasoner, such as Pellet 
[12]. The proposed lQuery language is implemented as a library in the Lua 
programming language [13, 14]. A detailed explanation of the implementation of the 
lQuery language is given by the authors in [15] where a restricted subset of the 
language was used for the tool building task. Even though the described  
implementation was based on a domain specific repository, the base API can be easily 
translated to SPARQL queries. That allowed to transfer most of the library 
implementation ideas to an RDF data-store. 

6 Related Work 

The related work can be divided in two categories – query and rule languages for 
semantic web technologies, and OWL extensions with some closed world capabilities. 
First we will look at query languages that could be used in place of lQuery. 

The most widely used query language for RDF data-stores is SPARQL [10]. Its main 
purpose is for retrieval and manipulation of RDF triples [9]. Because RDF is one of the 
standard serialization formats for OWL and almost all semantic web data is stored in 
RDF databases, SPARQL can also be used for writing queries for OWL data. The main 
problem with this approach is that we need to encode the RDF serialization of OWL 
expression in the query, thus making them “verbose, difficult to write, and difficult to 
understand” [16]. Thus SPARQL is unsuitable for being used in place of lQuery 
because our goal was an intuitive language in which the queries could be expressed 
using the ontology terms, not their underlying serialization in some other language. 

Another language that can be used alongside OWL to define new classes is SWRL 
[17]. SWRL extends OWL with a new type of assertion – a rule that consists of an 
antecedent part and consequent part. Both parts consist of conjunction of atoms. 
Informally a SWRL rule can be read as if all atoms in antecedent part are true, then the 
consequent part must also be true. SWRL has the full expressive power of OWL-DL, 
combined with (binary) function-free Horn logic, consequently, it is undecidable [18], 
and there are no full implementations available. Additionally, because SWRL uses the 
same open world assumption on which OWL is based, it has the same problems for our 
purpose, i.e. it cannot describe classes of objects for which something is not known. 

A similar language from a different domain, which largely inspired design of the 
lQuery, is the OCL [3] – a constraint language for UML. The main difference is that its 
semantics is tailored for constraint checking and not classification. Thus it always 
works on a single instance and not on all individuals. 

There have also been attempts to extend OWL with operators to describe objects 
with unknown features (epistemic operators) [6]. It has largely been based on work on 
non-monotonic reasoning. Currently, only a partial success has been reached in this 
direction. The main advantage of introducing epistemic operators directly into OWL 
and writing a reasoner that understands it is that it could be possible to prove that the 
ontology is consistent. In our proposed system reasoner and the extension are only 
partially integrated – but it happens only on the instance level, i.e. a contradiction will 
be found only when a contradictory instance is added to repository. A reasoner that 
understands OWL and epistemic operators could find a contradiction only from class 
definitions. 
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7 Conclusions 

In this paper we discussed the benefits and limitations of OWL for the task of 
knowledge capture and retrieval. The main emphasis was put on researching how 
suitable OWL is for defining derived classes that are intuitive for the end-users. The 
main advantage of OWL is the reasoners that can classify individuals given only partial 
information about them using the class definitions. However a reasoner can classify 
individuals only when it can be proven that either an object has some feature or that it 
cannot have a feature. Consequently it is impossible to define a class of exactly those 
individuals about whom some information is missing, e.g. students about whom we do 
not know what courses they have taken. Such IntrospectiveClasses are very natural and 
useful for practical applications. 

We proposed an OWL extension that retains all the benefits of pure OWL, solves the 
problem of introspective class definitions and retrieval of their instances. The extension 
consists of two parts, namely, a selector language lQuery and an algorithm for 
integrating it with the existing reasoners. The proposed extension allows us to classify 
instances using either OWL semantics or lQuery semantics. One drawback of this 
solution is that it is no longer possible to prove that the extended ontology is consistent 
by looking only at the class level. 

The primary advantage of the proposed extension is the ability to precisely define 
more derived classes at the ontology level and use them for the classification of 
individuals. These additional classes make it easy for end-users to write ad-hoc queries 
because they can select from a larger set of predefined intuitive classes instead of 
specifying them in a low level query. It is possible because our proposed algorithm can 
materialize both OWL inferences and lQuery inferences in an RDF data store. Thus 
higher-level RDF query languages, such as ViziQuer [19, 20], Facet Graphs [21], etc., 
can take advantage of the additional expressivity made possible by our extension 
without changing anything in their implementation. 

Currently, the extended classification algorithm works in batch-mode just like most 
reasoners. In the future we plan to investigate how to make it incremental. Another 
research direction is whether it is possible to check the consistency of the extended 
ontology using only OWL and lQuery class definitions. Finally, since lQuery works 
orthogonally to a reasoner, and it is possible to easily extend it with new primitive 
operators, we will look for more patterns that are similar to the described 
IntrospectiveClasses and conditions on aggregations, that can be added to lQuery and 
thus help to more directly represent the intuitive classes in an ontology and use them for 
classification. 
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Transfer of Method Knowledge and Modelling 
in Distributed Teams – Lessons Learned 

Abstract. One of the traditional application areas for enterprise modelling is the 
context of improving business practice and management. In improvement 
situations an important dimension is better information flow in enterprises, i.e. to 
be able to provide the right information required to complete enterprise tasks. In 
order to systematically capture and analyse information demand, a method for 
information demand analysis has been developed. The subject of this paper is the 
use of this method in distributed teams of modellers, which requires transfer of 
method knowledge to the modellers, coordination of its application, systematic 
evaluation of lessons learned, and collection of change proposals for the method. 
The aim is to report on the process of method knowledge transfer and usage 
including the lessons learned and implications on the used method. The 
contributions are (1) lessons learned from the process of transferring method 
knowledge and performing the actual modelling in distributed teams, (2) 
implications for the method as such regarding alignment between different 
models-on-plastic (or paper) and electronic models, and (3) implications for the 
specific method notation. 

Keywords: Enterprise modelling, information demand modelling, method 
knowledge transfer, method development, practice of modelling. 

1 Introduction 

Enterprise modelling, enterprise architecture, and business process management are 
three areas that for a long time have been part of a tradition where the mission is to 
improve business practice and management [1]. There are close relations between these 
areas and the information systems field in the aim to improve organisations [2]. This 
improvement process often involves activities such as understanding and evaluating the 
current situation of a business and then developing and implementing new ways of 
working [3]. In this context, business process management and enterprise modelling 
often are used and applied as techniques to perform a business diagnosis, often referred 
to as modelling and analysing the AS-IS situation, and to develop and implement 
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improvements, often referred to as the TO-BE situation [3]. An important aspect of 
business diagnosis is the information flow within organisations, i.e. to analyse whether 
all organisational roles receive the information required for performing their work tasks 
and fulfilling their responsibilities. 

One of the prerequisites for efficient business diagnosis and enterprise modelling 
projects is the use of a well-defined method, which guides the modelling procedure, 
defines the notation to be used for capturing modelling results, helps to identify 
important concepts and viewpoints, and supports identifying relevant stakeholders (cf. 
section 2.1). This paper addresses method use in distributed teams and in particular it 
focuses on experiences from the transfer of method knowledge. The experiences 
presented originate from the use of a method for information demand analysis (IDA), 
i.e. a method for analysing the information demand of organisational roles as a part of 
the information flow analysis. This method was developed in an iterative and 
incremental manner from 2006-2011 in two R&D projects, which included 7 industrial 
and academic partners.  

In the context of another industrially driven project aiming at the improvement of 
information flow in enterprises, the IDA method had to be used in distributed teams of 
modellers, which required transfer of method knowledge to the modellers, coordination 
of its application, systematic evaluation of lessons learned, and collection of change 
proposals for the method. The aim of this paper is to report on the process of method 
knowledge transfer and usage including the lessons learned and method implications. 
The contributions of this paper are (1) lessons learned from the process of transferring 
method knowledge and performing modelling in distributed teams, (2) implications for 
the method as such regarding alignment between different models-on-plastic and 
electronic models, and (3) implications for the specific method notation. 

The remaining part of the paper is structured as follows: Section 2 introduces the 
informing foundation for our work from method engineering and information demand 
modelling. Section 3 introduces the process and industrial cases of information demand 
modelling in distributed teams. Section 4 describes and discusses the lessons learned 
and method implications derived from the industrial cases. Section 5 summarizes our 
work and describes future activities. 

2 Background 

The informing foundation for our work presented in this paper consists of an 
understanding of “methods” as support for action (section 2.1), and of information 
demand modelling as specific perspective in enterprise modelling (section 2.2). 

2.1  Methods as Support for Action 

All actions are performed based on different motive´s and rational. There are different 
things that can influence, guide and inspire us, when we perform actions. The sources of 
guidance and influence can be more or less explicit. The support can be of a tacit nature 
in terms of different experiences that we have and that we are recalling in the actual 
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work situation, in this paper enterprise modelling and especially information demand 
analysis. The support can also be explicitly formulated as different method descriptions 
that we follow. In our view methods are supposed to give us explicitly formulated 
guidance for cause of actions in terms of different method descriptions that we follow to 
achieve certain results. Somewhere between experiences and methods we also recognise 
theories that can influence our actions without giving such explicit prescriptive 
directives as methods. Theories can help us to focus and to direct our attention towards 
certain concepts and structure of concepts (focal areas). In this case the 
conceptualisation of information demand is built into the method for information 
demand analysis as a focal area. In addition to this we can also use computerised tools 
as guidance for actions since methods in many cases are implemented in different 
computerised tools. The use of methods, theories and tools can therefore be regarded as 
action knowledge that we can agree with and seek support from during enterprise 
modelling and information demand analysis. During modelling there is usually a need to 
document different aspects and therefore many methods include rules for representation, 
which often is called modelling techniques or notations, which has a central part in this 
paper. Methods also provide procedural guidelines, which many times are tightly 
coupled to notation. The procedure involves some concepts as process, activity, 
information, and object, which are parts of the prescribed work procedure. They are also 
parts of the semantics of the notation. The concepts are the glue that connects the parts 
work procedure and notation. Methods can thus be crystallised into: Perform action A, 
in order to reach goal G.  

Methods are often a compound of several method components (focal areas), which 
could be referred to as methodology [5]. These different method components together 
form a structure called a framework, define the internal structure of a method. Method 
components often are considered as consisting of work procedure, notation, and 
concepts to be analysed [6]. The concept of method component is similar to the concept 
Method Chunk [7] and the notion of method fragment [8] (for further elaboration and 
explanation of the notion of methods, please c.f. [10] and [11]). 

2.2  Information Demand Modelling 

Enterprise Modelling as a discipline has a status as flexible and powerful approach to 
capture and describe many different aspects of enterprises. The purpose of describing an 
enterprise usually varies from case to case but common purposes are to improve quality, 
efficiency or to reduce cost and resource utilisations etc. Various methods and notations 
are in turn more or less suitable for modelling specific aspects of an enterprise, i.e. what 
we model, how we model, and how we express and represent the results highly 
dependant on the underlying purpose and scope. In some cases where the purpose is to 
improve quality it might be relevant to look at processes and in others to look at product 
variants and therefore we chose the approach and focus accordingly. Consequently there 
are a large number of different methods, notations and tools, focusing at such diverse 
aspects of enterprises as processes, information systems, concept domains, 
organisational structures etc. 
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In todays competitive business climate it has become increasingly important with 
lean organisations, shorter lead-times, geographically distributed and collaborative work 
teams, and a higher degree of market flexibility in general. There are also more and 
more technical solutions, such as Information Logistics, ERP-systems etc. that aim at 
better integration of information and the various tasks being performed in enterprises. 
Consequently, it has also become more important to focus on, and understand, how 
information flows within and between organisations and which consequences this has 
for the people working in such organisations. 

We claim that, for such situations, where the information flow needs to be in focus, 
one relevant aspect to focus on is information demand. While there are modelling 
methods and notations, such as various IDEF-derivations, BPMN, EKD etc., which 
indeed do focus on information flow, they have a clear process-perspective. That is, 
many, if not most, process-oriented enterprise modelling (EM) -approaches mainly 
focus on workflow rather than information flow. When these EM-approaches deal with 
information they do so based on different process steps as unit of analysis to which 
information is related and grouped. This works perfectly well when we want to show 
the relationship between activities and information but not as well when we want to 
express and understand the relationship between information and the roles actually 
using and needing information when performing work tasks. Information Demand 
Analysis (IDA) is an EM-method defined with this purpose in mind and it defines, as 
one of its parts, how information demand and flow can be modelled from a role-
perspective regardless of how the processes are defined. The method is documented in 
handbooks (cf. 3.1); the main characteristics are published in an article about modelling 
information demand in an enterprise context [4]. 

Many of the ideas presented in this paper are based on the authors’ previous work on 
defining information demand from a theoretical and empirical perspective. In [9] these 
efforts are compiled into a number of conclusions regarding the nature and aspects of 
information demand. One of the major contributions of this work is the definition of an 
information demand context: 

An Information Demand Context is the formalised representation of information 
about the setting in which information demands exist and comprises the organisational 
role of the party having the demand, work tasks related, and any resources and informal 
information exchange channels available, to that role.  

That is to say, information demand has a strong relation to the context in which it 
exists. When we analyse information demand in an enterprise we do it from the 
perspective of the roles in the enterprise we do it. We furthermore look at the activities 
performed by roles and what resources they utilise in order to do so, i.e. to understand 
the information demand a role has in an organisation we need to understand the 
responsibilities that role has in the organisation and the tasks related to this 
responsibility.  

Information demand relates to aspects of an enterprise that can be considered as 
traditional in the sense that they are the same concepts as most EM-approaches are 
concerned with. The difference mainly lies in the perspectives taken when modelling 
information demand as opposed to in approaches for process modelling. Following from 
this difference are of course also a number of additional differences in how the models 
are produces. The procedures used for deriving the information on which the models are 
based obviously have to reflect the difference in focus. It can therefore be argued that 
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information demand modelling (IDM) is an EM-approach as any other but just as any 
other EM-approach it has to be supported by a method that describes how (procedures) 
and when (scope) the approach can and should be used, how the results should be 
expressed (notation) and what focus is put on (conceptual focus) as well as how all this 
is tied together (framework). 

3 Information Demand Modelling in Distributed Teams 

This section describes the context of information demand modelling in distributed teams 
forming the basis for lessons learned and experiences presented in this paper. This 
context includes industrial cases (section 3.2) and the process coordinating the 
modelling work (section 3.1).  

3.1 Process of Modelling in Distributed Teams 

The context for using the IDA method was the infoFLOW-2 project, which aims at 
improving information flow in small and medium-sized enterprises (SME) and has a 
runtime from 2010 - 2012. One of the main intentions of the project is to investigate, 
whether information demand-centric thinking can have advantages compared to 
process-centric thinking. When solving organizational problems, infoFLOW-2 starts 
from understanding and modelling the information demands in an organization, instead 
of modelling the work processes. The project includes two partners from automotive 
supplier industries, a system integrator specialized on IT-solutions for SME, a public-
private partnership in information logistics research, a research institute and a 
university, responsible for the project management. Additional enterprises are involved 
on a case basis.  

In the preceding project, infoFLOW-1 (2006-2009), the method for information 
demand analysis was developed. The method is documented in an English and a 
Swedish handbook. Both handbooks aim at supporting method use by describing each 
phase of the method with preconditions, steps to be performed, way of working, 
expected results and aids, if relevant. Since many participants in the infoFLOW-2 
project are native Swedish speakers, the Swedish version was considered an important 
element to ease method application.  

Work in the infoFLOW-2 project, including modelling in distributed teams, was 
coordinated by infoFLOW-2 project meetings with all project members attending. 
During the meetings, upcoming cases for information demand modelling were briefly 
introduced and the decision was made, who should perform and how the case should be 
performed. During the first part of infoFLOW-2, the basic strategy was to transfer 
method knowledge by always involving at least one modeller in the case who was part 
of the method development team, i. e. the handbook was basically considered as 
accompanying material for the cases in the first infoFLOW-2 phase. The other 
modellers involved in the cases were supposed to learn the method by observing the 
experienced modeller and by stepwise getting more responsibility for the case. 
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Later in the project, we added cases where only the method handbook served as 
means to provide the method knowledge or where the modelling teams did no longer 
include one of the initial method developers. In total, we so far performed 4 cases with 
involvement of method developers, 4 cases without method developers but with 
modellers who were involved in at least one of the first 4 cases, and 3 cases completely 
based on handbook use only. These 3 cases were outside the infoFLOW-2 project and 
using the English handbook version. 

For all cases and during all phases of infoFLOW-2, the project meetings served as 
central coordination unit, i. e. the modelling results, experiences when performing the 
modelling, and improvement or change requests for the method and the method 
handbook were discussed during the infoFLOW-2 meeting in the project team and 
documented in the minutes. The infoFLOW-2 project includes 4 industrial and 2 
academic partners. On average the meetings had 10 participants (5 from industry, 5 
from academia). Among these 10 were 5 who were involved in the method development 
and the main method engineer. 

3.2  Industrial Cases 

The research work presented in this paper is motivated by a number of real-world cases, 
two of them were selected for brief presentation in this section. In both of the cases 
below we have used a final notation language for the information demand analysis 
according to the legend in the figure 1 below. 

 

3.2.1 The SAPSA Case 

The SAP Swedish User Association (SAPSA) is a non-profit association for 
organizations that use the enterprise system SAP. The main purpose with SAPSA is to 
provide an arena for exchange of knowledge and experiences and networking for SAP 
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Fig. 1. Symbol legend for information demand analysis 
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Fig. 2. Example of model from the first modelling phase 



 

As in a couple of other cases, we observed that there are somewhat troubling differences 
between the models that were developed on site, usually on plastic sheets or on 
whiteboard, and the models when they are transformed into electronic versions. It seems 
that the notation rules that are specified in the method for information demand analysis 
are a bit tricky to translate into the models during the actual modelling sessions. It 
seems, as there is a need for structural planning of the roles in the models, which is hard 
to do initially when the model starts to evolve. In some sense you need to have the 
whole picture before this type of structuring is possible. 

3.2.2  The Mullsjö Municipality Case 

In the Swedish society local aspects of government and administration concerning 
things like education, healthcare outside of hospitals, sanitation etc. are handled by a 
number of local authorities governed by locally elected officials. Such an administrative 
entity is called a municipality. One of the cases was to model the information flow in 
one process relating to administration of schools in one of Sweden’s smallest 
municipalities, Mullsjö. 
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Fig. 3. Information demand model of the SAPSA case 
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Fig. 4. Working draft of the model 



with notation language prescribed by the method, see Figure 5 below. When comparing 
the plastic sheets with the electronic model it is hard to see how the finished model 
relates to the initial model. The gap between the models is in this case bridged by 
situated knowledge captured during the modelling situation. There was a large amount 
of implicit knowledge of what was said during the seminar that neither was captured in 
the initial models nor is easily understood by anyone not present at the seminar. From 
an EM-perspective this is of course not preferable. 

 

 

4 Lessons Learned and Method Implications 

The lessons learned from distributed application of the information demand analysis 
method are presented in this section. This includes the necessity to avoid gaps between 
the electronic and pre electronic models (4.1), the importance of the model layout (4.2), 
and experiences from modelling in distributed teams (4.3). 

4.1  How to void aps between Pre Electronic and Electronic Models? 

Based on practical experiences from the cases presented in section 3, we have 
recognised what we on a conceptual level would describe as model gaps. These 

 A G
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Fig. 5. Electronic version of the model 



knowledge gaps are closely related to the work procedure that is prescribed in the IDA-
method. The normal work procedure in IDA, and many other modelling methods, is that 
the modelling is performed in two steps. In the first step we do the modelling on big 
plastic sheets or papers with post-it notes and white-board pens. The reason for this is to 
be able to do the modelling in an interactive manner together with different 
stakeholders. The goal is to get the stakeholders to be active in the actual modelling 
activities in different ways. In the second step the models on the plastic sheet is 
transformed into digital models in a modelling tool. As a result of this transformation 
process we have recognised that the differences between the plastic model and the 
transformed digital model can be of quite some difference. For information demand 
modelling this transformation process involves a restructuring of the models in terms of 
role-clustering of tasks and the needed information based on different rules. This 
clustering process could in this case be regarded as an analysis activity, which probably 
is not so easy to do during the actual modelling session. This structuring planning of 
clustered roles in the models is hard to do initially when the model starts to evolve. In 
some sense you need to have the whole picture (whole models) before this type of 
structuring is possible. This creates what we have chosen to call conceptual model gaps. 

These model gaps are typical examples of alignment deficiencies between different 
work steps in the method. When we have these types of deficiencies in our models we 
will have to put down specific efforts into analysing the models as such rather than the 
specific case, which rather should be the priority. It is therefore important to really 
address notation issues when we are developing methods for a certain purposes. The 
notation should therefore be simple enough so that we can devote our modelling efforts 
to case analysis and not model analysis, i.e. the notation and the notation rules in a 
method should not require analysing activities in order to produce the model. 

In order to identify and implement the implications for the information demand 
modelling method used in our cases, we have now initiated a method development 
activity where these alignment issues in the method are treated. Our suggestion for 
solution, which we already piloted in a number of cases, is to refine the procedural 
description of how both the initial draft of the model, as produced during seminars and 
the documentation of those into electronic models are constructed, which is supposed to 
ensure traceability between the different versions of the model.  

More concrete, we started improvement work of the method with the following 
objectives: 
 A more precise correspondence between the “paper-based” symbols used for 

models-on-plastic and the notation used in the electronic version. For all elements 
in the notation, a corresponding paper symbol has to be selected and labelled 
accordingly, e.g. colour, shape and print on the paper symbol have to be defined. 
This will at least ease the work of translating models-on-plastic to electronic ones. 

 A checklist for supporting consistency and completeness of the models-on-plastic. 
In the modelling team, one member will have the task to assure at the end of the 
modelling session that the number of quality issues is as low as possible. Aspects to 
check include relations between model elements or additional textual descriptions 
of important concepts 

 Guidelines for layout of models-on-plastic. Might be useful. However, this aspect 
has to be investigated carefully because standardizing the layout might hinder the 
user participation, which would be an unwanted effect.  
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Fig. 6. Overview of new structure of initial models 



several of the roles while such objects shared by only two roles still can be placed 
overlapping the relevant roles and (2) during modelling sessions we can move the 
different roles around in accordance to the developing model. The second point is 
further supported by the fact that we use a separate plastic sheet for each role placed on 
top on a larger one. 

While this new approach makes it somewhat more cumbersome during the modelling 
sessions as the moving of roles also requires some redrawing of relationships between 
roles it also makes it a lot easier to keep consistency and traceability between the 
different iterations of the model. To reduce the need for redrawing of relationships when 
changing the structure of roles we propose that the bulk of the role-internal activities, 
information and relationships are dealt with first when possible, thus allowing for the 
restructuring of roles before the interrelationships are drawn. One problem with the new 
approach is that the relationships between roles on opposite sides of the centre area lead 
to decreased readability when shared objects are placed in this area. We suggest that this 
problem can be reduced if the tool used for constructing the digital version of the model 
supports hiding relationships as this allows for focus being put on specific parts of the 
model and hiding such details that do not contribute to the aspects of the model 
currently being viewed. 

4.3  Experiences from Modelling in Distributed Teams 

The most important lesson learned from the process and coordination of distributed 
modelling is that more tools and aids supporting the use of the method are required. 
Although we were in the very fortunate situation to have 6 modellers in the project team 
who were quite deeply involved in the method development, the transfer of this method 
to other modellers by joining the team and learning from the experienced ones had a 
number of problems. The experienced modellers all had the same IDA method steps and 
a joint perspective on how to perform the modelling in common, but they performed the 
actual modelling slightly differently, i. e. they did not share the practices of IDA 
originating from their own backgrounds. Examples of these differences are 

 how to layout the models (see section 4.2), 
 how to perform the scoping (start from an organizational unit or start from a 

work process?), 
 how detailed to document terms and concepts (e. g. the responsibilities of roles), 

or 
 how to schedule the modelling process (e. g. plan, interviews, modelling session 

and feedback workshop at the beginning of the process or one after the other) 

These differences in practice basically are a consequence of the nature of methods, 
which are supposed to be support and a guideline for action, not a rigid and precise 
algorithm, since adaptation to situational requirements is considered an element of 
method success. However, when teaching a new method to modellers, these differences 
in practice often are perceived as deviations from the recommended method use or as 
inconsistencies in the method then as supportive practices. For relatively newly 
developed methods, like in our case the IDA method, variations in the practices should 
be made explicit by either offering alternative paths in the method descriptions or 
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additional aids, like checklists or textual practice description, complementing the 
method handbook. 

Our recommendation is to develop a training course for the method to be transferred 
(in our case the IDA method) and to include a detailed example for all steps of the 
method in the handbook. The training course will help to make the material and aids 
more detailed, the example will ease understandability of the handbook and help to 
identity gaps. 

5 Conclusions and Future Work 

Illustrated by two industrial cases, this paper presented experiences and lessons learned 
from transferring method knowledge and performing information demand modelling in 
distributed teams. These lessons learned mostly concern the practice of demand 
modelling and of transferring method knowledge. An important lesson learned is that 
method knowledge transfer “by heads” (i.e. by including persons experienced in the use 
of the method in a modelling team) does not substitute a good method handbook, since 
even these “heads” need some sort of normative ground to base their practice on. 

Furthermore, a number of implications for the method as such can be derived from 
the experiences: 

 Traceability between models-on-plastic and electronic models has to be improved, 
e.g. by correspondence between paper-based symbols and method notation, in order 
to avoid alignment deficiencies between different work steps 

 The idea of a “blank centre area” as part of the secondary notation has to be further 
explored and developed, in order to ease the visualization and an understanding of 
role – information dependencies. 

 more tools and aids supporting the use of the method are required, which make 
variations in the practice of different modellers explicit by either offering 
alternative paths in the method descriptions or additional aids, like checklists or 
textual practice description, complementing the method handbook 

Implementation of the above changes and evaluating their effects in the practice of 
modelling constitutes the future work in this area. 
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Abstract. Among the many activities to be performed in the context of 
managing research and development projects preparing a quote for a call for 
tender can be considered as in particular information-intense. Some industrial 
methods and standards support the implementation of well-defined and efficient 
project management (PM). However, these guidelines primarily focus on work 
procedures and are not very detailed for quote preparation. This paper 
contributes to the area by proposing information demand patterns as a means to 
capture organizational knowledge about the desired information flow in project 
management with specific focus on quote preparation. The intention is to avoid 
wrong decisions, delayed actions and missing information in quotes caused by 
insufficient information supply. The contributions of the paper are (1) the 
concept of information demand pattern in the context of PM, (2) the 
information demand pattern for the role of a “quote responsible”, and (3) 
lessons learned from validation. 

Keywords: project management, process improvement, enterprise modeling, 
information logistics, information demand, pattern. 

1 Introduction 

Among the many activities to be performed in the context of managing research and 
development projects preparing a quote for a call for tender can be considered as in 
particular information-intense. In order to be successful, such a quote has to meet all 
requirements and expectations of the call’s publisher (i.e. the potential customer if the 
quote is selected), include all wanted information, follow the given instructions, and 
have advantages compared to the competitors. Not meeting these requirements or 
delays in providing quote and supplements can lead to the rejection of the quote. In 
order to ease the implementation of well-defined and efficient project management, 
methods and standards, such as Prince2 [1] or PMBOK [2], provide guidelines and 
instruction contributing to avoid the problems mentioned. However, these guidelines 
are primarily focusing on work procedures and they are not very detailed for quote 
preparation as compared to other project management tasks. 
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This paper aims at contributing to the area by proposing information demand 
patterns as a means to capture organizational knowledge about the desired 
information flow in quote preparation and project management. The intention is to 
avoid wrong decisions, delayed actions and insufficient quality of quotes caused by 
insufficient information supply. The contributions of the paper are (1) the concept of 
information demand pattern in the context of PM, (2) an actual information demand 
pattern for the role of a “quote responsible” in order to illustrate the concept, and (3) 
lessons learned from validating this pattern. 

The remaining part of the paper is structured as follows: the background for the 
work from information logistics and enterprise modeling is briefly introduced in 
section 2. Section 3 presents an industrial case motivating the research. The concept 
of information demand patterns and the method used for information demand analysis 
are introduced in section 4. Section 5 presents the information demand pattern for the 
role of a “quote responsible” including the validation activities performed. 
Conclusions and future work are discussed in section 6. 

2 Background 

Work from the areas information logistics and enterprise modeling form the 
background for the work presented in this paper and will be summarized in this 
section. 

2.1 Information Logistics 

Accurate and readily available information is essential in decision-making situations, 
problem solving and knowledge-intensive work. Recent studies show that information 
overload is perceived as a problem in industrial enterprises [8], i.e. many employees 
perceive that they receive too much and often not relevant information during their 
daily work, which makes it difficult to find the right information for a task at hand. 
Often information overload and information shortage can be observed at the same 
time when employees feel they receive too much information but cannot find the 
required information or did not receive it. It is expected that an improved information 
supply would contribute significantly to saving time and most likely to improving 
productivity. 

The research field information logistics addresses the above mentioned challenge 
by using principles from material logistics, like just-in-time delivery, in the area of 
information supply. The main objective of information logistics is improved 
information provision and information flow. The research field explores, develops, 
and implements concepts, methods, technologies, and solutions for the above 
mentioned purpose. Contemporary research work in information logistics includes 

• a method for information demand analysis in an enterprise context [7], 
• patterns of information demand for efficiently constructing solutions [6, 24], 
• technologies for matching information demand and content [5], 
• applications for networks of automotive suppliers [4] or media industries [3]. 
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2.2 Enterprise Knowledge Modeling 

In general terms, enterprise modeling is addressing the systematic analysis and 
modeling of processes, organization structures, products structures, IT-systems or any 
other perspective relevant for the modeling purpose [9]. Lillehagen and Krogstie [10] 
provide a detailed account of enterprise modeling and integration approaches. 
Enterprise models can be applied for various purposes, such as visualization of 
current processes and structures in an enterprise, process improvement and 
optimization, introduction of new IT solutions or analysis purposes. 

Enterprise knowledge modeling combines and extends approaches and techniques 
from enterprise modeling. The knowledge needed for performing a certain task in an 
enterprise or for acting in a certain role has to include the context of the individual, 
which requires including all relevant perspectives in the same model. Enterprise 
knowledge modeling aims at capturing reusable knowledge of processes and products 
in knowledge architectures supporting work execution [12]. These architectures form 
the basis for model-based solutions, which often are represented as active knowledge 
models. [13] identify characteristics of active models vs. passive models and 
emphasize that “the model must be dynamic, users must be supported in changing the 
model to fit their local reality, enabling tailoring of the system’s behavior”. 

In most methods supporting enterprise modeling or enterprise knowledge 
modeling, information flow is analyzed as part of the business process. Examples of 
such methods are EKD [15] and MEMO [16]. With exception of the approach 
discussed in section 4, methods specifically focusing on information demand analysis 
do not exist, as confirmed by the survey published in [17]. 

3 Industrial Case 

The proposed information demand pattern, which is presented in section 5 of this 
paper, is based on work in the R&D project InfoFlow-2, which includes 6 industrial 
and academic partners. Within InfoFlow-2, modelling of information demand was 
performed in a number of industrial cases in order to collect experiences from various 
situations and domains. This section will briefly discuss one of these cases in order to 
show the process of modelling, the organisational setting, and results. The industrial 
case selected is a sub-supplier to different first-tier suppliers in automotive and 
telecommunication industries who performs various surface treatment services of 
metal components. Surface treatment in this context includes different technical or 
decorative coatings to achieve certain functionality or appearance. 

The case had the focus on the customer interaction in the surface treatment process, 
which includes engineering change management, quality assurance, and project 
management including preparation of new orders. The challenge is to manage the 
continuously incoming information from the customer side (e.g. change requests, 
specification information, order requests), from the own production (e.g. production 
status and problems, changes in schedule and in production systems configuration), and 
from the enterprise management (e.g. priorities for specific orders or policy updates). 
After modelling of the customer interaction process and its relation to the production 
processes, an information demand analysis of a specific part of the process (from 
quotation to production planning) was performed using the method described in  
section 4.  
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Fig. 1. Excerpt of an information demand model from the industrial case 

The actual modeling, was divided into two main activities, 1) interviews, and 2) a 
facilitated modelling seminar. In these two activities, the head of quality, sales 
representative, technical support/technical in-house sales, production planner and two 
researchers were involved. The main purpose of the interviews was to set the stage 
and decide the focus for the following seminar. The major purpose of the modelling 
seminar was to understand the information demand for different roles based on their 
assignments in the process. The modelling seminar was performed in a participative 
way where the representatives from the industrial partner were actively involved in 
the modelling. The modelling was performed on plastic sheets with sticky notes and 
whiteboard markers. The result from the seminar has been used by the head of quality 
to elucidate and share knowledge among the employees about certain dimensions in 
the established process including quote preparation. The models have served as an 
instrument to develop shared knowledge amongst roles at the industrial partner about 
different aspects of the practice in terms of information demand and information flow. 
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Figure 1 is part of an information demand model developed in the case focusing 
on the customer interaction process in order preparation and sales (from quotation to 
production planning). It shows the different departments involved (production, 
marketing, process and technology, and sales) and illustrates their information 
demand and what information is produced. The whole process is initiated by a change 
request from a customer representative (depicted at the lower left corner on the right 
hand side) or by a call for tender published by an existing or potential future customer 
of the enterprise. 

4 Information Demand Analysis and Patterns 

This section introduces the concept of information demand patterns (section 4.2) and 
a method for analyzing the information demand of organizational roles in enterprises 
(section 4.2).  

4.1 Information Demand Analysis 

The understanding and definition of the term information demand used in this paper is 
based on empirical work performed during 2005-2007.  Information demand will be 
used throughout this paper with the following meaning: “Information Demand is the 
constantly changing need for relevant, current, accurate, reliable, and integrated 
information to support (business) activities, whenever and where ever it is needed.” 
[14, p.59] Furthermore, the empirical investigation confirmed the conjecture that 
information demand of a person is based on the roles and tasks this person has.  

Understanding the information demand of an organization is a complex 
undertaking and has as such to be broken down in several interconnected phases that 
can be applied in a sequential and iterative manner depending on the given problem 
and desired outcomes. A method for information demand analysis was developed in 
order to supports this analysis based on a well-defined method notion and overall 
framework [18]. According to this method, the process of analyzing information 
demand starts with scoping the area of analysis, includes information demand context 
modeling, analysis and evaluation,  and concludes in the application of the results in 
suitable software engineering and business process reengineering activities 
implementing an improved information flow. 

The different phases have the following main characteristics [11]: 

Scoping: Scoping is the activity of defining the area of analysis and is done with the 
purpose of selecting the part of an organisation or process to analyse with respect to 
information demand as well as identifying the individuals providing the necessary 
background information during the continued process of analysing. 

Information Demand Context Modeling: The main purpose of this phase is to identify 
the basic information demands based on the core concept of information demand 
context, i.e. which role needs to do what tasks and what does this require in terms of 
resources. 
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ID-Context Analysis and Evaluation: Once the context related information is gathered 
this has to be analysed (and if necessary clarified and refined) and represented in a 
format useful for continued work. In addition to developing models, this step also 
allows for comparing the results to existing enterprise information if available. During 
this phase a choice has to be made whether or not the analysis should be continued 
and if so how in terms of what refinements to focus on. 

Representation and Documentation: As the different analysis phases produce models 
and documents expressed in different notations the purpose of this phase is to collect 
and combine the results into a unified coherent representation that can be used to 
communicate the information demands as well as utilise them in activities aimed at 
improving information flow. 

4.2 Information Demand Patterns 

The general idea of information demand patterns (IDP) is similar to most pattern 
developments in computer science: to capture knowledge about proven solutions in 
order to facilitate reuse of this knowledge. In this paper, the term information demand 
pattern is defined as follows: An information demand pattern addresses a recurring 
information flow problem that arises for specific roles and work situations in an 
enterprise, and presents a conceptual solution to it. 

An information demand pattern consists of a number of essential parts used for 
describing the pattern: pattern name, organisational context, problems addressed, 
conceptual solution (consisting of information demand, quality criteria and timeline), 
and effects. These parts will be described in the following. An example for an actual 
pattern is presented in section 5. 

• The pattern name usually is the name of the role the pattern addresses. 
• The organisational context explains where the pattern is useful. This context 

description identifies the application domain or the specific departments or 
functions in an organisation forming the context for pattern definition. 

• The problems of a role are identified. The tasks and responsibilities a certain role 
has are described in order to identify and discuss the challenges and problems, 
which this role usually faces in the defined organisational context. 

• The conceptual solution describes how to solve the addressed problem. This 
includes the information demand of the role, which is related to the tasks and 
responsibilities, a timeline indicating the points in time when the information 
should be available, and quality criteria for the different elements of the 
information demand. These criteria include the general importance of the 
information, the importance of receiving the information completely and with 
high accuracy, and the importance of timely or real-time information supply. 

• The effects that play in using the proposed solution are described. If the needed 
information should arrive too late or is not available at all, this might affect the 
possibility of the role to complete its task and responsibilities. Information 
demand patterns include several kinds of effects: potential economic 
consequences; time/efficiency effects; effects on increasing or reducing the 
quality of the work results; effects on the motivation of the role responsible; 
learning and experience effects; effects from a customer perspective. 
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The above parts of a pattern are described in much detail in the textual description of 
the pattern. Additionally, a pattern can also be represented as a visual model, e.g. a 
kind of enterprise model. This model representation is supposed to support 
communication with potential users of the pattern and solution development based on 
the pattern.  

5 Information Demand Pattern “Quote Responsible” 

5.1 The Pattern 

In order to contribute to PM and to illustrate the approach presented in section 4, the 
information demand pattern “quote responsible” was selected. The pattern was 
developed in the context of the industrial case introduced in section 3, a second case 
from the same project infoFLOW and work from improving information flow in 
preparing research proposals in academia. Since there was a high similarity between 
the information demand of the responsible for quote preparation and this previously 
analysed case in preparing proposals for project funding in academic institutions, 
results from this previous case were also integrated. The enterprise knowledge models 
from the theses cases were analysed starting from the roles and their relations to 
processes and infrastructure resources. 

When looking for recurring roles in the different models we had to observe that 
some roles were named differently in different organisations. Hence, the focus of the 
analysis was enlarged to find reoccurring tasks and responsibilities in the different 
models, which would indicate a specific information demand. The information 
demand of what in the following will be called the role “quote responsible” was 
derived from the textual descriptions accompanying the enterprise models and the 
descriptions developed in the modelling process. The information demand pattern is 
presented with the textual representation only. The textual description follows the 
structure introduced in section 4.2. The first element is the context where the pattern 
is useful: 
 

Context: 
The context for this pattern is manufacturing industries, in particular for built-to-order 
products. When preparing a quote based on a customer request, usually a team of different 
competences and disciplines is involved. This team commonly has to produce a quote in a 
relatively short time frame, i.e. many experiences, best practices and sometimes even 
“qualified guesses” have to coordinated in a process with high time pressure. One role in 
this team is the responsible person for the overall quote. This role requires experience and 
accurate information about the technical and quality specification for a product, the 
envisioned logistics and the price levels, which usually originate from different 
information sources and actors. The pattern describes the information demand typically 
experienced by the quote responsible for coordinating preparation of a quote. 

The pattern is supposed to be useful for manufacturing enterprises producing built-to-
order products with high demands and short preparation times of quotes developed in a 
teams of engineers. 



48 K. Sandkuhl 

 

The next part is the problem addressed by the pattern: 

Problem: 
The pattern addresses the general problem of submitting quotes of unnecessary low 
quality, which basically either is reducing the probability of getting the order or creating 
economic risks for the company. This includes the following problems, which were often 
observed when preparing quotes: 

• the technical and quality specifications which are basis for the quote are incomplete 
or incorrect 

• the requirements regarding the logistic questions are unclear  – including material 
flow and administrative processes (EDI)  

• wrong price levels are anticipated for a certain customer or the overall market. […] 

It follows the information demand, which is based on the tasks and responsibilities of 
the role under consideration: 

Information Demand 
The information demand is based on the tasks and responsibilities of the role. The tasks of 
the role responsible for a proposal include 

• The preparation of the a competitive, complete and high quality technical 
content of the quote (technical specification, quality characteristics, physical 
logistic solution, administrative logistics) 

• The preparation of an accurate, complete and consistent economic part of the 
quote 

• Team management, i.e. coordination of all contributions from participating team 
members 

• On-time submission of the quote including all required attachments, information 
and signatures 
 

The information demand of the role responsible for a proposal consists of: 

• Call for tender / terms and conditions from the customer side 
• Technical specification of the requested product from customer side 
• Available capacity, production resources (e.g. machinery) and competences / 

human resources at the own enterprise 
• market information 
• own records about customer relation (previous orders, quotes, complaints, 

financial issues) 
• applicable standards and norms in the domain 
•  […] 

The quality criteria for the above information demand information uses three levels: 

• Decisive: you can’t manage without this information 
• High: it is very important to have, but in worst case you could complete the task 

without 
• Nice to have: you will manage without this information, but this will affect the 

result 

For each pattern, the quality criteria are summarized in a table, which includes the 
information demand (left column), the general importance of this information, and the 
importance to get the information accurately, as soon as possible and completely. 
Below is an extract of the table for the example pattern: 
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Table 1. Quality criteria for example pattern 

 General 
importance 

Accurate as early as 
possible 

complete 

Call for tender / terms and 
conditions  

Decisive decisive decisive decisive1  

Technical specification Decisive decisive decisive decisive 

Own capacity, resources, 
competences 

High decisive2  Nice to have Nice to have 

Market information Nice to have3  high Nice to have Nice to have 

Own customer records Nice to have Nice to have Nice to have Nice to have 

Domain standards decisive decisive decisive decisive 

 
The effects of not receiving the needed information or of receiving it too late are 

described in a short text and in a table. We will only include an excerpt of this text 
and table (table 2) due to space limitations: 

 
Effects 

• Economic effect: economic consequences can be expected, which could be 
• The quote is not selected, as the company is considered not qualified to deliver 
• The capacity of machine is insufficient to deliver the quote; the production has 

to be outsourced 
• Time/efficiency of the task: the preparation of the quote will need much more 

time and will be less efficient. An example is 
• If the technical specification should be incomplete, inaccurate or available too 

late, the quote preparation work will produce content which might not be needed  
• Quality improvement or reduction: the quality of the submitted quote is 

positively or negatively affected by this information. Examples are: 
o If the call for tender or the technical specification are incomplete or not 

accurate, the quote might fail to address specific aspects of the 
specification, which are part of the selection criteria on the customer side 

o Quotes have to be based on existing agreements with a certain customer 
regarding special discounts or logistics solutions. If this information is not 
considered, there is the risk of asking for cost rates which the customer will 
not accept. 

•  […]  
 
 

                                                           
1  Possible that customer leaves this to supplier. 
2  E.g. capacity of machinery and equipment. 
3  Depends on the domain. 
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Table 2. Summary of effects for example pattern 

 Economic 
effect 

Time 
efficiency 

Quality 
effect 

[…] 

Call for tender / terms and 
conditions  

high moderate high […] 

Technical specification high moderate high […] 

 

[…] 

 

[…] 

 

[…] 

 

[…] 

 

[…] 

 
The above matrix shows the relations between information and effects. The 

following categories were used in the table: 

• Low: The impact of any missing/inaccurate/late information is low. 
• Moderate: The impact of any missing/inaccurate/late information is limited. 
• High: the impact of any missing/inaccurate/late information may be considerable. 

The timeline and the visual model of the information demand pattern are not included 
in the paper due to space restrictions. 

5.2 Pattern Validation 

The validation of the information demand pattern approach has to be divided into 
validation of the approach as such (including the structure of information demand 
patterns and the utility of the approach) and validation of the actual pattern presented 
as an example in the previous section. The validation task was so far mainly 
performed in a group of domain experts with five industrial representatives and four 
researchers.  

The pattern structure and definition presented in section 4.2 was discussed and 
refined in so far 3 iterations. Each iteration included the improvement of the approach 
as such and the development of one new pattern with the improved approach. The 
developed patterns include, for example, the roles “responsible for proposal writing” 
in academic organizations, “change administrator” and “material specification 
responsible” in manufacturing enterprises, “responsible for branding” in a service 
organization, and the pattern for “quote responsible” introduced in this paper. The 
different iterative development steps did not change the structure of patterns 
significantly, but mainly contributed to a refinement of the level used for describing 
the quality criteria, the effects and the timeline. 

The pattern “quote responsible” as such was validated in three steps: 

• The first version was presented, discussed and refined during an infoFLOW-2 
project meeting. This included a walkthrough the visual model and a in detail 
discussion of the textual description 
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• The revised version was presented to an industrial expert in the field who 
proposed changes and improvements, primarily regarding the effects to be 
expected and the required information quality.  

• This refined version was again discussed in a project meeting. 

5.3 Related Work 

Project management has been subject of many research activities during the last 
decade, which are manifested in proposals for standardization, such as PMBOK [2] or 
in work addressing deployment and implementation of selected aspects of PM, such 
as [1]. Information flow problems and communication problems in PM, stakeholder 
management, customer interaction or production planning have been observed before 
(see, e.g. [19]). Most solution proposals in this area use process improvement or work 
re-organization as their main element. 

Concepts, methods and technologies for identifying, capturing and reusing 
organizational knowledge have been subject of research in organizational sciences 
and industrial engineering since more than two decades. Patterns of organizational 
knowledge are contributing to this area. Selected recent developments are: 

Work from van der Aalst and colleagues [20] in the field of workflow patterns. 
Van der Aalst et al. proposed patterns of workflow including different perspectives 
like control, data flow, resources or operational aspects. These patterns focus on the 
flow of work but do not represent the information flow or information demand 
perspective.  

The Patterns4Groupware project maintains a comprehensive online catalogue of 
patterns for groupware. Each pattern provides proven solutions for a specific 
groupware problem, and is expressed independently from the underlying technology 
[21]. These patterns cover general tasks of cooperation and communication in the 
collaboration process, but not the specific information demand aspects of roles 
involved. 

The Liberating Voices! Project [22] uses patterns and a pattern language to provide 
a “knowledge structure” that represents the collective knowledge and wisdom of the 
community. The goal is to develop pattern languages supporting the community 
members to design, develop, manage and use information and communication 
systems. The project selected approx. 240 patterns published on the project website 
and organized in themes and categories. Information demand is not a subject of these 
patterns. 

Furthermore, in the context of our own work, we proposed the use of task patterns for 
capturing knowledge about best practices in executable knowledge models. The term 
“task patterns” was introduced for these adaptable models, as they are not only applicable 
in a specific company, but are also considered relevant for other enterprises [23].  

6 Summary and Future Work 

Starting from work on information demand modelling and from an industrial case in 
automotive supplier industries, the paper proposes an information demand pattern for 
the role of a quote responsible in an enterprise’s project management process. The 
quote responsible role is responsible for coordinating all change requests in his area of 
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responsibility, in order to avoid the general problem of submitting quotes of 
unnecessary low quality, which basically either is reducing the probability of getting 
the order or creating economic risks for the company. This paper aims at contributing 
to the area by proposing information demand patterns as a means to capture 
organizational knowledge about the desired information flow in project management. 
This approach differs from all approaches using process optimization or definition of 
best practice standards by putting the information demand into focus, not the activities 
to be implemented. The approach of using information demand patterns was found 
useful for processes with many different roles involved and at the same time many 
exceptions and ad-hoc decisions. 

The main limit of the research presented here is the missing evaluation of the 
approach in an industrial setting. The information demand pattern has been 
implemented in an adapted version in the industrial case considered in section 3, but 
this implementation has not yet been thoroughly evaluated. It would be worthwhile 
and interesting to both test the proposed information demand approach in more real-
world cases and to compare different industrial domains, in particular aiming at non-
domain specific support for information flow. However, this would also require a 
different research design with preferably an additional focus on organizational 
learning. A more thorough evaluation was performed for the tightly related “proposal 
writing responsible” including 6 different academic institutions and in total 20 
informants. This evaluation confirmed adequacy and pertinence of the pattern. 

Furthermore, the “quote responsible” pattern currently is directed to the context of 
manufacturing industries. There is reason to believe that it also will be useful for other 
industrial areas, but the transfer to other areas was not done yet. Thus, further work 
should be spent on understanding whether and how the transfer between domains is 
possible, and what adaptations in the patterns might be necessary. 
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Abstract. In this paper, we analyze and extend modeling possibilities for 
complex events in the semiformal business process modeling languages UML 
activity diagrams and ConcurTaskTrees (CTT). The goal of this paper is to 
provide an intuitive abstract starting point for complex event specifications in a 
model-based approach. The resulting models should increase the 
understandability of the models themselves and the discussion taking place with 
the developers and the stakeholders. A hierarchy concept for advanced visual 
event modeling is introduced to activity diagrams. In these models time, data 
and cardinality aspects can be expressed. A different approach for complex 
event modeling is proposed using hierarchical task models with CTT. We 
transform given temporal operators from CTT that are based on process algebra 
to event algebra. Some extensions for CTT-operators are used to express 
specific complex event models in a semiformal way.  

Keywords: Business Process Modeling, Complex Event Modeling, Unified 
Modeling Language (UML), Task Modeling, Requirements Engineering. 

1 Introduction 

Event modelling is getting more and more important for business process models. 
Since Event-driven Process Chains (EPC) [6], events have become a first class 
modelling element in business process models. Nowadays, the field of Complex 
Event Processing (CEP) is connected to the one of business process modelling. Up to 
now there is no accepted standard for integrating complex event models in business 
process models. This paper analyzes two existing modelling standards to be used in 
the field of complex event modelling. This evaluation might help to express complex 
events in business process diagrams modelled with activity diagrams or 
ConcurTaskTrees (CTT).  

Events are frequently used in business process models to specify passive elements 
in contrast to activities. Each event occurs at an instant in time and can mark a state 
change of data or environment [22]. Events can be generated or consumed by 
processes. If they are consumed they normally have effects on the control flow.  
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For this purpose, out of the workflow patterns [25], we particularly mention the 
Deferred Choice Pattern that represents an event-based decision in process models. 
This pattern can be expressed by most of the popular process modeling languages like 
EPCs, UML activity diagrams (see Figure 3) [28] or BPMN [19]. Thus, event 
modeling is an integral part of all of those languages.  

In EPCs, events invoke activities and they can themselves produce events. In [16] 
events are categorized into internal and external events for EPCs. Furthermore, events 
can be used to specify conditions for decisions and pre- and postconditions for 
activities [13]. A declaration for a state change of the data or the environmental model 
can be specified using events. Thus, information from model types other than pure 
activity specifications is additionally weaved with events into EPCs. Compared to 
other business process modeling languages, EPCs use events in a broader sense and 
with different meanings. Other process modeling languages have a more focused view 
on events with the concept of event production and consumption like for example in 
UML activity diagrams or BPMN. 

UML activity diagrams distinguish between AcceptEvent for event consumption 
and SendSignal action for event production [20]. The Business Process Model and 
Notation language (BPMN) [19] has a similar distinction between event types and 
adds many further types on top. Figure 1 gives a short overview of several types of 
events in the listed different process modeling languages.  

 

Fig. 1. Different syntaxes for modeling events in different modeling languages 

In [14] a visual event modeling language named BEMN is introduced based on 
event patterns that are identified in [1]. The language is close to the syntax of BPMN 
and extends it for complex event modeling. E.g. time and data can be expressed in the 
context of event models. Joining and selection rules can be defined. In contrast to 
BEMN, we use activity diagrams as a modeling language for complex events in this 
paper. They already provide a wide set of possibilities for complex event modeling. 
Only small extensions have to be introduced.  

A different approach to express complex events in a hierarchical way is feasible 
using trees. The task tree modeling language CTT [18] may be convenient for that 
purpose. Using task trees, it is possible to express several abstraction levels of an 
activity in one model. Thus, they can be used to create easy-to-use, goal-oriented and 
stakeholder-centered activity models [7]. Moreover, CTT models are widely used in 
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the HCI domain in combination with model-based user interface development and 
usability tests [18]. They integrate process algebra terms from the language LOTOS 
[3] in a tree model to specify the control flow within the hierarchical structure. The 
process models can be simulated within the modeling environment CTTE. Thus, 
dynamic properties of the models can be easily tested. This is an advantage compared 
to activity diagrams and BPMN or BEMN languages. However, CTT models are not 
as expressive as flow-oriented languages, e.g. activity diagrams. Moreover, it will be 
discussed how event algebra terms [9] can be expressed in CTT models using LOTOS 
process algebra [3] terms.  

Considering the events at runtime, their correlation to running processes is a big 
issue [11]. This is done by a process engine and a service bus at runtime. The process 
engine listens to the service bus and correlates the events to processes. Additionally, 
the process engine can generate events from running process instances. The focus of 
this paper is not on the technical part of correlation and process execution at runtime. 
It rather discusses modeling events in process models at design time in the context of 
non-executable languages like EPCs, activity diagrams or BPMN with BEMN. In 
general, modeling languages should enhance visualization, be intuitive and easy to 
understand in order to increase the discussion for requirements analysis. 

The remainder of the paper is structured as follows: In section 2, event modeling 
concepts focus on activity diagrams. Semantics of event specifications of activity 
diagrams are compared to EPCs and BPMN. A hierarchy concept is introduced for 
complex events and we discuss how some event patterns are expressed in activity 
diagrams. In section 3 we introduce the ConcurTaskTrees (CTT) for complex event 
models. The approach of task modeling is adapted for complex event modeling. 
Related work is presented in section 4, while in section 5 we summarize our ideas and 
conclude the paper. 

2 Using UML Activity Diagrams for Complex Event Modeling 

In this section different modeling concepts are analyzed for event modeling. In 
subsection 2.1 we introduce the different semantics of handling events in popular 
process modeling languages. In subsection 2.2 we discuss a concept to specify 
complex events using activity diagrams. Events are divided into transient and 
buffered types in subsection 2.3. Modeling time and cardinality for events are 
introduced to activity diagrams in subsection 2.4. We present data modeling for 
events using UML and also the possibilities to access this data for event modeling in 
subsection 2.5. 

2.1 Comparing Event Semantics of UML Activity Diagrams, EPCs and 
BPMN 

Within EPCs events are used to identify circumstances to instantiate a process. Events 
with no incoming arcs can be identified as start events [13]. If these start events occur, 
the process is instantiated. In Figure 2a) Instantiation Event 1 and 2 have to occur to 
instantiate the process. These semantics are adapted and improved in BPMN by 
giving a different syntax for those various event types listed in Figure 1b).  
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Slightly different semantics concerning process instantiation exist in activity 
diagrams. Process instantiation does not depend on events and has to be explicitly 
done. The AcceptEvent nodes are not enabled for event acceptance until the bearing 
activity, structured node (a node comprising subnodes) or Interruptable Activity 
Region (see section 2.4) is active. Thus, the events cannot instantiate the process 
itself. This circumstance is visualized in Figure 2b). A further discussion concerning 
this subject is given in [13]. 

The simple syntax and the few language elements provided for modeling are 
specific characteristics of EPCs. This fact makes it easier for domain experts to 
understand the models. Consequently, events are used for different purposes in EPCs 
whereas we have different modeling elements in activity diagrams and BPMN. For 
example, in EPCs events are used in combination with decisions to specify the 
conditions to choose the right path in the process model [6]. Activity diagrams use 
guards notated after the choice node instead. In BPMN the criteria is notated directly 
to the edges after the choice. Thus, conditions (also pre- and postconditions) are 
expressed by events in EPCs whereas this is specified by explicit modeling elements 
in activity diagrams and BPMN. 

Activity diagrams distinguish between event acceptance and signal sending 
modeling elements in process models. Signals are sent to an exclusive target. They are 
not broadcasted to several or all process instances by default. Broadcasting 
information can be emulated by object flows labeled with the stereotype 
<<multicast>> and involved participants modeled with swimlanes [20, p.392]. 
However, this concept is not sufficient to be used in complex event modeling with 
activity diagrams. 

 

Fig. 2. Different instantiation semantics for process models (a) EPCs use events (b) UML 
activity diagrams must be instantiated explicitly 

If a process instance accepts an event, it is directly consumed [20]. Event 
acceptance and sending as well as the event consumption concepts are the same in 
BPMN. Thus, both modeling languages support the Consume Once event pattern 
(pattern 12) from [1]. The consumption of an event by multiple process instances 
(pattern 13) is normally not supported by activity diagrams although extensions (e.g., 
by profiles) are allowed to realize this pattern [20, sec.18].  
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Moreover, some event types which are unspecified in EPCs or activity diagrams 
are added in BPMN with an explicit syntax. For instance, message or exception 
events are modeling elements of BPMN. By connecting message send or receive 
events with a message flow, organizational unit information can be added to event 
specifications. The pool where the message flow starts indicates the sending 
organizational unit, whereas the pool in which the message flow ends declares the 
receiving organizational unit. The connection of event sending and receiving with 
organizational modeling does not exist in activity diagrams or EPCs. 

2.2 Modeling Complex Events in UML Activity Diagrams 

In activity diagrams events are matched and directly consumed by event acceptance 
nodes [20]. After a process instance has consumed an event, this event becomes 
unavailable for other process instances. However, for complex event processing we 
need to analyze the events before consuming them. Thus, we introduce a new 
semantics that distinguish between event accepting or matching and event 
consumption or releasing.  

In Figure 3, we illustrate a hierarchical concept that we added to activity diagrams 
for modeling complex events. Structured event nodes are identified by the UML 
hierarchy symbol that similarly marks structured activities. Within structured event 
models, low level events can be detected and matched by event acceptance nodes. On 
this level, matched events are not yet consumed. The structured event node ends by 
reaching the final node. In the same way structured activities are ended [20]. After 
reaching this node, all the needed low level events are consumed. Other events are 
released again. This is the proposed non-formal semantics for low level event 
matching and analysis before event consumption. In section 2.4, we discuss examples 
in which matched events can be released again after they have been analyzed at the 
low level event model. 

 

Fig. 3. Specifying complex events in UML activity diagrams  

After reaching the final node, the control flow continues at the higher level activity 
model. This simple semantics may lead to ambiguities in situations in which events 
are sent to several process instances. However, that is not the default situation in 
activity diagrams. Normally signals are sent to exclusive targets. Thus, concurrent 
consumption of several process instances of one specific event may not occur too 
often with this semantics. The proposed semantics fit into the semi-formal and non-
executable semantics of activity diagrams. 
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An example model for this approach is given in Figure 3. The UML hierarchy 
symbol for complex activities is adapted for events. In contrast to complex activities, 
complex events do not allow to contain user-defined activities. Flow operators like 
fork, join and exceptions are allowed. In the same category, we also add complex 
flow operators for object flows. In subsection 2.3, they are discussed in more details.  

In the model of Figure 3, the events Event 1 and 2 have to occur before 3 or 4 can 
be matched. The last two events compete in racing conditions. Thus, the first one of 
them will be matched. This is the activity diagram model for the deferred choice 
pattern [28]. 

Introducing structured event nodes is semantically required. The complex event 
can be denoted as an event in this node. If we use a structured activity node instead, 
we would have to denote the structured event as an activity. This would produce a 
semantical problem in the model. 

2.3 Introducing Transient and Buffered Event Types 

In this subsection we analyze and differentiate event acceptance types based on the 
modeling possibilities that activity diagrams provide.  

In Figure 4 (a) a transient event type is used. If an event sequence A1,A2,B1 arrives, 
the events A2 and B1 are consumed by the model. A2 overwrites A1 before B1 occurs 
in this specification. 

A

BB

AA

A

B

A

{upperBound=1}

A

B

A

(a)

(b)

(c)

(d)

{ordering=LIFO}

{weight=all}

A & B

 

Fig. 4. (a) Specifying transient events (b) Specifying event A as buffered event (c) using a 
weighted edge to consume several buffered events (d) selecting buffered events in special order 

For a model that matches the events A1 and B1 for the above event sequence we 
use the activity diagram specified in Figure 4 (b). The first event A1 is buffered in the 
object node. The upper bound of the object node is one. Thus, the second event A2 
does not fit into the object node and that event gets lost. 

Using no upper bound for the object node, we can buffer all the events of type A 
that occur before the process continues after an event B has arrived. All events can be 
consumed in one step using a weighted edge with the specification {weight=all}. This 
situation is modeled in Figure 4 (c). 

Events buffered in an object node can be handled one by one for example in a 
LIFO or FIFO principle which is modeled in Figure 4 (d). After joining the events of 
type A and B, they are buffered in the object node A&B. 
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2.4 Modeling Inhibiting Events, Time and Cardinality  

In [1] different event patterns are identified and categorized. Among others, the 
categories time and cardinality are introduced. These categories can be modeled by 
activity diagrams with already existing language elements. Figure 5 illustrates 
different possibilities to model time and event cardinality in complex event models. 
An example of an alarm device is used, where a complex alarm event is generated 
following the illustrated event specifications. 

 

Fig. 5. (a) Specification of an inhibiting event (b) inhibiting event expressed with interruptible 
region (c) specification of a time interval (d) 2 minutes time for an inhibiting event 

In Figure 5 (a) Window sensor events are accepted as long as no Swicht off event 
has occurred. This relationship is similar to an inhibition relationship that was 
introduced in BEMN [14]. If a Switch off event is matched, no further occurrences of 
Window sensor are forwarded. These events are matched but will never be consumed 
because the end node of the complex event model is never reached. Figure 5 (b) 
models this situation with an interruptible region and the event acceptance node 
Switch off that interrupts the acceptance of Window sensor and ends in a flow final 
node. Reaching that node means that the matched events are not consumed. Thus, the 
semantics of the models of Figure 5 (a) and (b) are the same. 

Cardinality specifications of event occurrences are expressed by weighted edges 
connected to the object flows. Examples are given in the Figures 5 (a)-(c), where 
three times Window sensor events have to occur until the end node is reached and all 
needed events are consumed consequently. 

We integrate time specification in Figure 5 (c) in the event model. Within a period 
of time which is specified by Start and Finish events, three events of the type Window 
sensor have to occur. Event acceptance nodes in interruptible regions are enabled 
after a token has entered the region [20, sec.12.3.13]. Thus, in the model of Figure 5 
(c) Window sensor events that occur before the start event are not matched. If three 
Window sensor events are matched within the specified period of time, the end node 
is reached and the matched events are consumed. If the Finish event occurs before, 
the final flow node is reached by using the interrupting edge. In that case all the event 
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tokens stored in the object node waiting to reach the end node are destroyed and the 
events are released again. 

In Figure 5 (d) we present another event model, where a complex alarm event is 
generated after a Window sensor event has occurred and a time delay of 2 minutes is 
temporized. If no ignore event is sent within this period of time, the end node is 
reached by the interrupting edge. The complex event for an alarm signal is created 
then. If the ignore event has occurred in the specified period of time, the flow final 
node is reached by the interrupting edge instead and the complex event is not created.  

For creating the complex event, the situation modeled does not need any explicit 
event occurrence within the specified period of time while in the situation modeled in 
Figure 5 (c) three events have to arrive in a given time interval. Thus, in those two 
figures, we modeled contrasting situations. 

2.5 Modeling Data, Data-Based Choices and Filtering of Events 

In this subsection, we introduce data related analysis and data modeling of events 
with UML. Events normally hold data. At least a timestamp is related to events. 

In Figure 6 (a) event or environmental data can be used for that choice 
specification. Guards represent conditions that are assigned to the outgoing edges for 
specifying the relevant path related to that choice.  

 

Fig. 6. (a) A data related choice. (b) A selection specification in combination with object flow 

In Figure 6 (b) the buffering of events in the object node is used. To the outgoing 
edge of the object node we have notated a selection specification. In the selection 
clause, data can be used to choose the right event that should be synchronized with 
Event 2. After reaching the end node, the relevant events are consumed and the 
complex event is created. 

 

Fig. 7. (a) Datamodel for an event type. (b) A selection specification in combination with two 
object flows. 
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An example of a data model for an event is given in Figure 7 (a). Every event has a 
timestamp which is expressed with the attribute time in the class Event. Specific event 
types can be defined using inheritance. In the example of Figure 7 an event of a house 
control system is modeled.  

The sensors of that system measure the temperature and the humidity of specific 
rooms in the house. They are modeled by attributes of the class SensorEvent. The 
example of Figure 7 (b) is derived from a process algebra term introduced by Seib 
et.al. [23] saying that a composite event is created when a given event holds a 
temperature higher than 25° C and the other event is having a humidity value higher 
than 80. Moreover, these two events must be generated in the same room. 

3 Modeling Composed Complex Events Using CTT 

In this section we present a concept for modeling composed complex events using 
tree structure. The main disadvantage of composed event models with activity 
diagrams or BPEM [14] is the expression of different abstraction levels in different 
models. Having different levels means handling and understanding several models, 
where each model corresponds to a level. Adding another abstraction level means 
adding another model and managing it afterwards. In contrast, we can use trees where 
different levels can be expressed within one model.  

For activity specifications, the concept of having several hierarchical levels 
existing in one model gives end-users the opportunity to better understand complex 
workflow models [30]. Task modeling is a semiformal modeling paradigm that 
expresses activities in an abstract way and adds goal modeling aspects to these 
diagrams. This modeling approach is useful to do usability analysis or develop 
analysis models for user interface development [18]. A problem oriented top-down 
modeling concept is followed in task models. Depth-first modeling can be followed in 
the case of trees, in contrast to flowchart-like languages where only a breadth-first 
approach is supported.  

Having a tree-like structure means that we get structured models. Structured 
program code is necessary to get understandable programs written in programming 
languages [15]. This advantage is adapted to business process models [27, 26], where 
spaghetti-code-like similarly to the goto-statements used in old programming 
languages models are not understandable.  

Similar to hierarchical workflow specifications [7] it is probably also promising to 
model complex events using trees and thus get models in a more abstract, structured 
way that are better to be understood by modelers and stakeholders. Using this semi-
formal approach for complex event models, we obviously get ambiguities in the event 
detection semantics. Ambiguities of task models also exist in their original domain of 
HCI activity models. But we get a more abstract view on complex events that might 
be a promising approach to develop first requirements analysis event models for 
Complex Event Processing. However, CTT was not developed for complex event 
specifications and thus, some shortcomings can be detected. 
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In the following, event algebra operators are analyzed to CTT-operators in 
subsection 3.1. We introduce complex event specifications using CTT in subsection 
3.2. An evaluation of those models by simulation is shown in subsection 3.3.  

3.1 Comparing Temporal CTT Operators with Event Algebra Operators 

In process algebras, processes are seen as a set of events [2]. Process algebra 
languages like CCS, CSP or LOTOS (Language Of Temporal Ordering Specification) 
are event-based reactive languages. CTT is based on the process algebra LOTOS [3] 
and adds a hierarchical concept for task modeling. 

In Table 1, event algebra operators are listed and compared to temporal operators 
of CTT (LOTOS-operators). We use this comparison to elaborate the possibility to 
adapt the CTT-models and the LOTOS-operators to event algebra specifications. The 
CTT models can be translated to textual LOTOS algebra terms within the CTTE tool 
(at least in older CTTE versions like 1.5.9). These specifications may be useful to be 
further refined and adapted to event algebra terms. In this way the LOTOS 
specification may be used in a development process and a tool chain where the 
adapted specifications can serve as input for further tools in model-driven approaches 
for complex event processing.  

Table 1. Comparison of event algebra operators with temporal CTT-operators 

Operator Event algebra notation CTT notation  
Sequence A ; B A >> B 
Conjunction E1 and E2 E1 ||| E2 
Disjunction E1 or E2 E1 [] E2 
Any any(m,E1,E2,…,En) Not available 
Iteration E1

*
 (ti) E1

* 
Times x(n,E1,ti) Not available 
Not not(E1,ti) Not available 

 
Both languages, event algebra [10] used by [23] as well as process algebra LOTOS 

(see [3]) provide the operators sequence, conjunction, disjunction and iteration. All of 
those operators are shown in the complex event models discussed in the following. 

The equivalent Disjunction operator in CTT is the choice operator which is notated 
with “E1 [] E2”. This CTT operator is event-based. If an enabled event of the left 
subtree occurs, the right subtree is disabled [18] and vice versa. The events of the two 
subtrees compete in racing conditions which situation is similar to the deferred choice 
pattern [25]. For complex event modeling, this behavior is the exact one we need. For 
workflow modeling we need a further choice that represents explicit decisions. 
Deterministic and non-deterministic choices for CTT are proposed in [24] and a user-
based choice is introduced in [7].  

However, some temporal operators provided by event algebra are not included in 
the CTT notation (see Table 1). The operators Any, Times and Not are only provided 
by event algebras. The operators not and Times can be informally emulated. This is 
further elaborated in subsection 3.2 and 3.3. Any is left unspecified in this paper.  
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Time restrictions are not considered in CTT. Thus, CTT models cannot be used for 
modeling timeouts or similar models that we have discussed in subsection 2.4. They 
can only be expressed by events that are denoted as time events. However, they are 
not automatically evaluated by observing the time in CTTE. The events have to be 
explicitly generated by the user. The problem of missing temporal information is 
getting relevant if we consider an event model based on time intervals instead of a 
time point semantic. This would imply that we have to tackle 13 different temporal 
relationships [4].  

Furthermore, the data modeling part for events is not considered in CTT models. 
Task modeling comprises the data and resource aspects similar to business process 
modeling but lacks explicit visual modeling elements for those aspects. Models for 
the data parts of subsection 2.5 (i.e. formulating constraints on the properties of event 
attributes and modeling attributes of the partial and composite events) cannot be 
expressed using CTT.  

A general and not CTT-related problem that becomes evident for complex event 
modeling is the unclear semantics of different composition operators. As an example 
we consider the disjunction operator, e.g. “E1 or E2”. This operator could be 
interpreted as an exclusive or inclusive or. An even more complicated example is the 
sequence operator “E1 ; E2”. It is obvious that E1 has to occur temporally earlier than 
E2. According to the question if and/or which events are allowed to happen during the 
occurrence of E1 and E2, [29] presents four different semantics for this operator. This 
example shows that the ambiguity problems do not exist only for event models 
expressed in CTT. There are more general ambiguities problems for complex event 
modeling. 

3.2 Complex Event Models Modeled in CTT 

In Figure 8 two complex event models are presented as examples. Only the leaf nodes 
represent simple events that are matched in an event stream. An alarm device that 
observes the garden, the house and the safe is modeled. The inner nodes in the tree of 
Figure 8 (a) represent complex compound events. A complex Alarm event is for 
example created by the following event sequence Tactile, Visual, Door, Safe.  

Events are labeled according to sensor events based on things they observe like 
Garden, House and Safe. Moreover, the subnodes of Garden describe the sensor 
types. The complex event Garden is for example created by the event sequence 
Tactile, Visual. Because of the interleaving operator which represents the conjunction 
operator (see Table 1) also the subsequence Visual, Tactile would have been accepted.  

After the garden sensors have created events, the house sensors are enabled. A 
choice node is modeled between Window and Door. In the example sequence above, a 
Door event is matched. Afterwards, the last simple event Safe is needed to 
consequently create the complex Alarm event.  

In the example of Figure 9 this model is enriched with iterations. The two complex 
events Garden and House have to occur twice in iteration. This is informally specified 
by the explicit finishing events 2 times. By this specification the event algebra 
operator Times of Table 1 is emulated. 
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As listed in Table 1, event modeling needs several further operators. In event 
algebra in addition to the Times operator, the not operator is prominent. It has a 
counterpart with inhibition relationships in BEMN and special join specifications or 
exception events in activity diagrams that are presented in subsection 2.4. To emulate 
the semantics of the not operator in CTT we can use the stop operator that was 
introduced in [24]. Similar to the emulation of the Times operator, this emulation is 
also informal. 

The Stop operator indicates that the model execution is stopped and the scenario is 
unsuccessfully finished. For the complex event modeling this means: After reaching 
that operator the event matching is canceled and the already matched events are 
released. In contrast, if the matched events reach the end of the model, then all of 
those events are consumed following the proposed semantics for activity diagrams in 
subsection 2.2. 

 

Fig. 8. (a) A complex event model using 3 hierarchy levels (b) A stop operator introduced for 
CTT in [24] emulating the not operator of event algebras 

In Figure 8 (b) a similar model to the one of Figure 5 (d) is specified. The stop 
operator is combined with the event Ignore. In CTT, the brackets around the Ignore 
node indicate that the event is optional.  Thus, the execution can stop if Ignore occurs 
at that point of execution. Otherwise the execution can proceed with the next event 
Timeout. The complex event Alarm is for example created by the following event 
sequence: Window, Timeout. In contrast, the event matching is unsuccessfully stopped 
with the following event sequence Window, Ignore or Door, Ignore. 

3.3 Simulating Composed Hierarchical Event Models Using CTTE  

Within the modeling environment CTTE the hierarchical models can be simulated and 
interactively tested to validate the dynamic flow properties of the models. The 
animation of those models is necessary due to the big number of temporal operators in 
CTT. There are more operators than the ones listed in Table 1 (e.g., example 
Disabling or OrderIndependence). A full listing of those operators is given in [18]. 
The big number of operators does not provide a clear interpretation of the semantics 
of the control flow in some models. For example an enabling or sequence operator is 
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not allowed to be used after iteration. The model simulation is a mandatory step to 
test the control flow of the models and thus detect problems or soundness errors in a 
semi-formal way. 

In Figure 9 the validation environment for the CTT model is pictured. The 
developer has to interactively create the event stream based on the model execution. 
Events that can occur are marked with the green color in the tree model and they are 
considered as enabled tasks on the right side in the middle of Figure 9. For event 
models, tasks are seen as events.  

It is not possible to predefine several event streams, to provide them to the 
simulation or validation tool as input and test the event model. Only interactive 
validation is possible. During this process the developer can notice if the model is  
weakly or strictly specified. Event traces are logged by CTTE and can be analyzed 
after scenario execution. This analysis takes place in the scenario performed window, 
pictured at the bottom in the middle of Figure 9. 

 

Fig. 9. A composed complex event model in execution presented in the CTTE tool 

4 Related Work 

Complex event modeling in EPCs is done in [12, p.275]. There, only hierarchical 
event modeling was considered and no temporal relations between events can be 
specified. [21] has introduced temporal relations between events in EPCs. Events are 
classified as external and internal events in [16] with the aim to derive BPEL process 
models from EPCs. In [6] complex events are used in the context of decision 
modeling with decision processes in EPCs. Similar to the BPMN syntax, [14] 
introduced the BEMN language for visual complex event modeling.  

Event correlation for process execution at runtime is treated in [11]. Process 
instantiation semantics for process models based on events taken out of an event pool 
is proposed in [13]. 
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The usage of event algebra for modeling complex events is mentioned in [22] and 
is developed in [9] and [17]. There, temporal relations are specified in a way similar 
to process algebras like CCS and CSP [2] using binary und unary operators. However, 
some operators of the algebra differ from process algebra to event algebra. This 
article has identified them by comparing event algebra operators with LOTOS algebra 
terms that are used for ConcurTaskTrees [18]. 

In the context of task and activity modeling the CTT language is compared to 
activity diagrams in [8] by defining transformation rules. In this paper the object flow 
concept of activity diagrams is frequently used in combination with event modeling. 
[5] analyzed the object flow concept in activity diagram, its flow operators and the 
UML action semantics. 

5 Summary 

In this paper, the suitability of activity diagrams and ConcurTaskTrees for complex 
event modeling was analyzed. By choosing these languages, an intuitive, visual and 
semi-formal way for modeling complex events is feasible. 

Activity diagrams are widely accepted for technical as well as business process 
modeling. They provide several opportunities to express complex event models. A 
structured event node was introduced with non-formal and simple semantics to create 
complex event models within business process models. To give the context to other 
business process modeling languages, the different event semantics of activity 
diagrams concerning EPCs and BPMN were elaborated. Several complex event 
models were introduced. Time, cardinality, data and inhibiting events can be 
expressed in activity diagrams. 

A different promising approach for complex event modeling was introduced 
thereafter employing ConcurTaskTrees. This language uses a hierarchical modeling 
technique where several abstraction levels are expressed in one structured tree model. 
Within this hierarchy, the LOTOS process algebra operators are used to define the 
control flow. With this approach, complex events are expressed in a more abstract 
way that might guarantee a better understandability to modelers and stakeholders as it 
is the case with CTT-activity models in the HCI domain. 

To adapt this language for complex event modeling, event algebra operators are 
compared to process algebra operators that are provided by CTT. Several event 
algebra operators already exist in CTT. However, other important ones are still 
missing. An already proposed extension for CTT was suggested to emulate the Not 
and Times-operator. Other operators (e.g. concerning the data) are left unspecified.  
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Abstract. Nowadays each business process management system (BPMS) 
supports either an industry standard or its own specific modeling language. But 
no BPMS supports a specific language for each organization. We propose an 
architecture for building BPMS that allows creating a domain-specific modeling 
language for every client easily. The main problem is to bridge the gap between 
the domain-specific language and the executable language. We show that we 
can look at this problem as a classification of the domain-specific language 
constructs in the terms of the executable language. To solve this problem we 
present a novel model transformation language, with which this type of problem 
can be solved more naturally than with existing transformation languages. 

Keywords: Tool-building Platforms, Model Transformations, BPMS, DSL. 

1 Introduction 

Currently there is a wide array of business process management systems (BPMS) 
available in the market. Each system is built for one particular process definition 
language. In most cases the language is either an industry standard like UML Activity 
Diagrams [1] or BPMN [2], or a tool-specific language. However, it has been shown 
that using a domain-specific language (DSL) that is tailored to particular needs of a 
specific client has many advantages [3], namely, less redundancy in specifications, 
increased readability, less technical symbols and enhanced learnability. Nevertheless, 
current systems do not fully support the use of custom modeling languages, because 
there is no easy way to provide such a feature. In this paper we will show, how to build 
a BPMS that can easily support a custom modeling language for each organization. 

The proposed solution consists of two parts. In the first part we separate the 
process Modeling Environment and modeling language from the Execution 
Environment. In the second part we propose a new transformation language, in which 
to specify, how to execute the domain-specific language in the Execution 
Environment. 
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A new process modeling tool for each domain-specific language replaces the 
existing Modeling Environment. Such tools can be built easily using the so-called 
meta-case tools [4, 5]. The Execution Environment can remain the same, because it 
supports all the standard control structures and patterns that are needed for all 
organizations. The only problem then is to transform the models created in the 
domain-specific language to a language understood by the Execution Environment. 
The transformation must preserve the semantics of the domain-specific language. A 
standard solution [6] for this problem would be to describe each language with a 
metamodel and use some of the existing model transformation languages to specify 
the correspondence. However, because the existing transformation languages are built 
for transforming any metamodel type to any other, they cannot exploit all the 
constraints that are present in this type of problem. The most important constraint is 
that both models are used for process definition and thus contain execution semantics; 
therefore the two process definition instance graphs of the same process will be 
structurally similar. 

Since the domain-specific language will also describe a working system, we can 
look at this problem as a classification of the domain-specific language constructs in 
terms of the executable language. Then we can solve this problem more simply and 
compactly using a new transformation language that is based on a classification 
approach. In a way the new language is "pull-based", i.e. it pulls the source 
metamodel data into the target metamodel, as opposed to the standard transformation 
languages that "push" the source data to the target metamodel. The definition of such 
a transformation language is one of the main results of this paper. 

The rest of the paper is structured as follows. In Section 2 we propose a new 
architectonic solution to building BPMS. Section 3 describes the feasibly of the 
proposed solution. In Section 4 we propose a new transformation language for the 
implementation of the domain-specific BPMS. Section 5 discusses related work. 
Finally, we describe the conclusions in Section 6. 

2 Towards a Domain-Specific BPMS 

BPMS support many tasks, such as, process definition, data modeling, form design, 
process execution, etc. However, only process definition task is domain-specific. 
Therefore we will focus on the two main components that are directly involved in 
process definition – Modeling environment and Execution environment. 

 

Fig. 2.1. Architecture of classic BPMS 



72 L. Lace, R. Liepiņš, E. Rencis 

Every BMPS has exactly one process definition language that is used to specify 
processes. This language is described with a metamodel (Fig. 2.1). Both the Modeling 
environment and the Execution environment use the same metamodel. Modeling 
environment is used to develop process definitions graphically; therefore each 
metamodel element has a graphical notation. Execution environment performs 
accordingly to the process definitions developed in the Modeling environment. Thus 
the Execution environment implements the semantics for the process definition 
language. For an end user the implemented semantics is explained on some process 
definition example by showing how it will be executed. The explanation is based not 
only on a singe graphical element but also on a bit larger graphical patterns. Such an 
explanation that covers all types of semantic patterns we will call Intuitive 
semantics. 

The process definition is done by a Domain expert using the Modeling 
environment with the provided process definition language. Thus the Domain expert 
has to use both – the provided graphical notation and the fixed Execution semantics. 
However, because the process definitions are developed for a concrete domain, its 
graphical syntax and Intuitive semantics may differ from the provided process 
definition language. The most common types of differences are: 1) Domain expert 
uses different names of the concepts, e.g., „Task” instead of „Activity”; 2) different 
sets of class attributes; 3) different graphical representation of concepts; 4) the same 
graphical pattern has a different semantics.  

 

Fig. 2.2. Examples of domain-specific graphical pattern semantics 

To better understand the 4th type of distinction let us look at how two semantic 
concepts, namely, “Join” and “Merge”, are depicted in four notations – UML Activity 
diagrams and three other domains (Fig.2.2). Note that in domain 1 and domain 2 the 
same graphical pattern (circled with red) has completely different semantic meaning. 

Current BPMS can somehow cope with the first three types of differences because 
they change only graphics but the semantics remain the same. But the fourth 
difference requires a change on a semantic level. As a result it is not possible for 
Domain expert to get a tool that fully supports his domain-specific language. 

As a solution to this problem we offer to more strictly separate the Modeling 
environment by creating a metamodel for it (Domain metamodel). Architecture of 
this solution is depicted in Fig. 2.3. Within the Domain metamodel Domain expert 
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can define his own process modeling language consisting of concepts used in his 
particular domain. Metamodel of the Execution environment is the same that is seen 
in Fig. 2.1, we call it the Semantic metamodel, and it is implemented in the 
Execution environment. 

 

Fig. 2.3. Overview of the proposed solution 

If we inspect the Domain metamodel, we must be aware of the Intuitive semantics 
attached to it. In a general case there are two possible solutions, how to obtain the 
implementation for some metamodel. One solution is to implement the Intuitive 
semantics for this metamodel from scratch. The other option is to transform the 
metamodel instances into another one that already has an implementation. Since the 
Execution environments implement the Semantic metamodel, we chose the second 
solution – the Domain metamodel instances are transformed into the Semantic 
metamodel instances. We call this step the Semantic reduction of a domain 
metamodel. 

In order to correctly understand our goal let us state the task more precisely. A new 
tool that conforms to the architecture seen in Fig. 2.3 is made for every domain. The 
Domain metamodel is different for each tool, and it contains concepts of that domain. 
On the other hand, the Semantic metamodel is the same for all tools. Since each tool 
has its own Domain metamodel, we would have to create a different semantic 
reduction for each tool. We offer a new language and a methodology, how to cope 
with this task. It is described in more detail in Section 4. 

3 Architecture of Modeling Environment 

Before outlining the proposed language let us show its place in the overall 
architecture and inspect other necessary components. Let us look at the newly 
proposed architecture of BPMS seen in Fig. 2.3. It consists of two main components – 
the Modeling environment and the Execution environment. One of the main 
requirements is that implementations of both components are based on metamodels 
and that the metamodels and their data must be accessible. It is required for the 
implementation of transformations. If we want to implement only a one-way 
functionality (i.e. first define a process definition and then execute it), then there are 
little requirements for cooperation between the components. If, on the other hand, we 
want to also assure a graphical run-time monitoring, then a closer cooperation 
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between the two components is needed. We will start by inspecting only the first case 
thus maximizing the possibility to reuse existing components by adding only a part 
that is necessary for specifying and implementing the transformations. 

Since in our approach we offer to separate the Modeling environment, a question 
arises, whether the Modeling environment needs to be built completely from scratch 
or is there some existing solution on which it can be based. To make it clear let us 
analyze the BPMS Modeling environment. It must satisfy three main requirements: 1) 
domain metamodel and its instances must be explicit; 2) there must be a way to easily 
specify a concrete domain-specific process modeling language; 3) there must be a 
convenient way to graphically edit domain-specific process definitions. So what we 
actually need is a domain-specific modeling tool. 

 

Fig. 3.1. Metamodel fragment for a Universal Graphical Editor 

Since the base functionality of the tool is to provide graphics, it is natural for its 
metamodel to contain such concepts as “Edge” and “Node” being the graphical 
primitives. A small universal core, on which any graphical editor can be based, is seen 
in Fig. 3.1. A very natural wish is to define the particular domain as subclasses of this 
graphical core because then we get a domain metamodel and a graphical notation for 
each concept. This approach is also used in [7], so this tool-building platform could 
be one of implementations of the Modeling environment. We will base our 
explanation on this particular tool building idea, but we will simplify some details in 
order not to lose the basic ideas of our solution in technical details. 

 

Fig. 3.2. Domain metamodel and a graphical instance example 

Let us use a simple domain as an example. Metamodel of this domain together 
with a small example is seen in Fig. 3.2. From the Modeling environment point of 
view it is not essential, what the Intuitive semantics of that Domain metamodel is – 
only concepts and their graphical representations are defined here. In order to make 
the Domain metamodel graphical, it is rewritten as subclasses of the graphical core. 
Metamodel of Fig. 3.3 is the Domain metamodel of the Modeling environment. 
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Fig. 3.3. Universal graphical core metamodel specialized for the domain-specific notation 

4 Pull-Based Transformation Language 

To build a tool we would use the metamodel seen in Fig. 3.3 as a Domain metamodel 
of the Modeling environment. However, to avoid technical details, for the examples in 
this Section we will use the metamodel from Fig. 3.2. We can do this because all the 
information that is needed for transformations, i.e. elements containing the semantic 
information, is included in that metamodel. In this particular domain-specific 
language we can do that, but we need to keep in mind that in some cases style 
elements (like color) can also contain semantics, and in that case they cannot be 
omitted. Also, in this metamodel, graphical elements of type “Compartment” have 
been moved to classes as attributes. This is a simpler notation for writing 
transformations. 

 

Fig. 4.1. Simplified Semantics metamodel 

So, our goal is to define a semantic reduction (transformation) of the Domain 
metamodel instances (Fig. 3.3) into instances of the Semantics metamodel. In our 
example we will use a simplified version of UML Activity diagram metamodel as the 
Semantic metamodel (Fig. 4.1). Because both metamodels contain process execution 
semantics the transformation problem is not general but specific. We will start by an 
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analysis of the problem to show what are the problem specific features on which we 
base our proposed transformation language. 

We need to transform the Intuitive semantics of the domain metamodel. To do that 
we first need to better understand what it is. Remember that the Intuitive semantics 
was defined as a set of graphical patterns with execution semantics. The set is the 
smallest set that contains all graphical patterns with distinct semantics. Each pattern 
has one central element with precisely defined neighborhood. Now we will try to 
formalize the patterns and their semantics. 

Each pattern contains two kinds of information, namely, the graphical context and 
the semantic explanation. Let us look at one of the patterns in more detail. Its textual 
form is the following “If a Task has more than one incoming flow, then it will start 
executing when all of its incoming flow sources have finished executing”. For the 
Domain expert this explanation is sufficient, but to define a transformation we need a 
more formal notation. The previous example in this notation will look as follows: 

If an Element is a Task and has more than one incoming flow, 

then it corresponds to a Join 

and 

If an Element is a Task, 

then it corresponds to an Action. 

All other patterns have the same structure – one or more assertions (joined with an 
“and”). Each assertion consists of two parts – condition and conclusion. Condition is 
based on the Domain metamodel pattern and the conclusion contains the 
corresponding semantic term. Now we will try to understand what is the 
correspondence between these patterns and the concepts of the Semantic metamodel. 

When we look more closely at the patterns written in the formal notation we can 
see that the semantic concepts occur in the conclusion part of each assertion. This 
correspondence is shown graphically in Fig. 4.2. If we analyze the formal patterns and 
correspondences further we can see that some condition assertions are the same, when 
there is a link to the same concept. As a result condition becomes a definition for how 
the concept should find its instances. Therefore we can look at the transformation 
problem as a reclassification of the domain metamodel instances into the Semantic 
metamodel concepts. That is a much simpler task than a model transformation written 
in the opposite direction (from domain patterns to semantic concepts). 

 

Fig. 4.2. Correspondence between Domain Semantic Patterns and Semantic Concepts 
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So the transformation is defined by looking at the Semantics (target) metamodel 
and stating, how instances of that metamodel will be created based on instances of the 
Domain (source) metamodel. Note that here the direction of transformation definition 
is opposite of the usual “Push” direction. Since we define transformation in the “Pull” 
direction, we cannot directly use ideas of previous transformation languages. We have 
to think a little differently instead. This task reminds a classification, and this type of 
thinking is closer to the way humans typically thinks of the world by explaining, what 
each concept means or how to recognize individuals belonging to the class of that 
concept and how to create the corresponding instances. 

In order to explain the mechanism better and to create the necessary associations 
let us step aside and look at this process more generally and outside the current 
domain. We start by a class “Person” (Fig 4.3, the Definition phase), to which a 
recognition rule is attached – “Tool using”. In the next phase – the Classification 
phase – real world individuals are selected that satisfy the given recognition rule. Part 
of individuals conforms to this rule, other part does not and maybe there are some 
individuals left on the border. Lastly, in the Instantiation phase a representation (an 
instance) is made for each recognized individual (a decision must be made here about 
partly recognized individuals). In order to not lose the connection between the 
generated instances and individuals, a mapping link is “created”. Now the attached 
individual is called the source of the instance. 

 

Fig. 4.3.1 Illustration of intuitive classification process 

Example demonstrated in Fig. 4.3 is only an illustration though the main steps of 
the recognition process are described there. If we use a formalized world instead of 
the “Outside world” (in our case – the Domain metamodel and its instances), then it 
becomes self-evident that we thus obtain a possibility to formalize and automate this 
process. In this case a precise description appears in the class recognition rule. It can 
be used to automatically select the right set of instances out of the whole set of 
domain instances. It can be done unambiguously. Also the Instantiation phase can be 
automated, so the mapping links made in the example can now be really created 
between instances of both metamodels for later use. 

                                                           
1  Picture taken http://challenge2.wordpress.com/2011/03/24/ 
 another-move-to-make-evolution-mandatory/ 
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Let us now return to the initial task – the transformation definition. As was 
mentioned before, it will be performed by looking from the Semantic (target) 
metamodel to the Domain (source) metamodel. 

 
1. Transformation Specification 
For every element of the Semantic (target) metamodel (class, association and 
attribute) a separate recognition rule is defined (the Definition phase). Since 
metamodel elements differ greatly, every one of them (class, association and attribute) 
has a recognition rule of different type. 

Class type recognition rule states, how to recognize the potential set of source 
instances for that class among all Domain (source) instances, or in other words – what 
will be the result of the classification step. Recognition rules for associations and 
attributes employs the fact that exactly one instance of the Domain (source) 
metamodel is mapped through a link to each instance of the Semantic (target) 
metamodel. Attribute type recognition rule states, what will be the value for that 
attribute. Association type recognition rule generally performs the same way as the 
class type recognition rule stating the set of association link seeds. However, it is 
specified in different form, and there is a condition – whether a link conforming to 
that association needs to be created between the two given instances of the Semantic 
(target) metamodel or not. It must be mentioned that, when writing recognition rules, 
one may refer only to information found in the data of Domain (source) metamodel. 

2. Transformation Execution 
Transformation execution is an algorithm working in certain sequence and performing 
the Classification and Instantiation phases for each element of the metamodel based 
on its recognition rule. The algorithm starts with processing all the classes of the 
metamodel and then continues to process associations and attributes. If there are 
superclasses with their own recognition rules in the Semantic (target) metamodel, the 
inheritance of the recognition rules takes place before the algorithm. 

As we can see from the description of transformation execution, its superstructure 
is very simple. The main question is what to use for writing and executing recognition 
rules.  We propose using a transformation language lQuery [8] for this purpose. The 
transformation language lQuery is directly oriented towards selecting collections of 
instances of metamodel classes using filtration and navigation. Operations are 
performed with collections (sets) of metamodel instances applying the given selector 
for each of them thus getting another instance collection. Usually only part of the full 
lQuery functionality is needed when writing recognition rules, so they come out 
simple and intuitively understandable. However, in the next examples we will show 
an insight into syntax and semantics of recognition rules written within lQuery. 

Table 1 shows all the necessary information needed for performing the semantic 
reduction of the Domain metamodel seen in Fig. 3.2. The table is organized as 
follows. The Domain metamodel is put in the upper left corner. Remember that the 
transformation is specified from the Semantic metamodel, so recognition rules need to 
be written for elements of the Semantic metamodel. In the right part of Table 1 there 
is the Semantic metamodel, whose classes and attributes have reduction rules attached 
(they follow the “≡” sign). We will come back to class recognition rules. Now let us 
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look at the table section “Domain markings”. If we look at “JoinTask”, we can notice 
it has several incoming arrows in the Domain part that need to be recognized, as well 
as the element “Join” is attached in the Semantic part. On one hand name describes 
the semantics, but on the other – “Task [/entering.count() > 1]” is an lQuery selector 
describing the detection of such Tasks, which have more than one incoming arrow.  

 

Fig 4.4. Example of the selector „Task [/entering:count() > 1]” execution 

Graphical representation of a small example Domain process is depicted in Fig. 4.4 
(1). Since transformations occur in the level of Domain metamodel instances, in (2) 
the same example is depicted, only as instance diagram. It has four instances, because 
flows are also described as classes. 

The lQuery selector „Task [/entering:count() > 1]” consists of a chain of two 
selectors (“Task” and „[/entering:count() > 1]”), i.e. they are executed sequentially. 
The selection process starts with a collection containing all the instances of the 
metamodel – the four instances (T1, T2, F1, F2) in the example of Fig. 4.4. The first 
selector “Task” is a simple selector describing a filter by the given class name. After 
this selector has executed only instances of that class are left in the collection, so the 
collection is now {T1, T2}. The selector “[expr]” means that only those instances are 
left, for which the value of “expr” is true. Every instance of the set is evaluated. In 
order to understand, what will be checked, we need to analyze the expression found in 
the square brackets. It is inspected in the context of every instance of the set. Let us 
first take the instance T1. We can think we have a new collection {T1}, for which the 
selector ”/entering.count() > 1” is executed. The first part of the selector “/entering” 
denotes navigation from existing collection by the link “entering”. In (3) we can see 
that the obtained navigation result is {E1, E2}.  Calculating the count of collection 
instances (operation “:count()”), we get the value 2. It is greater than one; therefore 
the obtained expression value for the instance T1 is true. Likewise, we can check that 
for the instance T2 the value of the selector is false, because we get an empty 
collection when navigating through the link “entering”. So after the evaluation (T1 
has the value true, T2 has the value false), thus the result of the original selector is 
{T1} (4). If the diagram where be larger and more complicated, then we would have 
selected all those tasks, for which there are more than one incoming flow. 

In this detailed analysis of the lQuery selector we saw all the basic elements used in 
further examples, such as filtration by class name (“Task”), navigation (“/entering”) and 
filtration by condition (“[expr]”). The previously analyzed selector is defined in section 
“Domain markings” in Table1. It is used for describing the domain marking “#JoinTask”. 
In all recognition rules where #JoinTask appears; actually that selector definition is used. 
On the other hand we can imagine that a new subclass “JoinTask” of the Domain 
metamodel class “Task” is defined using this selector. 
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Table 1. Definition of the transformation between the Domain metamodel and the Semantics 
metamodel 

Domain 
metamodel 

 

 
 

Semantic metamodel  

 
Domain markings 
#JoinTask ≡ Task [/entering:count() > 1] 
#ForkTask ≡ Task [/departing:count() > 1] 
ActivityElement from / outgoing ControlFlow 
                   Fork from / outgoing DirectFlow 
                       ≡  from/source = outgoing/source/start 
                Action from / outgoing DirectFlow 
                          ≡ from/source[/departing:count() = 1] = outgoing/source/start 
                    Join from / outgoing ImplicitInFlow 
          ≡ from/source = outgoing/source 
    Action from / outgoing ImplicitOutFlow 
          ≡ from/source = outgoing/source 

1 
2 
2’ 
3 
3’ 
4 
4’ 
5 
5’ 

     ControlFlow  incoming / to ActivityElement  
         DirectFlow incoming / to Join  
                              ≡ incoming/source/end = to/source 
         DirectFlow incoming / to Action 

                  ≡ incoming/source/end = to/source[/entering:count() = 1] 
   ImplicitInFlow incoming / to Action   
                                         ≡ incoming/source = to/source 
ImplicitOutFlow incoming / to Fork 

                 ≡ incoming/source = to/source 

 
Let us look at a small example and see, how the transformation is executed. The 

situation described in the previous example corresponds to the Classification phase, 
i.e. the instance set is found in the Domain metamodel that will be used when creating 
instances of the Semantic metamodel in the Instantiation step. In Fig. 4.5, part (1) the 
graphical representation of the Domain process example is shown. Part (2) of the 
figure contains instances of the Domain metamodel conforming to that graphical 
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example. Also, we can see instances of the Semantic metamodel here that are created 
when executing class recognition rules “DirectFlow(≡Flow)”, “ImplicitInFlow 
(≡#JoinTask)” and “ImplicitOutFlow(≡#ForkTask)”. For the first class its recognition 
rule is an elementary lQuery selector, which finds all instances of the class “Flow” – 
{F1, F2}.  

 

Fig 4.5. Transformation execution example 

Then two instances of the metamodel class “DirectFlow” are created and connected 
with a mapping link to their source instances in the Domain metamodel. For the other 
two classes domain markings are used in their recognition rules. Therefore lQuery 
selectors attached to them are also executed thus creating two more instances. After 
the recognition rules of classes “Fork” and “Join” are executed, we have the situation 
in (3). 

Let us see the class “Action(≡Task)” and two of its subclasses – “SystemAction 
(≡[@isManual=true])” and “UserAction(≡[@isManual=true])” from Fig 4.1. Since in 
this case a recognition rule is attached also to superclass, the first step is to add this 
rule to both subclasses. As a result we get the following set of classes – Action(), 
SystemAction(≡Task [@isManual=true]) and UserAction(≡Task [@isManual=true]). 
A new lQuery symbol “@” appears in these selectors, it denotes an attribute value. 
After applying the corresponding recognition rules we get the situation (4). The 
situation (5) is obtained after applying recognition rules of all associations. 

Association cases need to be inspected in more detail, because their 
implementation differs from the case of classes. Moreover, we must remember that 
execution of association recognition rules occurs only after the class recognition rules 
are already executed. Let us go a little deeper into the notation of association 
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recognition rules. Association is characterized by its role names (e.g. from/outgoing) 
and the classes the association connects (ActivityElement and ControlFlow). Since 
association end classes (in Table 1 (1)) have subclasses, recognition rules are attached 
only to those pairs of subclasses, between which a link is possible. Table 1 (2) is a 
subassociation between the corresponding classes, and (2’) is the recognition rule for 
this association. 

Generally a recognition rule of an association works in the following way. Two 
collections of instances are made – one consists of instances of the association start 
class, and the other consists of instances of the end class. For example, the association 
(5) shown in Table 1 has a start class Action and an end class ImplicitOutFlow. In the 
process example shown in part (4) of Fig 4.5 the start class instances are {A1, A2} 
and the end class instance is {I1}. Now for each pair of instances of these collections 
the value of the recognition rule is checked. 

 

Fig 4.6. Example of the association recognition rule „from/source = outgoing/source” 

Let us assume we have a pair {A1, I1}. In Fig. 4.6 we can see fragment of 
instances of both metamodels for this pair. The association recognition rule 
„from/source = outgoing/source” consists of the left hand side selector “from/source”, 
applied to the first instance A1, and the right hand side selector “outgoing/source”, 
applied to the second instance I1. If we look at the first selector “from/source”, we 
can see that the first word “from” matches the role name of association (5) from 
Table1. The first instance is identified by this word in this selector (Fig. 4.6 (1)). Next 
the usual selector application takes place (the navigation “/source”) and a source for 
the instance A1 is searched in the Domain metamodel. The result is {T1} (Fig. 4.6 
(2)). Likewise, we can find the value of selector “outgoing/source” being {T1}. Then 
both of these collections are compared and, if they are equal, then an association link 
is created between the initial instances (Fig. 4.6 (3)). For the other pair of instances 
{A2, I1} the results are „from/source  = {T1}, “outgoing/source” = {}. Thus no link is 
created between these instances. 

Association recognition rules are not always as simple as in the previous case. For 
example, the recognition rule (3’) of association (3) (in Table 1) is more complicated 
– it contains longer navigation expressions and filtration. However, the working 
principles are the same.  

If we look at the Semantic metamodel, we can see that several subclasses have 
appeared for class “ControlFlow”. Such a construction is necessary for coding 
information about what has been the instance creation condition. Our approach allows 
freely supplementing the Semantic metamodel with subclasses, because it does not 
affect the execution, but it allows correctly performing the further classification.  
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5 Related Work 

Since the main contribution of this paper is a new model transformation language, in 
this Section we will make comparison with some of the existing model transformation 
languages that are in some way related to ours. 

The existing model transformation languages can characterized by a number of 
features, e.g., those offered by Czarnecki [9]. The feature selection closest to the 
approach proposed in this paper are rule based languages with implicit (declarative) 
concurrent rule application in the exogenous (source model to target model) context. 
The most relevant rule definition features would be declarative patterns syntactically 
separated into the source (the left) part and target (right) part. Certainly, many 
transformation languages have these mentioned features but some other ones as well, 
but we are interested here only in these features. Typical such languages are AGG 
[10] and AToM3 [11] using simple graphical pattern definition facilities. The 
declarative subset of Viatra [12] has advanced textual pattern definition facilities 
including recursive patterns. The declarative subset of the most used in practice 
transformation language ATL [13] also has similar features with pattern definition 
based on OCL expressions and functional style elements such as helper functions. An 
element common to all these (and other similar) languages is that we think of rule 
application from left to right – find an instance of the source pattern in the source 
model and create an appropriate instance (fragment) in the target model. Such an 
approach in this paper is named the push approach. While it is initially the most 
intuitive approach to define a model transformation, it has some drawbacks as well. 
For example, some sort of source-target traceability has implicitly to be supported in 
order to avoid creating multiple copies in the target from the same source model 
fragment. 

Another relevant subset of transformation languages are the explicit mapping 
languages defining the source to target correspondences explicitly, such as e.g. 
R2RML language [14] for mapping RDB to RDF and especially MALA4MDSD [15] 
for simple MDSD transformations. For such languages a typical task is a hierarchical 
model structure mapping, therefore some mapping execution order has to be defined; 
the push approach is typically used as well.    

6 Conclusions 

In this paper we proposed a solution for building BPMS that can support a domain-
specific modeling language for each organization. The proposed solution consisted of 
two parts, namely, the separation of Modeling Environment from the Execution 
Environment. The separation allowed us to replace the Modeling Environment with a 
specific tool for each domain-specific language (such tools are easy to create with the 
so called meta-case tools). Then the remaining problem was to transform the domain-
specific process model to the model that is understood by the Execution Environment. 
We noticed that this transformation task can be looked at as a classification problem 
and proposed a novel transformation language that is specifically designed for such 
types of problems. In the future we plan to explore, how this approach can be 
combined with elements of "push-based” approach to transformations. 
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Abstract. Digital Rights Management (DRM) is an important business enabler 
for digital content industry. Rights exporting is one of the crucial tasks in pro-
viding the interoperability of DRM. Trustworthy rights exporting is required by 
both the end users and the DRM systems. We propose a set of principles for 
trustworthy rights exporting by analysing the characteristic of rights exporting. 
Based on the principles, we provide some suggestions on how trustworthy 
rights exporting should be performed. 

Keywords: Digital Rights Management (DRM), rights exporting, DRM  
interoperability. 

1 Introduction 

Digital contents, such as music and video, have been increasingly welcomed on the 
consumer market. According to the shipment statistics of RIAA [1], the U.S. total 
digital music market grew to $3.2 billion in 2010, while digital downloads continued 
double digit annual growth reaching $2.2 billion. Overall, digital formats comprised a 
record 47% of the total music shipments in the United States. For comparison, digital 
shipments only accounted for 9% of the market back in 2005. On the other hand, the 
shipments in physical formats declined 20% by value in 2010. 

The popularity of digital contents has attracted business interests. Meanwhile, digi-
tal contents by nature are more vulnerable to piracy than physical copies from the 
content distribution point of view. Therefore, Digital Rights Management (DRM) [2], 
as an essential part of a business enabler, was introduced to the digital content indus-
try, and has been continuously evolving. In this paper, DRM refers to a system to 
protect high value digital assets and to control their distribution and usage. A few 
mature and sophisticated DRM standards have been generated and well adopted by 
industry, such as Windows Media DRM [3], and Open Mobile Alliance (OMA) DRM 
version 2 [4]. 

As Carlisle and Navin mentioned [5], in the digital music market (and accompany-
ing digital players), use of different DRM systems, have effectively locked-in con-
sumers to proprietary technologies of respective companies. The lack of interoperabil-
ity becomes increasingly problematic. For example, the end user has to purchase the 
rights to play same music file more than once simply because the devices he or she 
has are based on different DRM systems and not interoperable to each other. The key 
question in DRM interoperability is how to deal with distinctions among DRM sys-
tems and to export rights from one system to another in a trustworthy way. 
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Many authors have addressed the issue of DRM interoperability in general [5, 6, 7, 
8, 9, 10, 11, 12, 13, and 16]. Koenen et al. [6] proposed three approaches to interope-
rability in DRM systems. Those approaches are full format interoperability, connected 
interoperability, and configuration-driven interoperability. 

Full format interoperability is regarded as the ideal approach. However, it is not 
practical in the short term as it requires consolidation among all existing standards 
and an effort to build a standard that covers all the requirements that come from vari-
ous environments. Configuration-driven interoperability is especially suitable for 
solutions between two specific systems since it forces the target DRM systems to 
change by way of installing tools. When dealing with interoperability between many 
systems, this approach shows its limitation, as installations are required on all the 
DRM systems concerned. Also, tool installation implies the potential risk of security 
compromise. The connected interoperability approach centralizes the effort of intero-
perability among DRM systems and it is relatively secure as the service is provided 
remotely. However, it requires connection between the service providers of interope-
rability and the targeted DRM systems. 

On the standardization track for DRM interoperability, Coral Consortium [14] and 
Marlin developer community [15] have been trying to standardize DRM interoperabil-
ity. In the Coral approach, different licenses for different DRM systems are generated 
from a common token in accordance with a common ecosystem. In the Marlin ap-
proach, licenses are expressed programmatically in the form of control objects to 
prevent dependence on any one particular rights expression languages (REL) [12]. 
Besides, the Digital Media Project group proposed their interoperable DRM standard 
in 2007 [9]. Doncel et al [11] discussed the potential of MPEG Extensible Middle-
ware to serve DRM interoperability in the MPEG-21 standard. According to these 
studies, researchers argue that full format interoperability seems unlikely achieved 
across the broader DRM market [8]. Coral Consortium [14] have been taking the in-
itiative to standardize DRM interoperability but not aiming at a generic DRM stan-
dard. Marlin developer community [15] attempts to provide truly interoperable and 
open digital content sharing platform and the industrial impacts are yet to be seen. In 
such situation of lacking the universal and widely-adopted DRM standard, if we ac-
cept the differences between DRM systems, how to deal with the distinctions among 
DRM systems forms the key question to DRM interoperability. 

Schmidt et al. [7] expanded the idea of connected interoperability from Koenen et 
al. [6], and introduced the concept of intermediated DRM. Moreover, they listed four 
general tasks for the intermediary DRM: Content and rights reformatting, data man-
agement, condition evaluation, and dynamical state evaluation. 

Except for the full format interoperability, these four tasks are generic to the solutions 
of DRM interoperability. According to Schmidt et al. [7], the reformatting of rights and 
content is a relatively simple task. Meanwhile, data management is not only a task for 
interoperability but also a mandatory task for rights purchasing of the DRM system. The 
technical aspects related to data management have been well studied and matured as 
compared to other tasks. However, condition evaluation is a pre-condition to fulfilling a 
trustworthy rights exporting process. Decisions shall be made according to the diversity 
of DRM systems and the constraints of devices. Safavi-Naini et al. [16] have proposed 
some strategies for condition evaluation, but there are still unresolved issues such as lack 
of principles to define criteria for trustworthy rights evaluation. Therefore the task to 
evaluate rights to be exported is one of the key tasks which require further elaboration. 
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2 Rights Exporting 

Safavi-Naini et al. [16] discussed the import and export concept among the DRM 
systems. Based on it, we define rights exporting as a task to provide the usage rights 
governed by a domestic DRM system to a target DRM system. Rights exporting shall 
be trustworthy, which can be explained from the perspectives of both end users and 
the DRM systems. From an end user point of view, his or her usage rights granted on 
the domestic system should not be deprived in the process of exporting the rights to a 
target system. From the system point of view, a trustworthy process of rights export-
ing should not break the integrity of the DRM system by granting the end user extra 
usage rights.  

In order to export a rights instance from a system to another, we firstly check if a 
system level support exists for rights exporting. It can be formulated as a statement 
IsExportable(A, B), where A represents the domestic system that rights are exported 
from, and B represents the target system that rights are exported to. When the state-
ment is true, i.e. IsExportable(A, B)==true, it means such a support exists. Secondly, 
we check whether a specific rights instance can be exported from A to B or not. Given 
a rights instance Rx, if Rx is governed by a system A, this can be expressed as Rx(A). 
Once it is possible to export a rights instance Rx(A) from A to B (IsExportable(A, 
B)==true), the actual exporting task can be formulated as a function Export(Rx(A),B). 
Ideally the output of rights exporting should be the equivalent rights in the target sys-
tem, which can be expressed as Export(Rx(A),B)Rx(B). However, due to the differ-
ence between A and B, it is hard to have an equivalent rights exporting. Some part of 
the rights instance needs to remain on the domestic system, while the other part is 
exported to the target system. For example, if some part of the rights instance cannot 
be translated by the target system [16], then we need to extract the part from the rights 
instances. Also if we want to keep the rights available on both systems, we need to 
store the original rights instance on the target system. The exporting result shall in-
clude one part of Rx remaining in system A and the other part of Rx exporting to sys-
tem B. We define Rx’ as the remaining part and Rx’’ as exporting part when exporting 
Rx from one system to another. Therefore, the exporting function shall be formed as 
Export(Rx(A),B)  Rx’(A)+Rx’’(B). The process of rights exporting can be defined as 
follows: 

Input: A set of rights instances (R1(A),R2(A),…Rn(A)) to be 
exported from DRM system A to DRM system B 
Output: A set of exported rights instances 
(R1’’(B),R2’’(B),…Rn’’(B)) on B, and a set of remaining rights 
instances (R1’(A),R2’(A),…Rn'(A)) on A after exporting  
if IsExportable(A, B)==true, then{ 
 for each Rx (x=1,2,…n){     
  Export(Rx(A),B)  Rx’(A)+Rx’’(B) 
  } 
} 
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As the formalized process represents, the rights exporting is defined with respect to an 
original system and a target system for rights exporting. The direction of rights ex-
porting and the rights instance to be exported are the input of rights exporting.  Once 
the inputs are determined, various approaches can be applied to achieve rights export-
ing. Those approaches can be categorized into different modes according to where the 
rights instance is stored and governed. Once an approach is selected, then the results 
of rights exporting needs to be assured, which lead to the principles of rights export-
ing. The direction, modes, and results form the essential characteristics of the rights 
exporting. We can discuss these three aspects of rights exporting in a more organized 
manner by using the formalized process. 

2.1 Directions of Rights Exporting 

When talking about rights exporting, the only direction is from the domestic system to 
the target system. However, a specific DRM system can be the domestic system in 
one case of rights exporting, and be the target system in another case. The directions 
of rights exporting between two specific DRM systems are illustrated into three cases, 
as shown in Figure 1. 

 

Fig. 1. Directions of rights exporting 

In Case 1, a rights instance is only allowed to export from system A to system B, 
which means IsExportable(A, B)==true and IsExportable(B,A)==false; 

In Case 2, a rights instance is allowed to export in both directions between system 
A and B, which means IsExportable(A, B)== true and IsExportable(B, A)==true; 
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In Case 3, a rights instance can be exported from system A to system C as well as 
from C to B. But there is no support for rights exporting between system A and sys-
tem B directly, which means IsExportable(A,C)==true and IsExportable(C,B)==true 
and IsExportable(A,B)==false. This is considered as an indirect rights exporting be-
tween A and B. In this case, a rights instance can still be exported from system A to 
system B via system C, although there might be rights reinterpretation during the 
process of rights exporting.  

From a rights exporting point of view, both Case 1 and Case 3 have a one-
directional rights exporting between system A and system B, while Case 2 has a mu-
tual rights exporting between system A and system B.  

The direction of rights exporting between two systems may cause potential risk to 
system integrity. If the rights exporting between system A and system B is a mutual 
rights exporting, and some rights may be reinterpreted to grant looser usage rules than 
the original does, then by proceeding via the rights exporting back and forth between 
the two systems, the end user could obtain free rights other than the rights originally 
granted to him or her. The selection for the direction of rights exporting between two 
systems is also sensitive to business competition. In order to retain the customers in 
system A while attracting customers from system B, system A may restrict right ex-
porting from A to B while granting rights exporting from B to A. 

2.2 Modes of Rights Exporting 

OMA DRM 2 has defined two modes for rights exporting: copy mode and move 
mode [4]. The modes determine the storage and governance of rights between two 
systems, as illustrated in Figure 2. 

• Copy mode retains the original rights instances on the domestic system and makes 
a copied rights instance on the target system 

• Move mode makes a copied rights instance on the target system and removes the 
original rights instance from the domestic system. 

 

Fig. 2. Modes of rights exporting 

Different modes result in a variety of outputs in rights exporting. In an ideal situa-
tion, they can be expressed as follows: 
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• In the copy mode, theoretically the exported rights instances on B should be equiv-
alent as the original rights instances on A and the rights instance that remains on A, 
which can be expressed as: Rx==Rx’==Rx’’; 

• In the move mode, ideally the exported rights instance on B should be identical as 
the original rights instance on A and no remaining part of the original rights should 
be on A after rights exporting, which can be expressed as: Rx==Rx’’ and Rx’== ∅; 

The modes meet different needs. The copy mode allows an end user to use a rights 
instance on different systems at the same time. However, it is only suitable for rights 
with only stateless conditions, such as absolute time based condition. When a rights 
instance with only stateful conditions, such as count based condition, is exported from 
system A to system B with the copy mode, the internal state in the rights instance on 
system A cannot be updated according to the usage on system B. That is to say, the 
end user receives two instances of rights with the same stateful condition, and the 
usage rights are expanded. It implies that the end user may retrieve the rights freely by 
exporting the rights instance between system A and system B. It is obviously an un-
trusted process. The move mode allows an end user to use a rights instance on differ-
ent systems but the rights can be assigned on only one system each time. That is to 
say when an end user exports a rights instance from system A to system B, if he later 
wants to render the content on system A, the end user has to export the rights from 
system B back to system A, or purchase another rights instance for system A, which 
obviously causes inconvenience to the end user.  

In addition, selection of a mode is not only a technical issue, but also a decision 
with respect to the business strategy. Usually, systems using different DRM technolo-
gies are rivals from a market share point of view. 

2.3 Results of Rights Exporting 

In theory, the level of DRM interoperability varies from access denial to free access if 
measured by the rights upon protected content outside of the domestic system. Ideally 
the rights should not be reinterpreted differently than they are in the domestic system. 
Theoretically if system A accepts rights exporting from A to B, B should grant the 
same rights to the end user as A does, which means Rx==Rx’’. This is the goal of 
DRM interoperability in theory and the ideal result of rights exporting. However, in 
practice B may not be fully compatible with A from the right’s point of view and 
achieving the theoretical goal might not be realistic, if for example B doesn’t support 
certain types of permission that A does. Under this circumstance, rights exporting 
needs a trustworthy solution between the two systems. 

 

Fig. 3. Results of rights exporting 
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There are four types of results when a rights instance is exported from system A to 
system B. They are illustrated in Figure 3, where rights are represented as circles in-
side which are the system names. Area A represents the rights allowed by the domes-
tic DRM system, while area B represents the rights in the target DRM system. The 
overlapping area represents the rights available on both systems.  

Case 1 describes an extreme situation where totally different rights are granted to 
target system B when the end user exports the rights instance from system A to sys-
tem B, which can be expressed as Rx∩Rx’’==∅. For example, Jack has rights to play 
an MP3 file on his smart phone. If he transfers the song to his PC, the DRM system 
on his PC grants him rights to burn the song into a CD instead of the rights to play. 
The permission type changes from “play a song” to “burn a song onto a CD”. Since 
the rights are reinterpreted, Case 1 can hardly be accepted in rights exporting. How-
ever, under certain circumstances, the case can be used to realize special features. For 
example, it may allow end users to exchange some rights instances for content on 
system A into rights instances for other content on system B.  

Case 2 indicates that after rights exporting from system A to system B, part of the 
usage rules will be reinterpreted differently for the end user on system B, which can 
be expressed as Rx∩Rx’’⊃∅, Rx∩Rx’’⊂Rx, and Rx∩Rx’’⊂Rx’’. For example, our imagi-
nary actor Jack London has rights to edit a document file and to send out the text 
within the document via a short message service on his phone. Then, after he transfers 
the rights to his PC, the DRM system on his PC allows him to edit and to print the 
document. Compared with Case 1, this case at least exports some part of the rights 
precisely from system A to system B, although it still reinterprets differently some 
part of the rights from system A. The case may be used, for example, to handle differ-
ences between devices, like the rights to transfer data through infrared or the rights to 
transfer data through Bluetooth.  

Case 3 represents the case where system B makes the usage rules more restrictive 
when rights are exported from system A to system B, which can be expressed as 
∅⊂Rx’’⊆Rx. For example, Jane has the rights to print and view a picture on her PC. If 
she exports the rights to her phone, then she could only view the picture on her phone. 
The case is quite common when some types of permission or constraints supported by 
system A are not supported by system B.  

Case 4 indicates that system B not only grants the rights that system A does to the 
end user, but also offers some extra rights that system A does not, which can be ex-
pressed as ∅⊂Rx⊂Rx’’. For example, Jack has rights to play a music file. If he exports 
the rights to his PC, he could then play the file and burn it onto a CD as well. The case 
could be caused by differences of interpretation for permissions or rights between 
DRM systems. For example, the interpretation of full rights for content on a PC grants 
end users more permission than the interpretation of full rights on a mobile phone 
does. 

Not all the cases can be accepted as a trustworthy result of rights exporting. Except 
for Case 3, all other cases lead to extra rights in the target system. If some extra rights 
can be directly or indirectly transferred back to the original system or other systems, 
then it means that some DRM systems could obtain extra rights without payment or 
with less payment, which implies that the system integrity might be jeopardized. 
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Therefore, we choose Case 3 and combine it with the ideal goal as a practical goal for 
DRM interoperability: ∅⊂Rx’’⊆Rx, which means we aim at enforcing that the ex-
ported rights on the target device are no less restrictive than the exporting rights on 
the domestic device.  

Different modes lead to different practical results of rights exporting. In copy 
mode, the ideal result is Rx==Rx’==Rx’’ as discussed on the modes of rights exporting. 
We can easily keep Rx unchanged to be Rx’ in order to achieve Rx==Rx’. However, 
achieving Rx==Rx’’ seems much more challenging when dealing with system differ-
ences, and the practical goal for DRM interoperability can be applied. Then the prac-
tical result of copy mode can be formulated as Rx’==Rx and ∅⊂Rx’’⊆Rx. 

Similarly, in move mode, the ideal result, Rx’==∅ and Rx’’== Rx, needs to be re-
vised given the potential differences between two systems. If some part of the rights 
instance cannot be interpreted by the target system, then the incompatible part has to 
be extracted from the original rights instance if possible and stored on the domestic 
system, which means Rx’⊇∅. On the other hand, Rx’’ need to be in line with the prac-
tical goal for DRM interoperability ∅⊂Rx’’⊆Rx. then the practical result of move 
mode can be formulated as Rx’⊇∅ and ∅⊂Rx’’⊆Rx. 

3 Principles for Rights Exporting 

By analyzing the factors of rights exporting, we noticed that in some cases rights ex-
porting could lead to extra rights than those an end user pays for. This may happen in 
the copy mode if a stateful condition is exported to the target system. Also the result 
of rights exporting may bring extra rights. If extra rights are generated in one-
direction rights exporting between two systems, the consequences are limited since it 
cannot be repeated for a rights instance. However, if a mutual rights exporting could 
bring extra rights, then the end user could gain endless extra rights by simply repeat-
ing rights exporting between the two systems. Therefore, creating extra rights should 
be strictly forbidden during rights exporting. On the other hand, although the end 
users may accept the fact that not all rights from the domestic system can be exported 
to the target system, they still want to export as many rights as possible. So the prin-
ciples of a trustworthy rights exporting can be summarized to maximize the amount of 
rights to be exported and to prevent generating extra rights. 

Preventing generation of extra rights can be formulated as Rx’∪Rx’’⊆Rx, while max-
imizing the amount of rights to be exported can be formulated as an intention to 
Rx’’→Rx. By combing these principle conditions with the results of rights exporting, 
we can reason out the formulated principles of rights exporting.  

In copy mode, combining the practical results Rx’==Rx and ∅⊂Rx’’⊆Rx, and the 
principle conditions Rx’∪Rx’’⊆Rx and Rx’’→Rx, we get Rx’’→Rx where ∅⊂Rx’’⊆ Rx and 
Rx’==Rx. 

In move mode, combining the practical results Rx’⊇∅ and ∅⊂Rx’’⊆Rx, and the 
principle conditions Rx’∪Rx’’⊆Rx and Rx’’→Rx, we get Rx’’→Rx where ∅⊂Rx’’⊆ Rx, and 
Rx’→∅ , where ∅⊆Rx’⊂Rx, and Rx’∪Rx’’⊆Rx. 
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To conclude, the formulated principle of trustworthy rights exporting is as follows: 

• In copy mode: Rx’’→Rx where ∅⊂Rx’’⊆ Rx; and Rx’==Rx. 
• In move mode: Rx’’→Rx where ∅⊂Rx’’⊆ Rx; and Rx’→∅ where ∅⊆Rx’⊂Rx; and 

Rx’∪Rx’’⊆Rx. 

4 Discussion 

The principles for trustworthy rights exporting can facilitate rights exporting in two 
aspects. Firstly, before exporting rights to a target system, an exporting strategy needs 
to be determined based on evaluation of rights to be exported and differences between 
two DRM systems. The strategy should define which part of usage rights will be ex-
ported, and what is the required adaptation. The principles should be enforced in the 
process of forming the strategy. Secondly, depending on the different strategy, the 
result of rights exporting may vary. The principles can be used as a benchmark to 
measure the performance of rights exporting. 

In order to enforce the principles, the principles need to be taken into consideration 
in every decision making step of rights exporting. Thus, they can be regarded as part 
of design principles during the system design phase. Each time when the process of 
rights exporting is utilized, the output Rx’’(B) needs to be checked to ensure ∅⊂Rx’’⊆ 
Rx. If additional rights are generated due to the rights exporting, the process needs to 
be cancelled, or at least an alternative approach needs to be applied in order to rectify 
the output. Even more proactively, algorithms can be developed to reflect the prin-
ciples in the implementation. For example, the algorithm of rights decomposition we 
developed in the previous research [17, 18] can be an example to proactively enforce 
the principles. 

In order to benchmark the performance of rights exporting based on the principles, 
a comprehensive set of rights can be pre-defined for two given systems. Then by ex-
amining the results of rights exporting upon different solutions, we can measure the 
performance how different solutions perform in maximizing the amount of rights to be 
exported. Given two approaches Export1(Rx(A),B) and Export2(Rx(A),B) to export the 
same set of Rx(A) on A to B, if the output Rx1’’(B) from Export1 and the output Rx2’’(B) 
from Export2 relates in the manner ∅⊂Rx2’’⊂ Rx1’’⊆ Rx, then we prefer Export1 over 
Export2 for the Rx(A) exporting from A to B, as Export1 provides more rights as an 
output compared with what Export2 does. Another approach is to perform mutual 
rights exporting with a given amount of iterations and then examine the results of 
rights exporting, if mutual rights exporting is in place between A and B. 

5 Conclusion and Future Work 

The paper has reviewed the importance of DRM interoperability and the related re-
search for rights exporting.  By analyzing the different aspects in rights exporting, we 
concluded the principles of rights exporting and discussed how to apply the principles  
to enhance the solution of rights exporting. 

The contributions of this paper start from firstly establishing a formulation of rights 
exporting. By using the formulation, we examine and categorize the essential aspects 
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of rights exporting: directions, modes, and results; although the modes of rights ex-
porting are derived from OMA DRM 2[4]. Especially, we provide the relation be-
tween modes and results. The key contribution of this paper is that according to the 
essential aspects of rights exporting we concluded the principles of trustworthy rights 
exporting via the formulation we established. In the end of paper, we discuss how to 
utilize the principles in various occasions.  

In the future, we will take into account the difference of rights exporting modes, 
the possible rights flows between two systems, etc. in the empirical studies of rights 
exporting and propose an integrated process to support the decision-making in the 
rights exporting process. Using the principles as a benchmark, we can further measure 
the performance of the process and try to enhance the performance of the solution. 
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Abstract. Providing employees with relevant, context-specific informa-
tion is crucial to achieve productivity and efficiency while executing
business processes. Today, tools exist to model various aspects of orga-
nizations such as processes, organization structures, services, and their
descriptions. However, there still exists a gap between information mod-
eling on a conceptual level and information provision on a runtime level
that hinders information dissemination and retrieval while employees ex-
ecute processes. In daily business life, information workers demand for
unstructured content to fulfill well-defined process steps. In this paper,
we adapt an existing conceptual approach of process-driven information
requirements engineering and present its prototypical implementation
based on an industry-developed BPM product. Our solution therefore
introduces “information objects” and integrates these with process ac-
tivities to model the users’ information requirements at process runtime.
In doing so, users are empowered to leverage context information such as
documents, reports, or emails, while executing human steps in a process.

Keywords: Information Delivery, Business Process Management, Pro-
cess Context Sensitivity.

1 Introduction

Today, huge quantities of data are created, transformed, and searched in every
millisecond. Knowledge workers are thus required to deal with information over-
flow and high complexity in information processing. That is, companies have
become overwhelmed by ubiquitously available information such as documents,
data records, reports, Web pages, emails, or other digital assets. In fact, only
through the close alignment of information systems and business processes can
organizations gain competitive advantages over others [22]. This alignment has
to deliver the right information to the right users at the right time. We claim
that this information has to be modeled on a conceptual level and then requires
an integrated dissemination in process execution environments. We propose an
approach to delivery relevant information based on explicitly modeled context
information to bridge the gap between information management and business
process management. In particular, the paper at-hand will answer the following
research questions:
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Question 1 : How can business process modeling languages be extended to
model information that knowledge workers require in a given process context at
the time of process execution?

Question 2 : What changes to process design and execution environments are
required to model and deploy contextual information into process runtime envi-
ronments?

In the sense of [13], we employ a design science-based approach to answer these
questions. In design science, the constructed result should be an artifact like a
method, a modeling language, or a software tool (requirement 1). Furthermore,
research needs to prove that the artifact covers an area that is relevant to the
Information Systems (IS) research discipline (2). Additionally, the artifact has to
extend and enrich the existing knowledge base of the area covered, ensuring that
no similar artifacts already exist, thus substantiating its innovative character (3).
Finally, to prove the achievement of the research goals formulated, the artifact
has to be evaluated (4).

As will be shown, in accordance to these considerations, a gap exists in the
area of BPM that leaves the provisioning of process context sensitive information
for business participants such as employees uncovered (see req. 2). The software
that is being constructed during our research is an artifact in the sense of the
design science approach (1). The implementation of our approach presented at
the end of this paper in conjunction with the motivating example proves the
feasibility of our approach and can be regarded as first evaluation of our initial
research iteration (4). Since our software prototype builds-upon earlier results
of conceptually integrating information and process modeling at design time [3],
the breaking down into deployable and executable processes can be seen as the
immediate consequence in the initial iteration step of the research life-cycle. To
the best of our knowledge, no equal artifacts exist; therefore we see our solution
as innovative (3).

The remainder of this work is structured as follows: We introduce our ap-
proach by a motivating example in the Section 2. In Section 3 we introduce the
foundational terminology and concepts as well as related work. Subsequently,
we provide a detailed overview of our model-driven solution approach to develop
our software prototype that integrates information and process modeling features
both at design time and runtime in Section 4. Finally, we outline the architecture
of our prototype (Section 5), before we reflect our findings in Section 6.

2 Motivating Example

To illustrate the approach of delivering process context sensitive information, we
assume the setting of a medium sized company that sells software and software
related services. Each project team documents its work and publishes these doc-
uments on a collaboration platform such as Microsoft Office SharePoint Server
(MOSS). A major customer of this fictive company is MG, a finance company
that mainly demands CRM software and services. Paul, our company’s junior
sales representative, just received a request for a software service from Sophia,
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an employee of MG. To create a service quote, Paul starts a new “create quote
process” and immediately starts working on the first process step “create quote”.
Paul logs onto the human task user interface (UI) and brings up the initial task
execution screen that is pre-completed with default values such as customer id,
customer discount, or risk assessment values. Since Paul is new to the company,
he is not sure whether he needs to change the risk assessment, a surcharge, or to
discount the calculated quotation price. Paul is therefore skimming through the
huge database of past quotations documents on MOSS. Paul requires about 15
minutes to retrieve the last three quotations for MG from the collaboration plat-
form, assuming Paul is aware of the collaboration platform and is been granted
access.

Easing and speeding-up this kind of information retrieval processes is the
scope of our approach, which is delivering information that is process context
sensitive. For this purpose, process designer are empowered to model antici-
pated, but abstract contextual information needs at design time by means of
information objects. Obviously, abstract information has to be mapped to avail-
able documents at process runtime. We will illustrate this process by continuing
in our example.

After the latest BPM system upgrade that now handles contextual process
information, Max, our example company’s process designer, has redesigned the
“create quote process” to include an information object. In doing so, Max models
an abstract information object that defines all documents that deal with quo-
tations for companies of the same branch to be relevant for the “create quote”
activity. The next time Paul executes this activity, the process execution envi-
ronment will show all past documents that deal with quotations for the finance
customers. Paul will review relevant information that has been associated to the
task while process modeling. However, after checking the initial set of documents,
Paul decides to further narrow the search space of the information object. Con-
sequently he reconfigures the information object at runtime to only consider the
information that is specific for the given company. To his surprise, reconfiguring
the information object also reduced the amount of shown documents to only
the past quotations for MG. Paul instantly finds a calculation of another quote
for MG and copies the risk and discount levels to the new quotation. Finally,
Paul reconfigures the IO again, to see further information that is related to best
practices in finance.

3 Foundations

The following sections will introduce basic foundations, our approach of pro-
cess context sensitive information delivery, and a running prototype making the
motivating example reality.

Research on information systems has adapted to the changes in requirements
of information systems development and provides concepts such as Informa-
tion Management [7] and Business Process Management [11, 27] to address the
required alignment of information systems to business processes and informa-
tion needs. Lately emerging research on topics such as service composition or
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ubiquitous computing focuses on leveraging contextual information to compose
situational services or provided situational information.

3.1 Information Management

In brief, Information Management (IM) – a subtype of business management
– ensures optimal use of “information” as a resource with regard to corporate
goals [15]. Information is data that has been put into a form that is meaningful
and useful to human beings [16]. IM realizes the performance potential – strategic
corporate goals – by establishing and maintaining suitable information architec-
tures, while meeting the formal target – operational efficiency – in all tasks that
support achieving the performance potential [12]. Hence, IM aims at configuring
a company’s adequate information supply, i. e. matching information supply and
information need. The identification and dissemination of relevant information,
however, is one of the major problems in modern organizations [5]. Szyperski’s
model of information subsets distinguishes four sets of information [24]: (1) Ob-
jective information need, i. e., information a person objectively requires for taking
decisions or performing tasks. (2) Subjective information need, i. e., individually
demanded information to complete a task. (3) Information supply, i. e. infor-
mation that corporate information systems can deliver. The intersection of this
information needs results in (4) relevant, requested and deliverable information.
Based on this classification, we formulate the goal of IM as the establishment of
the best possible congruency between all information subsets (1–3).

3.2 Business Process Management

Characterizations of Business Process Management vary and are most of the
time subjective in nature, i. e. depend on the interest that motivates the author
or the vendor of Business Process Management Systems (BPMS). The focal ob-
jects of BPM are processes. We define a process as a completely closed, timely
and logical sequence of activities that are required to work on a process-oriented
business object [4]. An activity represents work that needs to be done manually
(human activity) or work that is done automatically (automated activity; [9]). As
a management philosophy, BPM in its core plans, controls, and monitors intra-
and inter-organizational processes using methods, techniques, and software to
design, enact, control, and analyze operational processes involving humans, or-
ganizations, applications, documents and other sources of information [26,27]. In
doing so, BPM capitalizes on business user involvement to align business process
and information infrastructures as they carry valuable process knowledge that
was formerly only considered during requirements analysis phases of informa-
tion systems development, if at all. The tasks of BPM to holistically manage
business process over time fall into the categories of Business Process Model-
ing (BPMO), Business Process Enactment (BPE), Business Activity Monitor-
ing (BAM), and Business Operations Management (BOM): BPMO introduces
capabilities to meet the needs of expressing business processes in process mod-
els. BPE, i. e. automating process execution, requires formal process models to
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route documents, information and tasks within and between organizations. BAM
allows for the diagnosis of operational processes based on data logged by informa-
tion systems. Finally, BOM collaborates with BPMO, BPE, and BAM to enable
efficient use of resources, to include operational intelligence (e. g., sales predic-
tion services), or enable production planning. BPMS are designed to support
effective BPM.

3.3 Related Work

In the domain of context-aware process design and context-ware computing, in-
formation is used to improve system flexibility. The idea behind applying context
information to business processes is to instantiate a modified version of a pro-
cess model in process runtime environments [19,21]). This work differs by using
context information to supply relevant information (e. g., emails or documents)
while executing human process steps.

In the KnowMore approach, [1] integrate contextual information with work-
flow data to ease information retrieval for knowledge workers. They employ in-
formation agents and ontologies to provide information for knowledge intensive
tasks by means of extended workflow variables. We build-upon their idea of
using agents to capture, classify and filter information when developing our ar-
chitecture for context sensitive information delivery and extend the approach by
providing conceptually integrated, explicit ways to model information needs at
process design time. In addition, knowledge workers are enabled to navigate and
configure information needs while executing knowledge intensive tasks.

Our approach to integrate process and information modeling based-on meta
models draws on concepts introduced by [3]. There, business process models –
modeled as event-driven process chains (EPC) – were connected to information
models that depicted information requirements. For this purpose, the modeling
languages MetaMIS [2,6], used for describing data warehouse specifications, and
EPC, used for describing the process flow, were integrated on a conceptual level
by combining their respective meta models [3]. The focus of the integration was
on extending the capabilities of information requirements engineering by opti-
mizing methods to conceptually retrieve information needs. Our approach goes
beyond, as the goal is to use conceptual information modeling to deliver rele-
vant information (e. g., documents) at process runtime. Hence, the perspective
is not to start with process models and then derive adequate data structures
for systems such as data warehouses, but to enrich process models with context
specific information to support decision makers at process runtime. In doing so,
we reuse information that was designed by IS engineers at the level of knowledge
worker, who perform a tasks to get the job done.

4 Model-Driven Solution Approach

In this section, we propose a conceptual approach to integrate process and in-
formation modeling, addressing research question 1. Following the concept of
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model-driven software development, our approach to design an information sys-
tem for process context sensitive information delivery follows a modeling hier-
archy with four levels [9, 10]. Putting the solution approach into a goal-driven
way, i. e. starting with expected user experiences, concepts and components that
display information to task executors are required on the level of process execu-
tion (L0 in Fig. 1). To provide this information, existing process models require
enrichment with contextual information. Creating these models is the subject
of the modeling level (L1 in Fig. 1). The foundations of integrated process and
information modeling, i. e. the integration of their respective meta models, must
be achieved on the meta model level (L2 in Fig. 1). However, integrating meta
models will only be possible, if all meta models share a common modeling lan-
guage [23]. For this reason, a common meta model that describes the language
of both the process modeling notation and the information modeling language
has to be defined at the meta-meta level (L3 in Fig. 1).

For the following, we chose to use MetaMIS. This language has been devel-
oped as a method to easily model relevant information needs in a hierarchical way
and has proven its suitability in many pilot projects that have been conducted
with industry partners (for details and examples see [20]). The meta model of
MetaMIS is described in a very detailed way, thus easing the integration of
its meta model with those of other process modeling languages. As mentioned
above, [3] integrate the meta models of MetaMIS and the EPC, which is solely
a conceptual modeling language without execution semantics. We integrate the
MetaMIS meta model with the BPMN meta model [9] to bring conceptual in-
formation models into process runtime environments. The following subsections
explain our approach to conceptually integrate information and process model-
ing in a model-driven way, i. e. will focus on L3 and L2 of our solution approach.
More details of L1 and L0 will be given in Section 5.

4.1 Meta-Object Facility

The first step to conceptually integrate MetaMIS and BPMN is to introduce a
common modeling language for the creation and integration of information and
process meta models. We applied the Meta-Object Facility (MOF – [9]). MOF
provides a modeling architecture that consists of four modeling-layers: Informa-
tion (M0), model (M1), meta model (M2) and meta-meta model (M3), which
reflects the layers that we proposed for the solution approach of process context
sensitive information delivery (see Fig. 1). MOF, furthermore, is a closed type
system. That is, only types that are either defined in the meta meta model or
types defined in a specific meta model can be used when creating models. Parent
of all MOF elements, however, is the ModelElement construct. First order sub-
types of ModelElement are constructs such as Package, Classifier, TypedElement
and Feature. These rather abstract elements do not yet allow for the creation of
modeling languages such as the Unified Modeling Language. Therefore, Classi-
fiers are further classified into DataType, Class and Association. The following
sections show how these abstract constructs allow defining more specific meta
models.



102 A. Stein and R. Fischer

Solution Approach
M

et
a-

M
et

a-
M

od
el

(L
ay

er
:3

)
M

od
el

(L
ay

er
:1

)
R

un
tim

e
(L

ay
er

:0
)

MOF Meta-Model

BPMN Process Model with Information Object (Design Time)

Process Context Sensitive Information Delivery

Process Execution and
Context Sensitive Information Delivery

(Run Time)

Model
Element

Package Classifier
Typed

Element

Data Type Class Attribute
Association

End

Feature

*1

Assocation

M
et

a-
M

od
el

(L
ay

er
:2

)

Process Modeling Information Modeling

BPMN Meta-Model Information Modeling Meta-Model

Model

Element

Scope ScopeObject

DataObject

*1

Mappable

Object

Sequence

Connector

Data

Connector

Activity

EventGateway

Information

Object

Dimension Scope

Combination

1

*

Property
System Scope

Combination

1

*

Dimension

Scope

1 ..**

Property

System Scope

1 ..**

Dimension

Object

DO Hierarchy

1 ..**

Reference

Object

Property
1 ..**

1 ..*

*

1

*

Dimension

Dimension

Group 1 ..*

1 ..*

P _ PS _

Assignment

11 ..*

Property

System 1 ..*

1 ..*

Content
1 ..**

PropertyRelation

ContentRelation

Fig. 1. Layers of the Solution’s Approach

4.2 Information Modeling Meta Model

We will now outline the meta models of MetaMIS to further ground our meta
model integration. In the following, we provide an overview of relevant modeling
elements. Extensive discussions on MetaMIS meta model are given in [2, 6].

The MetaMIS meta model is designed in a hierarchical way (see Fig. 2).
Beginning from the top of the created inheritance hierarchy, we introduced the
abstract BaseElement. The idea behind inserting this abstract super-type is
to provide a generic meta model element, which allows for the identification
of MetaMIS artifacts (similar to ModelElement in MOF). MetaMIS modeling
elements are further divided into DimensionElements, PropertyElements and
ContentElements. ReferenceObject (RO) represents real world entities such as
measures, processes, and states of affairs [18] and do not fall under any of these
classifications. They are consequently modeled as a subtype of BaseElement.
The modeling element InformationObject (IO) completes the simple hierarchy
of MetaMIS.
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-displayName : string(idl)
BaseElement

DimensionElements

PropertyElements

ReferenceObject

ContentElements InformationObject

Fig. 2. Hierarchy of MetaMIS Meta Model Elements

For the following, we will focus on explaining the design of the meta model
for DimensionElements. Meta model elements falling into the types of Proper-
tyElements or ContentElements are designed in a similar way, we therefore again
refer the reader to [2, 6] for further clarification of those meta model elements.

DimensionScopeCombinations (DSC) – being a sub-type of DimensionEle-
ment – contain one or many DimensionScopes (DS), which themselves are sets
of DimensionObjects (DO; see Fig. 3 in the following). DO always refer to one
individual RO and are assigned to only one Dimension. Dimensions of the same
type may be summarized by DimensionGroups (DG), but must have at least one
DG assigned. A hierarchy of DO is supported by the means of the DO Hierarchy
association. Finally, IO are defined by creating an relationship to exactly one
DSC for the sake of simplicity in this paper.

Please note that we only introduce an extract of MetaMIS in this paper. For
the complete version of MetaMIS, IO are required to have relationships to the
equivalents of DSC of packages PropertyElements and ContentElements, which
do not have to be taken into consideration in our case.
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Fig. 3. MetaMIS DimensionElements Meta Model (Simplified Extract)

4.3 Process Modeling Meta Model

With respect to BPMN, BPMN 2.0 introduces a MOF-based meta model [9]. The
following outline of BPMN language elements focuses on modeling elements that
are relevant for process context sensitive information delivery. Some inheritance
constructs are simplified, as intermediate parents may be skipped.
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According to [27], a simplified process meta model consist of Nodes and Edges
that always relate twoNodes. The generic meta model element Node – or FlowOb-
ject – is further classified into three subtypes: Activity, Event and Gateway. An
Activity represents work that is performed within a business process. We dis-
tinguish Activities to be either an AutomatedActivity (AA) or a HumanActivity
(HA). AAs are used to automate individual steps of a process, e. g. calling a web
service. HA, on the other hand, require human interaction. Thus, HA must pro-
vide features to support the assignment of a process enactment user interface.
Events may occur as StartEvent, IntermediateEvent or EndEvent. Obviously,
StartEvents describe conditions under which a process may start, while EndE-
vents define the termination of a process instance. IntermediateEvents may occur
at any given time during process execution and therefore enable process model-
ers to integrate real-world dynamics into their process models. Finally, Gateways
either refer to a ParallelGateway, InclusiveGateway, ExlusiveGateway, and Com-
plexGateway. All FlowObjects may be associated by artifacts. DataObjects may
be used to assign workflow relevant data to a process or a particular activity.
Finally, FlowObjects may be related to each other through ConnectingObjects
such as SequenceFlow, MessageFlow or Association.

4.4 Meta Model Integration

The previous sections set the ground to conceptually integrate MetaMIS and
BPMN meta models. Doing so expresses semantic relationships between the par-
tial models, which secure referential integrity between both, models and meta
models [14]. The integration of meta models is achieved by defining an IO to
be a subtype of the BPMN modeling element DataObject (see Fig. 4). Each IO
inherits the basic characteristics of the DataObject such as attributes of type
DataConnector. With respect to the desired enactment of integrated informa-
tion and process models, this allows for reusing process deployment approaches
that have already been defined in for DataObjects in BPMN. We provide fur-
ther integration of the respective meta models by introducing the new modeling
construct InformationObjectConnector (IOC) that allows to link process and
information meta models by an unique type of connector. Again, we applied
the inheritance pattern by defining IOC to be a subtype of a DataConnector in

DataObject

InformationObject

InformationObjectConnector HumanActivity

DimensionScopeCombination

PSSCombination

1..1

1..*

0..1 1..1

0..* 1..1

0..*
1..1

Fig. 4. MetaMIS and BPMN Meta Model Integration
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order to benefit from the runtime characteristics of a model type DataConnector.
An IOC is, finally, defined to have two associations, one to each an IO and an
HA. IOC may relate to exactly one IO and exactly one HA. Since information
relevant for performing a HA should always be defined by a single IO, a HA is
only allowed to have one potential IO assigned.

5 Prototype Development

Up to now we have shown, how information and process modeling can be in-
tegrated based on the integration of their meta models. We will now focus on
changes to typical BPMS runtime environments that were required to implement
a prototype (research question 2).

5.1 Extended BPMS Architecture

To facilitate the outline of our approach, we introduce a software architecture
that characterizes the components of a BPMS for process context sensitive in-
formation delivery (see Fig. 5). The BPMS architecture is based on studies of
available whitepapers of BPMS vendors and related publications on BPMS in
general [8, 17, 25].

The architecture is structured into five tiers. Located at the center is the Pro-
cess Context Sensitive Information Delivery tier (PCSID). It comprises a typical
BPM tier and the newly introduced Information tier. The BPM tier provides
capabilities for process enactment and the management of rules and arbitrary
sequences of events. The information tier is designed to provide the backend
functionality that enables integrated modeling, administration and execution of
context-sensitive process models.

Autonomous agents such as file crawlers that regularly screen group-directories
or file servers for new information can do information capturing. To support the
management of information, additional classification, filtering and navigation
components are located in the Information tier. Classification is required to in-
tegrate newly identified information into the modeled information structures.
Filtering components provide features to filter relevant information according to
process contexts such as the actual user, requesting context sensitive informa-
tion. This may incorporate management of user access rights to customize the
subset of relevant information. Finally, providing navigational means empow-
ers users to not only view context-specific information, but also to navigate to
related information.

Placed at the side of the PCSID tier are both a Client tier and a Web tier.
Client tier and Web tier differ in terms of the underlying technological princi-
ples, e. g. remote method invocation vs. HTTP requests or Eclipse’s Rich Client
Platform vs. JavaServer Pages. However, the capabilities that each tier supplies
for modeling, administration and execution are complementary. In order to incor-
porate information modeling capabilities, the components to model, administer,



106 A. Stein and R. Fischer

Client Tier Process Context Sensitive Information Delivery Tier

Modeling+

Administration+

Execution+

BPM Tier

Enactment

Rules / Events

Repository / Connection Tier

Messages Records Documents Web Content

BAM / BOM Tier

Analysis

Web Tier

Modeling+

Administration+

Execution+

Information Tier

Capture

Transaction /
Persistence

Classification

Filtering

Navigation

Fig. 5. Extended BPMS Architecture for Context Sensitive Information Delivery

and execute must be adapted to handle the integrated meta model of informa-
tion and process modeling. Components that require changes when compared to
traditional BPMS are denoted by having a “+”-suffix (see again Fig. 5).

The Repository / Connection tier supplies features to access application data
such as messages, records, documents and web content. Access to this kind of
data is complementary to the build-in persistency of control and relevant data
of process enactment as required by the BPM and Information tier. The archi-
tecture of a BPMS is completed by a BAM/BOM tier, where functionality to
track events that are generated during process enactment and comprehensive
analysis features are located.

5.2 Prototype Implementation

The prototype has been implemented as an extension to SAP NetWeaver Busi-
ness Process Management. SAP NetWeaver BPM consists of three major com-
ponents: A process composer providing BPMO functionalities, a process server
for BPE and a process desk that provides a humans task interface for HA. Our
prototype environment uses an instance of Microsoft Office SharePoint Server
2007 (MOSS) as document repository. The integration of the information tier
and the MOSS instance is based on Web services. Modelling and displaying con-
text sensitive information at design- and runtime, required extensions to both
process composer and process desk. In the following, we briefly depict our proto-
type’s components for the proof-of-concept step of our Design Science approach
(see Section 1).

According to the life cycle of creating, deploying and running context sensi-
tive process models, we first focus on the Information Composer component that
extends SAP’s process composer. The Information Composer allows modeling
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of business processes including a specification of context sensitive information.
To model this information, a process and / or information modeler first adds a
new IO shape from the palette of modeling concepts onto the modeling canvas.
Context sensitive information, i. e. DSC, Dimension, and DO can then be mod-
eled by using the IO’s property editor that is shown below the modeling canvas
(see Fig. 6).

Fig. 6. Information Composer

Note that only dimensions of relevant context information are defined at this
point. Files or documents are never assigned directly to a particular process step.
Associating an IO to an HA is done through connecting the corresponding IO
and activity over a visual link, which instantiates an IOC object. The exam-
ple given in Fig. 6 illustrates a defined DG “Customers”, having a Dimension
“Customers by Branch” that contains DO “Manufacturing”, “Finance”, “Real
Estate”, and “Logistics” (see “Repository View” in Fig. 6). Out of this defined
DG only Customers that fall into the “Finance” category have been selected to
be relevant (see “Information Object View” in Fig. 6, bottom right). Assuming
the just defined process model has been finalized and deployed onto a BPE en-
vironment, e. g. SAP’s process server, now a component that displays context
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Fig. 7. Information Browser

sensitive information next to the HA-interface is required. We therefore adapted
SAP’s process desk. Our prototype empowers the users to not only show rele-
vant information that has been modeled at design-time, but also to change the
initial context according to their needs at runtime. The initial context will al-
ways be the exact representation of what the information modeler has defined
at design-time (e. g., compare IO element “Finance” of Fig. 7).

The lower right part of Fig.7 shows a company’s information space. This
view allows the user to navigate within the entirety of all available information.
Particular files, e-mails and documents, are always requested from the underlying
data source (e. g. MOSS) according to the current process context as defined by
the IO. Users may modify the initial configuration of the IO by removing and
adding items into the IO. The example shown in Fig. 7 indicates that only four
documents (shown in the center) are available for the current process context,
e. g. the given combination of DO “Finance” and “Best Practice”.

6 Conclusion and Outlook

In this paper, we provide a conceptual approach to combine existing BPM prin-
ciples, in particular graphical modeling of business processes, with existing con-
cepts that allow modeling information needs. Based on a review of existing liter-
ature on BPM and information modeling, we argue that adding context sensitive
information to human process steps improves the users’ experience in terms of
human computer interaction. Moreover, human decision makers are supported
while performing human process steps. Following the given design science ap-
proach, we integrated separated meta models and evaluated our concept by a
comprehensive proof-of-concept implementation based on commercial, state-of-
the-art BPM tools.
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Although the prototypical implementation provides a first step to prove the
fundamental applicability of the approach, the information capturing, classifica-
tion, and filtering could not be evaluated. This was mainly due to the enormous
technology stack the implementation had to cope with. Furthermore, manual
tagging of information elements as performed in this approach is not feasible for
the usual amount of data in organizations. Further implementations should focus
on automating the assignment of metadata to documents, files or record sets by
using semantic technologies like ontologies, as applied in, e. g., [1]. Future studies
should moreover focus on lifecycle aspects of process context sensitive informa-
tion delivery. In doing so, incorporating features provided by BAM or BOM
should be examined, since possibilities of providing long term improvements can
only be anticipated up to now.
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Abstract. Supply Chain Operations Reference (SCOR) and Value Reference 
Model (VRM) are two popular business process reference models. Practitioners 
have suggested integrating these frameworks for achieving maximum value 
from the reference models. However, there are no methods and tools available 
for the integration of SCOR and VRM. The goal of the research is to find simi-
larities and patterns of differences in the aforementioned reference models. The 
obtained results are applied to propose blueprint of guidelines for joint use of 
SCOR and VRM. The paper also presents a comparison between SCOR and 
VRM from several perspectives, which can support a semantic realignment of 
processes between the categories proposed by the two management frame-
works. 

1 Introduction 

In Business Process Management reference models facilitate achievement of high-
quality design while keeping the necessary resources at an acceptable level [1]. Being 
generic conceptual models that to a particular extent formalize industrial experience 
in a special domain, they represent frameworks that serve as representations of best 
practices, have universal applicability, are reusable, and help to reduce process design 
time and assure high design quality [1], [2]. As the market of available reference 
model evolves, the available frameworks must be evaluated and compared [1].  

Supply Chain Operations Reference (SCOR) [3] and Value Reference Model 
(VRM) [4], [5] are two popular business process reference models. Companies and 
networks of enterprises, which are aiming to use reference models in the development 
or re-engineering of their business processes, are interested in pros and cons of both 
frameworks and their degree of compatibility [6], [7]. Currently, few practical  
observations and opinions are available concerning similarities, differences, and  
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compatibility of these frameworks [7], [8].  However, while the continuing debate on 
the importance of supply chain management versus the value chain concepts con-
verges into the conclusion that the next level of business performance will be 
achieved by companies that learn to integrate fully the concurrent flows of value and 
supply [7], there is no research available that would consider thoroughly similarities 
and differences of both frameworks and suggest frameworks analysis based guide-
lines of joint use of SCOR and VRM. Therefore, the purpose of the research reflected 
in this paper is to investigate both reference models in order to find similarities and/or 
patterns of differences in the frameworks, which could be used as a basis of guide-
lines for joint use or, in contrary, as arguments against joint use of SCOR and VRM. 
We apply multi-perspective analysis as a research method for achieving the research 
goal. Current findings reflected in this paper can be useful for companies which in-
tend to base their business process development efforts on the aforementioned frame-
works as well as for researchers working on development of new or assessment of 
existing business process reference models. 

The paper is structured as follows: Section 2 introduces SCOR and VRM using 
guidelines for comparison of reference models [2]. In Sections 3 to 6 we analyze 
SCOR and VRM from the perspectives of framework architectures, business process 
definitions, conceptual structures and experimental application of reference models 
respectively. For these perspectives we present our findings concerning (1) similari-
ties and/or patterns of differences of the reference models; (2) possibilities to  
“translate” particular parts of one model into language of another model, and (3) pos-
sibilities to extend one model with the parts of another model or substitute parts of 
one model with parts of another model. We briefly discuss related work in Section 7 
and sum-up guidelines for joint use of the frameworks in as part of our conclusions. 

2 Feature-Based Comparison 

The role of this section is twofold. First, it introduces SCOR and VRM frameworks 
and, second, it presents a comparison of the reference models from the first perspec-
tive of their analysis, i.e. a perspective of feature analysis of the models.  

VRM and SCOR are standardized business process frameworks comprising 
process models with their inputs and outputs, metrics, and best practices. The frame-
works provide common languages and taxonomies for communication purposes.  

In the context of SCOR and VRM, the framework concept refers to a set of  
theories widely accepted and used by value network or supply chain processes practi-
tioners. The theories apply to the composition of common language, metrics, meas-
ures and best practices. Therefore, the aforementioned frameworks, in the form of 
business process reference models, enable supply and value chain practitioners to 
communicate, benchmark, and compare against other competitors in the industry, or 
align processes with their partners. 

Feature analysis of SCOR and VRM is based on suggestions for comparing refer-
ence models available in [1] and [2]. Fettke et al. [2] have developed four categories 
of criteria for describing process reference models. Altogether these categories in-
clude 16 criteria, which are represented in column 2 of Table 1. The categories are 
represented in Column 1 respectively. Fettke at al. have evaluated SCOR in 2006 [2]. 
In Table 1the information inherited from [2] is marked by grey font.  
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Table 1. SCOR and VRM in the light of 16 criteria suggested by [1] (year 2012) 

Category Criterion SCOR VRM 

R
ef

er
en

ce
 M

od
el

 

Number 

Release date of the first version* 

Version analyzed* 

n/a 

November, 1996 

 

10.0 

n/a 

September, 2006 

 

2.2 

Name Supply Chain Operations Reference Model

(SCOR Model) 

Value Reference Model (VRM) 

Primary Literature (Secondary litera-

ture) 

[4], Ref 46, 47, and 48 in [2], [9] [10] 

G
en

er
al

 C
ha

ra
ct

er
iz

at
io

n 

Origin Practice Practice 

Responsibility for Modeling Supply Chain Inc. Value-Chain Group 

Access Limited 

Member price:  

companies – 300-5000USD 

Individuals – not offered 

Limited 

Member price:  

companies – 600-4800 USD  

Individuals – 300USD 

Tool Support Yes Yes 

C
on

st
ru

ct
io

n 

Domain Function, Supply Chain Management Function, Value Chain Management 

Modeling Language(s) Graphical and Verbal Graphical and Verbal 

Modeling Framework Yes Yes 

Size 185 the smallest granularity processes 214 the smallest granularity processes 

Construction Method Similar to data flow diagram Similar to data flow diagram 

Evaluation n.s. n.s. 

A
pp

lic
at

io
n 

Application method(s) Training and Certification [11] Value-Chain Group’s Education and 

Training  [12] 

Reuse and Customization Specification and configuration tool Specification and configuration tool 

Use Case (s) Multiple Multiple 

* not used in [2] 

3 Comparison of Framework Architectures 

Both frameworks have their specific forms of representation that are well recogniza-
ble by their users. SCOR is presented as a leveled structure of processes: four opera-
tional processes (their categories) at the second level, the detailed variations of these 
processes at the third level, leaving the fourth level of models to be designed by the 
company applying the framework. VRM specifies first three levels of five level py-
ramid (namely, Strategic, Tactical, and Operational ones) leaving Activities and Ac-
tions levels for choice/design of companies. Traditional visualizations of architectures 
of both frameworks are available at [3] and [4]. In this paper we use different form of 
architecture representation, which is obtained by analysis of process details of both 
frameworks.  

We start the comparison from the operational core of the models represented in 
Fig. 1 and then present the frameworks in a two level architecture (one level for oper-
ational core, another level for the chain) in Fig 2. At core level, SCOR addresses four 
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process categories, giving for each of them several specific models; VRM addresses 
nine process categories and provides one process model for each of them (see Fig. 1). 
The VRM framework refers to the supply chain through the process categories Ac-
quire, Build, and Fulfill. From the point of view of definitions, Source in SCOR maps 
to Acquire in VRM, Make maps to Build, and Deliver maps to Fulfill (Fig. 1 and 
Table 2).  

Table 2. Examples of process definitions from SCOR and VRM [4] 

SCOR VRM 

Source: The processes associated with ordering, delivery, 
receipt and transfer of raw material items, 
subassemblies, product and/or services. 

Acquire: The process of procuring goods and services 
to forecasted or actual value chain demand. 

Make: The process of adding value to products through 
mixing, separating, forming, machining, and chemical 
processes. 

Build: The process of transforming product to a fi-
nished state to meet forecasted or actual demand. 

Deliver: The processes associated with performing cus-
tomer-facing order management and order fulfillment 
activities. 

Fulfill: Processes that provide finished goods and 
services to meet planned or actual demand. 

 
However, none of variations of models from SCOR process categories are exactly 

the same as their corresponding processes in VRM. The fact that SCOR provides 
specific processes for different production situations makes it more directly applicable 
for companies than processes of VRM. One more difference is that the supply chain 
of VRM does not include Return processes. Some return issues can be found in the 
description of Support process category, which is not denoted as supply chain process 
in VRM (dashed link in Fig 1). 

In Fig. 2 the architecture of the reference models is represented at two levels: (1) 
the chain level and (2) core level. The Operational Process area corresponds to any 
SCOR or VRM process represented in Fig. 1. Areas with darker filling are those 
where process decompositions are available in the framework. Lighter filled areas 
denote processes that do not have further decomposition in the framework. These are 
Value Chain and Supply Chain, because they would refer to actual value or supply 
chains at the company. Govern Information and Govern Finance have no decomposi-
tion here, because the architecture in Fig. 2 shows their particular parts that corres-
pond to particular operational process. All these parts together form Govern Informa-
tion and Govern Finance processes as they are shown originally in VRM. 

More formally, at the process level, each VRM operational process Pi  (i=1,.., 9) 
has its decomposition, it is supported with a Govern Pi process, which has its own 
decomposition, the Plan Pi process, which has its decomposition, and parts of Govern 
Information and Plan Information processes. For SCOR, at the process level, each 
operational process Pij (i=1,..,4; j1=3, j2=3, j3=4, j4=6; see Fig. 1) has its decomposi-
tion; it is supported with Enable Pi and Plan Pi process for any j, and Plan and Enable 
processes have their decompositions. 

At the chain level VRM has the same pattern as at the operational level except the 
Information and Finance are Governed instead of Planned, and these processes have 
sub-processes. SCOR explicitly defines the process Enable Plan Supply Chain, there-
fore it is positioned above Plan, not next to the Supply Chain although in its contents 
it is very similar to Govern Value Chain of VRM.  
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VRM

SCOR

Source

Source Stocked
Products

Source Make-to-
Order Products

Make
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Source Engineer-to-
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Deliver
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Product
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Deliver Retail Product

Deliver Return MRO
Product

Source Return Exscess
Product
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Supply chain
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Research
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Develop
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Brand
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Fig. 1. Operational core of SCOR and VRM (links show correspondence between process 
classes) 

 

Fig. 2. Comparison of architectures of SCOR and VRM 

The architecture in Fig. 1 helps to search for similar processes in SCOR and VRM. 
Operational processes in SCOR are similar to particular operational processes in 
VRM as it was described earlier. The VRM framework tries to encapsulate supply 
chain specific processes into a composite structure comprising product design chain 
and customer relationship chain as well. Taking into consideration that one of the 
SCOR goals is to enable practitioners to align their processes with their supply chain 
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partners, a SCOR standard approach for process alignment (Fig. 3, upper part) could 
be further extended for VRM (Fig. 3, bottom part) at a high level of abstraction. 

Possible mappings at core level could be Plan of SCOR to Plan of VRM, as well as 
Enable of SCOR to Govern of VCOR (including information and finance). At chain 
level the architectures suggest mappings between Plan of SCOR and Plan Value 
Chain of VRM.  

 

 

Fig. 3. SCOR [3] and VRM [4] core process alignment possibility at a high level of abstraction  

Other mappings are not so straight forward and require careful examination of the 
sub-processes. With respect to substitution possibilities, - they depend on the abstrac-
tion level at which the reference models are used. If information flows are not an 
actual concern, then quite general supply chain process categories of VRM can be 
substituted by corresponding more specifically described process categories from 
SCOR (e.g., Make to Order instead of Build), however there can be cases where it is 
not feasible to substitute the processes even when it looks appropriate at a high level 
of abstraction. In the next section we will pay more attention to the information flows 
and process details, which will show that similarities of frameworks at a high level of 
abstraction can go in hand with considerable differences at lower levels of abstraction. 

4 Process Analysis-Based Comparison 

In this section we will use one example of processes that are very similar at the level 
of definitions to show what problems may arise if they are to be translated one into 
another. In Table 2, looking at definitions of Plan Source from SCOR and Plan, Ac-
quire from VRM, we can conclude that both processes are similar and could be 
“translated” one into another. In Table 3, additional information about these processes 
is represented.  Plan Source and Plan, Acquire have four sub-processes, which have 
almost identical definitions in both frameworks. At this level of abstraction we can 
assume that the processes can be translated one into another, as well as they could be 
substituted one with another. Looking more cautiously, we would see that the metrics 
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in frameworks for these processes are bit different and could hinder straight forward 
translation or substitution of processes. If metrics are not the main focus of use of 
these frameworks, this issue can be left out of the discussion and so it is done in this 
paper. In Table 4 one sub-process of Plan Source and the corresponding sub-process 
of Plan, Acquire are shown with their inputs and outputs. 

Table 3. Plan Source and Plan, Acquire [4] 

Comparison 
position 

SCOR VRM 

Acronym and 
title 

P2 Plan Source PA Plan, Acquire 

Sub-processes P2.1 Identify, Prioritize and Aggregate Product Requirements 
The process of identifying, prioritizing, and considering, as a 
whole with constituent parts, all sources of demand for a 
product or service in the supply chain. 
P2.2 Identify, Assess and Aggregate Product Resources 
The process of identifying, evaluating, and considering, as a 
whole with constituent parts, all material and other resources 
used to add value in the supply chain for a product or services. 
P2.3 Balance Product Resources with Product Requirements 
The process of developing a time-phased course of action that 
commits resources to meet requirements. 
P2.4 Establish Sourcing Plans 
The establishment of courses of action over specified time 
periods that represent a projected appropriation of supply 
resources to meet sourcing plan requirements. 

PA1 - Gather Requirements, Acquire 
To collect and structure the external factors and 
internal strategies so that a plan can be developed. 
PA2 - Assess Resources, Acquire 
To understand and structure the status of the 
enterprise assets so that the impact of the require-
ments can be assessed. 
PA3 - Align Resources, Acquire 
Harmonization of the current status of the assets 
with the change from the requirements and 
identifying the actions to reach equilibrium 
PA4 - Create Plan, Acquire 
The establishment and communication of courses 
of action over the appropriate time-defined … 
planning horizon and interval, representing a 
projected appropriation of value-chain resources to 
meet market requirements. 

Table 4. Plan Source and Plan, Acquire (one level down) [4] 

Comparison position SCOR VRM 
Acronym and title P2.1 Identify, Prioritize and Aggregate Product 

Requirements 
PA1 - Gather Requirements, Acquire 

Inputs Production Plans from P3.4 
Delivery Plans from P4.4 
Planning Data  from EP.3 
Supply Chain Plans from P1.4 
Item Master from EP.7 
Source Return Requirements from P5.4 
Order Signal from sD2.3, from D3.3 
Bill Of Materials from EP.7 
Product Routings from EP.7 

Business Objectives, Acquire from PV4 
Schedule, Production from B01 
Source Package from D08 

Outputs Product Requirements to  to P2.3 Requirements, Acquire to PV1 
Requirements, Acquire to PA3 

 
While outputs of both sub-processes are similar, the inputs differ considerably. To  

better see the differences the inputs of Plan Source and Plan, Acquire are represented 
graphically (Fig. 4). We can see differences in input contents (e.g., Business objectives is 
information which is available only to Plan, Acquire. On the other hand, Plan Source 
receives multiple inputs from two times more sources than Plan, Acquire. For Plan, Ac-
quire the information is much more packaged which shows that both processes internally 
will have different approaches of information handling. It is possible to do analysis of 
inputs step by step further. By doing this we will learn that in, this case, SCOR does not 
suggest any information about how Bill of Materials, Item Master and Product Routings 
can be obtained, while reasons behind Source Package will be possible to find in VRM. 
By decomposing information we can discover more commonalities in the frameworks, 
however, the flows of information are different and cannot be easily translated or substi-
tuted in-between the frameworks. 
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Fig. 4. Graphical Representation of inputs of two similar processes. Legend for SCOR 
processes is as follows P1.4 - Establish & Communicate Supply-Chain Plans; EP3 - Manage 
Plan Data Collection; EP7 - Manage Planning Configuration; P4.4- Establish Delivery Plans; 
P5.4-  Establish and Communicate Return Plans; D2.3 - Reserve Inventory and Determine 
Delivery Date; D3.3 - Enter Order, Commit Resources & Launch Program. 

Thus, we can conclude that at lower levels of abstraction any translations and subs-
titutions can be made only after careful analysis of information flows among the 
processes. Their mapping onto the framework architecture can help to better under-
stand where the sinks on sources of information flow are situated.  

5 Conceptual Semantic Structure Mapping 

For this approach we employ ontology mapping techniques to mediate between the 
two different views on value creation. Both frameworks are, at their core, taxonomies 
of process classes complemented by taxonomies of metrics. This maps directly to the 
backbone of any OWL ontology [13]: the class subsumption hierarchy (the 
rdfs:subClassOf taxonomy).  

In SCOR, the semantic relations between the framework levels are as follows: 

• On level 1 we have the most abstract process classes: Plan, Source, Make, De-
liver, Return; 

• On level 2, each level 1 class is specialized in disjoint subclasses: 
:Source owl:disjointUnionOf (:S1 :S2 … ). 
:Make owl:disjointUnionOf (:M1 :M2 … ). 
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OWL inferences triggered by these declarations will generate statements like: 
:S1 rdfs:subClassOf :Source. 
:M1 rdfs:subClassOf :Make. 

• On level 3, again we have subclasses: 
:S1 owl:disjointUnionOf (:S1-1 :S1-2 …). 
…which will further build up the taxonomy: 
:S1-1 rdfs:subClassOf :S1. 
:S1-2 rdfs:subClassOf :S1. 

• On level 4, SCOR shifts from the model level to the instance level and inte-
grates actual business processes in the previously established categories. Con-
sidering some custom business processes identified by :MyDeliveryProcess 
and :MyStockSourcingProcess, we can have: 
:MyDeliveryProcess rdf:type :D11. 
:MyStockSourcingProcess rdf:type :S11. 

• Further on, we have the components of these processes which can be semanti-
cally modeled with a primitive construct provided by the Semantic Web para-
digm, the containers. We consider a generic process for exemplifying the 
structure, in Fig 5: 
 

 

Fig. 5. Generic example of a business process model, represented with [14] 

First, a process is an ordered sequence of actions: 
:MyDeliveryProcess  rdf:type rdf:Seq;rdf:_1 :StartPoint;rdf:_2 
:Activity1; rdf:_3 :Parallelity; rdf:_4 :Decision1; rdf:_5 :StopPoint. 

Each parallelity is a bag of paths that can be considered subprocesses: 
:Parallelity   rdf:type rdf:Bag; 
rdfs:member :ParalPath1; rdfs:member :ParalPath2. 

Further on, the same pattern can be used to model decisions, this time using a bag 
of alternative subprocesses: 
:Decision   rdf:type rdf:Alt; 
 rdfs:member :DecisionPath1; rdfs:member :DecisionPath2. 

Each of these paths, regardless if they belong to the parallelity or to the decision 
fork, can be again modelled as sequences, in the same manner as any process. 
:DecisionPath1  rdf:type :Subprocess, rdf:Seq; rdf:_1 
:StartPointDecisionPath1; ……………. 

Obviously, semantic annotations and more detailed descriptions can be attached to all 
elements of a process: 
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:Activity1 :hasCost 100. 
:Decision1 :hasCondition "product test passed". 
Finally, each instance level process component can be assigned to their node type 

explicitly… 
:Activity1 rdf:type :Activity. 
:Decision1 rdf:type :Decision. 
…or by rules, based on some key property, such as cost for activity: 
:hasCost rdfs:domain :Activity; rdfs:range xsd:integer. 

This representation leads to a view on SCOR that can be managed as an ontology. A 
similar structure can be developed for VRM, then semantic mapping rules can inte-
grate the two views with an alignment ontology. Common mapping techniques rely 
on equivalence declarations (owl:equivalentClass for process categories considered 
similar, such as Make and Build) but also partial semantic overlapping is possible 
using mediating concepts as recommended by ontology term reconciling techniques 
[15], [16]. 

In Fig. 6 we emphasize the fact that the classes of Return processes from SCOR 
and Support from VRM encompass some processes but are not completely over-
lapped. 

Mediating concepts can be added to the ontology: 
 

 
Fig. 6. Mediating concepts used for mapping Return and Support process categories 

:ReturnOrSupport will contain all processes from the two categories, while 
:ReturnAndSupport is a common subsummer to which the user can assign processes 
that are common. :ReturnNoSupport and SupportNoReturn are designated for 
processes that fit one framework but not the other (set differences). These can be de-
fined in OWL as follows: 

:ReturnOrSupport owl:unionOf (:Return :Support). 
:ReturnAndSupport owl:unionOf (:Return :Support). 
:ReturnNoSupport owl:intersectionOf (:Return [owl:complementOf :Support]). 
:SupportNoReturn owl:intersectionOf (:Support [owl:complementOf :Return]). 

This structure will support process type propagation and queries that will cross over 
boundaries of the frameworks. It can potentially support switching between views 
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such as those provided by Fig. 7 and Fig. 8. Of course, a prerequisite would be to 
have a modeling tool able to serialize its business process models according to the 
knowledge structure presented in this section and to query them accordingly. 

An example of ontology query that employs the mediation exemplified here and 
gives us all activities from all processes that fall under both Return (from SCOR) and 
Support (from VRM) is (using SPARQL [17]): 

SELECT ?x WHERE 
{?process rdf:type rdf:Seq, :ReturnAndSupport. 
?process ?relation ?x. 
?x rdf:type :Activity.} 

…while the next example would give us Return activities that do not fall under the 
Support category of VRM: 

SELECT ?x WHERE 
{?process rdf:type rdf:Seq, :ReturnNoSupport. 
?process ?relation ?x. 
?x rdf:type :Activity.} 

Another usage scenario for the ontological approach is to check flow compliancy in 
models such as those presented in Fig.4 and Fig.5. For example, SCOR specifies that 
D1.14 process category (the installation of a product) should take input from D1.13, 
D2.13, D3.13 (reception of a product at customer site). For compliancy checking, a 
rule can be added to the ontology: 

:D1-14InputSources  rdf:type    owl:Restriction; 
   owl:onProperty  :InputTo; 
   owl:hasValue  :D1-14; 

owl:oneOf   (:D1-13 :D2-13 :D3-13). 

In this way, the objects that can have the :InputTo relationship with :D1-14 are re-
stricted to the list of the 3 mentioned process categories. 

In a system where all process categories have been declared distinct (thus the 
unique naming assumption holds) and the user generates, using the modeling tool, the 
following statement… 

:S2-2   :InputTo   :D1-14. 
…then the ontology would trigger a SCOR compliancy problem. 

Thus we consider ontology mapping as a fitting solution for overcoming discrepan-
cies between these frameworks, with partial semantic overlapping. This research di-
rection can address two of the key problems mentioned in the introduction: the trans-
lation of existing models from one framework to another and the extension of one 
model with process categories from another. 

6 Application-Based Comparison 

Analyzing Figures 1-3 we can say that the two frameworks have different approaches 
to the supply chain. Translation at core level would be possible if we consider that 
both SCOR and VRM define the level1 processes as process types. This means that, 
by particularization, the processes types of VRM could grasp SCOR processes types 
details. Thus, to answer the question if the two frameworks can be converted one to 
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another we went deeper into detail at level 2 and level 3 processes for a concrete 
supply chain example. We applied SCOR and VRM to model the activity, informa-
tion, and material flow, in the context of a supply chain comprising two suppliers, a t-
shirt company, and its clients. The t-shirt company is divided in two parts: a factory 
and a warehouse. The warehouse receives orders from a client, and based on this or-
der it launches a production program. The clients have specific demands, meaning 
that they specify what material should be used for the t-shirt and provide the drawing 
that should be printed on the t-shirts. The t-shirt company supplies the material from 
Supplier 1, and the printed picture from Supplier 2. The supplies are sent to the facto-
ry that assembles the t-shirts. The final product is sent then to the warehouse. The 
warehouse ships the products to the customers using the services of a transportation 
company.  

We modeled the activity, information and material flow using SCOR (Fig. 7) and 
VRM (Fig. 8), with a customized version of [14], on the Open Model Initiative plat-
form [18]. Even though by birds view the models seem quite resembling, differences 
between them are obvious. 

A comparison of the two models as graphs showed the results reflected in Table 5. 

Table 5. Model element comparison 

 SCOR VRM  
Number of nodes 73 49 
Activities 55 33 
Decisions 3 3 
Parallelism  5 4 
Merging  2 2 
End 3 2 

  
The third level of both SCOR and VRM is the last level of process decomposition 

based on a common vocabulary. Thus, if a correspondence between the two frame-
works at this level would be possible, a dictionary could be written to allow transla-
tion between them. As the number of the nodes differs, the only way the translation 
would work is to suppose that combination of SCOR activities could define a VRM 
activity (ies) or vice versa. For instance, M3.1 + M3.2 = B01: The two SCOR activi-
ties on the right side of the equality, Finalize Production Engineering and Schedule 
Production Activities can be translated in VRM as Schedule Resources. In this case 
the further particularization of the activities should have a one to one relation. More 
than that, VRM does not provide the means to model some aspects that can be mod-
eled in SCOR. An example of such a case is the waste disposal process. 

 

 

Fig. 7. Activity, Information, and Material Flow (SCOR) 
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Fig. 8. Activity, Information, and Material Flow (VRM) 

7 Related Work 

Frameworks or criteria for comparison of business process reference models are pro-
vided in [1] and [2]. We have applied them in Section 2. Borros and Julio [19] pro-
pose to organize all processes in four macro-processes – collections of processes (1) 
for production of goods and services, (2) for development of new capabilities, (3) for 
business planning; and (4) for support of other processes. These groups of processes 
are used for developing process patterns and are not very handy for comparing several 
already existing reference models. Rebe et al [20] propose multi-purpose Reference 
Model for Supply Chain. However, this framework is not appropriate for analysis 
presented in this paper as it includes such elements as Simulation, TO-BE model  
description, etc. Additional information, from a practical point of view, about rela-
tionships between SCOR and VRM is available in [8]. The popularity of the frame-
works and their usability is approved also by implementations of SCOR and VRM in 
different enterprise and business process modeling tools, e.g. [21] and [22]. Some 
implementations approach supply chain management frameworks through metamo-
dels. For example, ADOLog [23] [24][25] is such a modeling tool. Visualization is-
sues have been approached in works such as [26]. Efforts regarding identification of 
commonalities in supply chain frameworks and implementation of supporting model-
ing tools are being spent in European projects such as ComVantage [27]. 

8 Conclusions 

The analysis of possibilities of joint use of SCOR and VRM from all perspectives 
described in this paper show that these possibilities depend on the level of abstraction 
and detail at which the frameworks are used. A blueprint set of recommendations can 
be helpful for joint use of SCOR and VRM: a. Reference model architecture represen-
tations described in Section 2 (Fig 2) help to see the correspondence between process 
categories in the reference models. b. Representation of processes next to each other 
in tables (e.g. Table 3) helps to visualize their commonalities and differences. Note 
that if in tables processes of interest of SCOR have non-identified inputs, - VRM 
processes – sources of input information for similar processes, are candidates for ex-
tending business processes that are based on SCOR with elements from VRM. c.  
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Representation of process inputs outputs onto architecture patterns (Fig. 3) for analy-
sis of information flows. d. Decomposition of information flows and analysis of re-
lated processes to make a decision on whether to use some subparts of another 
framework or not. e. Consideration of process combinations in one framework that 
correspond to single processes or process combinations in another framework. f. 
Modeling tool builders should take into consideration the possibility of exporting 
models in formats that support ontological alignment, such as RDF.        

A direct, one-to-one mapping between VRM and SCOR is not possible, as the two 
frameworks do not provide a common approach of supply chains. VRM was created 
for a more general purpose: to model aspects of a value chain, including the supply 
chain but not focusing on it. SCOR is a more specialized framework, focused on 
supply chains. However, ontology mapping techniques hold potential in providing a 
mediating knowledge model that can encompass both visions and render them as 
different interpretations to the same problem. We demonstrated also other analytical 
means that help to see how particular parts of the reference models can be translated, 
mapped, extended or substituted by elements from another framework. Our future 
work includes analysis of SCOR in combination with other Supply Chain Council’s 
reference models versus VRM using an ontological approach; and we will take into 
consideration similarity metrics for the ontological approach in order to get a quan-
titative measure of the semantic overlapping between the frameworks. 
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Abstract. In the modern economic reality the level of competitiveness of entire 
countries and national economies highly depends on innovative activity in the 
industry and technology. The present article analyzes the diffusion of a cluster 
model in international experience and the spread of spin-offs model as an 
effective solution for clusters’ efficiency increasing and a promising 
organizational form for successful functioning of ICT industry. The description 
of new approaches aimed to powering of links between industry and 
educational bodies in Russia is delivered too. A methodological proposal for 
evaluating of clusters’ competitiveness is formulated. 

Keywords: university clusters, spin-offs, innovation. 

1 Introduction 

Modern Russian economy faces a challenge linked to a transition to innovative way of 
development. It means not only the growth of innovative activity but the qualitative 
changes in the major part of spheres of economy. The directions of these changes are 
represented by forming of groups of the enterprises – clusters consisting of small 
innovative enterprises. Problems of their functioning and possibilities to form the 
clusters are an actual topic of research. 

The main condition of successful development of business is the open access to 
resources, information and credits. The number of small enterprises in Russia in 2010 
constituted hardly more than 1 million, the contribution to gross national product was 
equal to 12% (for comparison, in Europe about 20 million small and medium scale 
enterprises contributed to gross national product by more than 60%). In the USA 
more than 15 million of small enterprises contributed by 40% to gross national 
product [13]. Such insignificant number of small enterprises, in comparison to 
developed countries, is caused by considerable number of unresolved problems of 
small and medium business. The most important among them are problems of the 
State control and supervision, consisting in excessive checks and in all kinds of 
administrative barriers and infrastructural restrictions.  

In the conditions of market economy and globalization the necessity to increase the 
competitiveness of the country’s separate regions arises. In this context clusters 
become a reserve of growth of competitiveness at regional level as the accounting 
entities connected among themselves by close economic mutual relations and 
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supplementing each other. In the course of placing of production and development of 
regional economy there were various forms of the territorial organization [17]. 
Industrial areas, agglomerations, industrial knots, territorial and production complexes 
are traditionally allocated there. 

Clusters represent the modern, quickly extending form of the territorial 
organization of regional economy. Problems of clusters formation and realization of 
regional competitive advantages as a rule are considered at level of regions. The 
author's approach to concept determination «regional cluster» is based on theoretical 
concepts like placing theories. Porter’s determination of cluster focuses attention on 
its three properties: geographical localization, interrelation between the enterprises 
and technological coherence of industries. 

Different authors [1, 5, 11-14, 16] consider the achievement of possible synergetic 
effect as the consequence of interaction, influence on innovative development of 
region, long-term alliances in the field of production. The analysis of the basic 
approaches to determination of clusters has shown that in the scientific literature, as a 
rule, two moments are reflected: territorial localization of the interconnected 
companies and their possession of competitive advantages implemented in 
frameworks of cluster model of the territorial organization of economy.  

The international experience shows that namely small innovative enterprises 
represent the element that links together research and industry [1, 2, 6, 18]. They can 
assume the risk of transforming of business idea into industrial prototypes realization, 
without which it is impossible to evaluate how perspective the research idea will be 
on the market and if it’s worth commercial realization. This mechanism is realized by 
means of spin-offs companies. 

2 Clusters Model Description 

Under regional cluster we understand group of the interconnected companies 
localized in a certain region and the organizations cooperating with each other in the 
course of production and realization of the goods and services within the limits of a 
uniform chain of creation of cost for achievement of concrete economic effect and 
implementing competitive advantages of given territory. Unlike other forms of the 
territorial organization of economy, cluster is distinguished by market interaction 
between participants of the consolidations, based on a competition and cooperation, 
capability of adaptation to changing environmental conditions. Clusters are formed in 
the conditions of market economy when the enterprises are interested in strengthening 
of the competitive advantages and in reception of profits on joint activity in certain 
territory. 

Thus, regional cluster as a form of the territorial organization of economy is 
developed not only in the industries, but also in service trade. The cluster approach to 
the territorial organization of economy of region is directed on studying of operating 
conditions of the concrete enterprises and the organizations. 

International experience witnesses that cluster approach to regional growth 
assumes character of national strategy of economic policy of competitiveness 
increasing [5, 12, 14, 15, 18]. In the world practice three main models are known: 
North American, European and Asian, that are conditioned by traditions of economy 
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development of the different countries, security factorial conditions, branch structure 
of economy, a reservoir of the national and regional markets and a State role in 
economy. 

The North American model is characterized by small intervention of the federal 
government in process of regional clusters developments. The European region shows 
an active role of the federal authority in the course of realization of regional clusters 
development principles, determining methodical bases, promoting organizational 
development, performing financial support. It is connected to dependence on external 
deliveries of strategic kinds of resources, narrowness of national market outlets. If in 
the USA they are separated from each other, in Europe the state cooperates with 
businessmen, but without direct penetration into structures of large private industrial 
firms that distinguishes it from the Asian model of relations "state-business". On the 
basis of the analysis of the experience the leading role of clusters in stimulation of 
regional growth, an improvement in employment, growth of budgetary incomes, 
investment attraction becomes crucial. The companies which form clusters have 
higher financial indicators, labor efficiency, sales volume. 

The main research problems to be discussed consist in the theoretical justification 
and development of methodical approaches for forming of strategic development for 
economic clusters for large technology like oil and gas complex in the conditions of 
forming of national innovative system. 

So, the principal factors for universities research parks competitiveness treated as 
an innovation cluster around the universities should be investigated. In «new 
economy» the level of competitiveness of any country depends on innovative activity 
in industry and technology. In particular, the global problem of Russia which slows 
the development of innovations is the absence of history of success. In the 
international practice it is widely accepted that before placing investments into 
realization of new products and technologies the foreign companies analyze not only 
financial and economic conditions of separate subjects of national economy, but also 
take into consideration the number of successful innovative enterprises or 
businessmen grown in a certain country. In 2010 in Russia only 4-5% of industrial 
organizations developed and implemented innovative developments (in the USA this 
indicator exceeds 35%) in the activity, in small-scale business the innovative 
enterprises constitute less than 1% against 4-5% in the USA [3]. Research and 
technological parks represent the platform which allows initiating innovations, in its 
frameworks conditions for motivation of the enterprises and people to the creation of 
innovations, for their transformation into successful products and, hence, successful 
companies.  

3 Spin-Offs as an Efficient Organizational Business Form 

Innovative cluster is the localized set of industrial companies, the research centers, 
individual businessmen, high schools and other organizations with motivated and 
steady formal communications. From the point of view of the innovative clusters 
theory founder M. Porter [5, 16], clusters assume various forms depending on the 
depth and complexity, but the majority include: the companies of a "ready" product or 
service, suppliers of factors of production, financial institutions, firms in 
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accompanying industries. In a cluster, also, the firms working with sales channels or 
consumers, manufacturers of by-products, specialized providers of an infrastructure, 
the governmental and other organizations providing special training, formation, 
information receipt, carrying out of researches and giving technical support 
(universities, advanced training structures) often enter. The governmental structures, 
making essential impact on clusters, can be considered as its part. Many clusters 
include enterprise consolidations and other joint structures of a private sector, the 
organization on the cooperation, supporting members of cluster. Character of 
communications between the enterprises forming a cluster, can be both vertical and 
horizontal. Cluster can include itself the enterprises of one industry or different 
industries [5]. 

The analysis of international experience shows the broad diffusion of spin-offs 
phenomenon all over the world [6]. So, in Australia the growth of spin-off firms is 
being verified since the beginning of 80s and the peaks of activity were registered few 
times since 80s until 2000; the financing of spin-offs in Australia is distributed in the 
following way: 33% falls onto the research bodies, 23% onto privates and 15% is 
delivered by venture funds. Less than 15% don’t obtain financing and the investing in 
their activity is limited by the obtaining of technological license.  

In Canada, according to the data of National Research Council of Canada in 80s 
205 such firms and 444 in 90s were opened on the base of 45 leading universities. The 
program of new industrial applications sustaining covered with proper financing 40% 
of opened spin-offs on the universities base. The equity share of research bodies 
amounted to 50% and large universities can permit themselves to have proper funds to 
develop such enterprises. 

French experience shows that in 80s 387 spin-off firms were opened (including 
those opened by professors, researchers and students). The peak of spin-offs had 
fallen onto the end of ’80 and beginning of ’90, but after that, in the 2000s the 
reduction of their number was registered. In France the financing of spin-offs is the 
combination of proper funds of the universities, private funds, banks, venture capital 
and capital of other firms. 

In Italy regional and national institutions are increasingly becoming aware of the 
importance of supporting innovation and research. Fiscal incentives and programs like 
“Industria 2015”1 are among the numerous possibilities of co-financing. Still, Italy is 
experiencing a significant lack of venture capital activity and the industry is not as 
developed compared to ones of other European countries. However, venture capital in 
Italy is starting to grow. 

The Italian experience is particularly interesting because of the dominated presence 
of SMEs in the industrial tissue of the country [14]. A very interesting example of 
spin-off successful functioning and of the synergy between universities (in particular 
public resources and founds) industry and finance is the PharmEste Ltd, a spin-off of 

                                                           
1  “Industria 2015” is the name of the synthetic Bill (proposed law) aimed to enhance the 

competitiveness and industrial policy, approved on 22 September 2006 by the second 
government lead by Romano Prodi. Industry 2015 provides the strategic lines of the Italian 
industrial policy, basing them on a conception of industry which integrates not only the 
manufacturing but also advanced services and new technologies in the medium-long term 
(2015). 
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the University of Ferrara. PharmEste, founded as a USOs of the University of Ferrara 
is a private drug development biopharmaceutical company based on a unique 
Transient Receptor Potential (TRPs) ion channel technology platform that brings 
together strong expertise on TRPs area and industrial competences in research & 
development process applied to small molecule therapeutics [11]. 

Another Italian reality, famous for its synergy between research and industry is 
Etna Valley, a large conglomerate of small innovative enterprises (electronics and 
semiconductors) concentrated in Catania area in Sicily. In 1997, in Catania the new 
ST Microelectronics factory was opened (the multinational microchip firm created by 
the merger between SGS Italiana and the components sector of the French enterprise 
Thomson). Only few years after a solid group of horizontally and vertically integrated 
firms emerged from just one firm, representing a positive reference point on the 
Italian and European industrial panorama. Recent developments were caused by the 
decision of several large companies to establish important production divisions and 
research centers in the Etna Valley. Vodafone, Nokia, IBM, Nortel and Sicos have all 
set up business in Catania. 

Meanwhile the side industries generated by ST Microelectronics have prompted 
the development of hundreds of small and very small firms, supplying the 
microelectronic giant with components and equipment previously imported from 
abroad. There are also other sectors with a high technological content - but outside the 
area of electronics, information and communication technology - which find an area 
for potential development on the slopes of Etna. This particularly applies to Wyeth 
Lederle, a leading European pharmaceutical firm carrying out important research in 
the vaccine sector. In just seven years, the Etna Valley has become an essential 
reference point in Italian economic system: more than 1,200 firms, one thousand of 
them resulting from initiatives by very young local entrepreneurs; about 200 national 
firms which have chosen Catania to develop their businesses; and 23 multinationals. 
This has also resulted from the strong integration which has taken place across firms, 
local institutions and universities. It has allowed the companies established in the area 
to identify young people who are adequately trained, as well as providing incentives 
for new infrastructure and a drastic simplification of the administrative procedures 
necessary in the establishment of new firms [19]. Even in crisis times this reality 
showed a stable growth: +14,3% of export in January-September of 2011 [15]. 

In order to facilitate the transition from bench to market and with the aim of 
providing brilliant academic scientists with the necessary instruments to best use their 
innovative ideas and translate them in commercial technologies, 90.7% of the Italian 
universities are now flanked by a Technology Transfer Office (TTO), each staffed 
with an average of 4 people (an increase of one employee from 2003). TTOs’ main 
objective is to accelerate the creation of entrepreneurial activities, by offering 
assistance and valuable instruments to spin-offs venture capital investments in Italy 
are far less than the US’s, but are growing. According to AIFI, the Italian Private 
Equity and Venture Capital Association, in the first six months of 2010 early stage 
investments accounted for 51 deals (€41 million), on par to surpass the number of 
deals registered in 2009 [4]. 

The spin-offs are majorly diffused in the USA and all the information is gathered 
by the Association of University Technology Managers. The companies, founded by 
professors or researchers has no status of spin-off company. By the end of ‘90s the 
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average number of new companies a year reached 281 firms. From this point of view 
the example of “Hewlett-Packard” company is rather demonstrative. Almost 90% of 
all research is being developed in the laboratories of the company itself and only 10% 
are placed in the university laboratories. The most important here is that HP, for sure, 
would have been able to fulfill all the tasks independently, but the cooperation with 
the universities brings other very important advantages. It is the possibility to 
exchange opinions, exchange new scientific ideas, select best students for work and, 
the most important, is the positioning of the firm as the company which supports 
higher education. 

Nowadays the similar approach is being carried out in Russia too. It regards the 
development of Special Economic Zones (SEZ), formalized by the Federal Law about 
SEZ N° 116 dated 22 of July, 2005. This new form of economic activity for Russia 
includes, in particular, the so-called SEZ of innovation implementation type which are 
engaged in promotion, industrial realization and further commercialization of 
scientific research results. These zones are located in four Russian cities, traditionally 
strong in scientific field (Tomsk, Dubna, Zelenograd and Saint Petersburg) and the 
enterprises-residents of these zones have strong relations with the educational bodies 
present there. The research projects conducted there cover the fields of new materials, 
ICT, energy-saving technologies, bio- and nanotechnologies and some others. These 
business agglomerations are characterized by the strong presence of IT enterprises 
and their share among the total of residents, according to a survey of Ministry of 
Economic Development of Russian Federation [20] was equal in June 2012 to 46%. 

The majority of literature on research parks shows that most university research 
parks are not effective economic interventions. This is surprising because cluster 
theory [5] suggests that university research parks ought to have positive effect on 
economic activity. It is possible that the real implementation of university research 
park is not following the prescriptions of cluster theory and that addressing this 
shortcoming may provide more effective economic impact. 

4 Clusters Analysis: An Advanced Methodology 

In the work [3] a model for evaluating the efficiency of a cluster was proposed. It was 
determined that there is the number of independent and dependent variables for such 
type of analysis. We have assumed that the main independent variables are to be: 

- university knowledge: R&D expenditures in science and technology; 
- university faculty capital: number of faculty members in science and technology 

fields; 
- university human capital: number of degrees awarded in science and technology 

fields (bachelors, masters, doctors’ degrees). 

We have also assumed that the main dependent variable was given by the number of 
technology-based firms in a cluster in each of principal technology fields for the park. 

So, three main research hypotheses were included in our investigation: 

- H1: there is a correlation between the strength of the university’s research 
capacity in specific technology fields to the technical needs of firms located in 
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the associated university research park. The variable research capacity referred 
to university’s R&D [3]. 

- H2: there is a correlation between the number of faculty in specific technology 
fields at the university and the technical needs of firms located in the associated 
university research park. The variable human capacity refers to the total number 
of scientists in research and technology fields. Companies obtain knowledge by 
establishing relations with university scientists. 

- H3: there is a correlation between the number of graduating students at the 
university and the technical needs of firms located in the associated university 
research park. 

The variable of labor pool refers total number of degrees granted at university in 
science and technology fields. This variable has been used in the studies of [5] 
authors. 

Statistical analysis is the principal instrument for further research. The statistical 
procedures ought to be done into two steps. In the first one the null hypotheses must 
be formulated for each of the research hypotheses. The following null hypotheses can 
be formulated: 

- NH1: there is no correlation between the strength of the university’s research 
capacity in specific technology fields to the technical needs of firms located in 
the associated university research park. 

- NH2: there is no correlation between the number of faculty in specific 
technology fields at the university and the technical needs of firms located in the 
associated university research park. 

- NH3: there is no correlation between the number of graduating students at the 
university and the technical needs of firms located in the associated university 
research park. 

We ought to choose the alpha level for statistical tests. It seems reasonable to choose 
0.05: it indicates that null hypotheses are rejected if the sample outcome was among 
the results that occurred no more than 5 percent. The statistical test is assumed to be 
the two-tailed test; the region of rejection is located at both left and right tails. The 
decision to locate the region of rejection in two tails must be based on the hypotheses 
and the size of the sample. Two tails test are usually more stringent than one tailed 
test. It indicates that a result which is significant in two tailed test is also significant in 
a one tailed test (but not vice versa). 

At the second step descriptive analysis ought to be conducted. The descriptive 
analysis for variables will include percentages. It is assumed that correlation analysis 
will be performed using parametric test and Pearson product-moment correlation 
coefficient. Data ought to be normalized to determine the strength of each university 
using three variables of research capacity, human capital and specialized labor pool 
across major technological fields. 

Still, all factors considered in the model are factors of internal to the enterprise 
nature. Our proposal consists in extending its frames by including different external 
parameters. In particular, we propose to consider the state-of-the-art of the legislative 
base in this matter and the grade of mutual trust between the economic agents. 

The actuality of spin-offs activity analysis in Russia is conditioned by the adoption 
of Federal Law N° 127 “About Science and the State Scientific and Technical Policy” 
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which permits to institutes and universities to create small innovative enterprises. 
Still, very often it is not convenient for large companies to invest in spin-off firms, but 
to open a proper innovative unit with the purpose of new products developing. 
Recently amendments to this Law have been approved and it permitted to the 
universities to create enterprises for practical realization of their scientific results 
without a founder (State) consensus. It also previews the possibility to involve other 
juridical persons if the share of the university exceeds 25% in the joint-stock company 
and 33% in limited liabilities. The share of the other persons in the social capital must 
be paid by money means at least by 50%. This law permits to the authors of a 
scientific invention created in the State institute or university to carry out the 
commercial activity in the high-tech sphere. 

The innovation risk is the reason by which many large companies don’t realize 
broad-scale investments: they need at least some guaranty of success. So, from the 
practical point of view the application of research to the industrial process became  
the niche of small innovative firms. This procedure became possible in Russia after 
the Federal Law N° 127 “About Science and the State Scientific and Technical 
Policy” adoption. The main advantages of this Law are the following [6]: 

- unemployment reduction; 
- the possibility for the universities to develop the own innovative technologies; 
- enhancing of the state funds directed to innovation development effectiveness; 
- practical realization of ideas in socio-economic sphere. 

Different sources [10] mention that the main factor of economic development is 
represented by the mutual trust between the economic players. From this point of 
view, Russia is quiet a problematic reality2 [9]: 

 

 

Education level 

 

Fig. 1. Correlation between the trust level and education level in Russia 

                                                           
2  This problem was raised recently during the XIII International Academic Conference on 

Economic and Social Development in the Higher School of Economics in the report of 
Mikhail Zadornov, President of the "VTB-24" bank. According to his data only 800 thousand 
persons (of nearly 75 million of economically active population in Russia) allocated part of 
proper means in Russian stock exchanges. This data is extremely worrying because it 
indicates not only a low investing activity of Russian population, but first of all its reduced 
trust level towards the national financial institutes. 
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Fig. 2. Trust level by different categories of educated people 

So, the model described in [3] can be extended as follows: 

- H4: there is a correlation between the grade of mutual trust between the 
economic agents and the technical needs of firms located in the associated 
university research park. 

- H5: there is a correlation between the grade of legislative base development and 
the technical needs of firms located in the associated university research park. 

 
The following null hypotheses can be formulated: 

- NH4: there is no correlation between the grade of mutual trust between the 
economic agents and the technical needs of firms located in the associated 
university research park. 

- NH5: there is no correlation between the grade of legislative base development 
and the technical needs of firms located in the associated university research 
park. 

5 Conclusion 

In this work a new methodological proposal for university clusters was formalized. 
The further development of the research may consist in the data gathering and the 
further statistical analysis application having the scope to apply it to real known 
international or Russian technologies parks, clusters or Special Economic Zones in 
order to determine the correlation of the factors described in it. 
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Abstract. When countries move from manufacture-oriented to service-
oriented societies, the service sector becomes ever more important.
Through this development, coalitions of industry and service companies
play a crucial role to respond to individualized customer demands. Those
coalitions are referred to as service networks. A vivid IS community in
Europe and the United States emerged, to explore and advance the role
of IS in service networks. On their way towards global economic lead-
ership, service networks also play a crucial role for the BRIC countries
(Brazil, Russia, India, and China). However, so far research on that topic
is at an early development stage in those emerging markets. A Brazilian-
German workshop held in 2011 in Florianópolis brought design-oriented
researchers from both countries together. In this paper we present the
identified research challenges for IS research on service networks, poten-
tial contributions to meet these challenges and conclude with a research
agenda for the forthcoming years.

Keywords: Service networks, BRIC, IS research, research agenda,
design-oriented research.

1 Introduction

A strong service sector is seen as the next step in the development of leading
economies, especially to decouple them from the limited availability of natu-
ral resources or volatile markets [1]. In the same way the production industry
moved from single producers of simple and identical products to complex net-
works producing highly customizable goods, single service providers have to build
up coalitions to shift from uniform services to fit-to-use solutions realized by ser-
vice networks. These service networks can be composed of multiple independent
companies whose goals, processes and IT systems need to be aligned on different
levels [2]. The emerging phenomena of service networks is of special interest for
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the Information Systems (IS) and service science disciplines as the various con-
flicts of flexibility versus efficiency in service development and delivery require
specific methods, systems and approaches.

Emerging markets, like the BRIC (Brazil, Russia, India and China), have seen
rapid economic growth in recent years. Productivity gains have been fueled by
the transition from agricultural to manufacturing labour. The ever growing ser-
vice sector in all these economies makes productivity improvements harder to
archive [3]. However, the service science discipline is not as well established so far
in these countries as it is in, e.g., in the European and especially German business
and information systems engineering community. Based on this we aimed at clos-
ing that knowledge gap by conducting a bi-national workshop in Florianópolis,
Brazil, in late 2011. During this workshop, different scientific perspectives from
German service science researches were matched with Brazilian service reality.
The workshop was guided by the following two research questions:

1. What are challenges in service networks in Brazil and Germany?
2. What are the needs of service networks towards design-oriented Information

Systems research?

The combined answers to these questions allow to draft a research agenda in
the field of service networks. Both questions also assure that future research is
relevant for practice in the field.

In this paper, we present the process and the outcome of the workshop, point-
ing towards answers of the research questions motivated above. The paper is
structured as follows. To ground our research, we provide an overview about the
applied research method in Section 2. We then motivate the areas of interest
to be discussed during the workshop in Section 3, leading to a research agenda
derived from the input provided by the participants in Section 4. In Section 5,
we present the discussion of the agenda and close the paper with our conclusions
in Section 6.

2 Research Method

The workshop was subdivided in two divergent and one convergent session. While
the first divergent session was dedicated to the development of research chal-
lenges, the goal of the second divergent session was to identify research needs.
Both sessions were performed in a group of six participants from Germany and
Brazil, both with academic (IS) and professional (service sector) background.
For the evaluation session, we sought an audience with interdisciplinary research
background. Thus, five participants from academia joined the group of the di-
vergent session, again from Germany and Brazil, with research background in
engineering sciences and computer science.

The first divergent session for the development of challenges was split in two
phases: in the first phase, ideas should be generated individually, whereas the
second phase was dedicated to idea generation in groups on the basis of individu-
ally identified ideas. This is in line with the finding that the creative performance
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of groups preceded by individual brainstorms (i.e. nominal groups) is higher than
those who develop ideas exclusively in groups [4]. The second divergent session,
aiming to identify research needs, was performed as a Group Brainstorming
session [5]. On the basis of the priory identified challenges, IS artifacts were
identified and grouped. Ideas were contributed by all six group members. Cri-
tique should be omitted. As a result of both brainstorming sessions, integrated
flip charts for needs and challenges were compiled.

In the convergent session, the best ideas for research needs had to be selected
and undergo a creativity assessment. First, the participants of the divergent
sessions presented their ideas for challenges and needs to those who had not
participated in idea generation. All eleven session participants could then assign
up to five credits to each research need (one idea could be assigned more than
one credit by one participant). The five ideas that received most credits then
were selected for creativity assessment. Each participant had to assess each of
the five ideas with respect to novelty, workability, specificity and relevance on a
five point Likert skale [6].

3 Design-Oriented Research for Service Networks

Engineering, selling and delivering services is based on rich interactions of
providers and customers (co-creation of value). For complex value propositions,
companies need to network on nested hierarchical levels—ecosystems, organi-
zations, work group, jobs [7]—in order to tap into complementary resources
and core competencies [8]. Complementary resources allow network partners to
“collectively generate greater rents than the sum of those obtained from the in-
dividual endowments of each partner.” [8, p.667]. In consequence, we nowadays
observe the emergence of complex networks of institutions that integrate their
individual resources and competences in order to provide fit-to custom solutions
to their customers. Service networks can be considered as both, an organizational
phenomenon comprising of several interacting actors, as well as a means to co-
ordinate actors. In this view, the network organization [9] pools the resources
and competences that belong to the network [10]. The coordination perspective
instead is a responding to problems caused by dependencies [10] between the
network actors. It comprises of a set of distinct inter-organizational processes
and mechanisms that puts the required co-ordination between actors into action
and thus finally facilitates the value creation [2].

In order to achieve tapping into complementary resource endowments among
the service network actors and achieving the provision of competitive as well as
custom-fit services to the customer service networks have to achieve two goals
at the same time—flexibility and efficiency [11]: First, flexibility requires the
network organization to allow for dynamic reconfiguration with respect to the
customers’ demand. Based on the resources and competences required, actors
have to be added or removed from the network. The assignment of tasks to spe-
cific actors might be changed. Second, the service network still is faced increased
competition and thus must be able to deliver custom-fit services in a competitive
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manner. Accordingly, high performance in dynamic environments such as service
networks relies on balancing flexibility and efficiency.

As a sensing device for our analysis of needs towards design-oriented IS, we
employed the framework for design research in the service science discipline as
proposed by [12] and successfully applied by [13]. The framework is intended to
help structuring design-oriented research activities in the area of service man-
agement and engineering. The first dimension of the framework classifies design
science research result categories according to the four IT artifact types proposed
by March and Smith [14]: Constructs form the vocabulary of a domain. Mod-
els are sets of statements expressing relationships between constructs. Methods
are sequences of steps used to perform a task. Instantiations are realizations
of constructs, models, or methods in information systems. The second dimen-
sion comprises different perspectives on a service [12]. The potential perspective
considers required resources in order to provide services to clients. The process
perspective outlines the activities required for service value creation. The out-
come perspective exhibits the structure and the functional and non-functional
properties of a service. The market perspective respects the customer as a co-
creator of value.

4 Towards a Research Agenda

In this section we will first present the research challenges for service network
research in IS from a Brazilian-German perspective. On that basis, we then indi-
cate the needs of organizations towards design-oriented IS research that respond
to those challenges.

4.1 Challenges

Information exchange. The efficient exchange of information between the net-
work partners was identified as a major challenge in service network operations.
Information exchange facilitates and enables inter-organizational business pro-
cesses for service provision. IT systems are indispensable in realizing correspond-
ing information flow among the actors. Benefits of this digitization of business
relationships, amongst others, are more accurate and faster information flows and
potentially increased volume of business [15]. However, those benefits can only
be realized when the process of digitization is purposefully planned and executed
by the affected network partners. The complexity increases with the number of
actors involved. One important step in this process is to select shared standards
for data formats—an important strategic step for each participant [16]. Given
the context of networks spanning boundaries of political or economic unions (in
our case the European Union, EU, and the Common Southern Market, Mer-
cosul), specific local regulations and laws have to be considered. Furthermore,
information exchange has to be bi-directional, so that information flows in any
direction of the value chain are possible [17].

Coordination mechanisms. While customers often perceive “their solution” to be
inseparable, the several service providers and manufactures of the service network
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are faced with the need to coordinate disparate business processes and resources
to create this integrated service experience. Typically, the co-operation in the net-
work starts with a mode of customer-case specific ad-hoc coordination. For a dis-
tinct customer project process of initiation, engineering and fulfilment are designed.
On a longer perspective and in order to achieve scaling from several customer
projects, the inter-organizational processes typically get more formally planned
and documented. In these cases, coordination can be achieved through different
coordinationmeans—e.g. through conjugate collectives of enterprises [18]. Our ex-
perts agreed that the choice of coordination, whether ad-hoc or defined, is a chal-
lenge that needs to be addressed with systematic decision support. Furthermore,
the process of formalization itself is a particular challenge in service networks.

Resource efficiency. The major global question of resource efficiency was also
identified as being an important part for service networks at various levels—
from design and strategy over planning to operations and market impact. This
assessment is supported by the argument that sustainability initiatives are seen
today as an investment rather than being merely cost by a majority of business
leaders [19]. This investment is sometimes hard to justify when consumers do
not have strong attitudes towards sustainable production or service systems yet.
But this number is growing globally. Therefore, service networks as a whole need
to get ready to deliver up to the growing sustainability-related expectations.

Reference processes. Reference models can be seen as conceptual models of that
are generic and formalize state-of-the-art or best practice in a certain field. Their
nature is normative and can, but does not necessarily cover different domains
such as industry sectors or functional areas [20]. Due to their universal applicabil-
ity, researchers and practitioners alike can use them as guidelines for comparing
and validating specific existing processes. Reference Models as a blueprint for
specific models and procedure exist for a variety of domains and industries [21],
however the service sector in general and the area of service engineering in service
networks in particular are not sufficiently covered yet by IS research. Facing this
problem and developing respectively extending this field might certainly support
the development of a stronger service research society.

Service description. In order to effectively discover, understand, and compare
services, a unified way to describe services would be required [22]. Here, service
description is a means to facilitate the integration between the several providers
of a customer solution as well as to integrate the customer as co-creator of value
into processes. Further, a purposeful digital representation of a service might
allow providers for exploiting new sales channels (e.g., digital service market-
places), and might even lead to creating and providing entirely new offers that
arise from dynamically integrating value offers. Customers can be provided with
enhanced functionalists in searching and finding services and composing pur-
poseful solutions. Our experts agreed that the description of services delivered
by a service network might be particularly complex. Comprehensive service de-
scriptions would, e.g., have to include information about the actors contributing
single service components.
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4.2 Needs

Tool for defining information flows. In response to the challenge of information
exchange, one of the experts highlighted that an information exchange infrastruc-
ture will be required to allow network actors to cross their organizational bound-
aries. Previous research indicated that streamlining business processes across
organizations requires an open exchange of information to facilitate common
planning and synchronization of activities [23]. However, current research falls
short on approaches to systematically identify the information required to be
exchanged and especially on methods and tools to purposefully specify those.
Having the right information identified, described, and finally exchanged would
allow the network partners to cooperate with greater flexibility, at increased
speed and at lower cost, the experts agreed. The information flows and coordi-
nation need to be supported by appropriate information technology to identify,
describe and bring to action the information flows [24]. In the framework of de-
sign research, the tool represents an instantiation for the process perspective on
services.

Tool for inter-organizational processes. Our experts agreed that flexible and at
the same time efficient network structures, as required by the challenge of coor-
dination mechanisms, requires an analysis and design of the cross-organizational
processes in order to facilitate process planning and coordination based on a
mutual exchange of information. In previous research, business processes that
cross organizational boundaries have been found to considerably increase the
complexity of a network organization [25]. Thus, software tool support would
be required in order to help to establish new cross-organizational processes. The
introduction of those tools will depend on defined information flows and thus the
priory defined research need. Further, such a tools support shall consider that
the inter-organizational mechanisms are shared by all network participants [2]
and accordingly should allow all the participants to bring their individual inter-
ests into the shared design process of their coordinating business processes. As
the tool for defining information flows, the tool for inter-organizational processes
is an instantiation for service processes.

Method for sustainable services. Our experts established the notion of sustain-
ability to be of major importance for service networks in order to respond to the
challenge of resource efficiency. Within our workshop, the need for methods to
assess, design and delivering sustainable processes across a value-creating net-
work was identified. Although certain parts of these methods have been already
developed and prototypically applied (e.g. Boehm et al. 2011), the integration
of these approaches still needs to be achieved. Furthermore, it was stated that
actors involved in any service network need to be aware of the interdependencies
between the partners to succeed in sustainability endeavours [26]. The design
of sustainable service networks may well be fostered by reference models. An
example of such a model applied in practice is the SCOR (Supply Chain Op-
erations Reference) model [27]. SCOR provides guidance for business process
reengineering, benchmarking and structured best practices. Into its version 9.0
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first sustainability extensions have been integrated. Nonetheless there is no set of
methods tailored specifically at service networks to achieve sustainability goals
yet. As to the design research framework, the method addresses the service mar-
ket perspective.

Reference model for service delivery. In response to the challenge of reference
processes for service networks, our experts identified the need of adequate ref-
erence models. Creating an entirely new reference model would be a time-
consuming task. Because of the adaptability of the before-mentioned SCOR
model, the participants suggest its extension. According to the SCOR model’s
structure, each process building block has been assigned exactly one set of met-
rics and best practices. To make clear that certain of metrics and practices sets
are only relevant in the service context, they have to be explicitly added. The
literature already suggests approaches for this extension [28, 29]. Extending the
core processes indicates that service-specific processes like, e.g. Disposition and
Repair [30], have to be added to the existing elements. By doing so, experi-
ences gained in the manufacturing, supply chain, and logistics environment can
be utilized to extend a suitable reference model to describe, design, and evalu-
ate service networks. The reference model can be categorized as model for the
outcome perspective of services.

Service description language. In order to purposefully describe the property of
a service, as indicated necessary in the challenge of service description, the in-
tegration of previous work in different areas of related work has to be achieved.
In particular a unified approach to a service description language would require
adding aspects such as “ownership and provisioning, release stages in a service
network, composition and bundling, pricing and legal aspects among others”
[22] to a pure technical description of a service as proposed, e.g., in related work
on Service Oriented Architectures. This could be achieved by means such as
an accompanying description of the pricing scheme, the service level agreement,
the terms and conditions when consuming the service and paying for it. A ser-
vice description language represents an IS model addressing the service outcome
perspective.

5 Discussion

In the final convergent phase of our workshop, the five research needs formerly
underwent a creativity assessment by eleven experts, stemming from interdisci-
plinary research background. Each idea had to be assessed with respect to four
criteria [6]:

– Novelty: how novel an idea is.
– Workability: how easy an idea can be implemented without violating known

constraints.
– Relevance: how effective an idea is to solve the given problem.
– Specificity: how clearly an idea is understandable and worked out in detail.
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Table 1. Creativity Assessment Results

Research Need/Assessment Criteria Novelty Workability Relevance Specificity

Tool for Info. Flow Definition 2.8 3.8 4.3 2.9
Tool for IOS Processes 3.3 4.0 4.2 2.7
Method for Sustainable Services 4.2 3.3 4.1 3.4
Reference Model for Service Delivery 3.3 3.5 3.7 3.3
Service Description Language 3.2 3.5 4.0 3.5

The mean values for all ideas are listed in Table 1.
The interrelationships of the five research needs are presented in research

artifact stack for service network research (see Figure 1). Each layer of the stack
represents the research needs, where higher level artifacts depend in the next
lower level ones (see Figure 1). Similar stacks have been defined in research on
electronic standards [31]. We will address the role of each artifact in the following
discussion of the evaluation results.
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Fig. 1. Research artifact stack for service network

The research need to develop a tool for the definition of information flows
received the highest rating in idea relevance (4.3). At the same time, our experts
assessed a relatively high value for the workability, i.e. the realizability of the idea
(3.8). The comparably low value in novelty (2.8) provides allusion to the fact that
several tools have already been developed for conceptual modeling information
flows between network partners (Becker et al. 2009). However, the comparably
low value of specificity (2.9) may be interpreted in a way that besides a general
shared understanding amongst our experts of what such a tool should facilitate
to accomplish, the question remains on how the tool should be designed. In our
research artifact stack, defined information flows represent the bottom layer,
independent on other artifacts identified in the workshop (see Figure 1).

The second research need, the development of a tool for the definition of
inter-organizational coordination processes, was assessed quite equally to the
first research need. We reason, that this congruence resides from the closeness
of both ideas. As stated before, information flows are important facilitators for
inter-organizational business processes, thus depending on the information flow
layer in our artifact stack [17] (see Figure 1). Only with respect to the novelty, the
issue of coordination process support was clearly rated higher than information



144 M. Matzner et al.

flow definition (3.3). We reason that currently research has a stronger focus on
the data layer of coordination than on the process layer.

The research need for a method to assess, design and deliver for sustainable
services was rated as most original idea (4.2). Equally, high ratings were given
for the relevance of the idea (4.1). We interpret this assessment against the back-
ground of potential resource efficiency gains that can be achieved when multiple
actors concurrently and systematically strive for more sustainable services [32].
These gains clearly have a higher magnitude than gains achieved by single actors
only. The delivery of sustainable services will depend on appropriate coordina-
tion processes within the service network. Consequently, the latter are the basis
for the development of the method (see Figure 1). Given relatively high values in
workability (3.3) and specificity (3.4), the proposed method should be considered
for future German-Brazilian research activities.

The criteria ratings for the idea of a reference model of service delivery reached
modest above average values with low variance (3.3-3.7). The relatively high-
est value was obtained for idea relevance (3.7). A reference model was further
deemed to be a rather workable IS artifact (3.6). For novelty and specificity
equal values were obtained (3.3). The overall modest value for the idea original-
ity may be due to the fact that reference models already have been proposed for
numerous application contexts, e.g. for supply chain management [27, SCOR,
see above], or service processes [33]. A reference model can be interpreted as
industry specific coordination processes. Thus, it is a top-layer artifact in our
research artifact stack (see Figure 1).

The final evaluation artifact was the service description language. Again, a
high value for relevance was obtained (4.0). Both the workability and specificity
of the idea were rated modestly above average (3.5). As with the idea of a
reference model, novelty received the lowest rating of all criteria (3.2). Current
work on the Unified Service Description Language (USDL) may give reason
for that. With reference to our stack of research artifacts for service science
(see Figure 1), a service description language has to facilitate the description
of services on all three layers, i.e. information flows, coordination processes and
process models.

6 Conclusion

With our paper, we present the results of the German-Brazilian IS workshop on
the topic of service networks. We indicated the mode in which the result were
developed in the workshop, consisting of divergent (idea generation) and con-
vergent (idea evaluation) sessions. Ideas for challenges in service networks were
generated for the fields of network operations and network organization. More-
over the ideas should be generated against the backdrop of balancing flexibility
and efficiency in service networks. Ideas for research needs of service networks to-
wards design-oriented IS research was categorized with the framework for design
research in the service science discipline. In all, five challenges were identified by
our experts: information exchange, coordination mechanisms, resource efficiency,
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reference processes, and service description. In response to these challenges five
research needs have been identified: a tool for defining information flows, a tool
for inter-organizational processes, a method for sustainable services, a reference
model for service delivery, and a service description language. We presented the
evaluation results for the research needs, indicating a high relevance of the re-
sults generated. The needs were then subsumed in a research artifact stack for
service network research.

Our paper is subject to limitations: firstly, the challenges and needs are by no
means meant to be exhaustive. One the one side, given the restriction of length
for this paper, only some ideas generated in the workshop could be presented. On
the other side, we had restrictions in the number of workshop participants. Fu-
ture discussions, involving more IS service science researchers from Germany and
Brazil, should be conducted to enrich the research agenda. Moreover, the track
of this SBSI 2012 symposium on smarter cities could provide further insights
relevant for the topic of service networks. Secondly, only in the convergent part
of our workshop, participants stemmed from diverse disciplinary background. In
future, this should be the case for the idea generating group as well. In that way a
constantly evolving, collaborative, multi-disciplinary German-Brazilian research
agenda could be developed to foster the transition of both countries to a leading
economy and sustain this status.
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Abstract. Attacks on Voice-over-IP calls happen frequently. The prevention of 
these attacks depends on understanding the attack patterns. These can be 
derived from communication records. However, these records contain privacy 
relevant information of the call participants. These records are also protected by 
a number of laws and regulations. One has to consider all these laws and 
regulations and the privacy concerns of call participants before an analysis can 
be done. We propose a method for changing communication records in such a 
way that the forensic analysis for VoIP attacks is possible and the privacy of the 
call participants is preserved. We define privacy requirements for 
communication records from laws, regulations and concerns of call participants. 
We also present patterns of communication records based on real world 
examples. Moreover, analysis patterns for VoIP attack states which have 
relations to communication records that have to survive the data minimization. 

Keywords: Privacy, CDRs, PIA, Communication Records, VoIP, PETs. 

1 Introduction 

Communication records contain information about telephone calls, e.g., which person 
called what person, the duration of the call. This information can be used for different 
kinds of security analyses, for instance, to prevent toll fraud attacks (Beckers, K., 
Hofbauer, S., Quirchmayr, G., Sorge, C., 2012). However, communication records 
also contain personal information. Hence, the privacy of the callers and callees in 
these records has to be preserved. We present a structured approach to elicit privacy 
requirements for communication record analysis. In addition, we present privacy 
measures that fulfil these measures. 
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2 A Privacy Impact Analysis Approach Building on the PIA 
Guide 

According to widely accepted privacy impact analysis guides, the core steps in a 
privacy oriented analysis of IT projects are the mapping of the information flows and 
privacy framework, the privacy impact analysis and privacy management. One of the 
leading examples is the privacy impact analysis (PIA) guide for government agencies 
(Australian Government, 2010). This assessment tool analyses the flow of personal 
information and the possible privacy impacts of these flows on individuals of a given  
project. A PIA has five key stages according to (Australian Government, 2010).  We 
extend it by a sixth step: 1. Project description: Describe the scope of the project 
including the aims and if there is personal information involved. 2. Mapping the 
information flows and privacy framework: Describe the personal information flows in 
the project and document relevant laws and regulations, as well as organisational 
rules. 3. Privacy impact analysis: Identify and analyse the privacy impact of the 
project. 4. Privacy management: Choose mechanisms that manage the privacy impact 
and still achieve the goals of the project. 5. Recommendations: Generate a PIA report 
that contains recommendations based upon the previous stages. 6. Model scenario: 
Instantiate a model of the scenario described. We conduct the PIA for the scenario in 
this paper.  

 
a. Project description:  
VoIP calls are conducted between a caller and one or more callees. Both are 
customers of a telecommunications provider and they use the infrastructure of this 
provider. These are the stakeholders of this scenario. The data of the calls occurring in 
this scenario are stored in Call Detail Records (CDR)s. These are stored at a data 
centre owned by the telecommunication provider. The telecommunication provider 
analyses the CDR to prevent VoIP attacks. The results of the analysis are used to 
generate automatic white lists of their clients. We investigate Cisco CDRs, because 
the vendor is of reasonable practical significance (Gartner Inc., 2010). The data in 
CDRs can be classified in primary and secondary personal information. Analysis of 
primary personal information can help identifying a stakeholder directly with 
reasonable in time and money. Secondary information personal information can 
derive actions of a stakeholder. For instance, the knowledge of the filled date time 
might lead to identify the caller’s habits or even to identify possible callees. 
 
b. Mapping the information flows and privacy framework: 
The information flow in this scenario starts from a callee to the telecommunications 
provider and results at the callee. The laws in the EU, Germany and the US also 
demand that telecommunications data is only stored  for a specific purpose and 
deleted after the purpose is no longer valid. The usage of the data beyond this purpose 
requires an informed consent of the owner of the personal information. We elicit the 
following privacy requirements for CDRs data from legal norms and laws: 
Communication records have to be kept confidential 
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─ Communication records can only be stored as long as there is a valid reason, 
e.g., for billing purposes of the telecommunications provider 

─ Customers have to provide their informed consent if their communication data is 
used in an VoIP attack analysis 

─ Communication records have to be deleted if none of the cases above apply 

Our review of the legal aspects and further privacy impact assessment is focused on a 
business perspective and does not consider any of the special exceptions for law 
enforcement. Nissenbaum (Nissenbaum, H., 2004) stated the sources of privacy 
norms are law, history, and culture. According to Art. 6 ePrivacy Directive 
2002/46/EC, traffic data must be erased or made anonymous when it is no longer 
needed. Users of subscribers shall be given the possibility to withdraw their consent 
for the processing of traffic data at any time. The directive of the European parliament 
and the council regarding data retention states, that this Directive relates only to data 
generated or processed as a consequence of a communication or a communication 
service and does not relate to data that are the content of the information 
communicated. Data should be retained in such a way as to avoid their being retained 
more than once. In particular, as regards the retention of data relating to Internet e-
mail and Internet telephony, the obligation to retain data may apply only in respect of 
data from the providers’ or the network providers’ own services. ’Telephone service’ 
means calls (including voice, voicemail and conference and data calls), 
supplementary services (including call forwarding and call transfer) and messaging 
and multi-media services (including short message services, enhanced media services 
and multi-media services) (Hofbauer et al. 2011). After addressing law, we 
investigate norms originating from culture briefly. For reasons of space we are not 
focusing on history. These definitions state that persons shall be able to control which 
personal information is released, to whom it is released to and in what context. We 
believe that these needs can be addressed with an informed consent. However, the 
person shall also be able not to share personal information. 
 
c. Privacy impact analysis:  
The privacy impact is the amount of people involved and the severity of a possible 
leakage of personal information (Cisco Systems Inc., 2010). The amount of people in 
this case is the amount of people using VoIP services of a telecommunications 
provider. The personal information contains data from which the person can be 
identified with reasonable amount of time and money. Thus, this leads to a high 
privacy impact of this project. 
 
d. Privacy management:  
In order to identify suitable privacy enhancement technologies (PET)s, we are presenting 
a number of misuse cases for privacy in the given scenario. The selection of PETs is 
based on (Deng et al. 2011, Wuyts et al. 2009, Kalloniatis et al. 2008, Spiekermann et al. 
2009). For reasons of space we do not provide a detailed pattern for misuse cases. 
Moreover, we are not addressing PETs for secondary personal information, because we 
propose to use pseudonymisation with primary personal information. Hence, secondary 
personal information is of no use to a privacy attacker, as long as he/she does not have a 
way to identify the person this information belongs to. 
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e. Recommendations: 
We exclude the fifth step of the guide, since we cannot provide a complete PIA report 
within the page limits of this paper. 

 
f. Model scenario:  
In the following scenario, we describe two possible call flows that we have identified 
from our industrial experience. It describes that whether SIP or ISDN as telephone 
technology is used, the CDRs are stored on the Private Branch Exchange (PBX). The 
Cisco Unified Border Element (CUBE) is placed between the PBX and the Internet 
and therefore knows about every session. For registering the phones to the PBX, 
either the Session Initiation Protocol (SIP) or the Cisco proprietary Skinny Client 
Control Protocol (SCCP) is used. In the SIP scenario, a SIP trunk connects the source 
to the VoIP provider. Our contribution is based on the use of a Call Detail Records 
Analysis System (CDRAS) and an Intrusion Detection System (IDS) within the call 
flow. The H.323 protocol is mainly used to connect the network elements (CDRAS, 
IDS, voice router) to the PBX in use.  

The CDRAS approach relies upon timings of IDS analysis in the internet to 
generate host lists: white-, grey-, and black-lists for VoIP participants. We derive 
patterns from different combinations of timings that occur in CDRs, e.g., processing 
time for a call request, the call duration, and the time to destination. In addition, we 
relate these timing-patterns to call participants in the CDRs. A timing pattern that can 
lead to an attack are, e.g., call requests in relatively short time intervals. The timings 
can also relate to the number of available, busy and idle voice channels. The whitelist 
in our approach is the summary of all hosts known as valid, whereas the blacklist 
presents all hosts, which are known to be malicious. A host that is member of the 
greylist is sent to the quarantine, where an administrator has to check whether the host 
is allowed or disallowed.  

We expect that the detection of malicious users that are sent to quarantine will 
never be perfect. Hence, we propose a semi-automated approach in which a human 
operator can correct the mistake of a false positive. This correction can be a recall a 
short time later. The alarming of a human operator or even the call destination is part 
of our solution. The difference to fully automated approaches is that in these, false 
positive are more difficult to reconcile, because the machine makes the final 
decisions. In case of a host being added to the blacklist, the call will not be passed 
through and, thus, blocked. Of course, hosts need not always reside on the same list. 
If a host becomes malicious, he will be moved to the blacklist. The host can as well be 
changed from the blacklist to the whitelist. With our approach in use, we plan to be 
aware also of other VoIP attacks. The approach complements existing IDS 
approaches via detecting timing based attacks and giving a recommendation to 
existing IDS. The CDRAS approach determines the occurrence of fraudulent usage 
based upon thresholds. The number of acceptable VoIP sessions from an IP address 
depends on the available bandwidth, but it should of course also be limited to 
maintain an acceptable quality of service.  

Traditional network traffic detection techniques used by IDS are not sufficient to 
analyse VoIP specific communication records. A basic installation of IDS like 
SNORT without VOIP rules does not protect against VoIP attacks, but we are using 
CDRAS complementary to the IDS SNORT and extend it with the detection of VoIP 
attacks through extended rules. The difference to SNORT is that our approach uses 
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behaviour based learning, based on Bayesian networks to also protect against novel 
attacks. We base our work on a hybrid IDS. A hybrid detection system is a signature 
based IDS combined with an anomaly detection system. Signature-based IDS 
compare the state of a system against a number of attack signatures, while anomaly 
based detection systems capture the normal behaviour of a system in a profile and 
detect when the system diverges significantly from the profile (Pfleeger & Pfleerger, 
2007) We and Zhang (Zhang et al., 2008) believe that a hybrid detection system is 
better compared to a signature based IDS or anomaly detection system alone, in terms 
of false positive rates and the detection of unknown attacks.  

This model can be instantiated and further used for other scenarios and domains. 
The prerequisite is the use of communication records within the call flow.  
 

 

Fig. 1. Class Diagram for a SIP scenario 

 

Fig. 2. Class Diagram for an ISDN scenario 
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In essence, we identify the following privacy requirements for CDRs: 

─ Confidentiality of the data in CDRs 
─ Storing CDRs data requires a reason compliant with the law 
─ Analysing CDRs requires an informed consent of the call participants 
─ CDRs have to be erased when the previous requirements are not fulfilled 

3 Deriving Privacy Requirements for Communication Records 

3.1 A Method for Privacy Preserving CDRs Analysis 

We present a method for ensuring privacy in a CDRs analysis. Each step of the 
method is written in bold and the execution of the step is written in the following. 

 
a. Description of the context and stakeholders  
VoIP calls are conducted between caller and one or more callees. Both are 
customers of a telecommunications provider and they use the infrastructure of 
this provider. The VoIP technology uses VoIP hard phones, physical devices and 
soft phones, software running on a personal computer. In some cases, the call 
participants might use Public Switched Telephone Network (PSTN) phones and 
the call is just transferred to VoIP via a PSTN gateway. The telecommunication 
provider has also relations to security analysts that can provide protection from 
VoIP attacks. These experts, however, are not employees of the 
telecommunication company. The data, of the call occurred, are stored in CDRs. 
These are stored at a data center owned by the telecommunication provider. The 
telecommunication provider forwards these calls to the security analysts to 
analyse possible VoIP attacks. The telecommunication provider uses the results 
of the analysis to generate automatic white lists for their clients.  

 
b. Identification of personal information in data  

Table 1. CDRs Fields with primary personal information 

Field Relation to Privacy 

origIPAddr 

Might lead to identfying the caller with 

reasonable efforts in time and money. 

callingPartyNumber 

callingPartyUnicode 

origMediaTransport 

destIpAddr 

Might lead to identfying the callee with 

reasonable efforts in time and money. 

originalCalled 

FinallyCalledParty 

destMediaTransport 
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Table 2. CDRs Fields with secondary personal information 

Field Relation to Privacy

dateTime

Origination 

This might lead to identify the callers habits or even to identify possible callees. For 

instance, most callers would not call their doctors at 8 p.m. on Christmas eve. 

dateTime

Connect 

This might lead to identify the callers habits or even to identify possible callees. 

 

dateTime

Disconnect 

The duration of the call might allow a guess to what subjects were discussed. For 

example, agreeing on a meeting point should be quick, while discussing a research 

matter might take longer. 

duration The duration of the call might allow a guess if the call participants are malicious. 

 
The data in CDRs can be classified in primary and secondary personal information. 
Analysis of primary personal information can help identifying a stakeholder, while 
secondary information can derive actions of a stakeholder. Table 1 lists the fields with 
primary personal information. Table 2 describes CDR fields containing secondary 
personal information. 
 
c. Elicitation of privacy requirements from legal and cultural aspects  
Nissenbaum (Nissenbaum, H., 2004) stated the sources of privacy norms are law,  
history, and culture. For reasons of space we are focusing on norms from law and 
culture. Law will be further distinguished into US and German law. We are starting 
with culture as a source for privacy norms from which we will derive privacy 
requirements. We use the definition of privacy by Pfleeger and Pfleeger (Pfleeger & 
Pfleeger, 2007) as a source for a cultural privacy norm. 

The definition states that everyone can control the distribution of their personal 
information. The first part of this method already described the context of the 
situation and the information in Tab. 1 and Tab. 2 states that the data in the CDRs are 
personal information. The call participants have to decide if this information can be 
used by the telecommunications companies or not. In any case should the call 
participants give their informed consent that this data can be used for a VoIP analysis 
and protection. In addition, a privacy mechanism has to be used during the analysis 
(Pfitzmann A., Hansen M., 2011). Pfitzmann further introduces a terminology for 
privacy via data minimization. The authors define central terms of privacy using items 
of interest (IOIs), e.g., subjects, messages and actions. Anonymity means a subject is 
not identifiable within a set of subjects, the anonymity set. Unlinkability of two or 
more IOIs means that within a system the attacker cannot sufficiently distinguish 
whatever these IOIs are related or not. Undetectability of an IOI means that the 
attacker cannot sufficiently distinguish whatever it exist or not. Unobservability of an  
IOI means undetectability of the IOI against all subjects uninvolved in it and 
anonymity of the subject(s) involved in the IOI even against the other subject(s) 
involved in that IOI. A pseudonym is an identifier of a subject other than one of the 
subject’s real names. Using pseudonyms means pseudonimity. Identity Management 
means managing various partial identities (usually denoted by pseudonyms) of an 
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individual, i.e., administration of identity attributes including the development and 
choice of the partial identity and pseudonym to be (re-)used in a specific context or 
role.  

We discuss possible mechanisms during the threat analysis part of this method. 
The laws in the EU, Germany and the US also demand an informed consent for CDRs 
analysis, e.g., in FIPs, EU Data Protection Directive, BDSG and SCA. Moreover, 
telephone calls have to be kept confidential according to the Telecommunication laws 
in the US and Germany. In general, confidentiality is seen as a mechanism to enforce 
privacy (Danezis, G., Gürses, S., 2011). The SCA in the US, the EUDRD and the 
German laws TKG and TKÜV demand CDR data retentions. This is in conflict with 
the cultural privacy requirements, where all persons should be allowed to deny the 
storage of their personal information. The authors of this paper cannot solve this 
conflict and the space of it is not sufficient to discuss it in detail. Hence, we consider 
only the laws for the remainder of this paper. However, this does not reflect the 
opinion of the authors. We are proposing to use stored CDRs data for security 
analysis and use the results to protect telecommunication users. When applying 
satisfying privacy mechanisms and getting the informed consent of the call 
participants this should be within reason.  
 
d. Conducting a Privacy Threat Analysis  
We are using the threat analysis approach by Deng et al. (Deng et al. 2011) in this 
method. The stakeholder shall reveal only the minimum amount of data that is 
necessary for performing a specific task. The policy and consent compliance property 
states the requirement for a privacy policy. Stakeholders, who control personal 
information of other stakeholders, have to inform these other stakeholders about their 
privacy policy. They also have to specify consents in compliance with legislation for 
the stakeholders that shall enter personal information into a system. Stakeholders that 
enter personal information into the system have to constant to these policies, before 
their personal information enters the system. The privacy threats for CDRs are listed 
in Tab. 3. A “+” in Tab. 3 marks a privacy threat to a CDRs field or a stakeholder. 
However, the free cells of the table do not imply that a CDRs field or stakeholder is 
not subject to a privacy threat. The threat levels are classifies as following: Serious 
(S), Normal (N) and Merely (M).  

The misuse cases in Tab. 4 are derived from the subjects (Linkability, 
Identifyability, Non-repudition, Detectability, Disclosure of information, Content 
unawareness, Policy and Consent Non-Compliance), while the privacy requirements 
are proposals  from the authors. The privacy requirements state that users shall be 
informed, if their personal information in CDRs is used for a purpose that differs from 
the purpose these were collected for. In this case users should be allowed not to 
participate. The source and the destination are user telephones. Hence, users are 
located at these locations in our scenario. The destination is assumed to be users 
inside a company. These can be informed in a meeting before using the telephone 
system for the first time and their informed consent can be collected or they deny their 
consent and the system is not used for these destinations.  
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Collecting an informed consent from the source, however, is difficult. For practical 
reasons, not every source can be queried. However, there are alternative options: the 
PBX can repeat an automated recorded message for first time callers, informing the 
caller of the usage of CDRAS and asks for her/his agreement or disagreement. 
Alternatively, the callers could be asked by their respective providers, and a PBX 
could include a list of providers who ask for that consent. If a source does not allow 
processing of his personal data for purposes of the system, the destination might use a 
policy to block calls from this source. Similarly, even nowadays, it is possible to 
block all calls whose caller ID is suppressed. This is not illegal if the destination 
decides about the policy. In German law, for example, suppression of mailings is a 
criminal act, but this is not true for suppression of phone calls (Sorge et al., 2010). 

Table 3. Privacy Threats to CDRs fields and stakeholders 

Privacy Threat Target L I N D D U N T 

origIPAddr + + + + +  + N 

callingPartyNumber + + + + +  + S 

origMediaTransport Addr. IP+Port  + + + + +   + N 

destIpAddr + + + + +  + M 

originalCalledPartyNumber + + + + + + N 

finalCalledParty Number + + + + + + S 
destMediaTransport Addr. IP+Port + + + + + + M 

dateTimeOrigination + + + + + + N 
dateTimeConnect + + + + + + N 

dateTimeDisconnect + + + + + + N 
duration + + + + + + S 

stakeholder caller + +    +  N 
stakeholder callee + +    +  M 

From the left-hand side to the right-hand side: Linkability(L), Identifyability(I), Non-repudiation(N), 

Detectability(D), Disclosure of information(D), Content unawareness(U), Policy and Consent Non-

Compliance(N), Threat Level (T) 

 
The information in Tab. 1 and Tab. 2 can be classified as privacy stage 1 in the 

framework of Spiekermann (Spiekermann et al., 2009). The reason is that the 
information in the CDRs, e.g., origIPAddr can be classified as a pseudonym. In stage 
1 the pseudonym is linkable with reasonable and automatable effort. 

 
e. Deriving privacy requirements from the threat analysis and choosing privacy 
enhancement technologies (PET)s 

 
Several solution strategies exist for fulfilling privacy requirements [9]: 

 

─ A solution for low risk threats is to warn users. 
─ Turning the risk to zero can only be achieved via removing or turning off the 

feature that causes the privacy threat. 
─ Using countermeasures for privacy threats in the form of preventive or reactive 

privacy-enhancement technologies. 
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Table 4. From misuse cases to privacy requirements and mechanisms 

Misuse Case Privacy Requirements Privacy Mechanism 
1. Identifiability 
at CDR data store 
at the telecom-
munications 
provider 

 

Pseudonymity so that a call 
participant cannot be identified 
from a CDRs 
Protection of the CDRs data 
records. 

 

Apply an pseudonymisation technique, 
such as privacy enhancing identity 
management systems (Clauß, S. et al. 
2005) 

 

2. Identifiability 
of call 
participants 

Pseudonymise User IDs and call 
numbers in CDRs (see Tab.1) 

Apply an pseudonymisation technique, e.g. 
privacy enhancing identity management 
systems (Clauß, S. et al. 2005) 

3. Detectability of 
CDRs data 

Prevent an attacker to determine 
how many data sets exist in the 
CDRs storage 

Allocate the maximum storage for CDRs in 
the database and fill it with randomly 
created CDRs, replace the randomly 
created CDRs with real ones. 

4. Information 
disclosure of the  
data in storage 
CDRs 

Release of CDRs data store should 
be controlled according to the call 
participants privacy preference. 
Keep CDR records confidential. 

Enforce data protection by using access 
control (American National Standards 
Institute, 2004) and confidentiality in the 
form of encryption. 

5. Content 
Unawareness of 
Users 

 

Users need to be aware that the CDRs data is used for VoIP attack prevention including an informed consent. Users should be allowed not to participate. 
Provide feedback to raise call participant’s 
privacy awareness, e.g., via a tool 
according to Patil et al.(Patil, S. et al. 
2009). 

 

6. Policy and 
consent non-
compliance of the 
VoIP system 

 

Monitor the compliance of the VoIP system with law and guidelines.  Call participants are aware of the privacy policy and can recognize and react to a violation.  Employees of the tele-communication companies have specified privacy rules and they obey these rules.  Security analysts have a specific set of privacy rules and they obey these. They are only allowed to work with pseudo-nymised CDR data. 

Hire a legal expert to supervise the creation and operations of the VoIP system.  Install logging and monitoring software that documents the lifecycles of all per- sonal information. This lifecycles include the creation, usage, access from per- sons, and deletion of the personal information.  Inform call participants of possible signs of a violation and provide a help desk to who these violations can be reported to.   Policy communication can be realized via P3P (Platform for privacy preferences project, 2002) and policy enforcement via XACML (OASIS, 2005).  Ensure that employees and security analysts are trained for privacy-enhancing operations of the VoIP system. If any of these persons disclose personal information they are penalized, 
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The callers and callees shall be warned that their CDRs are analysed for the purpose 
of preventing VoIP attacks. The feature can be adopted in such a way that users can 
object to it and is turned off for these users. However, our priority is to apply 
countermeasures to the privacy threats and enable a privacy preserving analysis 
feature. 

In order to identify suitable privacy enhancement technologies (PET)s, we are 
presenting a number of misuse cases for privacy in the given scenario. These are 
derived from the information collected in the method up to this point and the privacy 
threat tree from Deng (Deng et al. 2011). The selection of privacy enhancement 
technologies is based on various approaches (Deng et al. 2011, Spiekermann et al. 
2009, Wuyts et al. 2009, Kalloniatis et a., 2008).  

The privacy of the call participants shall be preserved in the CDR information 
stored in the database. The authors (Clauß et al., 2005) propose a method for privacy 
enhancing identity management. In order to achieve privacy for the call participants, 
it is the unlinkability between persons and their actions. One way of achieving this is 
to replace the information leading to the identity of a person with a pseudonym. The 
method of the authors also demands to specify if the data is stored in a database or if 
the information is also transported over a network. We consider only the stored 
information in the database. The network transfer of information will be used in the 
future. We present short misuse cases, derive privacy requirements and resulting 
privacy mechanisms in Tab. 4. For reasons of space we do not provide a detailed 
pattern for misuse cases. In comparison, the approach from Spiekermann 
(Spiekermann et al. 2009) describes that privacy-by-policy implementations have to 
consider four different areas. We are now describing relations between the 
Spiekermann et al. approach and Tab. 4. The first area Spiekermann et al. consider is 
to give users notice and choice. This area is covered by the 6. case. The second area 
concerns access control. This mechanism is suggested as a result of the 2. case. The 
third is about the responsibility to inform users about data sharing. This is also part of 
the mechanisms of case 6. The last area concerns technical mechanisms to audit and 
enforce privacy. This is covered in the 7. case. Thus, all areas named in the work of 
Spiekermann et al. are covered in Tab. 4.  

We propose to integrate CDRAS in this scenario to fulfil the privacy requirements 
listed in Tab 4. We assume in this example that all the destinations, the telephone 
users of the providers or in the company, gave their informed consent to the call  
filtering. In addition, we also assume that a menace exists to inform the source that 
CDRAS is used and the source also gave an informed consent. In our system, the 
CDRs are substituted with pseudonyms. CDRAS will provide a database that is 
protected with access control that links the pseudonyms to the real values. In addition, 
the CDRs have a time stamp that states their creation. The database automatically 
erases the database records that link the pseudonyms to the values of real users after a 
reasonable time, in this example three days. 

 
f. Reconciliation of legal, cultural and threat driven privacy requirements 
The requirements derived from legal and cultural aspects have to be free of conflicts 
with the requirements derived from privacy threats. We show relations between the 
legal and cultural requirements and the privacy requirement in Tab. 4. The first legal 
and cultural requirement is that records have to be kept confidential. Confidentiality is 
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part of the requirements of case 5. We further address the confidentiality requirement 
for CDRs. This requires the configuration of access control measures in VoIP hard- 
and soft phones, as well as the PBX, IDS and CDRAS. The configuration has to 
reflect that only administrators are allowed to investigate CDRs and that the access to 
the CDRs is recorded in, e.g., log files. These files have to reflect the names of the 
persons that accessed the CDRs. Hence, non-repudiation of access to CDRs is 
guaranteed. Otherwise it is not possible to prove that the confidentiality privacy 
requirement is fulfilled The legal and cultural requirements that CDRs can only be 
stored for a limited amount of time are in accordance with the requirements from the 
7.case. The informed consent legal-cultural requirement is in accordance with the 
privacy requirements of case 6. The last legal-and-cultural requirement is that CDRs 
have to be deleted if no legal regulation applies. This is part of the requirements of 
case 7.  

4 Results 

The privacy requirements presented in the beginning of this section only apply as long 
as personal information is stored in the communication records. If the records are 
anonymised, the personal information is replaced with other content, the storage and 
analysis would not be affected by the law. However, these would render the records 
useless for attack prevention, since attacks could no longer be identified and blocked. 
A compromise between these two is the pseudonymisation of the CDRs. In this case 
the personal information in these records is replaced with other content. We use an 
HMAC algorithm as specified in RFC 2104 (IETF, 1997) and based on (Jorns et al, 
2007) in order to generate the pseudonym. However, the relations between the 
original and the replaced content still exist in a database. This database has to be kept 
confidential via mechanism like access control or encryption. In this scenario a 
pseudonymisation technique that applies to the CDRs fields containing primary 
personal information.  

5 Related Work 

Sorge (Sorge et al. 2010) investigate the legal issues involved with call filtering 
solutions to prevent Spam over Internet Telephony. The authors describe the legal 
situation for the US and the German legal system). Deng (Deng et al. 2011) present a 
comprehensive framework to model privacy threats in software- based systems. They 
also provide a systematic methodology to model privacy-specific threats. Hofbauer 
(Hofbauer et al. 2011) present an approach to dealing with Man-in-the-Middle 
(MitM) attacks in the context of VoIP. Legal aspects are also covered in this paper as 
well as a suggested approach to risk management. Tartarelli (Tartarelli et al. 2010) 
describe how information is stored in different types of CDRs and how to check the 
sanity of telecommunication data stored in these. Fernandez (Fernandez et al., 2010) 
designed several UML models of some aspects of VoIP infrastructure, including 
architectures and basic use cases. The authors also present security patterns that 
describe countermeasures to VoIP attacks. 
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6 Conclusion 

We have established a structured method to conduct a privacy impact analysis for 
example when analysing communication records for security purposes. The approach 
provides a structured analysis of privacy requirements from users and laws. 

Our approach offers the following main benefits:  

A structured method to conduct a privacy impact analysis, considering privacy 
requirements from users and laws, systematic pattern-based identification of 
privacy requirements for communication records, ease the burden of identifying 
privacy measures that fulfill the requirements, improve the privacy preservation of 
call participants during security analysis of communication records, systematic 
identification of relevant privacy threats and determining privacy mechanisms for 
communication records, improve the outcome of communication systems 
implementations by adding security from communication record analysis, re-use the 
structured techniques of privacy engineering methods for analyzing and elicitation 
of privacy requirements to support the lawful operation of communication security 
systems.  

In our future work we will extend the systematic privacy analysis to further 
security analysis, for instance, the usage of cloud computing services. 
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Abstract. We combine bi- and triclustering to analyse data collected
from the Russian online social network Vkontakte. Using biclustering we
extract groups of users with similar interests and find communities of
users which belong to similar groups. With triclustering we reveal users’
interests as tags and use them to describe Vkontakte groups. After this
social tagging process we can recommend to a particular user relevant
groups to join or new friends from interesting groups which have a similar
taste. We present some preliminary results and explain how we are going
to apply these methods on massive data repositories.
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1 Introduction

Online social networks generate massive amounts of data which can become a
valuable source for guiding Internet advertisement efforts. Each registered user
has a network of friends as well as specific profile features. These profile features
describe the user’s tastes, preferences, the groups he or she belongs to, etc. Social
network analysis is a popular research field in which methods are developed for
analysing 1-mode networks, like friend-to-friend, 2-mode [1,2,3], 3-mode [4,5,6]
and even multimodal dynamic networks [7,8,9]. We will focus on the subfield of
bicommunity and tricommunity identification.

There is a large amount of network data that can be represented as bipar-
tite or tripartite graphs. Standard techniques like “maximal bicliques search”
return a huge number of patterns (in the worst case exponential w.r.t. the in-
put size). Therefore we need some relaxation of the biclique notion and good
interestingness measures for mining biclique communities.

Applied lattice theory provides us with a notion of formal concept [10] which
is the same thing as a biclique; it is widely known in the social network analysis
community (see, e.g. [11,12,13,14,15,16]).

A concept-based bicluster [17] is a scalable approximation of a formal concept
(biclique). The advantages of concept-based biclustering are:
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1. Less number of patterns to analyze;
2. Less computational time (polynomial vs exponential);
3. Manual tuning of bicluster (community) density threshold;
4. Tolerance to missing (object, attribute) pairs.

For analyzing three-mode network data like folksonomies [18] we also proposed a
triclustering technique [6]. In this paper we describe a new pseudo-triclustering
technique for tagging groups of users by their common interest. This approach
differs from traditional triclustering methods because it relies on the extraction of
biclusters from two separate object-attribute tables. Biclusters which are similar
with respect to their extents are merged by taking the intersection of the extents.
The intent of the first bicluster and the intent of the second bicluster become the
intent and modus respectively of the newly obtained tricluster. Our approach
was empirically validated on online social network data obtained from Vkontakte
(http://vk.com).

The remainder of the paper is organized as follows. In section 2 we describe
some key notions from Formal Concept Analysis and Biclustering. In section 3 we
introduce the model for our new pseudo-triclustering approach. In section 4 we
describe a dataset which consists of a sample of users, their groups and interests
extracted from the Vkontakte (http://vk.com) social networking website. We
present the results obtained during experiments on this dataset in Section 5.
Section 6 concludes our paper and describes some interesting directions for future
research.

2 Basic Definitions

2.1 Formal Concept Analysis

The formal context in FCA [10] is a triple K = (G,M, I), where G is a set of
objects, M is a set of attributes, and the relation I ⊆ G×M shows which object
possesses which attribute. For any A ⊆ G and B ⊆ M one can define Galois
operators :

A′ = {m ∈ M | gIm for all g ∈ A}, (1)

B′ = {g ∈ G | gIm for all m ∈ B}.

The operator ′′ (applying the operator ′ twice) is a closure operator : it is idempo-
tent (A′′′′ = A′′), monotonous (A ⊆ B impliesA′′ ⊆ B′′) and extensive (A ⊆ A′′).
The set of objects A ⊆ G such thatA′′ = A is called closed. The same is for closed
attribute sets, subsets of a set M . A couple (A,B) such that A ⊂ G, B ⊂ M ,
A′ = B and B′ = A, is called a formal concept of a context K. The sets A and
B are closed and called extent and intent of a formal concept (A,B) correspond-
ingly. For the set of objects A the set of their common attributes A′ describes the
similarity of objects of the set A, and the closed set A′′ is a cluster of similar ob-
jects (with the set of common attributes A’). The relation “to be a more general

http://vk.com
http://vk.com
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concept” is defined as follows: (A,B) ≥ (C,D) iff A ⊆ C. The concepts of a for-
mal context K = (G,M, I) ordered by extensions inclusion form a lattice, which
is called concept lattice. For its visualization the line diagrams (Hasse diagrams)
can be used, i.e. cover graph of the relation “to be a more general concept”. In the
worst case (Boolean lattice) the number of concepts is equal to 2{min |G|,|M|}, thus,
for large contexts, FCA can be used only if the data is sparse. Moreover, one can
use different ways of reducing the number of formal concepts (choosing concepts
by their stability index or extent size).

2.2 Biclustering

An alternative approach is a relaxation of the definition of formal concept as a
maximal rectangle in an object-attribute matrix which elements belong to the
incidence relation. One of such relaxations is the notion of an object-attribute
bicluster [17]. If (g,m) ∈ I, then (m′, g′) is called object-attribute bicluster with
the density ρ(m′, g′) = |I ∩ (m′ × g′)|/(|m′| · |g′|).

g

m

g''

m''

g'

Fig. 1. OA-bicluster

The main features of OA-biclusters are listed below:

1. For any bicluster (A,B) ⊆ 2G × 2M it is true that 0 ≤ ρ(A,B) ≤ 1.
2. OA-bicluster (m′, g′) is a formal concept iff ρ = 1.
3. If (m′, g′) is a bicluster, then (g′′, g′) ≤ (m′,m′′).

Let (A,B) ⊆ 2G × 2M be a bicluster and ρmin be a non-negative real number
such that 0 ≤ ρmin ≤ 1, then (A,B) is called dense, if it fits the constraint
ρ(A,B) ≥ ρmin. The above mentioned properties show that OA-biclusters differ
from formal concepts by the fact that they do not necessarily have unit density.
Graphically it means that not all the cells of a bicluster must be filled by a cross
(see fig. 1). The rectangle in figure 1 depicts a bicluster extracted from an object-
attribute table. The horizontal gray line corresponds to object g and contains
only nonempty cells. The vertical gray line corresponds to attribute m and also
contains only nonempty cells. By applying the Galois operator, as explained in
section 2.1, one time to g we obtain all its attributes g′. By applying the Galois
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operator twice to g we obtain all objects which have the same attributes as g.
This is depicted in fig. 1 as g′′. By applying the Galois operator twice to m we
obtain all attributes which belong to the same objects as m. This is depicted in
fig. 1 as m′′. The white spaces indicate empty cells. The black dots indicate non-
empty cells. Whereas a traditional formal concept would cover only the green
and gray area, the bicluster also covers the white and black cells. This gives to
OA-biclusters some desirable fault-tolerance properties.

Algorithm 1. Bicluster computation

Data: K = (G,M, I) is a formal context, ρmin is a threshold density value of
bicluster density

Result: B = {(Ak, Bk)|(Ak, Bk) – bicluster}
1 begin
2 Obj.Size = |G|
3 Attr.Size = |M |
4 B ←− ∅
5 for g ∈ G do
6 Obj[g] = g′

7 for m ∈ M do
8 Attr[m] = m′

9 for g ← 0 to |G| do
10 for m ∈ Obj[g] do
11 if ρ(Attr[m],Obj[g]) ≥ ρmin then
12 B.Add((Attr[m],Obj[g]))

For calculating biclusters fulfilling a minimal density requirement we need
to perform several steps (see 1. The first step consists of applying the Galois
operator to all objects in G and then to all attributes in M . Then all biclusters
are enumerated in a sequential manner and only those fulfilling the minimal
density requirement are retained.

3 Model and Algorithm Description

Let KUI = (U, I,X ⊆ U × I) be a formal context which describes what interest
i ∈ I a particular user u ∈ U has. Similarly, let KUG = (U,G, Y ⊆ U ×G) be a
formal context which indicates what group g ∈ G user u ∈ U belongs to.

We can find dense biclusters as (users, interesets) pairs in KUI using the OA-
biclustering algorithm which is described in [17]. These biclusters are groups of
users who have similar interests. In the same way we can find communities of
users, who belong to similar groups on the Vkontakte social network, as dense
biclusters (users, groups).

By means of triclustering we can also reveal users’ interests as tags which
describe similar Vkontakte groups. So, by doing this we can solve the task of
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social tagging and recommend to a particular user relevant groups to join or
interests to indicate on the page or new friends from interesting groups with
similar tastes to follow.

To this end we need to mine a (formal) tricontext KUIG = (U, I,G, Z ⊆ U ×
I×G), where (u, i, g) is in Z iff (u, i) ∈ X and (u, g) ∈ Y . A particular tricluster

has a form Tk = (iX ∩ gY , uX , uY ) for every (u, g, i) ∈ Z with |iX∩gY |
|iX∪gY | ≥ Θ,

where Θ is a predefined threshold between 0 and 1. We can calculate the density
of Tk directly, but it takes O(|U ||I||G|) time in the worst case, so we prefer
to define the quality of such tricluster by density of biclusters (gY , uY ) and

(iX , uX). We propose to calculate this estimator as ρ̂(Tk) =
ρ(gY ,uY )+ρ(iX ,uX )

2 ;
it’s obvious that 0 ≤ ρ̂ ≤ 1. We have to note that the third component of a
(pseudo)tricluster or triadic formal concept usually is called modus.

The algorithm scheme is displayed in Fig. 2. Intuitively, we start from two
formal contexts from which we extract biclusters fulfilling the minimal density
requirement set for each context separately. We then determine the similarity of
biclusters’ extents and in case of high similarity their intents are used to form a
pseudo-tricluster. We select only those pseudo-triclusters whose average density
is above a predefined threshold.

Fig. 2. Pseudo-triclustering algorithm scheme

4 Data

For our experiments we collected a dataset from the Russian social networking
site Vkontakte. Each entry consisted of the following fields: id, userid, gender,
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Table 1. Basic description of four data sets of large Russian universities

Bauman MIPT RSUH RSSU

number of users 18542 4786 10266 12281
number of interests 8118 2593 5892 3733
number of groups 153985 46312 95619 102046

family status, birthdate, country, city, institute, interests, groups. This set was
divided into 4 subsets based on the values of the institute field, namely students
of two major technical universities and two universities focusing on humanities
and sociology were considered: The Bauman Moscow State Technical University,
Moscow Institute of Physics and Technology (MIPT), the Russian State Univer-
sity for Humanities (RSUH) and the Russian State Social University (RSSU).
Then 2 formal contexts, users-interests and users-groups were created for each
of these new subsets.

5 Experiments

We performed our experiments under the following setting: Intel Core i7-2600
system with 3.4 GHz and 8 GB RAM. For each of the created datasets the
following experiment was conducted: first of all, two sets of biclusters using
various minimal density constraints were generated, one for each formal context.
Then the sets fulfilling the minimal density constraint of 0.5 were chosen, each
pair of their biclusters was enumerated and the pairs with sufficient extents
intersection (μ) were added to the corresponding pseudo-tricluster sets. This
process was repeated for various values of μ.

Table 2. Bicluster density distribution and elapsed time for different ρmin thresholds
(Bauman and MIPT universities).

ρ Bauman MIPT

UI UG UI UG

Time, s Number Time, s Number Time, s Number Time, s Number

0.0 9.188 8863 1874.458 248077 0.863 2492 109.012 46873
0.1 8.882 8331 1296.056 173786 0.827 2401 91.187 38226
0.2 8.497 6960 966.000 120075 0.780 2015 74.498 28391
0.3 8.006 5513 788.008 85227 0.761 1600 63.888 21152
0.4 7.700 4308 676.733 59179 0.705 1270 56.365 15306
0.5 7.536 3777 654.047 53877 0.668 1091 54.868 13828
0.6 7.324 2718 522.110 18586 0.670 775 44.850 5279
0.7 7.250 2409 511.711 15577 0.743 676 43.854 4399
0.8 7.217 2326 508.368 14855 0.663 654 43.526 4215
0.9 7.246 2314 507.983 14691 0.669 647 43.216 4157
1.0 7.236 2309 511.466 14654 0.669 647 43.434 4148



168 D. Gnatyshak et al.

Table 3. Bicluster density distribution and elapsed time for different ρmin thresholds
(RSUH and RSSU universities)

ρ RSUH RSSU

UI UG UI UG

Time, s number Time, s number Time, s number Time, s number

0.0 3,958 5293 519.772 116882 2.588 4014 693.658 145086
0.1 3.763 4925 419.145 93219 2.450 3785 527.135 110964
0.2 3.656 4003 330.371 68709 2.369 3220 402.159 79802
0.3 3.361 3123 275.394 50650 2.284 2612 332.523 58321
0.4 3.252 2399 232.154 35434 2.184 2037 281.164 40657
0.5 3.189 2087 224.808 32578 2.179 1782 270.605 37244
0.6 3.075 1367 174.657 10877 2.159 1264 211.897 12908
0.7 3.007 1224 171.554 9171 2.084 1109 208.632 10957
0.8 3.032 1188 170.984 8742 2.121 1081 209.084 10503
0.9 2.985 1180 174.781 8649 2.096 1072 206.902 10422
1.0 3.057 1177 173.240 8635 2.086 1068 207.198 10408

Table 4. Number of similar biclusters and elapsed time for different μ thresholds (four
universities)

μ Bauman MIPT RSUH RSSU

Time, s Count Time, s Count Time, s Count Time, s Count

0.0 3353.426 230161 77.562 24852 256.801 35275 183.595 55338
0.1 76.758 10928 35.137 5969 62.736 5679 18.725 5582
0.2 80.647 8539 31.231 4908 58.695 5089 16.466 3641
0.3 77.956 6107 27.859 3770 53.789 3865 17.448 2772
0.4 60.929 31 2.060 12 9.890 14 13.585 12
0.5 66.709 24 2.327 10 9.353 14 12.776 10
0.6 57.803 22 2.147 8 11.352 14 12.268 10
0.7 68.361 18 2.333 8 10.778 12 13.819 4
0.8 70.948 18 2.256 8 9.489 12 13.725 4
0.9 65.527 18 1.942 8 10.769 12 11.705 4
1.0 65.991 18 1.971 8 10.763 12 13.263 4

As it can be seen from the graphs and the tables, the majority of pseudo-
triclusters had μ value of 0.3 (or, to be more precise, 0.33). In this series of
experiments we didn’t reveal manually any interests which are particular for
certain universities, but the number of biclusters and pseudo-triclusters was rel-
atively higher for Bauman State University. This is a direct consequence of the
higher users’ number and the diversity of their groups.

Some examples of obtained biclusters and triclusters with high values of den-
sity and similarity are presented below.

Example 1. Biclusters in the form (Users, Intersts) .

– ρ = 83, 33%, generator pair: {3609, home},
bicluster: ({3609, 4566}, {family, work, home})
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(a) (b)

(c) (d)

Fig. 3. Density bicluster distribution for the empirical data sets of four Russian uni-
versities. (a) Bauman State University (b) Russian State University for Humanities (c)
Moscow Physical University (d) Russian State Social University

– ρ = 83, 33%, generator pair: {30568, orthodox church},
bicluster: ({25092, 30568}, {music,monastery, orthodox church})

– ρ = 100%, generator pair: {4220, beauty},
bicluster: ({1269, 4220, 5337, 20787}, {love, beauty})

E.g., the second bicuster can be read as users 25092 and 30568 have almost all
“music”, “monastery”, “orthodox church” as common interests. The pair gener-
ator shows which pair (user, interest) was used to build a particular bicluster.

Example 2. Pseudo-triclusters in the form (Users, Intersts,Groups).

Bicluster similarity μ = 100%, average density ρ̂ = 54, 92%.
Users: {16313, 24835},
Interests: {sleeping, painting, walking, tattoo, hamster, impressions},
Groups: {365, 457, 624, . . . , 17357688, 17365092}

This tricluster can be interpreted as a set of two users who have on average 55%
of common interests and groups. The two corresponding biclusters have the same
extents, i.e. people with almost all interests from the intent of this tricluster and
people with almost all groups from the tricluster modus coincide.

6 Conclusions

The approach needs some improvements and fine tuning in order to increase the
scalability and quality of the community finding process. We consider
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several directions for improvements: Strategies for approximate density calcula-
tion; Choosing good thresholds for n-clusters density and communities similar-
ity; More sophisticated quality measures like recall and precision in Information
Retrieval ([19]); The proposed technique also needs comparison with other ap-
proaches like iceberg lattices ([20]), stable concepts ([21]), fault-tolerant concepts
([22]) and different n-clustering techniques from bioinformatics ([23], [24], etc.).
We also claim that it is possible to obtain more dense pseudo-triclusters based
on conventional formal concepts (even though it is expensive from a computa-
tional point of view). To validate the relevance of the exctracted tricommunities
expert feedback (e.g., validation by sociologist) is needed.

Finally, we conclude that it is possible to use our pseudo-triclustering method
for tagging groups by interests in social networking sites and finding tricommuni-
ties. E.g., if we have found a dense pseudo-trciluster (Users, Groups, Interests)
we can mark Groups by user interests from Interests. It also makes sense to use
biclusters and triclusters for making recommendations. Missing pairs and triples
seem to be good candidates to recommend the target user other potentially
interesting users, groups and interests.
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Abstract. Measuring the value of IT is always a challenge for investors. Market 
share for service oriented Information Systems (IS) is constantly growing and it 
creates the demand for methods of measuring the value of SOA-based IS 
projects. This research is aimed at adopting existing IT Project assessment 
methods to this growing demand. The work proposes the method that considers 
the fact that SOA-based IS deployment and evolution could be split in separate 
flows, one per service. It will allow usage of individual discount rate values per 
service since project risk values should be different for different services. It 
should make project value assessment more accurate comparing to existing 
methods which use the single flow for the entire project. This research also 
proposes Real Options for calculating the flexibility fraction of the value. The 
developed method was verified using own simulation model. Both developed 
method and the simulation model were applied to value assessment of a  
real-world project. 

Keywords: Software Engineering, Investment Appraisal, SOA. 

1 Introduction 

Service-oriented market share is constantly growing and forecasts predict its growth 
as well from the current $3.4 billion to $9.1 billion by 2014 (at 17% a year growth) 
[1]. It means that amount of IT projects involving deployment or evolution of 
Information Systems (so called IS projects) will be conducted to Service-oriented 
Architecture (SOA) [2] more and more frequently. It makes adoption of IT project 
assessment methods to SOA-based projects more valuable.  Value measuring methods 
targeted on IT projects exist but none of them is specifically created for assessments 
of SOA-based IS projects.  

We conduct the research which pursues the goal to develop an effective method for 
objective value measurement of complex IS projects which intensively use modern 
features of SOA like Software as Service (SaaS) concept, service outsourcing and 
others. Demand for such method exists and this method should help investors in 
decision making while developing an IT projects portfolio. It means the users of this 
new method are the representatives of the company that wants to develop its IT 
infrastructure with help of IS project where SOA is involved as an architecture.  
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The method being developed will answer the main question involved in decision-
making process of such a representative: if the project worth to be kicked-off or not. 
The main criteria would be a Net Present Value (NPV) provided by the method. The 
proposed method delivers the NPV discounting cache flows of the project separately 
per service and taking into consideration the flexibility of the project.  

Discounted Cash Flow (DCF) [3] is the major instrument in most of the modern 
value measurement methods. The most important parameter in this technique is the 
discount rate which depends on risk. From the point of view of investors risk is 
variability, be it in the returns in the shares of a company or in the cash flow of a 
project [4]. Thus the risk factor becomes very significant variable and the importance 
of it cannot be underestimated. Flexibility is also important and measuring its value 
should be especially stressed in SOA-based projects since there are alternatives in 
such projects since services could be developed in-house or obtained using SaaS 
approach. 

This paper proposes new value assessment method for such SOA-based projects, 
and verifies this method using a simulation model based on System Dynamics 
approach. The new method takes into consideration specifics of SOA in architecture 
of IS proposing several modifications to the base assessment method including 
separate DCF flows for every service and risk assessment-related (project and 
flexibility components of risk) modifications. The paper is structured as follows. In 
Section 2 we present conceptual background information for value assessment of IT 
projects. Section 3 contains description of the proposed assessment method for SOA 
projects. Then we describe application of the proposed assessment method in the 
particular case of  SOA-based  Network Management System in Section 4. The 
System Dynamics simulation model, verification process and results comparison are 
discussed in Section 5. 

2 Conceptual Background 

Investment projects need to be justified and evaluated prior to their start. IT projects 
are not an exception. There are some common points against IT project valuation [4]: 

− resistance from management side 
− inadequacy of existing methods, lack of complex approach 
− calculation complexity of different risk components and intangible benefits 

evaluation 
− high cost of evaluation process itself because of its complexity 
 

The first point is out of scope of this research. The second and third points are exactly 
what the method being developed need to deal with. The last point could be covered 
by valuation process automation with help of decision support systems implementing 
the valuation method. 

IT project valuation methods could depend on one or several IT valuation models 
from this list [5]: 
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− NPV models; 
− Decision Tree Analysis (DTA) models; 
− Financial Options models; 
− Real Options models. 

 
The NPV model is based on DCF and it doesn’t leave space for managerial flexibility. 
In real-world applications this type of flexibility usually exists and this is why NPV 
model is usually used along with some of models especially targeted for flexibility 
fraction valuation. Combined NPV-DTA model is a popular choice in existing 
methods of valuation [4,6,7]. One of the main disadvantages of this approach is the 
need to adjust the discount rate taking into consideration several risk components for 
every node of the decision tree. It makes this approach to be complicated for 
practioneers as it was noted by real options method developers [8]. Financial Options 
models are criticized for inaccurate results and rich set of limitations [9]. Real 
Options (RO) models are treated as an alternative of DTA approach that solves DTA 
disadvantages. Some authors point that DTA and RO could provide the same results 
[10]. This can be achieved if DTA is coupled with utility function estimation and it 
adds even more complexity to DTA. It makes NPV with Real Options Analysis 
(ROA) to look like a valid high-level basis for IT project valuation methods. The 
existing integrated methods are usually proposing NPV-DTA approach [4] while 
several authors consider using ROA instead of DTA without fitting it into integrated 
method [10, 11]. This paper proposes using NPV-ROA combination instead of NPV-
DTA inside new integrated method that is based on existing integrated method [4] 
taking into account SOA specifics of projects being evaluated. It is described in 
details in Section 3. 

NPV calculation fraction is affected by SOA architecture as well. Different types 
of risks are considered in general purpose IT project assessments methods [4]. 
Company and project risks impact the discount rate while the event risk has impact on 
Net Present Value (NPV) during flexibility evaluation [4]. SOA brings its own 
specifics not in IS only but in the assessment techniques as well. In order to take into 
account specifics of SOA during risk assessment Thomas and vom Brocke [12] 
propose to extend well-known EPC modeling technique and introduce three-layer 
diagrams with three separate DCF flows on every Service being considered in the 
scope of value measurement. Ontology-based approach (OLPIT) was offered on the 
hand proposing to represent every IT project by the set of atomic and measurable 
elements defined in the ontology [13]. Separating the main DCF flow of assessment 
algorithm looks suitable and appropriate for SOA since service orientation leads to 
high limit of loose coupling and according to SIMM [14] the services are independent 
entities starting from the low levels of maturity. This is why the EPC-extension-
approach [12] with DFC flow separation sounds promising in the scope of value 
assessment [4]. While separation in several layers does not change discount rate since 
risks are the same in the scope of one service, but separates outcomes and incomes; 
the separation of the project in independently assessed services makes believe that 
discount rate could be different since the risk for every service should be individually 
calculated.  
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3 Proposed Assessment Method 

In our research the value assessment method of Hares and Royle [4] was selected as a 
framework. This integrated method is one of the methods based on NPV-DTA and it 
is logically clear and complete. It uses DCF as an instrument of NPV calculation. This 
framework method takes into account three types of risk in general: company risk, 
project risk, event risk. We follow work of Hares and Royle [4] and their approach to 
relate different types of the risks. The company risk is represented by company beta 
value that could be represented by relative variability of the company shares 
compared with the variability of the shares of the market as a whole. The project risk 
is represented by project beta factor that is based on the relative variability of the 
project cash flow to the variability of company shares. Event risk is the one risk that 
does not have a beta factor. And events do not have shares or cash. Their monetary 
impact on project value is represented by offsetting them via project flexibility. 
Flexibility valuation is a separate component in the method. 

Our research is concentrated on adoption of this framework method to assessment 
of SOA IS projects. The main idea of modification is to have separate DCF passes for 
every SOA service involved in the project being assessed instead of one DCF flow for 
all project contents in the framework method. Since discount rate depends on the 
company/project risk, those parameters have to be calculated for every service. Event 
risk in the framework method is accessed via Decision Tree Analysis (DTA) 
approach. Another crucial point of modification is migration to Real Options Analysis 
(ROA) in this matter. 

3.1 Separating DCF Flows in Respect of Service Orientation 

The risk components being used in discount rate definition are (1) the company risk 
and (2) the project risk. The event risk is used in the separate pass of NVP calculation 
according to the framework method and it is out of scope at this stage. The company 
risk is determined using Capital Asset Pricing Model (CAMP) [15] technique. It 
means that it depends on measure of company’s stock's volatility in relation to the 
market. This parameter is called “company beta”. The influencing specifics of SOA 
projects do not change company beta calculation. The common case for such projects 
is deployment of a service that is indeed owned by another company (provider). 
Stock’s volatilities of two companies still cannot be taken into account because the 
value assessment is usually taken from one particular side i.e. company and this and 
only company stock volatility should be taken into consideration.  

The project risk is calculated using the Bowater-Scott model [4]. Its value is that it 
is based on the CAPM [15] but takes into account the variability of money flows in 
the project. This variability is measured and the beta value of the company is adjusted 
to suit the project. If the cash flow variability is high relative to the company norm the 
beta value goes up for the project (the project is more risky than the company), if it is 
low it goes down (the project is less risky than the company). Basically the dispersion 
of variable sources of potential benefits brought by the project is the source of the 
project beta value. Those numbers regarding the variable sources of benefits are 
supposed to be provided by marketing.  
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Two main necessary modifications were identified from the literature review: 
− Separate DCF flows with individual rates based on individual project risk values 

should be applied for every service. Summary of NPV values should result in final 
total NPV for the project. 

− The method of project risk calculation mentioned by Hares and Royle [4] itself 
should be revised and readjusted. The dispersion looks too vague since it takes into 
account only three points for every outcome component. Instead, the subjective 
distribution proceeding with Monte Carlo modeling is suggested for use. 

 

 

Fig. 1. EPC schemes for assessment methods.  The original framework method [4] to the left. 
The proposed modified method to the right. 
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The first modification could be illustrated by two schemes (fig. 1). The first one 
represents the algorithm workflow described in the original framework method. The 
second schema shows how it is possible to separate DCF flows to form the final NVP. 

As we can see the main distinctive feature of our modified method is to have an 
individual pass of the original framework algorithm [4] for every service (i) resulting 
in NPV(i). Each service (i) pass will have its own project beta value (i) in scope the 
project beta calculation. Total NPV could be identified using formula (1). NPV NPV (1)

The second modification could be resolved as follows. First of all, the components of 
outcomes are divided into constant and variable parts. The variable part is estimated 
in order to determine subjectively low and high mean values. These values can be 
estimated using input from the market research. This is followed by simple deviation 
calculation and then it leads to calculation of the project beta. Most of researches 
propose to estimate variability of outcomes more precisely. For example, 
determination of distributions for outcome components and Monte Carlo simulation 
has been  proposed  in [16, 17]. We selected this approach to replace simple deviation 
technique in the original framework method [4] for calculation of the project beta. 

3.2 Using ROA to Measure the Flexibility Value 

A separate topic of this research is the way to take flexibility into account. Projects 
which have flexibility can reduce the impacts of event risk and so raise the value of a 
project. Flexibility enables project managers to take advantage of beneficial change 
and add value to a project this way [4]. The original framework method has a special 
phase to determine the NPV brought by the event risk. DTA technique is used for this 
purpose. Therefore the ROA technique is considered to be the extension and evolution 
of DTA in particular conditions: 

 
− The key characteristic factors of the company/market should be limited [18]. 
− The elements of the project should be “tradable”. It means, for example, that 

getting rid of some of the project elements  is quite possible (let’s say we may 
eliminate one of the services). 
 

The first requirement looks closely dependent on a particular company or project. 
Forthcoming application of our proposed method for risk assessment of the project in 
telecommunication domain seems to fit this requirement since telecom market has 
transparent and limited set of key characteristics as well as key characteristics of IS in 
that domain. 

The second requirement exactly matches the SOA approach where the system 
according to SIMM [14] is going to reach its peak in an absolutely reconfigurable 
eco-system of independent components each of which could be eliminated or 
postponed in its evolution without significant damage to the system in general.  

Such considerations lead to the third modification in the original framework 
method [4]; namely, it is replacing of DTA with ROA for determination of the event 
risk specific for the particular project. 
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4 Applying the Proposed Method 

We offer to apply and evaluate our proposed assessment method to a specific project 
case of Network Management System (NMS) in comparison with the original 
framework method [4]. We use the case where two new modules are going to be 
added to the three-tier based legacy NMS for this task. The SOA is considered to be 
the architectural approach for this, and SaaS could be one of the ways the components 
could be deployed in the company. The evolution of the existing system using SOA 
and evaluating in-house development versus SaaS look like the most essential and 
relevant way nowadays to evolve IT infrastructure for many companies. It stresses the 
importance of this research. 

 

 

Fig. 2. Extended EPC diagram with RCA and Policy Management services (modules) in the 
NMS system 

The NMS system is installed in a company of large Middle East Telecom provider. 
The modules (now services) are: 

− Policy Management (Policy); 
− Root Cause Analysis (RCA). 
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The Policy service is targeted on automated processing of routine events coming to 
the system by means of highly configurable rule-based policies. The RCA service is 
supposed to find the root cause of network breakdowns in the high-rate stream of 
incoming alerts. Enterprise Service Bus (ESB) [19] is supposed to be used for existing 
NMS and services coordination. The role and place of these two components in the 
NMS could be seen on the Extended EPC diagram [12] (fig.2). 

Let’s go through the algorithms depicted in figure 2. First start with the original 
framework method (left scheme in figure 2). Then the modified method will be used 
for assessment of the project described above. 

ESB component is the infrastructural component that is the prerequisite for RCA 
and Policy services. There are two options that could be related to flexibility of the 
project. Once ESB development and deployment is done, SOA components could be 
deployed using two approaches: 

 
− in-house development; 
− service rental from a SaaS provider. 

 
These alternatives define two branches for calculation of flexibility fraction of NPV. 
The figure 3 illustrates these alternative options. The p is the probability of particular 
transition in the tree. It is selected as 0.5 in the original framework method where the 
DTA is applied in flexibility value assessment stage and it is calculated in new 
proposed method. Later in this paper we will describe the procedure of its calculation. 

 

 

Fig. 3. Alternative project options 

The passive NPV needs to be calculated for every branch. Outcomes, incomes and the 
discount rate are required components for passive NPV. 

The main outcomes are ESB development cost plus services development cost in 
the case of in-house development and service rent in the case of SaaS deployment 
approach. Development costs are estimated using COCOMO [20]. The following 
assumptions were taken into account during outcomes identifications: 
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− There are no software development, maintenance and hardware outcomes for 
services Policy and RCA because those services are rented from the SaaS services 
provider. 

− Outcomes related to ESB development could be identified using Basic COCOMO 
method.  

− The project period for DCF is 3 years. 
− The monthly rent costs for services are fixed: Policy service rent cost is $30 000, 

RCA service rent cost is $70 000. 
 
Incomes depend mostly on the model of IS components in the production mode. Such 
model depends on particular project specifics and the domain. Since we consider the 
real-life project in the Network Management domain, specific production model of 
new IS components of the NMS was created. This model could be described using the 
formula (2). I  υ t w c t w c I w s  (2)

In this formulae: I – the yearly income of IT project, υo – the incoming alert rate, to – 
the alert handling time spent by an operator, wo – the ratio of alerts being handled by a 
service automatically without operator intervention, сo – the operator time cost, tm – 
the alert handling time spent by a maintenance crew, wm – the ratio of alerts being 
handled by a service automatically without maintenance crew intervention, сm – the 
maintenance crew time cost, I0 – the yearly income of IT project before it has been 
started, i – index of intangible incomes component, wi – the improvement ratio of i 
intangible incomes component, si – the ratio of service impact on improvement. 

As we can see the first summand represents tangible benefits of the project. This 
summand represents the specifics of the project and this part of the formula (2) was 
developed specifically for it. The second summand consists of intangible benefits 
(such as market share improvement, decrease of Service Level Agreement (SLA) 
violation penalties, increase in price because of quality improvement, etc.). The 
additivity of such factors was explained in framework method [4] and it is reflected in 
this part of the formula (2). 

The discount rate is based on the company/project beta. This dependency is 
described by formulae (3) [4]: R R βс β R R  (3)

In this formula: R – the discount rate, Rf – the risk free rate, Rf – the industry rate, βс – 
the company beta,  βpr – the project beta. This formula is the modification of risk 
adjusted discounting formula. The beta factor is represented by multiplication of 
company beta and project beta factors. It is possible taking into consideration 
Bowater-Scott approach [4]. The beta parameters need to be calculated. The company 
beta is calculated using CAPM. The project beta is calculated using project income 
volatility. The framework method calculation was based on deviation estimation using 
three points supplied by marketing department and new method uses the model 
described by formulae (2). The volatility of I is the project beta. The probability 
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distribution and their parameters assumptions were made. The distribution is assumed 
to be normal for all arguments in formulae (2). The distribution parameters of 
arguments of the first summand are based in historical data of IS running in the 
production mode before start of the IT project. The distribution parameters of 
arguments of the second summand are estimated by a marketing department. 

DCF was applied to calculate passive NPV for both options in the original 
framework method and our newly proposed method. The framework method applies 
DCF to composite flow of all services involved in the project and uses one discount 
rate for one option. Our method applies DCF to every service (component) of the 
project individually with the individually calculated discount rate. 

 

 

Fig. 4. Measuring the value of the switch option using ROA 

Then flexibility fraction of NPV was estimated in the framework method using the 
DTA technique and the simple tree (fig. 3) with p = 0.5. The flexibility fraction of 
NPV was estimated in our proposed method using the ROA technique. It was 
assumed that we have a case of switch option [11] where base option is the in-house 
development and the alternative (switch) option is the case of SaaS. The switch option 
is an American put option and the binomial lattice technique is suitable for its 
calculation [11]. Figure 4 depicts the overall ROA procedure [21] and describes how 
the value of p and the value of this switch option were calculated. Passive NPV 
analysis, Monte Carlo simulation and determination of volatility σ were already 
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applied during the project beta calculation. The parameters p, u, d are related to the 
binomial lattice method of real option valuation [11], rf – the risk free rate, rc – the 
company rate. 

In Table 1 we compare the results of NPV valuation produced following the 
original framework method [4] and our newly proposed method. The new method has 
DCF flows for every component and this is why there are separate rows for IT project 
components (Policy, RCA, ESB) along with New Method Total row. The values in 
this New Method Total row could be compared to values in Framework Method row 
(and with Simulation model row as well, this would be discussed later in this paper). 
There columns in Table 1 with NPV without taking into account the value of project 
flexibility, the value of flexibility and the final NPV column that is the most important 
value to obtain and to compare. 

5 Simulation Modeling for Verification of the Proposed Method 

Application of the original Framework method and our newly proposed method 
provided us with different results (see table 1). The claims were proposed regarding 
more accurate results of our method. To prove the claims we need a thorough 
verification procedure. Because the authors did not have direct access to a 
comprehensive data set describing any of finished complex IT project based on SOA 
that could be post-evaluated using either the framework method or the proposed 
method, the decision was made to perform verification using simulation modeling.  

Table 1. NPV summary. Results were obtained by the framework Method, New Method and 
Simulation modeling. 

 Company/Project 
discount rate,% 

NPV, 
thousands $ 

Event Risk Added 
Value, thousands $ 

NPVa, 
thousands $ 

Policy 18.24 127 232 359 
RCA 17.80 2458 435 2894 
ESB - -614 - -614 
New Method Total - 1971 667 2638 
Framework Method 18 1703 876 2578 
Simulation 
Modeling - 1868 820 2688 

 
The simulation model was developed. It takes into consideration an external 
environment (i.e. the market process such as market share redistribution) along with 
an internal environment (i.e. running IS in the production mode and the software 
development process). System Dynamics [22] was chosen as a simulation modeling 
approach. This selection is caused by the following: System Dynamics is good 
enough when the level of details in the model is not high (this is acceptable since the 
simulation model being developed should not replace the assessment method but 
rather verify the method); there is a lot of already developed models in System 



 Developing the Method for Value Assessment of SOA-Based IS Projects 183 

 

Dynamics notation for the areas involved in our model domain. iThink [23] software 
developed by iSee Systems was used as an instrument for modeling process since this 
is one of the most powerful and feature-enabled products for modeling following  
System Dynamics notation. 

To verify the new assessment method the simulation model was applied to the 
same real-life IT project (the case of NMS extension via adding two new SOA 
services). 

The main structure of the model is shown on figure 5. 

 

 

Fig. 5. General structure of the  simulation model 

Part of the simulation model that represents the IS running in the production mode 
(Total Savings Discounted on fig.5) allows to determine cost reduction of network 
operation. This part of the model was fully developed by the authors of this paper 
because it is tightly coupled with specifics of the particular real-world project and 
takes into account specifics of the domain. The main components of this sub-model 
are operator time reduction and maintenance crew incidents reduction. The ongoing 
results of it are: the customer loyalty shift (it would be needed in the market share 
movement sub-model) and SLA penalty reduction (Penalty Savings Discounted on 
fig.5).  

Part of the model that considers the market behavior allows determining the 
income generated by market share increase (Value of Marker Share Improvement 
Discounted on fig.5). This part of the model is based on existing System Dynamics 
model called “Bass Diffusion with Type 1 and Type 2 Rivalry” [24]. The sub-model 
combines two copies of this existing model. Those copies have different customer 
switching matrices. The first copy represents the situation in the market before the 
start of IT project. The second copy shows how situation has changed after the IT 
project was deployed. This change happened because deployment improved of quality 
of service and it increased the customer loyalty (fig.5). 

Modeling of costs related to software development process (Total Cost Discounted 
on fig.5) is handled by the part of the main model that is implemented using an 
existing System Dynamics model for inspection-based software development process 
[25,26]. 

Value of Market Share 
Improval Discounted

Total Cost Discounted

Total Savings Discounted

Total Income Discounted

Total Net Present Value

Total Outcome Discounted

Penalty Saving Disounted
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Parameters of the model related to software development process were set as they 
were in the existing model except the lines-of-code value that was set according to the 
project. Parameters of the model related to IS running in production (such as the 
incoming alert rate, the operator time cost, the maintenance crew cost and others) 
were set according to statistical data of a particular company involved in the project. 
Parameters of the market share shift model were set mostly based on the existing 
diffusion model [24] since the number of main players in the telecom market (three) 
in it matches what it is in the real project. 

To determine the flexibility value the assumption was made that there is a 
company (the SaaS provider) that develops the same services and this company would 
have started selling them for rent with probability 0.5 by the moment the ESB 
component is deployed in NMS. The simulation model was run for this case the same 
way as it was run for in-house services development but the difference was in the 
outcome-related part (ESB-related costs were counted only, but the service rent was 
added) and in income parts (IS production phase started earlier and market share shift 
started earlier because the production phase started earlier using the SaaS approach). 

In our case the main result of simulation modeling is calculating the final NPV. 
The comparison of it with NPV values produced by the framework method and new 
method could be seen in table 1. 

6 Conclusion 

The new value assessment method was developed by authors. This method is targeted 
for IT projects where the IT infrastructure is developed using SOA as an architectural 
approach. The method takes into consideration the SOA specifics. This new method 
along with the original framework method [4] was applied to the real-life IT project. 
The NPV values were achieved. They were different. To justify the value of new 
method against the existing one the verification had to be performed. The simulation 
model was developed by the authors in order to perform verification. This simulation 
model was developed following System Dynamics approach and it was applied to the 
same IT project to fulfill the verification goal. 

The NPV value produced by the simulation model is closer to the NPV value 
provided by our proposed method in comparison with the value of the framework 
method. It shows that verification has passed successfully. The robustness of new 
assessment method as well as developed imitation model needs to be verified and this 
is what is going to be done in nearest future. The modeling experiment was performed 
for the real-world IT project what was used for assessment method application. This 
way the verification of this method was performed only and not the imitation model 
itself. Verifying the robustness would allow determining if the developed method and 
imitation model are suitable enough for wide range of IT project where SOA 
architecture is involved. 

Our new method requires more data than the framework method because modified 
method needs to prepare separate incomes and outcomes for every service (and ESB 
as a non-service component) while the original framework method only demands for 
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cumulative incomes and outcomes. Moreover our method needs to perform income 
sensitivity analysis for every service and it also adds complexity (the framework 
method does this analysis once). An assumption could be made that having more data 
involved in analysis could lead to more precise results. This statement requires 
verification and verification of results is important direction of the research. Important 
phase in verification has been accomplished via developing imitation model and 
proving the results of new method with help of this model.  

The increased complexity of the new method could be eliminated by development 
of decision support system (DSS) that is supposed to automate all steps of the 
algorithm involved in the modified method. This DSS is in a prototype phase now. 

Such DSS system could be a useful for companies demanding IT infrastructure 
development using SOA as an architecture approach and SaaS as the deployment 
method. Market trends show that evolution of existing IS is done exactly this way. 
Gartner Group is forecasting the enterprise application software market to surpass 
$12.1 billion in 2011. (That is up 20.7% compared to 2010) [27]. It means that the 
assessment method being developed in this research has demand for it and the NMS 
example could be a good reference case study for many companies. The last but not 
the least result of the research is developed prototype of DSS that automates the new 
assessment method. Moving this DSS to the phase when it could be used by investor 
representatives is another area of effort. 
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Abstract. The problem of face recognition with large database in real-time 
applications is discovered. The enhancement of HoG (Histogram of Gradients) 
algorithm with features mutual alignment is proposed to achieve better 
accuracy. The novel modification of directed enumeration method (DEM) using 
the ideas of the Best Bin First (BBF) search algorithm is introduced as an 
alternative to the nearest neighbor rule to prevent the brute force. We present 
the results of an experimental study in a problem of face recognition with 
FERET and Essex datasets. We compare the performance of our DEM 
modification with conventional BBF k-d trees in their well-known efficient 
implementation from OpenCV library. It is shown that the proposed method is 
characterized by increased computing efficiency (2-12 times in comparison 
with BBF) even in the most difficult cases where many neighbors are located at 
very similar distances. It is demonstrated that BBF cannot be used with our 
recognition algorithm as the latter is based on non-symmetric measure of 
similarity. However, we experimentally prove that our recognition algorithm 
improves recognition accuracy in comparison with classical HoG 
implementation. Finally, we show that this algorithm could be implemented 
efficiently if it is combined with the DEM.  

Keywords: Real-time object recognition, HoG (histogram of gradients), 
directed enumeration method, k-d tree, Best Bin First. 

1 Introduction 

Nowadays, the video surveillance systems are widely used in information security 
field [1]. However, sometimes their quality is not satisfactory. For instance, these 
systems are only best for movement detection and afterwards inquiries. Commercial 
systems do not have early-warning functionality without human intervention. 

With the grow of modern information technologies, intelligent image and video 
content analysis has become a key component in video surveillance system. It is also 
significant in security video and image forensic [2]. Really, person cannot concentrate 
on video after approximately 3 hours. Because of the evident disadvantages of manual 
analysis, human capability cannot meet the requirement to understand and analyze 
such a huge quantity of video data collected in reality. Hence, the popularity of 
automatic systems has recently grown. These systems are usually based on the 
algorithms of image recognition and computer vision. 
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One of the most practically important surveillance systems include facial 
recognition engine. Automatic face recognition [3] is a challenging task because 
factors such as pose, illumination, facial expression make it difficult to achieve high 
accuracy. One of the most important practical cases of face recognition is video-based 
recognition [4]. Although current systems of face recognition in video have reached a 
certain level of maturity [4], their development is limited by the conditions brought 
about by many real applications [3]. For instance, it is still difficult to implement the 
requirement to recognize faces with large database [5], [6] (hundreds of persons) in 
real-time (25-30 frames per second). 

An interesting application here includes a biometric authentication for e-learning 
web applications [7]. Really, the lack of efficient authentication algorithms at login 
time and throughout the session restricts the reliability of distance course learning. 
Unfortunately, if the amount of students for all courses is high, it is quite difficult to 
implement an existing recognition algorithms in real-time. 

To achieve better performance, approximate algorithms [8], [9] (in the sense that 
they return the closest neighbor with high probability) were offered. K-d tree [10] 
(and its modifications such as Best Bin First (BBF) [5]), spill tree, triangle tree [11] 
are widely used in object recognition. Unfortunately, all such algorithms require the 
nearest neighbor be quite closer to query image than the second-nearest neighbor. 
Thus they cannot be used to solve the most difficult cases in which many neighbors 
are at very similar distances [5]. However this problem is quite acute in several object 
recognition tasks such as face recognition. Really, this task is substantially different 
from conventional object recognition [11], [12] - the shapes of the objects are usually 
different in an object recognition task, while in face recognition one always identifies 
objects with the same basic shape. 

To overcome this problem we proposed the directed enumeration method (DEM)  
[6]. It was shown that this method improves recognition performance if Kullback-
Leibler [13] and chi-square discriminations [14] are used to compare color and 
gradient histograms. Meanwhile, the method's capabilities have not been fully 
exploited. In particular, almost no studies have addressed the advantages of our 
method over k-d trees in object recognition using conventional measures of similarity. 
The present paper seeks to fill this gap. Inspired by the ideas of BBF [5], we present 
here the novel modification of DEM. We show that our method increases recognition 
speed with L1 metric and gradient orientations feature set. 

The rest of the paper is organized as follows: Section 2 presents our face 
recognition using a modification of well-known HoG (Histogramof Gradients) 
algorithm [15]. In Section 3, we recall BBF k-d tree and present its limitations. In 
Section 4, we introduce our DEM modification. In Section 5, we present the 
experimental results of face recognition with FERET [16] and Essex [17] datasets and 
compare the DEM with k-d tree implementation from OpenCV [18]. Finally, 
concluding comments are given in Section 6. 

2 Automatic Face Recognition 

Let a set of R>1 greyscale images )(r
uvxrX =  ( rr VvUu ,1,,1 == ) be specified. 

Here R is a database size, )(r
uvx  is the intensity of an image point with coordinates 
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(u,v); { }Rr ,...,1∈  is the image number, rU  and rV  are the rth model image height 

and width, respectively. Each image rX  corresponds to a class { }Crc ,...,1)( ∈ , 

RC ≤  is an amount of classes. It is required to assign a query image 

uvxX = ( VvUu ,1,,1 == )  to one of the C classes where U and V are the query 

image width and height, respectively. The problem can be factorized into two 
essential parts [12]: (1) feature extraction; (2) similarity measure and classifier design.  

There are various feature sets which are widely used in computer vision - color 
intensities, HSV representation of color, texture representation, shape, etc. In this 
paper we will focus on gradient orientation defined by Roberts [11], [19] - 
illumination invariant texture feature showed good results in object recognition [19] 
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The second part of object recognition is classifier design. The conventional procedure 
for constructing decision rules is based on the nearest-neighbor criterion -  image X is 
assigned to the class )(νc  where 

{ }
),(minarg

,...,1
rXX

Rr
ρν

∈
=  (2)

Here ),( rXXρ  is a similarity measure of images X and rX . The classifiers are 

developed in accordance with some deterministic or histogram approach. In 
deterministic approach feature values are compared directly (e.g. Euclidean metric). 
However, this approach does not always provide satisfactory results. The first reason 
is well-known [12], [20] variability of visual patterns. The second reason is the 
presence of noise in the query image, such as unknown intensity of light sources or 
random distortions of some pixels. These difficulties are overcome by a histogram 
approach [15], [20]. According to it local histograms of selected features are 
compared. 

The local features are calculated by dividing images into a regular grid to provide 
illumination and outlier robust appearance-based correspondence with some leeway 
for small spatial deviations due to misalignment after object detection. In this paper, 
each image is divided into KK ×  equal cells (K rows and K columns).  

The gradient orientation (1) definition range [ ]ππ ;−  is divided into N regular 

segments (thus each segment has width
N

π2
). Then the HoG (histogram of gradient 

orientation) ( ) ( )





2121 ,)(,,,)(
1 kkr

Nhkkrh   of each cell with coordinates ( )21, kk , 

{ }Kkk ,...,1, 21 ∈  is evaluated. We propose to use relative gradient magnitude as a 

weight 
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- gradient magnitude evaluation, 
2

1<=Δ constm  is a summand to include in the 

histogram points with zero magnitude ( 0)(
, =r
vum ) – we found that good recognition 

results could be obtained with 1.0=Δm , and  

)(
,max)(

,1;,1

r
vum

r
m

VvUu ==
=  (5)

After that nearest-neighbor rule (1) is used to compare corresponding histograms. For 
instance, L1 metric is widely used 
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If the cell size is low (K>>1), the criterion (6) could show poor recognition accuracy. 
It is possible to perform mutual alignment of HoG features and compare histograms in 
Δ-neighborhood of cell ( )21, kk   
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 (7)

It is equivalent to (6) if 0=Δ . However, this expression is ( )212 +Δ -times slower 

than the original distance (6). Moreover, as we show in the experimental study (see 
Section 5), the accuracy of (7) does not exceed the accuracy of (6). Hence we decided 
use partial alignment of all model images to a query image X 
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Thus, expressions (1), (9)-(11), (8) define the proposed object recognition algorithm. 
It differs from the known HoG algorithm by partial aligning the features in Δ-
neighborhood (8) and by weighting (3) of the gradient orientation histogram relative 
gradient magnitude (5) with 0>Δm parameter. 

3 Best Bin First Algorithm 

We consider the most important and difficult case R>>1, where the database contains 
hundreds or thousands of images. For the specified conditions, practical 
implementation of the decision rule (1) encounters the obvious problem of its 
computational complexity and even feasibility. 

Conventional approach to speed up object recognition is based on an approximate 
algorithm which returns the nearest neighbor for a large fraction of queries and a very 
close neighbor otherwise. These algorithms widely use the k-d tree data structure, 
which is built as follows [5], [10]. Beginning with a complete set of  points, the data 
space is split on the dimension i in which the data exhibits the greatest variance. A cut 
is made at the median value m of the data in that dimension, so that an equal number 
of points fall to one side or the other. An internal node is created to store i i and m, and 
the process iterates with both halves of the data. This creates a balanced binary tree. 

The well-known limitation of conventional k-d trees is their ineffectiveness in 
very-high-dimensional spaces. To overcome this problem, Best Bin First (BBF) 
method was designed [5]. It exploits the following ideas: 1. Backtracking according to 
a priority queue based on closeness; and 2. Search a fixed number of nearest 
candidates and stop. BBF showed such good performance in object recognition that 
has been implemented in OpenCV (cvCreateKDTree method) [18]. 

Unfortunately, the k-d tree (and BBF) cannot be build for measures of similarity 
which does not satisfy all metric properties [8]. For example, it cannot be 
implemented with the measure (8) if 0>Δ . Really, ( )rXX ,Δρ  is not a symmetric 
because 
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For such cases directed enumeration method was developed [4]. 

4 Directed Enumeration Method Modification 

First, we transform criterion (2) to an approximate nearest neighbor [9] form suitable 
for practical implementation [6]: 

constXX =< 0),( ρνρ  (9)
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Here 0ρ  is the threshold for the admissible distance on the set of similarly-named 

images from one class. The value of this threshold could be found experimentally by 
fixing the false-accept rate (FAR) const=β  from the following equation 

 RijH
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xH  is a Heaviside step function,  ⋅  is a ceil round function and 

),( jXiXij ρρ =  are the elements of )( RR ×  distance matrix ijρ=Ρ . The 

evaluation of this matrix needs to be made only once for each database { }rX .  

At first, the empty queue Q is initialized and the resulted image μX  is set to 

undefined. We always refer to the closest to X already checked model image as μX . 

Then we repeat the following procedure while the termination condition (3) is not 
met and the count of checked database images is less than R. If Q is empty we put one 
random database image randX  that has not been checked previously. This action 

ensures that the algorithm is finite. Then the first element iX  is extracted from the 

queue Q. If μX is undefined or ),(),( μρρ XXiXX <  then we assign i  to μ . 

Based on the matrix Ρ  the set of RconstM <=  images 
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determined from the expression : 
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Here ( ) jijj XXX ρρρ −=Δ ,)( is the deviation of the discrimination 

( )iXX jji ,ρρ =  relative to the discrimination between the pair of images X and 

jX  Ρ  should be stored as a matrix of pairs RkRijkij ki
,1,,1,,, ,

==





 ρ  where 

{ }kij ,  is a permutation of numbers { }R,...,1 , ),(
,, kiki jXiXj ρρ =  and  

Rii jj ,1,
ρρ ≤≤ . In such a case the binary search could be used to obtain )(M

iX . 

Then, all computations of the first step are repeated cyclically until, in some step, 
an element μX  meets the termination condition (3). A decision is made in favor of 

the closest pattern μX  or, at worst in the absence of a solution from (3), the 

conclusion is drawn that the query image X cannot be assigned to any class from the 
database and that it is necessary to switch to the decision feedback mode (i.e. ignore 
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the frame in video recognition or use the reject option [21]). Anyway, μX still refers 

to the X  closest database image. 
Thus, expressions (3)–(5) define DEM in the image recognition problem. Its key 

difference from the existing algorithms is the usage of Ρ  distances matrix to choose 
the next database image to check (5).  

In this article we propose the enhancement of the DEM using two key ideas of 
BBF [5]. First, the queue Q becomes heap-based priority queue. We arrange images 

{ }iX  in the queue Q in a decreasing order of their distances ),( iXXρ  to a query 

image X  - “Best Model First” strategy (i.e. the same BBF priority queue based on 
closeness). So the first element in the queue is the closest checked model image to a 
probe X (in terms of used similarity measure). 

Second, we terminate the search with μX  as a returned value if either condition 

(9) was met or after examining maxE model images. For fairly small values of 

maxE , the method discovers the exact decision a large percentage of the time, and a 

very close neighbor in the remaining cases. The next section provides experimental 
evidence to support this claim. 

We summarized the described procedure in the following algorithm (Table 1). 

Table 1. The Directed Enumeration Method Modification  

Data: query image X, database { }rX , matrix of database images distances Ρ  

Result: image X* from the database which is either the nearest neighbor to query 
X or meets condition (9) 
1. Define image μX  as undefined 

2. While μX  is undefined OR ( ) 0/ ρρ μ ≥XX   AND (count of checked 

database images is less than maxE ) do 

2.1. If queue Q is empty 
2.1.1. Insert random database image randX  into the queue Q 

2.2. Pull the highest priority item from the queue Q into iX  

2.3. Fill the set 
)(M

iX  based on matrix Ρ  and formula (11) 

2.4. For each image jX  in the set
)(M

iX  

2.4.1. If jX  has not checked previously (distance ( )jXX /ρ  has not 

been calculated), then 
2.4.1.1. Insert jX  into queue Q. 

2.4.1.2. If μX  is undefined OR )/()/( μρρ XXjXX < , then 

2.4.1.2.1. Define image μX  as jX  

Put μX  into result X* 
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5 Experimental Results 

In the experiment FERET and Essex datasets are used. The images were preliminarily 
processed with OpenCV library [18] to detect faces. After that the median filter with 
window size (3x3) was used to remove some noise in detected faces. The face images 
were divided into 400 fragments (K=20). The conventional [20] value N=8 of bins 
in gradient orientation histogram is used. These parameters provide the best 
recognition accuracy for both FERET and Essex datasets. 

From FERET dataset 1432 face-to-face images of 994 persons populate the 
database (i.e. a training set), other 1288 photos of the same persons formed a test set. 
From Essex dataset the R=900 images were selected as the training set { }rX  from 

the 6400 photographs of С=395 different people. Other 1500 photos of the same 
people were used as a test set to evaluate recognition accuracy. 

Table 2. Comparison of face recognition results for criterion (2) with measures of similarity 
(6)-(8), 1=Δ .  

Dataset Quality measure (6) (7) (8) 

FERET Accuracy 9.08% 8.46% 4.89% 
Average time 5.55 ms 404714.3 ms 59.05 ms 

Essex Accuracy 0.17% 1.473% 0.08% 
Average time 20. 6 ms 1461894.8 ms 224.9 ms 

 
The accuracy and average time (in ms) of face recognition using nearest neighbor 

rule (2) and similarity measures (6)-(8) with 1=Δ  are shown in Table 2. 
Based on this table, we could draw the following conclusions. First, the proposed 

similarity measure (8) achieves the best recognition accuracy. However, its average 
recognition time is 10-times more than the average time of conventional distance (6). 
Second, it is impossible to implement the distance (7) in real-time applications. 
Moreover, there's no need in such mutual alignment of HoG features as achieved 
accuracy is even worth than the accuracy of (6) for Essex dataset. And third, the 
recognition time t of brute force (2) may be unsatisfactory in real time face 
recognition if face detection takes much time or frame contains several faces. 

In the next experiment we compare the performance of OpenCV implementation of 
BBF (for measure (6)), proposed DEM and exhastive search (both for measures (6) 
and (8) with 1=Δ ). We evaluate the error rate (in %) and the average time t (in μs) to 
recognize one test image using modern laptop (4 core i7, 6 Gb RAM) and Visual C++ 
2010 compiler with optimization by speed. 

In the preliminary experiments [6], [22] we found that the choice of parameter M is 
much more important. M should not be very closed to 1, otherwise the directed 
enumeration procedure (6), (7) could miss the nearest neighbor in a couple of 
iterations. Also M should be much less then the database size R, otherwise the 
proposed method will be equivalent to the random search. After several experiments 
[6] the best (in terms of speed) value of parameter M was chosen M=64.  

At first, we discover FERET dataset. We fix the FAR β=3% as the brute force 
accuracy is essentially higher (see Table 2). 
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Fig. 1. Dependence of Average Recognition Time t (in μs) on maxE , FERET dataset 
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Fig. 2. Dependence of Error Rate (in %) on maxE , FERET dataset 

In the first case the distance (6) was used. It is a symmetric measure thus BBF and 
proposed DEM (9)-(11) could be applied. The experiment results (time t and error 
rate) are shown in Fig. 1,2 (marked as BBF(6) and DEM(6)). The recognition with k-
d tree takes even more time than the exhaustive search. It is not surprising as BBF 
requires the nearest neighbor be quite closer to input image than the second-nearest 
neighbor. Hence it cannot be used to exactly solve this difficult recognition task. On 
the other hand, DEM needs t=1.8 ms to provide error rate equal to 10.5%  
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if 1000max =E . The decrease of recognition accuracy is caused by the usage of 

approximate search with termination condition (3). The original DEM [6], [22] takes 
t=3.5 ms with error rate 10.1%. Hence we could conclude that our DEM enhancement 
caused the increase of recognition performance. 

In the second case the criterion (2), (8) was used with 1=Δ . As we stated earlier, 
the BBF cannot be used there. We show time t and error rate of the DEM in Fig. 1,2 

(marked as DEM ((8) 1=Δ )). When 800max =E  the proposed algorithm demands 

t=11 ms with 7.2% error rate. If 1500max =E  the proposed algorithm demands 

t=17 ms with 6.2% error rate. In all cases the accuracy is much better than the 
recognition rate of the exhaustive search with 0=Δ . Again, the original DEM 
performance is worse: t=21 ms with error rate 6.25%. 

In the next experiment we compare DEM and BBF for Essex dataset. We fix the 
FAR β=1% as 3% is too high for this dataset (see Table 2). 
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Fig. 3. Dependence of Average Recognition Time t (in μs) on maxE , Essex dataset 

In the first case the measure (6) was used with the BBF and proposed DEM. The 
experiment results (time t and error rate) are shown in Fig. 3,4. Here the recognition 
with k-d tree takes less time than the exhaustive search (Table 1). At the same time, 

DEM needs t=0.6 ms to provide error rate equal to 0.99% if 600max =E . The 

accuracy of DEM is a bit worth than the accuracy of the BBF because the FAR was 
fixed to 1%, i.e. we suppose 1% error rate is enough for our application. The original 
DEM takes t=2.1  ms with error rate 0.4%. Hence we could conclude that our DEM 
enhancement caused the increase of recognition performance. 
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Fig. 4. Dependence of Error Rate (in %) on maxE , Essex dataset 

In the second case the criterion (2), (8) was used with 1=Δ . We show time t and 

error rate of the DEM in Fig. 3,4. When 700max =E  the proposed algorithm 

demands t=10 ms with 0.5% error rate. In all cases the accuracy is much better than 
the recognition rate of the exhaustive search (see Table 2). Again, the original DEM 
performance is worse: t=35 ms with error rate 0.08%. 

6 Conclusion 

In this paper we proposed a modification of HoG (6) image recognition algorithm by 
aligning the model features to a query image features. We also suggested to reuse the 
key ideas of BBF search in DEM to improve recognition performance with large 

database. Such modification provides additional flexibility by the choose of maxE  

and the order of priority queue Q.  
The most significant concern of applied approach is scalability. For instance, in the 

experiments 1400 images from the FERET database are used and the recognition with 
the DEM required 11 ms in the modern laptop. It is obvious that the recognition time 
increases dramatically with much larger databases. As a matter of fact, the DEM has 
practically no limitations to be used with bigger database except the additional 
memory required to store the part of distance matrix Ρ  [22]. Unfortunately, modern 
image feature sets used nowadays seem to be not satisfactory for complex image 
recognition tasks. Even the recognition quality of gradient-orientation histograms 
comparison is not so good for the FERET dataset. Moreover, if the one image per 
person is stored in the database, the recognition rate is really bad (75-80%).  
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An increase of the number of classes in the face database usually leads to a significant 
decrease of classification accuracy. As we understand, there is no need to speed up 
the algorithm if its efficiency is poor. That's why we concentrated on more important 
practical tasks with hundreds of classes and thousand images in the database. We 
define the database to be large if the nearest neighbor algorithm with an exhaustive 
search cannot be implemented in real-time applications, such as face recognition from 
video where 20-30 frames should be processed in a second. Thus, FERET and Essex 
datasets are practically important examples. 

To this end, we presented an efficient, approximate nearest neighbor algorithm 
which makes real-time face recognition in high-dimensional spaces practical. High-
dimensional feature spaces provide a degree of discrimination that is essential for 
large model databases, which is the natural domain of application for indexing 
techniques [5], [20]. Our experiments demonstrated that DEM search is capable of 
finding close neighbors over a wide range of dimensions and for large faces database, 
by examining only a small fraction of the model images. We also showed that the 
widely used k-d tree (and its practical implementation in BBF) cannot be used to 
speed up face recognition and provide satisfactory accuracy. Moreover, other tree-
based indexing techniques cannot be implemented with measures of similarity like (8) 
because it does not met all metric properties [8]. However, our experiment showed the 
increase of accuracy of criterion (2) if we put 1=Δ  in (8). And our method does not 
have special requirements on used measure of similarity or image database. 

Finally we could conclude that the proposed enhancement of HoG algorithm and 
modification of directed enumeration method appears to be more efficient than the 
approximate nearest neighbor methods currently used for real-time face recognition. 
Our approach could be used in any modern video surveillance system, which demands 
image recognition engine. 

It is important to emphasize that the proposed DEM modification is not restricted 
by the face recognition task  It could be applied in any practically important problems 
of business informatics [1]. [2] which refers to a classification task with thousands of 
classes.  
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