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Abstract. Multiclass problems, i.e., classification problems involving
more than two classes, are a common scenario in supervised classifi-
cation. An important approach to solve this type of problems consists
in using binary classifiers repeated times; within this category we find
nested dichotomies. However, most of the methods for building nested
dichotomies use a random strategy, which does not guarantee finding a
good one. In this work, we propose new non-randommethods for building
nested dichotomies, using the idea of reducing misclassification errors by
separating in the higher levels those classes that are easier to separate;
and, in the lower levels those classes that are more difficult to separate. In
order to evaluate the performance of the proposed methods, we compare
them against methods that randomly build nested dichotomies, using
some datasets (with mixed data) taken from the UCI repository.

Keywords: Nested Dichotomies, Binarization, Multiclass Problems,
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1 Introduction

Supervised classification is one of the main issues in pattern recognition, which
is applied in different fields such as medicine, astronomy, and economy, among
others. In the most well-known scenario there are only two different classes to
which each object can be assigned (binary classification), however, it is com-
mon to find problems in which more than two classes are involved (multiclass
classification). Although multiclass classifiers have been developed to deal with
multiclass problems, these problems become harder when the number of classes
grows and, therefore, it is more likely to make classification mistakes.

An alternative approach to solve a multiclass problem consists in decomposing
the problem into several binary classification problems; in this way the original
problem is simplified and it is expected to achieve better classification accu-
racy. This later alternative is called binarization and among its most important
approaches we find One-vs-One (OVO) [1], One-vs-All (OVA) [2] and nested
dichotomies [3].

In a nested dichotomy, a multiclass problem is divided into several binary
classificacion problems by using a binary tree whose root contains the set of
all the problem classes. Then, the classes are split into two subsets of classes,
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called superclasses, and a model is created to differentiate between them. This
process is repeated, splitting superclasses until they contain a single class from
the original set, i.e., each leaf of the tree contains only one class. In order to
classify a new object, the constructed tree is traversed using a binary model to
choose the branch that must be followed at each level; when a leaf is reached,
its associated class is assigned to the object.

For each multiclass problem, it is possible to construct different nested di-
chotomies; finding a good one could help to reduce classification mistakes. There
are several ways to build a nested dichotomy proposed in the literature [3–5],
but most of them separate classes in a random way, which does not guarantee
finding a good nested dichotomy. In this work, we propose three deterministic
methods to build a nested dichotomy that separates first, at the upper levels of
the tree, the more easily separable classes and leaves to lower levels the sepa-
ration among classes that are hard to distinguish from each other. In a nested
dichotomy, errors that appear in certain level cannot be corrected in lower levels
and, therefore, they become classification errors in the final result. For this rea-
son, it makes sense to try to reduce classification errors in upper levels and we
believe that this can be achieved by following the proposed strategy, obtaining,
as a consequence, a better classification accuracy.

The rest of this paper is organized as follows: in Section 2, we present some
previous work on nested dichotomies. Section 3 contains a description of the
proposed methods: Nested Dichotomy based on Clustering (NDC), Nested Di-
chotomy based on Clustering using Radius (NDCR) and Nested Dichotomy
based on Clustering using Average Radius (NDCA). In Section 4, we show a
series of experiments in which the proposed methods are compared against other
state-of-the-art methods that use a random strategy. Finally, in Section 5, we
present some conclusions and future research lines.

2 Previous Work

Choosing a nested dichotomy, given a multiclass problem, is not a trivial is-
sue. Each multiclass problem can be decomposed in many different nested di-
chotomies. In [4] it is shown the recurrence relation that gives the number of
nested dichotomies for a problem with n classes (t(n) = (2n − 3)t(n − 1)); for
a problem with 12 classes, for instance, there are 13749310575 possible nested
dichotomies. The classification results obtained by different nested dichotomies
can vary, since each nested dichotomy contains different binary problems to be
solved. Most of the works on nested dichotomies randomly choose the order in
which the classes are separated. We can mention at least three of them.

In 2004, Frank and Kramer [3] propose the use of a binary tree that recursively
splits the class set into dichotomies. At each internal node of the tree, including
the root, the class set is partitioned into two subsets. The authors state that
there is no reason to prefer a dichotomy over another one, and, therefore, they
randomly choose the classes that go into every set partition. They also propose
the use of an ensamble of nested dichotomies (END) in order to get better
classification results.
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Later, in 2005, Dong et al. [4] use an ensamble of nested dichotomies in which
they consider only balanced dichotomies, i.e., when building a nested dichotomy,
they randomly split the classes at each internal node but taking care of keeping
an equilibrium between the number of classes at each child node; they call this
method ECBND. They also propose a variant of the method (EDBND) in which
the data (instead of the number of classes) is kept balanced at each internal
node.

In 2010, Rodriguez et al. [5] consider that ensamble methods frequently gen-
erate better results than individual classifiers and propose the use of nested
dichotomies of decision trees as base classifiers in an ensemble; they call this
approach Forest of Nested Dichotomies (FND). In order to form the ensambles
they consider three strategies: bagging [6], AdaBoost [7] and MultiBoost [8].

Finally, it is important to mention the work of Aoki and Kudo [9], who, in
2010, propose a top down method for building class decision trees, which are
similar to nested dichotomies. However, class decision trees allow using multi-
class classifiers to separate two groups of classes. The method proposed by Aoki
and Kudo decides which classes must be separated, in each node, by testing
different classifiers, and selecting those groups of classes producing lower error
rates. Additionally, this method applies feature selection before evaluating the
error rate of a classifier. Since the selection of the best classifier and the best
subset of features for separating the best separable groups of classes, the method
proposed by Aoki and Kudo is very expensive in time, and not always produces
good results.

As stated before, when constructing a nested dichotomy, following certain
criteria can help to obtain better classification quality. For this reason, in this
paper we propose three methods that allow to build a nested dichotomy in a
non-random and inexpensive way.

3 Proposed Methods

When a binary classifier in a nested dichotomy makes a mistake, the error is
spread to lower levels of the tree, where it cannot be corrected. For this reason,
it is important to reduce the number of errors in the upper levels of the tree.
Following this idea, we propose to build nested dichotomies in which classes that
are more easily separable are considered first, at the upper levels of the tree, and
those classes that are harder to differentiate are postponed until lower levels.

3.1 Nested Dichotomy Based on Clustering (NDC)

The basic idea of the Nested Dichotomy based on Clustering (NDC) method is
that classes with greater distance between each other are easier to separate and,
therefore, they should be separated at the upper levels of a nested dichotomy.
To determine the distance among classes, we compute the centroid of each class
and measure the distance among them. Once these distances are computed, we
find the two classes with centroids furthest away from each other, say m1 and
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m2, and the rest of the classes are clustered into two groups using m1 and m2

as group centers.
We next describe the proposed method NDC, distinguishing between two main

phases: the construction of the nested dichotomy and the classification process
itself.

1. Construction of the nested dichotomy. Given a dataset of class-labeled
objects, where each object is described by a set of attributes:

(a) Choose the mean of each class as centroid of the class, taking into account
all dataset instances. If there are non-numeric attributes, we choose, for
each class, the object with the greatest similarity, on average, to all other
instances of its class.

(b) Create the tree root with all the classes and the centroids chosen in the
previous step.

(c) Create a dichotomy. This step is performed recursively, over each node
containing two or more classes, until there is only one a class at each
tree leaf.

i. Choose the two classes whose centroids have the greatest distance
between each other. Use the identified centroids as group centers.

ii. Each class at the current node is grouped with the closest center,
considering the distance between its class centroid and the defined
group centers. If the distance toward the two centers is equal, the
class is put into the first group.

iii. A child node is created for each of the groups and the process is
repeated.

(d) Once the tree is built, a binary classifier is trained at each internal node
of the tree in order to separate the groups of classes of its child nodes.
For this purpose, all the instances from the training set corresponding
to the classes grouped at each child node are used.

2. Classification process. Given an instance:

(a) The tree is traversed, starting from the root and following the branches
indicated by each binary classifier, until a leaf node is reached.

(b) The class associated with the final tree leaf is assigned to the instance.

3.2 Nested Dichotomy Based on Clustering Using Radius (NDCR)

A drawback of the NDC method is that there can be classes that, despite having
centroids that are far from each other, are difficult to separate due to considerable
overlapping. The opposite case is also possible, i.e., classes with close centroids
that, however, do not have overlap among them and, as a consequence, these
classes are easy to separate. For this reason, we propose a variant of the NDC
method that involves each class radius to compute the distance among classes.
The class radius is computed as the distance between the class centroid and the
element, within the class, furthest away from the centroid. Thus, in order to
measure the distance between two classes, C1 and C2, given the centroid of each
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(a) (b)

Fig. 1. (a) Representation of the distance between classes using their radius. (b) Ex-
ample that shows the drawback of obtaining the class radius by computing the distance
to the furthest away instance.

class, m1 and m2 respectively, the distance between them, d(m1,m2), and the
radius of each class, r1 and r2, we propose the function

D(C1, C2) =
d(m1,m2)

r1 + r2
(1)

as a measure of the distance between classes. Note that D = 1 indicates that the
classes are next to each other but they do not overlap, D > 1 that the classes
are separated, and D < 1 that there is overlapping between the classes. The
Fig. 1a shows, in general, the distance between two classes using their radius. In
this figure, the centroids of classes C1 and C2, m1 and m2 respectively, are far
from each other, but since both radius, r1 and r2, are big, there is overlapping
between classes C1 and C2. Therefore, according to our distance, these classes
are close to each other. On the other hand, the centroids of C3 and C4, m3 and
m4 respectively, are close to each other, but since both radius, r3 and r4 are
small, there is not overlapping between classes C3 and C4. Therefore, according
to our distance, these classes are far from each other.

We call this method Nested Dichotomy based on Clustering using Radius
(NDCR). The steps of the method are similar to the ones described for NDC,
except that the Phase 1 requires an aditional step in which the radius of each
class is computed, and that distanceD, given in (1), is used in the step 1c instead
of the distance between centroids.

3.3 Nested Dichotomy Based on Clustering Using Average Radius
(NDCA)

A shortcoming of the method described in the previous section is its sensitivity
to outliers. If an element of a class is far away from the rest of the class elements,
the radius of the class will be big and, when it is used to compute the distance
D, will mislead to think that there is overlapping between classes when, in fact,
this might not be true; see Fig. 1b for an example. In order to deal with this
scenario, we propose to compute each class radius as the average of the distance
between the class centroid and all the elements of the class. Thus, this method is
similar to NDCR, but the function used to measure the distance between classes
is given by
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D′(C1, C2) =
d(m1,m2)

r′1 + r′2
(2)

where r′i represents the average of the distance between the centroid mi and the
elements within the class Ci.

4 Experimental Results

We conducted experiments on 20 datasets taken from the UCI Machine Learning
repository [11] that have been commonly used to evaluate methods for construct-
ing nested dichotomies; the Table 1 shows details of these datasets.

In all the experiments, we used 10-fold cross validation, using the same folds
for all the methods. The binary classifiers that we use are C4.5, Random Forest,
1-NN, 3-NN and Naive Bayes taken from Weka 3.7.1. In our methods, as well as
for 1NN and 3NN, we used, as distance function, the Heterogeneous Euclidean-
Overlap Metric (HEOM) [10], which allows comparing object descriptions that
include numerical and non-numerical attributes (mixed data). We compared our
methods against: ND [3], ND-CB (Class Balanced) and ND-DB (Data Balanced)
[4], as well as ensembles based on these methods, all of them also taken from
Weka 3.7.1. The proposed methods are implemented in Java. All the experiments
were conducted on a PC with a Pentium Dual-Core processor at 2.9 Ghz and
3Gb of RAM, running Linux-Ubuntu 11.04.

The Table 2 shows the results obtained in our experiments. The columns show
the average accuracy, over the 20 datasets, of the different methods to build
nested dichotomies using different base classifiers, as well as the results obtained
with nested-dichotomies ensembles built using bagging [6], AdaBoost [7] and
MultiBoost [8] approaches. The best result for each classifier is highlighted in
bold.

In the Table 2, for each method, it is also shown the average accuracy over all
the used base classifiers. In all the cases, the methods NDC and NDCR got the
highest average accuracy (this is even more clear in the general average shown
at the bottom of the table), suggesting that a better classification quality is
achieved through the nested dichotomies built in a non-random way.

Table 1. Datasets used in the experiments

Attributes Attributes
Dataset Instances Num. Nom. Classes Dataset Instances Num. Nom. Classes

Anneal 898 6 32 6 Optdigits 5620 64 0 10
Audiology 226 0 69 24 Page-blocks 5473 10 0 5
Balance-scale 625 4 0 3 Pendigits 10992 16 0 10
Car 1728 0 6 4 Primary-tumor 339 0 17 22
Dermatology 366 1 33 6 Segment 2310 19 0 7
Mfeat-factors 2000 216 0 10 Soybean 683 0 35 19
Mfeat-Karhunen 2000 64 0 10 Vehicle 846 18 0 4
Mfeat-morphological 2000 6 0 10 Vowel-context 990 10 2 11
Mfeat-pixel 2000 0 240 10 Waveform 5000 40 0 3
Nursey 12960 0 8 5 Zoo 101 1 15 7
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Table 2. Results of the performed experiments using individual nested dichotomies as
well as ensembles of them. The columns show the average of the accuracy obtained by
each method, using different base classifiers; the first three columns correspond to the
proposed methods.

Method
Base Classifier NDC NDCR NDCA ND ND-DB ND-CB

C4.5 88.81 88.58 88.48 87.22 87.63 88.02
RandomForest 93.07 92.89 92.73 93.51 93.63 93.52

1-NN 93.65 93.74 93.50 93.64 93.63 93.65
3-NN 88.97 88.76 88.78 88.92 88.87 88.99

Naive Bayes 77.32 78.35 78.01 73.10 72.59 72.60
Average 88.37 88.46 88.30 87.28 87.27 87.36

Bagging C4.5 91.60 91.72 91.70 92.33 92.22 92.68
Ensemble: RandomForest 94.32 94.17 93.94 94.47 94.38 94.50

1-NN 93.33 93.36 93.32 93.40 93.43 93.41
3-NN 90.24 89.29 89.32 90.01 90.01 89.99

Naive Bayes 82.61 80.56 79.49 80.32 80.49 80.65
Average 90.42 89.82 89.55 90.11 90.11 90.25

AdaBoost C4.5 93.83 93.69 93.47 93.79 93.64 93.97
Ensemble: RandomForest 94.36 94.23 94.36 94.55 94.37 94.58

1-NN 93.31 93.28 93.28 93.19 93.28 93.19
3-NN 92.51 92.49 92.46 92.55 92.48 92.65

Naive Bayes 83.55 83.62 82.70 80.22 81.15 81.31
Average 91.51 91.46 91.25 90.86 90.98 91.14

MultiBoost C4.5 93.37 93.29 93.21 93.40 93.59 93.47
Ensemble: RandomForest 94.30 94.12 94.17 94.34 94.36 94.32

1-NN 93.35 93.47 93.33 93.30 93.31 93.27
3-NN 91.11 91.32 91.34 91.22 91.20 91.02

Naive Bayes 82.39 83.44 82.39 80.45 80.70 80.16
Average 90.90 91.13 90.89 90.54 90.63 90.45

Gral. Average 90.30 90.22 90.00 89.70 89.75 89.80

5 Conclusions

We proposed three methods, NDC, NDCR and NDCA, to build nested di-
chotomies in a non-random way. The main idea in these methods is to separate
in the upper levels of the tree the classes that are easier to separate and sepa-
rate in the lower levels the classes that are harder to separate. The first method
determines which classes are easier to separate by clustering the classes using
the distance among the centroids of the classes. The second method takes into
account, besides the distances among centroids, the radius of each class, trying
to determine if there is overlapping among the classes. Finally, the third method
replaces the radius of each class by the average of the distance between the class
centroid and all other elements within the class.

Experiments were performed on individual nested dichotomies and ensambles
of nested dichotomies. The three proposed methods showed, in average, better
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classification accuracy than ND, ND-CB (Class-Balanced) and ND-DB (Data-
Balanced), which build nested dichotomies in a random way. It must be also
highlighted that, whereas the proposed methods are deterministic, the methods
that build nested dichotomies in a random way could show variations in their
classification accuracy in different runs (sometimes for the worst). Although in
the proposed methods there is an additional cost (respect to random methods)
for choosing the separable classes at each level of the nested dichotomy, the
proposed separability criteria are inexpensive to evaluate, compared to other
approaches previously proposed in the literature.

In the future, it would be important to explore different ways to assess the
overlapping among classes, for instance, measuring how many objects are located
in regions where most of the objects belong to other classes. In addition, methods
of attribute and/or instance selection could be used in the binary classifiers, in
order to improve the classification accuracy.
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