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Abstract Non-invasive and dynamic imaging of brain activity in the sub-
millisecond time-scale is enabled by measurements on or near the scalp surface
using an array of sensors that measure magnetic fields (magnetoencephalography
(MEG)) or electric potentials (electroencephalography (EEG)). Algorithmic
reconstruction of brain activity from MEG data is referred to as magnetoen-
cephalographic imaging (MEGI). Reconstructing the actual brain response to
external events and distinguishing unrelated brain activity has been a challenge for
many existing algorithms in this field. Furthermore, even under conditions where
there is very little interference, accurately determining the spatial locations and
timing of brain sources from MEG data is a challenging problem because it
involves solving for unknown brain activity across thousands of voxels from just a
few sensors (*300). In recent years, our research group has developed a suite of
novel and powerful algorithms for MEGI that we have shown to be considerably
superior to existing benchmark algorithms. Specifically, these algorithms can solve
for many brain sources, including sources located far from the sensors, in the
presence of large interference from unrelated brain sources. Our algorithms effi-
ciently model interference contributions to sensors, accurately estimate sparse
brain source activity using fast and robust probabilistic inference techniques. Here,
we review some of these algorithms and illustrate their performance in simulations
and real MEG/EEG data. We also briefly how functional connectivity approaches
have evolved and are being applied in conjunction with MEG imaging.
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1 Introduction

Multiple modalities of non-invasive functional brain imaging have made a
tremendous impact in improving our understanding of human auditory cortex.
Ever since its advent in 1991, functional magnetic resonance imaging (fMRI) has
emerged as the predominant modality for imaging of the functioning brain, for
several reasons (Belliveau et al. 1992; Ogawa et al. 1992; Tank et al. 1992). fMRI
uses MRI to measure changes in blood oxygenation level-dependent (BOLD)
signals due to neuronal activation. It is a safe, non-invasive method that allows for
whole-brain coverage, including the ability to examine activity in deep brain
structures. Importantly, the widespread availability of commercial and open-
source tools for analysis of fMRI data has enabled many researchers to easily
embrace this technology. However, since the BOLD signal is only an indirect
measure of neural activity and is fundamentally limited by the rate of oxygen
consumption and subsequent blood flow mechanism, fMRI lacks the temporal
resolution required to image the dynamic and oscillatory spatiotemporal patterns
that are associated with cognitive processes. The temporal resolution limitations of
fMRI particularly constrain auditory studies because auditory stimuli and
responses have inherently fast dynamics that cannot be readily assessed with
fMRI. Furthermore, since the BOLD signal is only an approximate, indirect
measure of neural activity, it might not accurately reflect true neuronal processes
especially in regions of altered vasculature. In fact the exact frequency-band of
neuronal processes that corresponds to the BOLD signal is still being actively
debated (Logothetis et al. 2001; Niessing et al. 2005). Finally, in the context of
auditory studies of speech and language, because fMRI measurements involve
loud scans, caused by fast forces on MR gradient coils, the scans themselves will
invoke auditory responses that have to be deconvolved from the signals in order to
examine external stimulus related activity. Hence, to non-invasively image brain
activity on a neurophysiologically relevant timescale and to observe neurophysi-
ological processes more directly, silent imaging techniques are needed that have
both high temporal and adequate spatial resolution.

Temporal changes can be non-invasively measured using methods with high
(e.g. millisecond) temporal resolution, namely magnetoencephalography (MEG)
and electroencephalography (EEG). MEG measures tiny magnetic fields outside of
the head that are generated by neural activity. EEG is the measurement of electric
potentials generated by neural activity using an electrode array placed directly on
the scalp. In contrast to fMRI, both MEG and EEG directly measure electro-
magnetic (EM) fields emanating from the brain with excellent temporal resolution
(\1 ms) and allow the study of neural oscillatory processes over a wide frequency
range (at least 1–600 Hz). MEG and EEG also provide complementary informa-
tion about brain activity because of their differing sensitivity to current sources
within the brain. While MEG is primarily sensitive to tangential currents in the
brain closer to the surface and insensitive to poor conductive properties of the
skull, EEG is primarily sensitive to radial sources while being highly sensitive to
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the conductive properties of the brain, skull, and scalp. Since bioelectric currents
produced by neurons also generate magnetic fields, which are not distorted by the
heterogeneous environment, measurements of these magnetic fields using MEG
can be considered to give rise to an undistorted signature of underlying cortical
activity. Therefore, MEG and EEG can be viewed as being complementary in
terms of the sensitivity to underlying neural activity. In this chapter, a review is
initially presented on how brain activity can be reconstructed from MEG mea-
surements with implications for spatial and temporal resolution of such
reconstructions.

2 Sensing the Brain’s Magnetic Fields

Biomagnetic fields detected by MEG are extremely small, in the tens-to-hundreds
of femto-Tesla (fT) range—seven orders of magnitude smaller than the earth’s
magnetic field, and as a result, appropriate data collection necessitates a mag-
netically shielded room and highly sensitive detectors—Superconducting quantum
interference devices (SQUIDs). The fortuitous anatomical arrangement of cortical
pyramidal cells allows the noninvasive detection of their activity by MEG. The
long apical dendrites of these cells are arranged perpendicularly to the cortical
surface and parallel to each other, allowing their electromagnetic fields to often
sum up to magnitudes large enough to detect at the scalp. Synchronously fluctu-
ating dendritic currents result in electric and magnetic dipoles that produce these
electromagnetic fields (Nunez and Srinivasan 2006). These dendritic currents from
the brain are typically sensed using detection coils called flux transformers or
magnetometers, which are positioned closely to the scalp and connected to
SQUIDS. SQUIDS act as a magnetic-field-to-voltage converter, and its typically
non-linear response is linearized by flux-locked loop electronic circuits, and have a
sensitivity of *10 femto-Tesla per square root of Hz which is adequate for
detection of brain’s magnetic fields (Vrba and Robinson 2002).

MEG sensors are often configured for differential magnetic field measurements
to reduce ambient noise in measurements—which are also referred to as gradi-
ometers, although some MEG systems are also built out of magnetometers and rely
on magnetic shielding and clever electronics for noise cancellation. The two
commonly used gradiometer configurations are axial and planar gradiometers.
Axial gradiometers consist of two coils that share an axis, whereas planar gradi-
ometers measure gradients (or differences) of magnetic fields in a given plane. The
sensitivity profile of planar gradiometer sensors is somewhat similar to EEG,
whereby a sensor is maximally sensitive to a source closest to it on the cortical
surface In contrast however, the sensitivity profile of an axial gradiometer can be
somewhat counterintuitive because it is not maximally sensitive to sources closest
to the sensors. Both planar and axial gradiometers are sensitive to the orientation
of the sources in a counterintuitive manner, similar to EEG sensors.
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Modern MEG systems often consist of simultaneous recordings from many
differential sensors that cover the whole head, and the total number of sensors
varies from 100–300. The advent of such array systems has significantly advanced
MEG studies. Typical MEG systems have sensors that are spaced approximately
2.2–3.6 cm apart. Although the maximum sampling rate for many MEG systems is
approximately 12 kHz, most MEG data is usually recorded at about 1,000 Hz,
thereby still providing excellent temporal resolution for measuring the dynamics of
cortical neuronal activity at the millisecond level.

There are many reasons why neuroscientists have embraced MEG. First, MEG
setup time is very short and convenient for both experimenters and subjects. A
participant or patient can be in the scanner within 10–15 min from entering the
laboratory because—unlike EEG—the lengthy time necessary to apply and check
electrodes is obviated. Second, the anatomical location of large parts of primary
sensory cortices in sulci makes MEG ideally suited for electrophysiological studies
in audition. Furthermore, with whole-head sensor arrays, MEG is also well-suited
to investigate hemispheric lateralization effects based on sensor waveforms. In
contrast to evoked responses measured with EEG, which are maximal at midline
electrodes making hemispheric effects difficult to characterize, MEG responses are
well lateralized. Distinct groups of MEG sensors are sensitive to lateralized
temporal lobe activity that allows for hemisphere-specific assessments.

3 From Sensing to Imaging: The Prerequisites

MEG sensor data analysis only provides qualitative information about underlying
brain regions whose activity is observed on the sensor array based on experienced
users’ intuitions about the sensitivity profile of the sensors. To more precisely
interpret observed sensor data in terms of the underlying brain activity, it is
possible to reconstruct brain activity from MEG data. Reconstruction of brain
activity from MEG data typically involves two major components—a forward
model and an inverse model.

3.1 Forward Models Describing Brain Activity
and Measurements

The forward model consists of three sub-components—a source model, a volume
conductor, and a measurement model. Typical source models assume that the
MEG measurements outside the head are generated primarily by electric current
dipoles located in the brain. This model is consistent with available measurements
of coherent synaptic and intracellular currents in cortical columns that are thought
to be major contributors to MEG and EEG signals. Although several more
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complex source models have been proposed recently, the equivalent current dipole
is still the dominant source model in the literature (Jerbi et al. 2002; Mosher et al.
1999b; Nolte and Curio 2000; von Ellenrieder et al. 2005). Given the distance
between the sources in the brain and the sensors outside the head, the dipole is still
a reasonable approximation of the sources.

Volume conductor models refer to the equations that govern the relation
between the source model and the sensor measurements—i.e. the electric poten-
tials or the magnetic fields. These surface integral equations, obtained by solving
Maxwell’s equations under quasi-static conditions, can be solved analytically for
special geometries of the volume conductor, such as a sphere and ellipsoids. For
realistic volume conductors, various numerical techniques such as finite-element
and boundary-element methods are employed. These methods are very time
consuming and their use may appear impractical in many settings because of the
lack of knowledge about specific parameters used in these models (Mosher et al.
1999b).

Measurement models refer to the specific measurement systems used in EEG
and MEG including the position of the sensors relative to the head. For instance,
different MEG systems measure axial versus planar gradients of the magnetic
fields with respect to different locations of reference sensors. The measurement
model incorporates such information about the type of measurement and the
geometry of the reference sensors. Since MEG sensor arrays are fixed relative to
the head of a subject, it is necessary to measure the position of head relative to the
sensor array. Typically this is accomplished by attaching head-localization coils to
fiducial landmarks on the scalp, passing current through these coils, measuring the
magnetic field created by the currents passed, and triangulating to locate the head-
position relative to the sensor array. In many MEG systems, head localization is
accomplished every 5–10 min because it disrupts normal data collection. Within a
block of 10 min, with subjects in a supine position with their heads securely
positioned in the array, typically head-movements are found to be less than 5 mm.
However, more modern systems are sometimes equipped with continuous head-
localization procedures that enable constant updating of sensor locations relative to
the head and also correction for subjects’ head movements.

The source, volume conductor and measurement models are typically combined
and embodied in the idea called the ‘‘forward-field’’ that describes a linear rela-
tionship between sources and the measurements. Usually, we assume that the
forward-field matrix is known. We can easily calculate the forward field for
equivalent electric current dipoles in a spherical volume conductor model for a
whole-head axial gradiometer MEG system. In this model, MEG is sensitive only
to the tangential component of the primary current dipoles, whereas EEG is sen-
sitive to all components but sensitive to uncertainties in the head model. Simul-
taneous MEG and EEG can be acquired in most modern MEG systems and require
some modification to the forward-field matrix for combined MEG/EEG mea-
surements especially for more realistic source, volume conductor and measure-
ment models.
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Co-registration is an integral part of forward model construction. Co-registration
involves defining three fiducial points on an individual subject’s head surface, which
creates a coordinate system that includes the brain and the position of the MEG
sensors relative to it. Based on these fiducial landmarks, a transformation matrix is
obtained that enables co-registration with the subjects MRI. This allows for the
source locations and sensors to be defined in MRI coordinates and enables inter-
pretation of inverse model reconstructions in terms of the underlying brain anatomy
provided by MRI.

3.2 Identifying and Reducing Influences from Sources
of Noise in MEG

An enduring problem in MEG-based imaging is that the brain responses to sensory
or cognitive events is small when compared to the large number of sources of noise,
artifacts (biological and non-biological) and interference from spontaneous brain
activity unrelated to the sensory or cognitive task of interest. All existing methods
for brain source localization are hampered by these many sources of noise present in
MEG data. For example, the magnitude of the stimulus-evoked auditory cortical
sources are on the order of noise on a single trial, and so typically 75–200 averaged
trials are at least needed in order to clearly distinguish the sources above noise. This
limits the type of questions that can be asked, and is prohibitive for examining
processes such as learning that can occur over just one or several trials. Averaging
across trials is time-consuming and therefore difficult for a subject or patient to hold
still or pay attention through the duration of the experiment. Gaussian thermal noise
or Gaussian electrical noise is also present at the MEG or EEG sensors themselves.
Background room interference from power lines and electronic equipment, for
example, can be problematic. Biological noise such as heartbeat, eye blink or other
muscle artifact can also be present. Ongoing brain activity itself, including the
drowsy-state alpha (*10 Hz) rhythm can drown out evoked brain sources.

Noise in MEG and EEG data is typically reduced by a variety of preprocessing
algorithms before being used by source localization algorithms. Simple forms of
preprocessing include filtering out frequency bands not containing a brain signal of
interest. Additionally and more recently, Independent Component Analysis (ICA)
(Delorme and Makeig 2004; Makeig et al. 1997) as well as other blind source
separate methods (Parra et al. 2002, 2005; Tang et al. 2002a, b) have been used to
remove artifactual components, such as eye blinks. More sophisticated techniques
have also recently been developed using graphical models for preprocessing prior
to source localization (Nagarajan et al. 2006, 2007). Therefore, algorithms for
source localization from MEG and EEG data typically use a two-stage proce-
dure—the first for noise/interference removal and the second for source locali-
zation. However, more recent algorithms that integrate interference suppression
with source reconstructions have also been proposed and provide for robust source
reconstruction (Wipf et al. 2010; Zumer et al. 2007).
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4 Inverse Algorithms for Magnetoencephalographic
Imaging

Inverse algorithms are used to solve the bioelectromagnetic inverse problem i.e.
estimating neural source model parameters from MEG and EEG measurements
obtained outside the human head. In general, there are no unique solutions to the
inverse problem because there are many source configurations that could result in
the sensor observations, even in the absence of noise and infinite spatial or tem-
poral sampling. This non-uniqueness is referred to as the ill-posed nature of the
inverse problem. Nevertheless, to get around this non-uniqueness, various esti-
mation procedures incorporate prior knowledge and constraints about source
characteristics such as possible source locations, the source spatial extent, the total
number of sources or the source frequency/time-frequency characteristics.

Inverse algorithms can be broadly classified into two categories—parametric
dipole fitting and non-parametric whole-brain imaging methods. Parametric dipole
fitting methods assume that a small set of current dipoles (usually 2–5) can ade-
quately represent some unknown source distribution. In this case, the dipole
locations and moments form a set of unknown parameters which are typically
found using either a non-linear least square fit or multiple signal classification
algorithms (MUSIC) or maximum likelihood estimation methods (Mosher et al.
1999a). Parametric dipole fitting has been successfully used clinically for locali-
zation of early sensory responses in somatosensory and auditory cortices. Figure 1
shows an example of parametric dipole localization in the context of somatosen-
sory evoked responses, and shows that responses to early somatosensory peaks can
often be localized to activity arising from primary somatosensory cortex located in
the central sulcus.

Two major problems exist in dipole fitting procedures. First, due to non-linear
optimization there are problems of local minima when more than two dipole
parameters are estimated and this is usually manifested by sensitivity to initiali-
zation (Huang et al. 1998). Brute-force search methods have a huge computational
burden—exponential in the number of parameters (Mosher et al. 1992, 1993). A
second, more difficult problem in parametric methods is that often these methods
require a priori knowledge of the number of dipoles. Often, such information about
model order is not known a priori, especially for complex brain mapping condi-
tions, and the resulting localization of higher-order cortical functions can some-
times be unreliable. Although information theoretic or Bayesian estimation criteria
have been proposed to address this problem, the success of these approaches is less
clear as these are not widely used (Campi et al. 2011; Kiebel et al. 2008; Sor-
rentino et al. 2009; Wolters et al. 1999). Nevertheless, many basic neuroscience
and clinical studies to date have successfully used dipole-fitting procedures to gain
important insights (Aine et al. 2010; Salmelin et al. 1994; Susac et al. 2009).

Non-parametric whole brain imaging is an alternative approach to estimate the
inverse problem. The relevant localization problem can be posed as follows. The
measured signal is a db 9 n matrix B, where db equals the number of sensors and
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n is the number of time points at which measurements are made and the unknown
sources are given by a ds 9 n matrix S which is the (discretized) amplitude of the
source activity at ds candidate locations obtained from the forward model calcu-
lations. In this case, B and S are related by the generative model

B ¼ LSþ E

where L is the composite forward-field matrix that captures the relationship
between unit sources all over the brain and the expected pattern of magnetic field
measurement on the sensor array. The number of candidate source locations is
much larger than the number of sensors (ds [[ db). Therefore, the problem
reduces to estimation of the activity in each source regions, which are reflected by
the non-zero rows of the source estimate matrix Ŝ. E is a noise or interference term
discussed earlier.

Many whole-brain imaging algorithms impose constraints on source locations
i.e. the candidate locations for sources based on anatomical and functional
information obtained from other brain imaging modalities. Such constraints within
a Bayesian framework are embedded in a prior distribution p(S) either implicitly or
explicitly. If under a given experimental or clinical paradigm this p(S) were

Fig. 1 Example case of parametric dipole localization of separate somatosensory stimulation of
the right lip (RLip) and right index finger (RD2). Multiple stimulus trials are performed for each
skin stimulation site during MEG recordings. The trials are averaged and a single dipole is
reconstructed for each site using the non-linear fit method. The resulting dipoles are then
displayed on a co-registered, T1-weighted post-gadolinium coronal MR slice
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somehow known exactly, then the posterior distribution can be computed via
Bayes rule:

pðSjBÞ ¼ pðBjSÞpðSÞ=pðBÞ:

This distribution contains all possible information about the unknown S condi-
tioned on the observed data B. Two fundamental problems prevent using p(S|B) for
source localization. First, for most priors p(S), the normalization distribution
p(B) given by

pðBÞ ¼
Z

pðBjSÞpðSÞds

cannot be computed analytically. If only a point estimate for S is desired, rather
than a full distribution, then this normalizing distribution may not be needed. For
example, a popular estimator is the minimum-norm estimator which involves
finding the value of S by assuming that prior p(S) has a Gaussian distribution with
a single scalar variance term. This variance is related to the regularization constant
in many implementations of the minimum-norm estimator and can be obtained by
maximizing the posterior distribution (a.k.a. the MAP estimate) of p(S|B) which is
invariant to p(B). Second, and more importantly, we do not actually know the prior
p(S) and so some appropriate distribution must be assumed, perhaps based on
neurophysiological constraints or computational considerations. In fact, it is this
choice, whether implicitly or explicitly specified, that differentiates a wide variety
of localization methods (Phillips et al. 1997; Wipf and Nagarajan 2009).

While seemingly quite different in many respects, we recently presented a
generalized framework that encompasses different whole-brain imaging methods
for source localization and points to intimate connections between algorithms. We
showed that many seemingly disparate algorithms for source imaging can be uni-
fied using a hierarchical Bayesian modeling framework with a general form of prior
distribution, called Gaussian scale mixture, with flexible covariance components,
and two different types of inferential procedures. The wide variety of Bayesian
source localization methods that fall under this framework can be differentiated by
the following factors: (1) selection of covariance component regularization terms;
(2) choice of initial covariance component set; (3) optimization method/update
rules; and (4) approximation to the lower bound on the marginal likelihood of the
data. Bayesian source localization methods demonstrate a number of surprising
similarities or out-right equivalences between what might otherwise appear to be
very different algorithms. Specifically, from the vantage point of a simple Gaussian
scale mixture model with flexible covariance components, our initial work in this
area analyzed and extended several broad categories of Bayesian inference directly
applicable to source localization including empirical Bayesian approaches, stan-
dard MAP estimation, and variational Bayesian (VB) approximations. This per-
spective leads to explicit connections between many established algorithms and
suggests natural extensions for handling unknown dipole orientations, extended
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source configurations, correlated sources, temporal smoothness, and computational
expediency. Specific imaging methods elucidated under this paradigm include
weighted minimum L2-norm, FOCUSS, minimum-L1 norm (also called minimum-
current estimation (MCE)), VESTAL, sLORETA, ReML and covariance compo-
nent estimation, beamforming, Variational Bayes, and Automatic relevance
determination (ARD) with multiple sparse priors (MSP). Perhaps surprisingly, all
of these methods can be formulated as particular cases of covariance component
estimation using different concave regularization terms and optimization rules,
making general theoretical analyses and algorithmic extensions/improvements
particularly relevant.

These ideas help to bring an insightful perspective to Bayesian source imaging
methods, reduce confusion about how different techniques relate to one another,
and expand the range of feasible applications. Additionally, there are numerous
promising directions for future research, including time-frequency extensions,
alternative covariance component parameterizations, and integration with robust
interference suppression. These insights allow for continued development of novel
algorithms for whole-brain imaging in relation to prior efforts in this enterprise.
Figure 2 shows performance in simulations using one such novel algorithm, called
Champagne, as well as reconstructions from popular benchmark algorithms for
comparisons that highlight their poorer spatial resolution and sensitivity to cor-
related sources and noise (Owen et al. 2012; Wipf et al. 2010). When compared to
ground-truth it can be seen that Champagne is the algorithm that is able to
reconstruct the source configuration. Figure 3 shows source reconstructions of
auditory evoked responses using called Champagne, and benchmarks algorithms.
Auditory evoked responses are challenging datasets because of high degree of
correlations between bilateral auditory cortices. In these real datasets from three
different subjects, it can also be seen that Champagne is the only algorithm able to
reliably reconstruct bilateral auditory cortical activity.

Instead of simultaneous estimation of all sources a popular alternative is to scan
the brain and estimate source amplitude at each source location independently. It
can be shown that such scanning methods are closely related to whole-brain
imaging methods, and the most popular scanning algorithms are adaptive spatial
filtering techniques, more commonly referred to as ‘‘adaptive beamformers’’ or
just ‘‘beamformers’’ (Sekihara and Nagarajan 2008). Adaptive beamformers have
been shown to be quite simple to implement and are powerful techniques for
characterizing cortical oscillations and are closely related to other whole-brain
imaging methods. However, one major problem with adaptive beamformers is that
they are extremely sensitive to the presence of strongly correlated sources.
Although they are robust to moderate correlations, in the case of auditory studies,
since auditory cortices are largely synchronous in their activity across the two
hemisphere, these algorithms tend to perform poor for auditory evoked datasets
without workarounds), and many modifications have been proposed for reducing
the influence of correlated sources (Dalal et al. 2006). The simplest such work-
around is to use half the sensors corresponding to each hemisphere separately, and
this approach works surprisingly well for cross-hemispheric interactions. Other
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modifications to the original algorithms have been proposed in the literature that
require some knowledge about the location of the correlated source region (Dalal
et al. 2006; Quraan and Cheyne 2010). Recently, we have shown that significant
improvements in performance can be achieved by modern Bayesian inference
algorithms that are closely related to minimum-variance adaptative beamformers
and these extensions allow for accurate reconstructions of a large number of
sources from typical configurations of MEG sensors (Wipf et al. 2010; Zumer et al.
2007, 2008).

5 Temporal and Spatial Resolution of MEG Imaging

Since MEG data can be acquired at sub-millisecond time-scale, temporal resolu-
tion of MEG imaging is only limited by the sampling rate, typically *1 kHz, and
in principle, cortical oscillations can be observed up to 500 Hz. In contrast to its
temporal resolution, determining the spatial resolution of MEG imaging is chal-
lenging because it is highly dependent on the reconstruction algorithm chosen, as

Fig. 2 Localization
performance in simulations.
A single example of the
localization results for 10
clusters (each with 10
dipoles) at SNIR = 10 dB
with the vector lead field and
real brain-noise. The ground
truth (GT) location of the
clusters are shown for
comparison, first row. The
results with Champagne
(CHAMP) are shown in the
second row and the
comparison algorithms,
minimum-variance adaptive
beamformer (BF), sLORETA
or dSPM (SL/dSPM), and
generalized minimum-current
estimation (MCE) are shown
in the subsequent rows. We
project the source power to
the surface of a template
brain
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well as a variety of factors such as signal-to-noise and interference-ratio, model
formulation, forward-model accuracy, co-registration errors and accuracy of priors
(Owen et al. 2012; Wipf et al. 2010). In general, it can be easily shown that the
spatial resolution of MEG reconstruction is not limited by sensor spacing, because
many adaptive methods can perform better than estimates based on spatial sam-
pling criteria. For instance, while sensor spacing in many axial gradiometer sys-
tems is 2.2 cm, reconstruction accuracy can in some cases be as small as 3 mm! In
general, co-registration errors alone can be on the order of 3 mm (Roberts et al.
2000). While whole-brain imaging algorithms, such as minimum-norm methods,
have poor spatial resolution on the order of a few centimeters, the spatial reso-
lution of adaptive spatial filtering methods, and more recent whole-brain recon-
struction methods based on machine learning techniques, are difficult to generally
compute because these estimates depend on the data and factors contributing to
data quality etc. As a rule of thumb, for typical datasets, these newer methods can
reconstruct tens-to-hundreds of sources about 0.5 cm apart (assuming time-fre-
quency separation and detectability) and this can be considered an approximate
spatial resolution for MEG, keeping in mind that under certain circumstances the
spatial resolution can be even greater (Owen et al. 2012; Wipf et al. 2010).

A common myth, related to the spatial resolution of MEG, is its lack of sen-
sitivity to gyral crown activity and relative insensitivity to deep sources. While it is
a fact that for single spherical volume conductor models MEG sensors are
insensitive to radially pointing dipoles, this does not necessarily translate to gyral
sources. It has been shown that, using realistic volume conductor models (such as

Fig. 3 Auditory evoked field results for 3 subjects for four different benchmark algorithms.
Champagne is able to reliably reconstruct bilateral auditory cortex activity in all subjects.
SLORETA is only able to do so in two of the three subjects. MVAB fails because of the high-
degree of correlations between the two sources. MCE is another sparse reconstruct algorithm that
only finds auditory cortex in one hemisphere in each subject
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boundary element methods or multiple local-sphere models), some sensitivity to
radial sources can be recovered, and that there is no predominant loss of sensitivity
to gyral sources (Hillebrand and Barnes 2002). Furthermore, while there is a
significant drop in sensitivity to deeper sources because their contributions will fall
by approximately the square of the distance to the sensors, recovery of deep
sources is an issue of the signal to noise ratio. In general, if high signal-to-noise
ratio data are recorded, there is no inherent problem in recovery of deep sources
with some of the newer Bayesian reconstruction methods. However, mid-brain
sources have two additional problems. First, they may not have dipolar organi-
zation due to the architectures and second, the uncertainties in the lead-field
increases for deep brain sources, thereby making them more difficult to
reconstruct.

6 From Single Subject Reconstructions to Group Level
Inference

While the power of MEG imaging is its ability to reconstruct the timing of activation
across different frequency bands in single subjects, inferences across subjects
require group level statistical analyses (Dalal et al. 2008). The most ubiquitous form
of group analysis of MEG studies of auditory cortex are based on parameters,
obtained from dipole fitting of typical component peaks in the response, such as
timing, amplitude, location and sometimes orientation. For the less common whole-
brain imaging and scanning based algorithms, group analysis of data across subjects
have typically paralleled similar procedures for whole-brain analysis based on fMRI
and PET studies (Singh et al. 2003, 2002). These procedures include spatial nor-
malization to template brains, general-linear modeling of experimental effects,
parametric and non-parametric inference procedures, and corrections for multiple
comparisons. It is to be noted that group level statistical corrections for multiple
comparisons are not yet as well developed for MEG imaging studies as they are for
fMRI, and fMRI correction procedures such as family wise error FWE can some-
times be too conservative for MEG reconstructions for a variety of reasons,
including the fact that spatial correlations in reconstructed images are higher than in
fMRI (Dalal et al. 2008; Darvas et al. 2004; Owen et al. 2012).

7 From Source Activity Imaging to Functional
Connectivity Imaging

It is now well recognized in systems and cognitive neuroscience that it is necessary
to examine not only activity within an area during an active or inactive state, but
also how the brain integrates information across multiple regions. The term
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functional connectivity essentially defines the complex functional interaction
between local and more remote brain areas. Although a common approach is to
examine functional connectivity by using hemodynamic measures of brain activity
(such as fMRI), MEG directly measures changes in the magnetic field induced by
underlying neuronal currents, and is better suited for modeling these types of
interactions. Decomposition of information across, space, time, and oscillatory
domains yields complex information about how sources in the brain interact across
many levels.

Despite the advantage of MEG (and EEG) in the temporal domain over fMRI,
there have been relatively few publications that assess event-related or resting-
state functional connectivity using MEG or EEG as compared to fMRI. There are
two genres of metrics used in MEG functional connectivity: bivariate quantities
are calculated in a pair-wise fashion between pairs of voxels and multivariate
techniques model the interactions between several regions of interest. Likewise,
functional connectivity metrics in MEG data analyses can be applied either in
sensor-space or in source-space. Although many metrics have been proposed for
functional connectivity in MEG, no careful comparisons have been made for the
same dataset across bivariate and multivariate metrics.

7.1 Bivariate Metrics of Functional Connectivity in MEGI

Bivariate metrics can be applied to MEG/EEG data in two ways. Since these metrics
are computed between two time courses, they can either be computed between target
sensors/voxels or they can be computed between all sensors/voxels and then an
average connectivity value can be calculated for every sensor/voxel. The first of
these methods is used when there is knowledge about the areas involved and can be
considered a ‘‘hypothesis-driven’’ approach. The second, in contrast, can be
described as a ‘‘data-driven’’ approach and is applicable when there is not a priori
knowledge about which areas should exhibit high or changed connectivity. Corre-
lation and its frequency domain analog, coherence, are the two most commonly used
bivariate metrics in the literature (Nunez et al. 1997). An extension of using
coherence on sensor time courses, a source localization algorithm called DICS, is
particularly designed to construct coherent activity by estimating time course and
calculating magnitude coherence (Gross et al. 2001). There are also phase differ-
ence-based bivariate metrics that can be applied in similar fashion to the metrics
described above. The difference in instantaneous phase between two time courses
can be calculated using the Hilbert transform. There are different subsequent cal-
culations that can be performed with the phase difference, e.g. phase coherence (PC),
phase synchronization, index of synchronization.

All types of bivariate metrics are susceptible to spurious interactions that arise
from volume conduction artifacts in MEG and EEG recordings. The magnetic field
or electric potential generated by a single neuronal source is picked up by not only
the nearest sensor to the source, but the neighboring sensors also pick up the signal
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with a zero-time lag. This creates instantaneous blurring across the sensors. As
such, the time courses of many sensors can contain overlapping information due to
this electromagnetic phenomenon, which can produce spurious interactions. Some
bivariate metrics used for MEG and EEG functional connectivity analyses have
been designed to overcome this blurring by isolating the non-zero-time-lag
interactions from the zero-time-lag interactions, namely imaginary coherence (IC)
and phase lag index (PLI). Both metrics are designed to assess only non-zero time
lagged interactions in source or sensor data in order to cancel out the effects of
cross-talk across the detection sensors.

Imaginary coherence is calculated by only considering the imaginary compo-
nent of the complex-valued coherence. The imaginary part of the coherence is
produced by non-instantaneous interactions between waveforms. It was found to
be a better measure of coupling than the magnitude of coherence in an EEG
experiment of voluntary finger movement (Nolte et al. 2004). PLI is similar to IC
in that it includes only information that is transmitted at a non-zero time lag; any
two signals that are instantaneously coupled and therefore have a phase difference
of zero, are not included in the calculation of PLI. PLI and PC of EEG and MEG
data were more sensitive than IC to increasing levels of true synchronization in the
simulated data, but IC and PLI were less susceptible to spurious correlations in the
data due to common sources (Stam et al. 2007). In addition, PLI and IC were better
able to detect beta band connectivity and uncovered a different spatial pattern of
connectivity in the MEG data. IC has also revealed significant changes in the over
all resting-state connectivity induced by brain lesions (de Pasquale et al. 2010,
2012; Guggisberg et al. 2007; Martino et al. 2011; Marzetti et al. 2013; Tarapore
et al. 2012; Hipp et al. 2011, 2012) (Fig. 4).

7.2 Multivariate Connectivity Metrics in MEG

In contrast to bivariate metrics, which compute relationships between elements in
a pair-wise fashion, multivariate metrics are able to model interactions between
multiple areas in a single model (Astolfi et al. 2005). While powerful, computa-
tional complexity is an issue when performing a multivariate analysis. While all
areas can be modeled simultaneously, the limitation of these methods lies in
maintaining the necessary condition that the number of parameters fit in the model
does not exceed the number of time points. This is done by considering fewer areas
or voxels or by limiting the number of lags the model will analyze. Multivariate
autoregressive models (MVAR) can be applied in the time domain, or in the
frequency domain, as is the case with partial directed coherence and direct transfer
function methods. Although some of these methods have been demonstrated to be
powerful in determining neural networks associated with basic sensory processing
(Porcaro et al. 2009). Future studies will determine how these metrics can be
extended to examinations of impairments in cognitive function in a variety of
clinical populations.
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Nevertheless, already in these early days of functional connectivity analyses, it
has been shown to have profound clinical significance as disturbances in networks
as manifested as abnormalities in functional connecting even during resting state.
Recent studies have shown this to be the case in many clinical conditions such as
brain tumor, schizophrenia, stroke, and developmental disorders (Bartolomei et al.
2006a, b; Bosma et al. 2008a, b). For example, neurocognitive effects are corre-
lated with functional connectivity changes in brain tumor patients, especially in
patients with low-grade gliomas (Douw et al. 2008, 2009, 2010; van Dellen et al.
2012). Similarly, combining activation mapping and resting-state functional con-
nectivity can help predict functional recovery in stroke. Therefore, mapping
functional connectivity and combining this information with brain activation
studies may be an important component in surgical planning and clinical diagnosis
in a variety of disorders (Martino et al. 2011; Tarapore et al. 2012).

8 Conclusions

Great strides have occurred in the development of novel and powerful algorithms
for MEG imaging. These algorithmic approaches not only enable more accurate
reconstruction of brain activity, their time courses and spectral power fluctuations,
but also enable us to examine functional connectivity between different brain
regions from MEG data. These efforts pave the way novel and powerful appli-
cations for MEG imaging in many basic and clinical neuroscience studies of neural
oscillations in the human brain.

Fig. 4 Activation and Functional Connectivity in Stroke. a Activation of motor cortex and its
associated time-frequency plot of the voxel of maximal power change in the beta frequency band
during affected finger button press. b Results of the correlation analysis between baseline resting
MEGI functional connectivity and recovery scores. Gold indicates the location of the lesion and
activated motor cortex. Blue indicates negative correlations. Red indicates positive correlations.
Strong ipsilesional connectivity predicts recovery (Westlake et al. 2012)
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