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Abstract This chapter reviews auditory research performed with magnetoen-
cephalography (MEG) in normal listeners, with an emphasis on the auditory
cortex. The first section provides an overview of basic characteristics of auditory
evoked fields and their classification. The second section reviews the relationship
between a selection of basic auditory features—including lateralization, period-
icity, and spectral content—and auditory evoked fields generated in auditory
cortex. The final section highlights recent MEG research in the field of auditory
scene analysis, focusing specifically on auditory stream segregation, selective
attention, and informational masking.
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1 Introduction

Acoustic signals unfold on a multitude of timescales, ranging from the sub-mil-
lisecond processes supporting sound localization to the multi-second intervals
necessary for music perception and speech comprehension. Sounds impinging on
the ear are transformed into a frequency-specific neural code in the cochlea. This
neural code in the auditory nerve has a sub-millisecond temporal precision and can
phase-lock to periodic sound waves up to 5,000 Hz (Young and Sachs 1979).
Frequency specificity is maintained in the ascending auditory pathway up to the
auditory cortex, with an orderly mapping of frequency that is called tonotopy.
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While the ability to phase lock to the acoustic stimulus degrades along the
ascending auditory pathway, some aspects of coding in human primary auditory
cortex still maintain a millisecond precision and phase-locking capability up to at
least 100 Hz (Brugge et al. 2009).

MEG is an excellent tool for studying the human auditory system for several
reasons. First and foremost, MEG’s temporal resolution matches the resolution
with which the brain responds to sound. Second, owing to the situation of auditory
cortex on the superior temporal plane, with dipole sources oriented primarily
tangential to the head surface, MEG is particularly sensitive to activity generated
there and can straight-forwardly discriminate activity arising from the left and
right hemispheres. Third MEG acquisition is silent, a clear advantage when
compared with modern fMRI acquisition sequences. The first auditory evoked
response in MEG was published in the late 1970s (Reite et al. 1978). Using dipole
source analysis, other early studies clearly demonstrated that these auditory-
evoked fields were generated in the auditory cortex (Hari et al. 1980), and dem-
onstrated tonotopy in the human auditory cortex (Romani et al. 1982). Today,
more than 1,000 published studies of the auditory system have used MEG.

This review summarizes aspects of basic auditory neuroscience using MEG in
healthy adult listeners. The chapter focuses on activity in the auditory cortex, with
less focus on activity in other brain areas. The chapter starts in Sect. 2 with a
classification of the different aspects of activity evoked by auditory stimuli as seen
by MEG. Section 3 reviews the relationship between specific acoustic features and
the MEG response, while Sect. 4 focuses on the perception of more complex
auditory scenes. The selection of studies reviewed here is strongly biased towards
studies using MEG because of the scope of this book; studies using EEG, a method
very related to MEG, as well as intracranial EEG and fMRI studies, are mentioned
only occasionally.

2 Classification of Auditory Evoked MEG Activity

The classification of auditory responses used in this chapter is primarily one that is
based on the anatomical site of their generation, and as such is a view from source
space. Three sites are dissociated: brainstem, auditory cortex, and multi-modal areas
beyond auditory cortex. Most auditory studies using MEG have focused on auditory
cortex, and therefore activity generated there comprises the largest part of this
section. Traditionally, auditory evoked (magnetic) fields (AEF) have been subdi-
vided into three latency ranges, in accordance with the classification of auditory
evoked potentials (AEP) in EEG (Picton et al. 1974). In this chapter, the division of
auditory evoked fields into early (up to 8 ms), middle (15–50 ms), and long-latency
([50 ms) ranges is introduced alongside the generator-based view. Still other types
of activity are not covered by the latency classification, such as steady-state
responses and induced activity (i.e., activity that is not precisely phase locked to
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stimulus presentation). Each of these classifications has its own limitations, but
some basic knowledge of how they have been used is helpful before discussing
research that addresses questions of auditory neuroscience more specifically.

2.1 Brainstem

Occurring in the first 8 ms post stimulus onset, the early auditory-evoked field
(EAEF) is also referred to as the auditory brainstem response (ABR). The ABR
typically comprises five subsequent peaks, known as waves I–V. These components
are small relative to either the ongoing MEG or later auditory evoked components,
and therefore require large numbers of trials (thousands) in order to achieve an
adequate signal to noise ratio. The typical stimuli used to evoke the ABR are clicks
presented with inter-stimulus intervals (ISI) in the range of 50–100 ms. Waves I–V
of the ABR have prominent spectral power in the range from 700 to 1,200 Hz. High
sampling rates are therefore required to record the ABR and the low-pass filter
should not be set below 1,000 Hz (better still 1,500 Hz). Highpass filters up to
200 Hz are typically used to suppress the low-frequency components of the later
cortical responses that overlap the ABR because of the short ISI. There exist only a
few published studies that have used MEG to study the ABR (Lütkenhöner et al.
2000; Parkkonen et al. 2009). These studies show that waves I–V can be recorded in
MEG and that the estimated generators are consistent with their EEG counterparts
(Scherg and von Cramon 1985). In brief, waves I and II are thought to be generated in
the auditory nerve just beyond the cochlea, while wave V, with a latency of 5–6 ms
post stimulus, is generated below the inferior colliculus, the obligatory auditory-
midbrain nucleus, and probably reflects neuronal input to this structure.

2.2 Auditory Cortex

Both the middle- and long-latency AEF (MAEF and LAEF, respectively) are
primarily generated in the auditory cortex (Fig. 1), and their separation at 50 ms is
arbitrary. Historically, the MAEF peaks have been denoted with letters (e.g., Nam,
Pam, Nbm, and Pbm), and the LAEF peaks with numbers (P1m, N1m, and P2m).
Alternatively, these peaks are labeled with their prototypical peak latency. In this
nomenclature, the MAEF peaks are N19m, P30m, N40m and P50m; the LAEF
peaks are known as P50m, N100m, and P200m. Denoting these peaks as negative
(N) or positive (P) was originally in reference to the scalp vertex in EEG, but can
be easily adopted with reference to the surface of the auditory cortex in MEG. The
P50m has been considered both middle- (Pbm) and long-latency (P1m), indicating
one of the limitations of the latency-based nomenclature. Nevertheless, the dis-
sociation of MAEF and LAEF is often useful and therefore these peaks will be
introduced in separate paragraphs below.
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2.2.1 Middle-Latency Auditory Evoked Fields

Most of the spectral energy of the early MAEF lies in the (lower) gamma band
around 30–60 Hz, with a maximum around 40 Hz. For recording of the MAEF, the
low-pass filter cutoff should therefore not be set below 100 Hz. A high-pass filter
with cutoff frequencies in the range of 10–30 Hz is often used to suppress over-
lapping LAEF components (Fig. 2), because the typical ISI to record the MAEF is
around 100–200 ms, and thus shorter than the LAEF. The most prominent peak of
the MAEF is the P30m (Pelizzone 1987; Mäkelä et al. 1994; Pantev 1995). The
preceding N19m is smaller, but has been consistently localized in Heschl’s gyrus
and close to the generator of the P30m (Hashimoto et al. 1995; Gutschalk et al. 1999;
Rupp et al. 2002b; Parkkonen et al. 2009). It has been suggested that the N19m and
the P30m share the same macroscopic generator in medial Heschl’s gyrus, whereas
the P50m is generated more lateral along Heschl’s gyrus (Scherg et al. 1989; Yvert
et al. 2001), a view that is supported by depth electrode recordings in patients with
epilepsy (Liegeois-Chauvel et al. 1991; Liegeois-Chauvel et al. 1994).

With reference to microscopic anatomy, the sources of the N19m and P30m are
in the auditory core area (Galaburda and Sanides 1980), most likely in the primary
auditory cortex field A1. A less-likely alternative is that the N19m and the P30m
are generated in the more medial core field CM (Hackett et al. 2001). The more
lateral localization of the P50m would better match with a generator in the lateral
core field R, but this is more speculative, and it is likely that other fields addi-
tionally contribute to the P1m peak measured in MEG (Yvert et al. 2001). Laminar
recordings of click-evoked activity in monkey A1 show a peak N8 that is gen-
erated in deep cortical layers (4 and 5), and a subsequent P24 which is generated
predominantly in layer 3 (Steinschneider et al. 1992). One hypothesis is that
human N19m is also generated by thalamocortical input into the granular layer 4.

2.2.2 Long-Latency Auditory Evoked Fields

Traditionally, the earliest peak of the LAEF is the P1m, which has already been
mentioned in the context of the MAEF. The earliest latency of the P1m in response
to pure-tone stimuli is typically in the range of 50 ms—hence P50m—(Pantev
et al. 1996b). There is at least a second subcomponent of the P1 m with a peak
latency around 70 ms (Yvert et al. 2001), and for clicks-train stimuli P1m latencies
around 60–80 ms are typically observed (Gutschalk et al. 2004a). One reason for
P1m variability is that the peak, especially when it is later than 50 ms, overlaps
with the onset of the larger N1m, which may reduce the P1m amplitude and latency
(Königs and Gutschalk 2012).

By far the most prominent peak of the AEF is the N1m, which comprises a
number of subcomponents (Näätänen and Picton 1987) whose specific features are
reviewed in more detail below. Optimal recording of the N1m requires an ISI of
500 ms or longer. The spectral content of the N1m lies primarily in the theta band
and the lower alpha band (approximately 3–10 Hz), such that low-pass filters
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Fig. 1 Schematic of the human auditory cortex. The view is from the top on the superior temporal
plane, which is buried inside the Sylvian fissure in the intact brain. The macroscopic anatomy is
labeled on the left: Most lateral is the superior temporal gyrus (STG), most of whose surface extends
to the lateral surface not seen in this view. Heschl’s gyrus extends from postero-medial to anterior-
lateral, where it meets the STG. The border between Heschl’s gyrus and the STG is not sharply
defined, and in some brains it appears as if the anterior STG is the continuation of Heschl’s gyrus.
Many subjects have more than one Heschl’s gyrus, especially in the lateral part. The Planum
temporale starts posterior from Heschl’s gyrus and extends up to the temporo-parietal junction.
There is no sharp border between the Planum temporale and the STG.A simplified schematic of
histological auditory cortex fields is provided on the right: The core area (also primary auditory
cortex, koniocortex, or Brodman Area 41) roughly coincides with the borders of Heschl’s gyrus.
Most anatomists subdivide the core region in at least two to three subregions. The nomenclature
used here is adopted from the nomenclature used in the monkey (Hackett et al. 2001). The most
medial field CM is not always considered a core field. The field A1 is often considered ‘‘primary
auditory cortex’’ sensu stricto, but cannot be easily separated from the more lateral field R based on
histology. These two fields have opponent tonotopic organizations (Formisano et al. 2003); in A1,
high frequencies are localized postero-medially and low frequencies more antero-laterally, and vice
versa in R, so that both fields share a common low-frequency border. An alternative nomenclature
for the core fields is, from medial to lateral, Te1.1, Te1.0, and Te1.2 (Morosan et al. 2001). The
lateral belt is located in the Planum temporale and extends to the lateral surface of the STG (Braak
1978). It can also be subdivided in at least two to three subfields oriented parallel to the core region,
but there is only little information available from human anatomy (Rivier and Clarke 1997).
Alternative names for areas that overlap with the lateral-belt definition are parakoniocortex,
Brodman Area 42, or Te2 (Morosan et al. 2005). The anterior belt field is located in the circular
sulcus, anterior from Heschl’s gyrus. This area is also referred to as Prokoniokortex (Galaburda and
Sanides 1980). The belt cortex is probably surrounded by the putative parabelt, which includes but
may not be limited to Brodman Area 22 or Field Te3 (Morosan et al. 2005); these fields extend far
into the lateral STG not seen on the view used here. Note that the different nomenclatures don’t map
on each other easily and that there is considerable inter-individual variability
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down to 20 Hz cutoff frequency can usually be applied without any appreciable
effect on component morphology (Fig. 3). High-pass filters are typically chosen in
the range of 0.3–3 Hz, depending on the low-frequency noise level and whether
later, slower components are also of interest.

The best-studied subcomponent of the N1m, termed the N100m, peaks at a
latency around 100 ms and is generated on the superior temporal plane (Hari et al.
1980). Based on co-registration with anatomical MRI, both Heschl’s gyrus (Eulitz
et al. 1995) and the planum temporale, just posterior to Heschl’s gyrus (Lütkenhöner
and Steinstrater 1998), are thought to be generators of this subcomponent. One
important feature of the N100m is the large ISI range—up to 10 s—below which it
will not reach its maximal amplitude (Hari et al. 1982; Pantev et al. 1993; Sams et al.
1993b; McEvoy et al. 1997). This effect is diminished for other N1m subcompo-
nents, which peak at slightly longer latencies (130–150 ms). One subcomponent
was localized to the superior temporal gyrus (STG) (Lü et al. 1992), and might be
identical to a radial N150 component described in EEG (Scherg and Von Cramon
1986). Another N1m subcomponent has been consistently observed about 1 cm
anterior to the main N100m peak and with a latency around 130 ms (Sams et al.
1993b; Loveless et al. 1996; McEvoy et al. 1997; Gutschalk et al. 1998). Note that
the latencies of these N1m subcomponent are not fixed but vary considerably with
the onset and fine-structure of the stimuli used.

Fig. 2 Middle-latency auditory-evoked fields (MAEF). The data shown are source waveforms
based on dipoles in medial Heschl’s gyrus—supposedly in A1—averaged across six listeners.
The stimuli were clicks presented with a randomized ISI in the range 95–135 ms (for the data
plotted in solid lines). A comparison of two filter settings is shown for the upper (20–150 Hz) and
lower (0.03–330 Hz) traces. As can be seen, the peaks N19m and P30m are clearly observed with
both setting. The subsequent peaks N41m and P50m are elevated by a slower positivity; the latter
is not clearly definable and because of the fast repetition rate might comprise a mixture of slower
components. This positive shift has been removed by high-pass filtering in the upper traces. The
dotted lines show the waveforms deconvolved from a steady-state response (SSR) with seven
different rates (19–31 ms) in the same listeners. Note the high similarity between the early peaks
and the traditionally obtained MAEF (Gutschalk et al. 1999)
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The latency of the subsequent P2m is around 150–250 ms (P200m). Sometimes the
P2m has been studied together with the N1m by using a peak-to-peak measure. The
few studies that specifically studied the P2m found that the generator of the response is
typically located anterior to the N100m (Hari et al. 1987; Pantev et al. 1996a).

For tones longer than about 50 ms, the P2m is followed by a negative wave—
the so-called sustained field—whose duration is directly linked to the stimulus
duration. To obtain sustained fields, high-pass filters below 0.5 Hz or direct-
coupled recordings should be used. The sustained field can be fitted by a dipole
source that is typically located anterior to the N100m in auditory cortex (Hari et al.
1980; Hari et al. 1987; Pantev et al. 1994; Pantev et al. 1996a). Based on para-
metrical variation of sound features such as temporal regularity (see Sect. 3.4) or
sound intensity, at least two subcomponents of the sustained field can be separated
in lateral Heschl’s gyrus and the planum temporale, similar to the N1m subcom-
ponents (Gutschalk et al. 2002). With respect to microscopic anatomy, the sources
of the N1m and the sustained field subcomponents are probably distributed across
core and belt fields (Fig. 1).

Importantly, components of the N1m are not only evoked at sound onset from
silence, but by all kinds of changes within an ongoing sound (Mäkelä et al. 1988;
Sams et al. 1993a). Finally, sounds that are played for a second or longer will also
evoke an offset response. This offset response comprises mainly peaks N1m and

Fig. 3 Long-latency auditory-evoked fields (LAEF) from a single listener. The stimuli were
100-ms long pure tones with frequencies in the range 500–3,000 Hz, presented with a fixed ISI of
800 ms; frequency was randomly changed after 10 s. a Two dipoles were fitted to the averaged
data in the time range 80–100 ms. b Time-frequency plots for the time range -100–400 ms and
the frequency range 4–30 Hz. The plot shows the enhancement of power in comparison to the
baseline in the time interval 100 ms before tone onset. Most of the signal power is in the theta
band. c The averaged evoked response is shown for the same time range as the time-frequency
analysis (low-pass filter = 30 Hz, no high-pass filter). The most prominent component is the
N100m. These source waveforms as well as the time-frequency plots are based on the dipoles
shown in (a)
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P2m, whose amplitude varies with sound duration like the onset peaks vary with
the silent ISI (Hari et al. 1987; Pantev et al. 1996a).

2.2.3 Selective Adaptation and the Mismatch Negativity

As was briefly noted in the previous paragraph, the N1m amplitude is determined
in part by the ISI between the serial tones that are used to evoke the response (Hari
et al. 1982; Imada et al. 1997). This observation is based on simple paradigms,
where the same sound is repeated once or continuously. The response to each tone
is reduced or adapted by the previous tone(s) of the sequence, and more so when
the ISI is short. When two different tones are alternated instead, the adaptation of
the N1 depends additionally on how different these tones are from each other, as
has been shown by several EEG studies (Butler 1968; Näätänen et al. 1988): when
pure tones are used, the adaptation is strong when the frequencies of the two tones
are near to each other; much less adaptation is observed when the tones are an
octave or more apart. This phenomenon is referred to as selective or stimulus-
specific adaptation. Selective adaptation is not limited to the N1m, and has more
recently been demonstrated for the P1m (Gutschalk et al. 2005).

Another classical auditory stimulus paradigm that uses two tones dissociated by
their tone frequency (or other features) is the auditory oddball paradigm (Näätänen
et al. 1978). In contrast to the paradigm used to evaluate selective adaptation, the
two tones are not simply alternated, but are presented at different probabilities. The
more frequent tone is referred to as the standard, whereas the rare tone is referred
to as the deviant. The ISI between subsequent tones is typically chosen around
300 ms, where the N1m is almost completely suppressed. In this setting, a
prominent negative response with peak latency around 130–200 ms is evoked by
the rare deviants, but not by the frequent standard tones. This negative wave,
called the mismatch negativity (MMN), is separated from other response com-
ponents by subtracting the response to standards from the response to deviants.
Many studies have examined the MMN and cannot be reviewed here in detail;
extensive reviews on this component are already available (Garrido et al. 2009;
May and Tiitinen 2010; Näätänen et al. 2011). Briefly, the MMN is not only
evoked by differences in tone frequency, but by any sound difference between
standard and deviant that is above the listener’s threshold. Originally, the MMN
was considered to be a component that is distinct from the other LAEF compo-
nents reviewed in the previous section. However, this view has recently been
challenged: a number of studies suggest that the MMN is identical to the anterior
N1m subcomponent, which is reduced in response to the standards but not in
response to the deviants due to selective adaptation (May et al. 1999; Jääskeläinen
et al. 2004; May and Tiitinen 2010). This view is supported by microelectrode
studies in monkey, which suggest that—at least in A1—there is no evidence of an
additional evoked component in the context of deviants presented in an oddball
paradigm (Fishman and Steinschneider 2012). The associated debate of whether
the MMN reflects (bottom-up) selective adaptation (May and Tiitinen 2010), or
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(top-down) predictive coding (Garrido et al. 2009; Wacongne et al. 2012) is
ongoing.

Finally, the MMN itself is not a single component with a stable topography, but
comprises at least two subcomponents in the auditory cortex (Imada et al. 1993;
Kretzschmar and Gutschalk 2010). Moreover, it has been suggested that the MMN
receives contributions from generators in the frontal cortex (Schönwiesner et al.
2007). Second, a subsequent slow negativity that persists for 600 ms is addition-
ally evoked by the oddball paradigm, which is also generated in the more anterior
aspect of the auditory cortex along with the generator of the classical MMN
(Kretzschmar and Gutschalk 2010).

2.2.4 Auditory Steady-State Responses

The auditory cortex is able to time-lock to periodic stimuli, a phenomenon that has
been studied in particular at rates around 40 Hz (Romani et al. 1982; Mäkelä and
Hari 1987) (Fig. 4). A periodic brain response that is imposed by a periodic stimulus
is referred to as steady- state response (SSR) in EEG and MEG research. Steady-
state responses require an evoked component whose inherent spectral power
overlaps with the rate of the periodic repetition. As a result, the spectral repre-
sentation of an SSR is a narrow band at the frequency of the periodic stimulus and
sometimes its harmonics. Accordingly, a relationship between the 40-Hz SSR and
the early MAEF peaks, whose spectral maximum is close to 40 Hz, was suggested
early on (Galambos et al. 1981; Hari et al. 1989), and steady-state responses in the
range of 30–50 Hz can be explained by assuming an identical response convolved
with the periodic pulse train used as the stimulus. Conversely, when the underlying
response is deconvolved on the basis of this assumption (Gutschalk et al. 1999), it
shows high similarity with the early MAEF peaks recorded with a transient stimulus
paradigm (Fig. 2). The main source of the 40-Hz SSR is in the medial half of
Heschl’s gyrus, and thus most likely in the primary area A1 (Fig. 1). This has been
demonstrated by source analysis of MEG data (Pantev et al. 1996b; Gutschalk et al.
1999; Brookes et al. 2007), and was confirmed by intracranial recordings (Brugge
et al. 2009) and fMRI (Steinmann and Gutschalk 2011). Note that other aspects of
the 40-Hz SSR are not readily explained by ongoing, non-refractory MAEF
activity. For example, the 40-Hz SSR shows a buildup of activity over about
250 ms before it reaches its constant amplitude (Ross et al. 2002), and this process
starts over when, for example, a short sound in another frequency band is presented
in parallel (Ross et al. 2005b). Potentially, these effects are related to secondary,
more lateral generators of the 40-Hz SSR along Heschl’s gyrus (Gutschalk et al.
1999) up to the superior temporal gyrus (Nourski et al. 2013).

Steady-state responses are not limited to the 40-Hz range: Higher frequency
SSRs are observed in relationship to the ABR, known as the frequency following
response, but this application has so far been limited to EEG research. In the lower
frequency range, it has been demonstrated that SSRs power decreases with
increasing modulation rate between 1.5 and 30 Hz (Wang et al. 2012); at the single
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subject level, a reliable SSR was generally obtained at 1.5, 3.5, and 31.5 Hz, but
only variably at 7.5 and 15.5 Hz stimulation rate. The apparently latency was in
the range of 100–150 ms, and there was only a weak dependence on the bandwidth
of the stimulus carrier. For an SSR at 4 Hz, it was independently demonstrated that
the SSR is stronger for stimuli with a non-sinusoidal amplitude modulation and a
more rapid sound onset (Prendergast et al. 2010).

2.2.5 Auditory Non-phase-locked Activity

Separating auditory evoked fields from the background activity by response
averaging is based on the assumption that there is little or no jitter between
subsequent trials. Stronger jitter may blur the shape of the evoked response in the
lower frequency (theta) range. In the higher frequency (gamma) range, jitter may
easily exceed the phase duration of a single cycle, such that the variable phase
relationship between stimulus and response may results in a cancelation of the
response by the averaging procedure. Similar response cancelation by averaging
occurs for rhythmic activity that appears in a circumscribed time window but not

Fig. 4 Auditory 40-Hz steady-state response (SSR) from a single listener. The stimuli were 800-
ms long trains of short tone pulses (500 Hz or 1,000 Hz) presented at a rate of 40 Hz. The
waveforms are estimated for a dipolar source in the left auditory cortex; highly similar responses
were observed on the right (not shown). a Time-frequency plots for the time range
-200–1,100 ms and the frequency range 1–80 Hz. The plot shows the enhancement of power
in comparison to the baseline in the time interval 200 ms before the train onset. The SSR is seen
as narrow activity band at 40 Hz, which persists for the whole stimulus duration. The onset
response is reflected by a transient increase of power in the theta band. b Source waveform for the
averaged evoked response filtered from 0–80 Hz. In this setting, the LAEF and the SSR are
mixed. Because of the broad frequency separation between these components demonstrated in A,
they are separated well with different filter settings. c SSR in the frequency range 20–80 Hz,
otherwise identical to B. d LAEF in the frequency range 0–20 Hz. Note the strong sustained field
that is not captured by the time-frequency analysis
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tightly locked to the auditory stimulus. Techniques other than response averaging
are required to evaluate such non-phase-looked activity. One possibility is to
perform time-frequency analysis on a single-trial level and remove phase infor-
mation before summation across trials. The increase in response power is typically
plotted relative to a pre-stimulus baseline (Figs. 3 and 4). This technique is equally
sensitive for phase-locked and non-phase locked activity.

Traditionally, gamma activity in the auditory cortex has been evaluated in a
narrow frequency band around 40 Hz (Pantev 1995). More recently, activity in the
auditory cortex has been observed in a wide frequency range of 70–250 Hz: this
high-gamma activity in human auditory cortex has been clearly demonstrated in
intracranial recordings on the superior temporal gyrus (Crone et al. 2001; Edwards
et al. 2005; Dykstra et al. 2011) as well as in medial Heschl’s gyrus (Brugge et al.
2009). It has been suggested that high-gamma activity covaries more closely
with spiking activity than with evoked potentials in the lower spectral range
(Steinschneider et al. 2008; Ray and Maunsell 2011). Measuring gamma activity
in the auditory cortex with MEG is more difficult than in the visual system
(Kahlbrock et al. 2012; Millman et al. 2013). However, some recent MEG studies
raise hope that high-gamma activity can indeed be evaluated non-invasively based
on MEG recordings (Todorovic et al. 2011; Sedley et al. 2012).

2.3 Beyond the Auditory Cortex

While activity in the auditory cortex is modulated by active listening, as discussed
in more detail in Sect. 4, all response components reviewed so far are readily
recorded in a passive mode, where the subject is not attending to the auditory
stimulation and may even be involved into reading a book, watching a silent
movie, or another task unrelated to the auditory stimulation. Once a task is added
that is directly related to the auditory stimulation, however, additional activity can
be elicited, the generators of which are supposedly located in multimodal areas
beyond the auditory cortex. The most-frequently-studied response elicited during
auditory tasks is the P3 or P300. Sources of the P3 have been studied with depth
electrodes in patients suffering from epilepsy (Halgren et al. 1998), and in com-
bined EEG-fMRI studies (Linden 2005), suggesting, amongst others, generators in
parietal, prefrontal, and cingulate cortex. So far, only a few MEG studies have
explored the generators of the P3m, suggesting mostly sources in the temporal and
frontal lobes (Rogers et al. 1991; Anurova et al. 2005; Halgren et al. 2011). It
remains to be determined, whether P3 generators in other sites are also accessible
to MEG. Cortical activity related to auditory cognition beyond the auditory cortex
is certainly not limited to the P3, but an extensive review of this topic is beyond
the scope of this chapter. The near future will likely bring a wealth of new
contributions on the functional relationship between the auditory cortex and areas
in the frontal and parietal lobe for auditory cognition.
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3 Stimulus Specificity of Auditory MEG Activity

This section reviews a selection of basic sound features and how they are reflected
in MEG activity originating in the auditory cortex. Only a brief introduction to the
background and psychophysics is provided along with each paragraph, and the
reader is referred to the available textbooks on psychological acoustics (Moore
2012), phonetics (Stevens 2000), or auditory physiology (Schnupp et al. 2011) for
more details and references to the original publications.

3.1 Temporal Resolution and Integration

Temporal coding of sound is differently reflected in the MAEF and LAEF. The
early MAEF peaks are very robust to fast stimulus repetition: When two pulses are
repeated at ISIs between 1–14 ms (Rupp et al. 2000), a clear response to the
second pulse is observed at ISIs [= 4 ms, and the response is nearly completely
recovered at ISIs [= 14 ms. The continuous time-locking capability of the MAEF
is also demonstrated by the 40-Hz SSR (Gutschalk et al. 1999; Brugge et al. 2009),
which shows phase-locking to inter-click intervals of less than 20 ms.

A classical psychoacoustic paradigm to test temporal resolution is gap detec-
tion, where a short interruption in an ongoing sound is used as the stimulus. For
example, listeners are able to detect interruptions of few milliseconds duration in a
continuous broadband noise. When this stimulus is applied in MEG, gaps as short
as 3 ms are sufficient to evoke a significant MAEF response (Rupp et al. 2002a),
which is in accordance with psychoacoustic thresholds. Moreover, the higher
perceptual thresholds observed at the beginning of a noise burst (5 or 20 ms after
onset) are paralleled by a lack of MAEF (Rupp et al. 2004).

The subsequent P1m and N1m are distinctly different with regard to their
suppression at short ISI: when periodic click trains are interrupted by omission of
one or more clicks, the onset response after the interruption does not show a
significant P1m when the interruption is 12 and 24 ms. At gap durations of 48 ms,
the P1m is partly recovered, and it has regained almost completely at gaps of
196 ms (Gutschalk et al. 2004b). The time interval required for complete recovery
is even longer for the N1m: Some recovery, especially of the anterior N1m gen-
erator, is observed between 70–150 ms in a two-tone paradigm (Loveless et al.
1996). With ongoing stimulation, the N1m is reliably observed at ISIs of 300 ms
and more (Carver et al. 2002), but some reduction of the response is observed up to
5–10 s (see Sect. 2.2.2). Note that the N1m can also be evoked by all sorts of
transients and transitions in ongoing sound, and not only by sound onset. For
example, short gaps of 6 ms in an ongoing noise produce not only a P30m, but also
a prominent N1m (Rupp et al. 2002a). This should not be mistaken as evidence that
the N1m shows similarly fine and fast time-locking as the P30m, but rather reflects
the perceptual salience of the transient gap. In contrast to the N19m-P30m, the
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N1m may also reflect auditory events integrated over longer time intervals. Early
studies suggested that the N1m integrates over a time interval of approximately
30–50 ms (Joutsiniemi et al. 1989), because the response amplitude increases with
the tone duration for intervals up to this length. More recent studies indicate that
temporal integration at the level of the N1m is not captured by a fixed time window
and depends on parameters such as the onset dynamics (Biermann and Heil 2000)
and temporal structure of the eliciting stimulus (Krumbholz et al. 2003).

3.2 Stimulus Lateralization

Spatial hearing in the horizontal plane is based on two main cues: one is the
difference of sound intensity between the ears caused by the head shadow, the
interaural level difference (ILD). The other is the timing difference between
the ears, or interaural time difference (ITD). For humans, ITD is predominantly
used for lower frequencies, whereas ILD is more important for higher frequencies.
The relationship between perceived lateralization and the exact physical param-
eters is variable, depending on the shape and size of the head and ears. To produce
spatial hearing perception, arrays of speakers grouped in some distance around the
listener in an anechoic room are the gold standard. In MEG, insert earphones are
typically used, in which case one relies on direct manipulation of ITD and ILD.
Note, however, that this sound delivery produces somewhat non-ecological per-
cepts of sound sources inside of the head. More exact perceptual lateralization with
earphones can be achieved with head-related transfer functions, for which the
exact physical parameters are measured with microphones placed at the position of
the ears. The simplest method of sound lateralization with earphones is monaural
presentation, which is again not an ecological stimulus for normal hearing sub-
jects, but can be viewed as an extreme variant of ILD. Moreover, monaural
presentation is easy to implement and has a long tradition in experimental psy-
chology and audiology.

Important processing steps of binaural lateralization cues occur early in the
brainstem, and are not readily accessible by MEG. Many MEG studies of sound
lateralization have instead focused on its effect on the inter-hemispheric balance
between the left and right auditory cortex. It was established early on that the N1m
evoked by monaural sounds is around 15–30 % larger for contralateral compared to
isopilateral stimulation, and that the latency of the N1m is 7–12 ms shorter for
contralateral stimulation (Reite et al. 1981; Pantev et al. 1986; Mäkelä et al. 1993).
For the P1m, similar amplitude but smaller latency differences in the range of 1–5 ms
were reported (Mäkelä et al. 1994). A stronger modulation of response amplitude in
the range of 50 % for contra- in comparison to ipsilateral ear stimulation has been
observed for the P30m at the sensor level (planar gradiometers), although the effect
was smaller in dipole source waveforms (Mäkelä et al. 1994). However, an EEG
source analysis study of the N19-P30 found only an amplitude lateralization in the
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range of 6 % and no latency difference (Scherg and Von Cramon, 1986). Currently,
little additional data is available to resolve this discrepancy.

ITDs around the maximal physiological range (700 ls) produce lateralization
of N1m-peak amplitudes that can be almost as strong as with monaural presen-
tation (McEvoy et al. 1993; Gutschalk et al. 2012). Moreover, earlier N1m
latencies are observed in the auditory cortex contralateral to the perceptual lat-
eralization (McEvoy et al. 1993). In contrast, no significant effect of ITD is
observed for the P30m (McEvoy et al. 1994). Recent MEG studies on the coding
of ITD in the auditory cortex support a model with a population rate code for
opponent left and right channels, in accordance with earlier work in cat (Stecker
et al. 2005), by demonstrating that selective adaptation of the N1m depended more
strongly on whether the adapter and probe were in the same hemifield than on the
actual difference in azimuth (Salminen et al. 2009).

So far, the review of contralateral representation in the auditory cortex is
simplified, because the balance of activity between the left and right auditory
cortex is not symmetric for left- and right-ear stimulation. An amplitude bias
towards the right hemisphere has been observed first for the N1m (Mäkelä et al.
1993), but is even more prominent for the 40-Hz SSR and the sustained field (Ross
et al. 2005a): lateralization by ear modulates these responses more strongly in the
right AC, and as a result the hemispheric bias is strongly lateralized towards the
right auditory cortex for left-ear stimulation and almost counterbalanced for right-
ear stimulation (Ross et al. 2005a; Gutschalk et al. 2012). This lateralization bias is
not limited to monaural presentation. For example, a combination of ILD and ITD
cues, or the use of head-related transfer functions, produces stronger effects on
N1m lateralization than either cue alone (Palomaki et al. 2005), but most promi-
nently in the right auditory cortex. Potentially, this right-hemisphere bias is related
to a dominant role of the right hemisphere for spatial processing (Kaiser et al.
2000; Spierer et al. 2009). On the other hand, the bias towards the right may be
limited to situations where stimuli are presented in quiet, whereas a lateralization
bias towards the left has been observed when sounds are presented under per-
ceptual competition (Okamoto et al. 2007a; Elhilali et al. 2009; Königs and
Gutschalk 2012). Finally, the interpretation of hemispheric balance is complicated
by anatomical asymmetry in the auditory cortex: stronger cortical folding in the
left hemisphere produces stronger signal cancelation in left auditory cortex. The
cancelation reduces the MEG signal over the left auditory cortex and biases
the MEG response towards larger right-hemisphere responses when in fact equally
strong generators can be assumed in both sides (Shaw et al. 2013).

3.3 Sound Frequency

The spectral content of sound is decomposed during sensory transformation in the
cochlea, and the resulting tonotopic representation is maintained throughout the
ascending auditory pathway, including the auditory cortex. The first demonstration
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of a tonotopic map in human auditory cortex made use of MEG, applying dipole
source analysis to 32-Hz SSRs evoked by amplitude-modulated pure tones
(Romani et al. 1982). This study revealed that the source of the SSR is more
medial for higher, and more lateral for lower tone frequencies. The direction of
tonotopy, as well as the mapping of dipole locations on structural MRI (Pantev
et al. 1996b), is in accordance with a generator of the 40-Hz SSR in the primary
auditory cortex field A1. Tonotopy has also been studied for other response
components. Studies of the N1m (Pantev et al. 1988; Pantev et al. 1996b) and the
sustained field (Pantev et al. 1994) revealed similar high-low frequency gradients
from medial to lateral cortex, as was demonstrated for the SSR. However, it is
likely that current source localization techniques are insufficient for modeling
synchronous activity in multiple tonotopic fields of the auditory cortex. While the
40-Hz SSR is probably generated in an area focal enough to reflect only one
tonotopic gradient, LAEF components are more likely generated in multiple
regions of the auditory cortex.

Another reflection of stimulus frequency is by the peak latency of the AEF:
because of the propagation delay in the cochlea, AEF latencies are shorter for
higher compared to lower stimulus frequencies (Scherg et al. 1989; Roberts and
Poeppel 1996). Chirp stimuli (frequency glides from low to high) have been
designed to compensate for the propagation delay of the cochlea (Dau et al. 2000).
The N19m-P30m evoked by such a chirp is larger than the response evoked by a
click or a reversed chirp, because the chirp synchronizes the activity in high and
low frequency channels (Dau et al. 2000; Rupp et al. 2002b).

Finally, MEG allows for studying the interaction between stimuli, depending on
their frequency separation. One approach that has already been mentioned
(Sect. 2.2.3), frequency-selective adaptation, reveals the frequency specificity of
cortical processing by reduced adaptation between serial tones when the adapter and
probe tones are different in frequency. Another involves tagging simultaneously-
presented tones with different amplitude-modulation rates (John et al. 1998).
Applying this technique to record the SSR at multiple amplitude-modulation rates
around 40-Hz revealed a reduction of amplitude that is more broadly tuned than
would have been predicted based on cochlea tuning (Ross et al. 2003). This inter-
action between simultaneous tones may persist for alternating tones presented at
fast repetition rates (20–40 Hz): the alternation of two different tones produces a
smaller SSR when the tones are separated by more than a critical band compared to
the repetition of identical tone bursts (Gutschalk et al. 2009). Note that the latter
finding is opposite to selective adaptation of the P1m and N1m, where stronger
responses are observed for larger frequency separation between alternating tones.
A potential source of the SSR reduction is lateral inhibition. However, a study that
explored evidence of lateral inhibition in the auditory cortex found evidence for it
only at the level of the N1m, but not for the SSR (Pantev et al. 2004).
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3.4 Pitch and Sound Regularity

Pitch perception is associated with periodic sounds, such as those typically pro-
duced by the human voice or musical instruments. In music, pitch is the basic
perception required to form melodies. While pure tones evoke a unique pitch
percept directly corresponding to their sound frequency, the situation is more
complex for everyday periodic sounds in our environment. Briefly, two neural
mechanisms supporting pitch perception have been proposed: temporal models
that are based on phase-locked neural discharges, primarily in the auditory nerve
and spectral-based models relying on distinct loci of maximal displacement of the
basilar-membrane. While temporal models assume that pitch is extracted purely in
the temporal domain, spectral models estimate pitch based on regular spacing of
basilar-membrane maxima from a periodic stimulus’ harmonic structure. Many
present-day models rely on both spectral and temporal sound features.

One approach to study pitch specificity is to compare regular, periodic sounds
with irregular, non-periodic sounds that are otherwise matched in their spectral and
temporal envelope. For example, regular click trains are associated with a salient
pitch; this pitch can be reduced when the interval between successive clicks is
jittered, to the degree that the pitch perception is even completely suppressed
(Gutschalk et al. 2002): Regular click trains evoke a much more prominent sustained
field than irregular click trains, and source analysis shows that the sustained field
evoked by irregular click trains is best explained by dipoles in the planum temporale.
Assuming that the components of the sustained field evoked by irregular click trains
are also evoked by regular click trains, the pitch-specific component of the sustained
field can be separated by calculating the difference between the responses evoked by
regular and irregular click trains. This pitch-specific difference response is best
explained by dipoles in lateral Heschl’s gyrus. In addition to the anatomical sepa-
ration, these two sources reveal a functional double dissociation: Manipulation of
sound intensity predominantly modulates sustained activity in the more posterior
source in planum temporale. Conversely, manipulation of click-train regularity
predominantly modulates activity in the more anterior source in Heschl’s gyrus
(Fig. 5).

Another stimulus used to study pitch is so-called iterated rippled noise (Yost et al.
1996); here, a noise is repeatedly copied to itself with a fixed time delay, which
equals the inverse of the fundamental frequency (f0). At the transition from a mat-
ched noise to an iterated rippled noise stimulus, a prominent N1m-like response is
evoked, whose peak latency is longer for lower f0 (Krumbholz et al. 2003); this
response has been referred to as the pitch-onset response (POR). The same transient
response is evoked at the transition from irregular to regular click trains (Gutschalk
et al. 2004a), at the onset of a binaural (Huggins) pitch (Chait et al. 2006), or at the
transition between different types of IRN (Ritter et al. 2005). The source of the pitch-
onset N1m is also located in lateral Heschl’s gyrus, whereas the sound-onset N1m
observed for irregular click trains or noise maps to the planum temporale. This
dissociation is similar to the source configuration of the sustained field, mentioned
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earlier. Moreover, spatio-temporal dipole modeling allows for separating the pitch-
onset and sound-onset components of the N1m in situations where the periodic sound
is presented out of silence (Gutschalk et al. 2004a). Both, the pitch-onset N1m as
well as the sustained pitch response reflect the stimulus history. The amplitude of the
pitch-onset N1m increases with the directly preceding ISI; the sustained field varies
depending on the ratio of regular and irregular stimuli occurring in a stimulus
sequence on a time scale of seconds to minutes (Gutschalk et al. 2007b).

Specificity for pitch in lateral Heschl’s gyrus had also been suggested based on
fMRI (Patterson et al. 2002), but this has recently been questioned because it was
shown that the fMRI signal evoked by iterated rippled noise is dominated by the
presence of temporal fluctuations that are unrelated to pitch (Barker et al. 2012).
Note, that these fluctuations evoke ongoing activity in the theta-band in MEG,
whereas the N1m and sustained field components evoked by periodicity are similar
for click trains and iterated rippled noise (Steinmann and Gutschalk 2012).

As a final note, it should be mentioned that the interpretation of these regu-
larity-specific responses in terms of pitch perception might be too exclusive.

Fig. 5 a Influence of click-train regularity—and supposedly pitch salience—on the sustained
field and N1m (exemplary listener). The 1000-ms long click trains were either regular (inter-click
interval 5 ms) or irregular (inter-click interval 2.5–7.5 ms); only the regular click trains produce a
salient periodicity pitch. One set of dipoles was fitted to the sustained field evoked by irregular
click trains (black, in Planum temporale). The other set of dipoles was fitted to the difference
between the sustained fields evoked by regular minus irregular click trains (white, in lateral
Heschl’s gyrus), supposedly representing pitch- or regularity-specific activity. As can be seen in
the source waveforms, the N1m and sustained field imaged by the anterior source are only observed
for regular click trains, whereas the N1m and sustained field in the posterior source are identical for
regular and irregular click trains. b Effect of click train intensity on the sustained-field strength in
the anterior (left) and posterior (right) sources (mean ± standard error, N = 12). Intensity only
affects activity in the posterior source significantly. c Effect of click train regularity (ISI
range = 5 ms ± 5 ms * irregularity scalar) on the sustained-field strength in the anterior (left) and
posterior (right) sources (mean ± standard error, N = 11). Regularity only affects activity in the
anterior source significantly. Panels A and B reproduced with permission from Elsevier (Gutschalk
et al. 2002); panel C represents unpublished data obtained in the same listeners
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A number of studies suggest that these responses could also be related to a more
general processing of stimulus regularity: a prominent N1m is, for example,
evoked at the transition from random tones (duration = 15, 30 or 60 ms) to a
constant tone, whereas a much weaker response was observed when the transition
was from constant to random (Chait et al. 2007). With respect to the sustained
field, it was demonstrated that the periodic repetition of frozen noise evokes
stronger sustained fields than random white noise down to repetition rates of 5 Hz
(Keceli et al. 2012), which is well below the lower limit where musical pitch is
typically observed (Pressnitzer et al. 2001).

3.5 Vowels and Other Speech Sounds

Vowels are one of the basic elements of speech, and their classification for speech
is determined by formants, which are basically peaks in certain parts of the
spectrum. The spectral shape of the human voice in general, and thus also of
vowels, is formed by the upper vocal tract. MEG studies demonstrated that the
N1m evoked by vowel onset cannot be explained by a linear superposition of their
frequency content (Diesch and Luce 2000). It has been suggested instead that the
source localization and latency of the N1m represent abstract phonological features
such as place of articulation (Obleser et al. 2004).

As mentioned in Sect. 3.4, the human voice is a prototype of a periodic sound
source, due to the periodic pulsations of the vocal folds during voiced speech.
Speech periodicity may be disturbed, for example in whispering, or in hoarse,
pathological speech, and in this case the sustained field is reduced (Yrttiaho et al.
2009). However, the sustained field does not only reflect the vowels’ periodicity,
but is also enhanced by spectral formant features that determine the phonological
vowel quality: This was first shown with the comparison of pure tones and sine
vowels (Eulitz et al. 1995). Using damped sine pulses, the periodicity pitch and the
vowels formant structure can be separately violated, producing sounds that have
periodicity pitch and/or vowel quality or neither. This way, the sustained field
components evoked by pitch, formant structure, and the control sound can be sep-
arately evaluated. The source-analysis results showed that the sustained field evoked
by the periodicity pitch and the one evoked by the formant structure are
co-located in lateral Heschl’s gyrus, whereas the residual sustained field was located
more posterior (Gutschalk and Uppenkamp 2011). This result raises the possibility
that lateral Heschl’s gyrus plays a general role in speech sound extraction, or is
alternatively related to a more general mechanism of regularity extraction (see
Sect. 3.4). This question is of considerable interest, because fMRI studies typically
do not find enhanced activity in auditory cortex for speech in contrast to non-speech
sounds; for example, the same vowel and non-vowels stimuli evaluated in fMRI
evoke enhanced activity only in the superior temporal sulcus (Uppenkamp et al.
2006). This discrepancy between MEG and fMRI can probably be explained by the
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finding that sustained fields in MEG have only a weak (Gutschalk et al. 2010) or no
(Steinmann and Gutschalk 2012) correlate at all in BOLD fMRI.

Vowels are only one category of speech-specific (phonetic) elements. Topo-
graphical differences between N1m responses have also been found for different
consonants, which depended not only on the physical sound’s structure but also on
its intelligibility (Obleser et al. 2006). In summary, findings accumulated with
MEG and other techniques indicate that the transformation of sound into basic
speech-specific (phonological) categories starts in the auditory cortex on the
superior temporal plane, and it remains to be determined how much of this process
is already completed there.

4 Auditory Scene Analysis

Most of the studies reviewed so far explored the processing of sounds emanating
sequentially from a single source. This is not the most frequent constellation in
ecological environments, where multiple sounds sources are often active inter-
leaved or at once. The title of the seminal monograph ‘‘auditory scene analysis’’
(Bregman 1990) provides the heading for research that explores how the brain
separates multiple sound sources. The subsequent sounds emanating from one
source, for example the speech from one person, or the melody played on a
musical instrument, are herein referred to as auditory streams. Auditory streams
are of similar importance for auditory cognitive neurosciences as the conception of
objects for the visual neurosciences.

4.1 Auditory Stream Segregation

One of the basic and most commonly used paradigms to study auditory scene
analysis is the stream-segregation or streaming paradigm. In the simplest version of
this paradigm, two pure tones A and B are alternated (ABAB...) at a rate of around
5–10 Hz with the frequency separation Df. When Df is small (up to a few semitones),
the sequence is heard as a stream of alternating tones, a trill (Miller and Heise 1950).
The streaming phenomenon is observed at larger Df: here, A and B tones are
perceived as two separate streams, each with its own beat and rhythm. This can be
well demonstrated with the ABA_ triplet paradigm (Van Noorden 1975), where the
underscore stands for a pause whose duration is equal to the tones. When the triplets
are heard as one stream, they are associated with a characteristic galloping rhythm.
In contrast, two isochronous streams are perceived in the case of streaming. When
ABA_ tone triplets are presented in MEG, the response strength of B tones depend on
the Df (Gutschalk et al. 2005): the P1m is strongly suppressed by the preceding
A tone when the tones are close in frequency. For Df = 4–6 semitones, there is less
adaptation (or suppression) caused by the A tones, and the P1 m evoked at Df = 12
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semitones is almost the size of the P1m evoked by B tones in the absence of any
A tones (Fig. 6). This effect is similar to the selective-adaptation phenomenon dis-
cussed in Sect. 2.2.3 for the N1m. In fact, selective adaptation of the N1m was also
observed, but for the fast repetition rates typically used for streaming, the N1m
remains relatively small overall. Importantly, selective adaptation of the response in
auditory cortex was correlated with the listeners rating of how easy it was for them
to hold to the two-stream perception, suggesting that the selective adaption observed
in MEG is linked to neurophysiological processes important for streaming percep-
tion. Similar results were obtained by other investigators (Snyder et al. 2006;
Chakalov et al. 2012).

Selective adaptation of the P1m in streaming contexts is not limited to situations
where Df is the segregation cue. Selective release of P1m adaptation has also been
observed when streaming was based on periodicity pitch, using stimuli that were
prepared such that they did not provide spectral cues that can be resolved by
frequency analysis in the cochlea (Gutschalk et al. 2007a). Finally, selective
release of P1m adaptation was observed with streaming based on lateralization by
ITD and was stronger for conditions where streaming was more frequently
observed (Carl and Gutschalk 2013). In both cases, for streaming based on pitch
and based on ITD, the sources of selective adaption are located in the same area
around Heschl’s gyrus including core as well as belt areas of the auditory cortex
(Schadwinkel and Gutschalk 2010). It therefore appears that the separation of
sound sources based on different segregation cues converges at the level of the
auditory cortex, potentially providing a general mechanism for sound source
separation.

A more direct way to study the relationship between neurophysiology and
perception is based on perceptual bistability. The relationship between for example
Df and streaming perception is not deterministic; the same sequence can alterna-
tively be perceived as one or two streams, especially in the intermediate Df range
(Van Noorden 1975), and the perception may flip back and forth between the two
perceptual organizations. When listeners indicate the reversal towards one stream
with one key, and the reversal towards two streams with another key, the MEG
activity evoked by an ongoing sequence with fixed Df can be averaged with respect
to the perception. The results show that the response evoked by the B tones is
stronger in intervals where listeners heard two streams compared to intervals
where they heard one stream (Gutschalk et al. 2005). This result is similar to the
growth of the P1m evoked by B tones with larger Df, albeit the effect size in the
bistability experiment was smaller than in the Df experiment.

4.2 Auditory Selective Attention

Two separate streams of tones are also presented in another classical paradigm, but
with a different focus: the ISI between subsequent tones is randomized and one
stream is presented to the left and another one to the right ear. Within each stream
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there are standards and deviants, like in the oddball paradigm introduced in Sect.
2.2.3, and the listeners task is to monitor the occurrence of deviants in only one of
the two streams. This paradigm has not been used to study if one or two streams
are perceived—the latter was rather implicitly assumed by the setup—but to
evaluate how selectively listening to one of the streams modulates the auditory
evoked activity. An early EEG study demonstrated that the N1 is prominently

Fig. 6 Relationship between streaming perception and frequency selective adaptation of the P1m
and N1m (modified from Gutschalk et al. 2005). a Auditory cortex source waveforms of the
response evoked by sequences of repetitive ABA_ triplets (average across listeners; n = 14). The
frequency (Df) difference between A and B is indicated on the left. The P1m and N1m evoked by
B tones are strongly suppressed for Df = 0 and 2 semitones, which were not perceived as two
streams. There is a marked release of this adaptation for Df = 4 semitones and beyond, which can
be perceived as one or two streams. At Df = 10 semitones, the amplitude of the response is
almost the same size as the response evoked by B tones without any interfering A tones. b Ease of
streaming for the sequences used in panel a and similar sequences with a longer ISI (n = 13).
Listeners tried to hear two streams and indicated after the end of the sequence how easy it was to
hear two streams on a continuous scale between 0 and 1 (0 = impossible, 1 = very easy).
c Scatter plot of the average, normalized MEG amplitudes (P1m and N1m) versus the average
ease of streaming. The correlation was r = 0.91 (p \ 0.0001) for the P1m and r = 0.83
(p \ 0.001) for the N1m
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larger for the tones (standards as well as deviants) in the ear that the listener
attended to (Hillyard et al. 1973). Later on, it was demonstrated in MEG that the
attentional enhancement of vertex-negative responses originates in the auditory
cortex (Rif et al. 1991; Woldorff et al. 1993). One of these studies (Rif et al. 1991)
used a setup where the two streams were not separated by ear, but only by their
frequency (1,000 vs. 3,000 Hz). The enhancement of surface-negative activity in
the auditory cortex was observed in the time interval of the N1m, or alternatively in
the latency range of the P2m when a longer ISI was used (Rif et al. 1991). There
has been some discussion of whether the enhanced negative response evoked by
attended streams reflects enhancement of the N1m or a separate response com-
ponent called the processing negativity (Näätänen 1982) or the late negative dif-
ference wave (Hansen and Hillyard 1980). In any case, there is no doubt that
auditory cortex activity in the N1m latency range can be enhanced by selectively
listening to one stream in certain stimulus configurations.

It is less well settled whether attention also modulates response components
that are associated with earlier processing stages, such as the P1m and the 40-Hz
SSR. In the P1m interval, one study found that the response in this interval was
more negative with attention, supposedly reflecting the early onset of N1m
enhancement (Rif et al. 1991). Two other studies found an enhanced positive
response in the time interval 20–50 ms (Woldorff et al. 1993; Poghosyan and
Ioannides 2008), potentially reflecting enhancement of processes related to the
P1m. A few reports also suggest that the 40 Hz SSR is modulated by intra-modal
auditory versus visual attention (Ross et al. 2004; Saupe et al. 2009). However, the
effect size of attentional amplitude enhancement for the 40-Hz SSR is generally
small, and it has been pointed out that the effect is much stronger for the N1m and
the sustained field (Okamoto et al. 2011). One intracranial study suggests that the
20-Hz SSR is modulated when one of two concurrent amplitude-modulated tones
is selectively attended (Bidet-Caulet et al. 2007). A recent dichotic MEG study
found that the 40-Hz SSR in right auditory cortex was reduced for attended targets
in the ispilateral, right ear, and non-significantly enhanced for attended targets in
the contralateral, left ear (Weisz et al. 2012). In summary, these studies suggest
that the 40 Hz SSR in primary auditory cortex can be modulated by attention in
certain contexts, but that the effect size of the attentional modulation is small in
comparison to the response amplitude, as well as compared to the modulation
observed at later processing stages.

Response enhancement by selective attention is not limited to simple tone
stimuli, but can also be observed for more complex sounds, for example when two
competing speakers are played to the left and right ear, and the listeners are
instructed to report the information from one ear only. This classical dichotic
paradigm (Cherry 1953), typically cited in the context of the cocktail party phe-
nomenon, was recently adapted for MEG with an elegant analysis method: instead
of averaging from tone onset, Ding and Simon extracted the envelope of each
speaker and deconvolved the time course of activity in the auditory cortex using
crosscorrelation between the signal envelope and the MEG time series (Ding and
Simon, 2012b). The results revealed a response similar to the classical evoked
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response with peaks P1 m and N1m. Moreover, when the listeners selectively
listened to one of the speakers, the associated N1m like response was prominently
enhanced. This effect is not limited to the dichotic paradigm, but was also
observed when two speakers, for example a male and a female, were presented to
both ears without spatial separation, and the listeners were instructed to selectively
listen to one of the speakers (Ding and Simon 2012a).

One model for the selective response enhancement observed for attended
streams is a simple gain model, which assumes that the response to the attended
signal is enhanced. However, the response modulation in the auditory cortex by
attention may be more selective. For example, it has been shown that selectively
attending to a spatial cue modulates activity in more posterior areas of the auditory
cortex, whereas attention to phonetic content predominantly modulates activity in
more anterior areas of the auditory cortex (Ahveninen et al. 2006). It has also been
suggested that attention towards a tone sharpens the spectral tuning in auditory
cortex: When a pure tone is presented in a notch-filtered noise, the attentional
enhancement is larger for narrow than for broader notches (Okamoto et al. 2007b),
and no response enhancement is observed for tones presented without a concurrent
masker (Ahveninen et al. 2011). The authors of the study suggested that this is
because the notched noise adapts the broadly tuned activity evoked by pure tones
in the absence of attention, but not the sharpened, more focal activation when the
tone is attended to.

Directing attention involves a number of areas outside the auditory cortex, such
as the frontal eye fields and the temporo-parietal junction (Larson and Lee 2012),
as well as more dorsal parietal areas (Sieroka et al. 2003). The exact role of each of
these areas is still being explored, and is not reviewed here in detail.

4.3 Auditory Perceptual Awareness

The streaming and attention paradigms reviewed above are typically designed such
that the presence of each stream is easily noted, even though smaller details or
changes of the target stream may sometimes be missed because of interference
from the competing streams. Thus, listeners are typically able to deploy their
attention towards a specific stream without major efforts. The situation may be
different when more complex soundscapes are used, where multiple streams
compete for the listeners processing capacity, such that the listener is not aware of
each stream’s presence at a time. This phenomenon is known as informational
masking (Durlach et al. 2003). In contrast to energetic masking, where two sounds
that overlap in their spectrum compete for sensory transformation in the cochlea,
informational masking is thought to originate in the central nervous system. To
avoid additional energetic masking, a spectral separation between target and
masker (the protected region) is typically used. Accordingly, once a stream has
been detected in the presence of an informational masker, the perception of the
stream is salient, because the target tones are clearly above the sensory threshold.
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An informational masking stimulus that has been adapted for MEG research is
illustrated in Fig. 7 (Gutschalk et al. 2008): the target is a regular tone stream, with
fixed frequency and ISI. The masker comprises multiple tones, which are arranged
in several frequency bands and whose ISI is independently randomized. This type of
masker is called a multi tone masker; the randomization of the masker onsets was
introduced for application in MEG, to cancel out responses that are phase locked to
masker tones, and be able to evaluate selectively the neural response evoked by
targets. Because the target frequency varied in subsequent trials, listeners cannot
simply monitor a fixed frequency region, but need to listen (search) for the regular
target stream. Listeners were instructed to press a mouse button whenever they
heard out the regular target stream, and these behavioral responses were used to
dissociate epochs where the listeners were aware of the target stream, and those
where they were not aware of the target’s presence. MEG revealed a prominent
negative response in the auditory cortex in the latency range 50–250 ms, with apeak
latency around 120–200 ms after tone onset. No late negativity was evoked by target
tones in epochs where listeners were not aware of their presence.

In contrast, the 40 Hz SSR (Gutschalk et al. 2008) and the P1m (Königs and
Gutschalk 2012) were evoked by detected and undetected target tones alike. More-
over, the results from an fMRI and MEG study show that stronger activity for detected
compared to undetected targets is observed in medial Heschl’s gyrus, and thus most
probably in the primary auditory cortex (Wiegand and Gutschalk 2012). These results
suggest that there is a coexistence of two types of neural activity in the (primary)

Fig. 7 Relationship between auditory perceptual awareness versus informational masking and
MEG activity in the auditory cortex. Streams of target tones are presented for 10.4 s with a
stimulus-onset asynchrony of 800 ms and in the context of a random multi-tone masker. The
target-tone frequency was randomly chosen for each 10 s sequence (range 489–2924 Hz).
Listeners indicated with a mouse button when they detected a regular target stream. Considering
that at least two tones were heard before each button press, about half of the target tones were
heard and the other half was masked. When the response time locked to target tones was
averaged, no significant evoked response was observed for undetected targets (lower trace). In
contrast, detected targets evoked a prominent negative response in auditory cortex in the time
interval 50–250 ms, the awareness related negativity (ARN). Example stimuli are available along
with the original, open access online publication (Gutschalk et al. 2008)
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auditory cortex: one type (40 Hz SSR) is more closely related to the physical stimulus
and the other type (ARN) reflects the perception rather than the sound input.

The source location of the ARN was not statistically different from the N1m
evoked passively when the targets were presented in silence in one study (Gutschalk
et al. 2008) and only about 5 mm apart in another study (Königs and Gutschalk
2012). Moreover, the hemispheric balance of both, the ARN and the N1m, is mod-
ulated to similar amounts by sound lateralization (Königs and Gutschalk 2012). It
is therefore possible, that the generators of the ARN and N1m are—at least in
part—identical. As has been noted in the previous sections, the N1m is an automatic
response and shows little or no modulation by attention in situations where tones
are presented without competing auditory stimuli e.g. (Ahveninen et al. 2011).
In contrast, the ARN is not evoked at all when attention is distracted to a different
task, e.g. in a dichotic paradigm (Gutschalk et al. 2008). Another study that applied
informational masking in MEG found that the SSR evoked by a 4 Hz target stream
was enhanced when listeners detected frequency deviants within that stream, but not
when they detected a temporal elongation of tones within the multi-tone masker
(Elhilali et al. 2009).

While a clear attentional modulation of the N1m is already observed, for
example, when one of two interleaved streams is selectively attended (Rif et al.
1991) or when an attended tone is presented within a simultaneous noise masker
(Okamoto et al. 2007b), the N1m is still evoked automatically by the unattended
stream in these cases, and the listener is typically aware of the unattended stream’s
presence. One explanation for these different observations could be that processes
reflected by the N1m/ARN are only modulated by attention under sensory com-
petition (Desimone and Duncan 1995; Lavie 2006), and that at high levels of
sensory competition the reduction of these neural processes is so prominent that
they are insufficient for perceptual awareness. The latter case would then produce
informational masking. At this point, we don’t know if informational masking can
already be overcome by bottom-up activity in the auditory cortex, or if the
deployment of attentional resources directed by the frontal lobe is additionally
required. The relative role of modality specific sensory cortex on the one hand, and
activity in prefrontal areas for perceptual awareness, on the other hand, is still
diversely discussed across sensory modalities (Dehaene & Changeux 2011; Meyer
2011), and remains an important topic for future research.
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