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Abstract. We provide a comprehensive evaluation of several lightweight
block ciphers with respect to various hardware performance metrics,
with a particular focus on the energy cost. This case study serves as a
background for discussing general issues related to the relative nature
of hardware implementations comparisons. We also use it to extract in-
tuitive observations for new algorithm designs. Implementation results
show that the most significant differences between lightweight ciphers
are observed when considering both encryption and decryption architec-
tures, and the impact of key scheduling algorithms. Yet, these differences
are moderated when looking at their amplitude, and comparing them
with the impact of physical parameters tuning, e.g. frequency / voltage
scaling.

1 Introduction

Lightweight cryptography is an active research direction, as witnessed by the
number of algorithms aiming at “low-cost” implementations designed over
the last years. Looking at block ciphers, the list includes (but is not lim-
ited to) DESXL [15], HIGHT [13], ICEBERG [22], KATAN [2], KLEIN [10], LED [11],
mCrypton [16], NOEKEON [3], Piccolo [20], PRESENT [1], SEA [21] and TEA [24].
Although these algorithms are useful and inventive in many ways, determining
which one to use in which application with good confidence can be difficult. One
first reason for this is that the very definition of low-cost is hard to capture, as it
is highly dependent on the target platform. For illustration, operations that are
cheap in hardware (e.g. wire crossings) may turn out to be annoyingly expensive
in software. In fact, even for a given technology, there are various criteria that
could be considered to evaluate the low-cost nature of different algorithms. The
implementation size (measured in gates, program memory, . . . ) generally comes
in the first place, but power or energy can be more reflective in certain appli-
cation scenarios. Besides, lightweight cryptography has mainly been developed
through several independent initiatives, over an already long time period. This
is in contrast with the design of standard algorithms for which the selection
was/will be the result of an open competition. One outcome of the Advanced
Encryption Standard (AES) and SHA3 competitions is the publication of well mo-
tivated comparative studies. Taking the example of hardware (ASIC and FPGA)
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implementations, several works can be mentioned both for the AES, e.g. [7,8,23],
and SHA3 candidates [9,12,14]. By contrast, only a few evaluations of lightweight
algorithms are available in the literature. For example, the companion paper
of the KATAN algorithm includes gate counts and throughput estimations for
several ciphers [2], but they consider different technologies. A recent initiative
can also be mentioned for software implementations [6]. But to the best of the
authors’ knowledge, there exist no systematic evaluations for hardware imple-
mentations to date.

In this paper, we compare the hardware performances of 6 block ciphers, with
different block and key sizes. Namely, we considered the AES [4] and NOEKEON

for 128-bit blocks and keys, HIGHT and ICEBERG for 64-bit blocks and 128-bit
keys, and KATAN and PRESENT for 64-bit blocks and 80-bit keys. This choice of
algorithms was motivated by having different block and key sizes, together with
different styles of key scheduling and decryption. After a brief discussion under-
lying the relative nature of evaluation metrics for hardware implementations, we
evaluate different figures of merits for these 6 candidates, with a particular focus
on the energy efficiency (which explains the word “green” of our title). For this
purpose, we first analyze hardware design choices and describe different architec-
tures for encryption, decryption and encryption/decryption, with and without
round unrolling and parallelization. This allows us to quantify the combinatorial
cost and delays of the different ciphers, and to analyze their respective imple-
mentations. Next, we study the tuning of physical parameters, and evaluate the
impact of frequency / voltage scaling on our comparisons. Doing so, we investi-
gate the relevance of the energy per bit as a comparison criteria for lightweight
block ciphers, i.e. its independence with respect to hardware design choices and
frequency / voltage scaling. In other words, we question the extent to which such
a metric reflects algorithmic design choices and discuss its possible biases. We
answer positively and argue that it nicely summarizes the “energy efficiency” of
an algorithm. We also show that the informativeness of this metric is further
improved if correlated with the “performance efficiency” (usually measured with
a throughput over area ratio). As a conclusion of our experiments, we finally try
to extract useful suggestions for new lightweight cryptographic algorithms.

2 Evaluation Metrics for Hardware Implementations

Evaluating hardware implementations is a challenging task. In this section, and
as a background to our following case study, we introduce different metrics that
can be used for this purpose, together with possible shortcomings with respect
to their relevance for comparing algorithms. Namely, we will consider the area,
power consumption, throughput and energy cost, as summarized in Figure 1.
This selection was motivated by the fact that these metrics are generally re-
flective of the application constraints that may be encountered in practice. In
general, the most revealing units for these metrics are physical (i.e. µm2, Watts,
bit/sec and Joules). However, as these physical units can only be obtained at
the very end of an implementation process, convenient first-order estimates are
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Fig. 1. Summary of evaluation metrics for hardware implementations

Fig. 2. Left: serial design with resource sharing. Right: unrolled & parallelized design.

obtained with the gate count, switching activity (i.e. number of bit transitions
per clock cycle), number of cycles per algorithm execution and block size.

The first important observation regarding these metrics is that they are always
relative, meaning that it is usually possible to optimize a single metric quite
arbitrarily, if the other ones can be degraded. Hence, in order to make any
comparison relevant, it is necessary to agree on some application objectives.
For example, the area and power can be relative to time or energy constrains,
while the throughput and energy can be relative to area or power constraints.
As a result, optimization goals can be roughly separated as “design for low
area or power” and “design for high throughput or low energy”. In the first case,
designers will typically share the resources (to decrease the area cost) and reduce
the datapath (to limit the switching activity). Such optimizations are illustrated
for the case of a block cipher S-box layer in the left part of Figure 2. Quite
naturally, re-using the same component also implies that the relative cost of
the S-box compared to the control logic and memory decreases, which implies a
lower efficiency. Therefore, in the second case, the designer will rather unroll the
S-boxes (i.e. implement them all on chip) and parallelize their computation (i.e.
perform them in a single clock cycle), as illustrated in the right part of the figure.
Besides, the performances of these implementations will also depend on their
clock frequency, for which the maximum value fmax is inversely proportional to
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the longest combinatorial path (aka critical path) between two registers. If the
clock frequency is not sufficient, inner pipelining can be used in order to cut the
critical path by the addition of registers, as illustrated in Appendix, Figure 6.

Having roughly described these optimization techniques allows us to come
back on the relativity of the metrics when comparing different algorithms. For
example, the throughput is very arbitrary, as it can be straightforwardly im-
proved by multiplying the circuit size. The same observation holds (to a smaller
extent) for the instantaneous power consumption, as a designer could theoret-
ically reduce his datapath to a single bit, independently of the algorithm to
implement. In general, a lack of instantaneous power can also be overcome by
decreasing the clock frequency and relying on decoupling capacitances. Hence,
applications where this metric really matter are quite limited (RFID being the
most frequent example). The area cost becomes slightly more discriminant, since
increasing the sharing of resources generally implies a cost penalty in the control
part. Finally, the energy per encryption is more discriminant, as it corresponds to
an integral over time and is not compressible beyond what is allowed by the total
combinatorial cost of an algorithm. Quite naturally, many combined metrics can
also be derived, e.g. the “throughput over area ratio” is one of the most popular
tool to express the performance efficiency of a given hardware implementation.

The main consequence of this relativity is that the fair comparison of hardware
implementations is always specialized to a set of constraints. In the following sec-
tions, we will define our methodology for this purpose, and investigate the energy
cost of different algorithms, for various hardware architectures. Beforehand, a
few more comments about this evaluation are worth being mentioned.

(1) Present hardware design flows make intensive use of automated tools, of
which the options highly influence the final performance. For example, imposing
stronger constraints on the clock frequency can be automated in this way, at
the cost of area increases. In such cases, it is useful to agree on the maximum
tolerated penalty (compared to the area obtained without frequency constraints).

(2) Once all design choices have been taken, it is always possible to further tune
the performances of an implementation, e.g. by taking advantage of frequency /
voltage scaling. This issue will be investigated in Section 5.

(3) As technologies are shrinking to the nanometer scale, a part of their power
consumption may become static (i.e. happen independent of the switching activ-
ity)1. As leakage currents are essentially dependent on the circuit size, it implies
that the optimization goals for area and power become closer in this case. Sig-
nificant leakage currents also have an impact on the energy performances.

(4) In general, comparisons are only meaningful for algorithms with the same
block and key size. Yet, different block sizes can sometimes be reflected in the
metrics (e.g. by computing the energy per bit rather than per block).

1 Note that this effect can be mitigated by exploiting low-leakage libraries.
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3 The Case of 6 Block Ciphers: Methodology

In order to make our performance evaluations as relevant as possible, we defined
a strict methodology for all our implementations. It defines requirements on the
target architectures, their interface and the implementation flow.

Regarding architectures, and for all the investigated ciphers, we considered
encryption, decryption and encryption/decryption designs. The reference point
of our evaluations is a standard loop implementation of the AES Rijndael, per-
forming one encryption in 12 cycles, taking advantage of the efficient S-box
representation of Mentens et al. [18]. This choice was mainly motivated by our
low-energy consumption goal. Further reduction of the area (e.g. with 8-bit or
32-bit architectures) would lead to less energy-efficient designs. We also thought
that the throughputs of these AES implementations (of a few Gbps) were large
enough for a wide range of applications. Next, for all the investigated lightweight
ciphers, we analyzed the generic unrolled architecture depicted in Figure 3, where
Nr rounds are executed per clock cycle. Having at least one full round imple-
mented was again motivated by our low-energy consumption objective. We used
this generic architecture in order to determine the number of lightweight cipher
rounds that are needed to consume the same area, or that require the same
delay as an AES round. Besides, they are also interesting architectures for very
low-latency implementations. As unrolling without adding pipeline is generally a
suboptimal choice regarding the critical path, we further considered two imple-
mentation scenarios. In the first one, we assumed a clock frequency of 100MHz
(determined by the system): it corresponds to a context where such an unrolling
is indeed motivated by external constraints. Next, we estimated the maximum
clock frequency. In this second case, we further investigated the impact of paral-
lel (or pipelined) architectures. In order to exhaustively analyze our large design
space (various Nr values, encryption vs. decryption vs. encryption/decryption,
f = 100MHz vs. fmax), we heavily relied on generic VHDL/Verilog program-
ming. We additionally used a common (generic as well) interface for all the
ciphers, with plaintext/ciphertext (resp. key) port width corresponding to the
block (resp. key) size, and a simple handshaking mechanism to control the flow.

Regarding the synthesis environment, we operated in two steps. In the first
place, and in order to study the impact of architectural choices, we investigated
the previously defined operating frequencies (i.e. f = 100MHz and fmax) at

Fig. 3. Unrolled architectures with various number of rounds
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1.2V, i.e. the nominal supply voltage for the technology used (see Section 4).
As previously mentioned, the maximum frequency depends on the synthesis and
place-and-route, since the CAD tool can further optimize a design to reach a
target timing constraint at the cost of an area increase. Thus, we precisely defined
the maximum frequency as the frequency obtained when the area of the design
has increased by 10% compared to the unconstrained design. This step allowed
us to identify the most efficient architectures for each lightweight cipher. Next,
for this reduced set of architectures, we analyzed the possibities of frequency /
voltage scaling by carefully tuning the supply voltage (in Section 5).

All the ciphers were implemented following a classical ASIC flow. We used
a commercial 65-nanometer CMOS low-power technology. Synthesis was per-
formed using the Synopsys tools suite. We used the switching activity annota-
tion, by means of behavioral simulation, in order to extract realistic power and
energy figures. In addition, the supply voltage exploration was performed using
the standard cells library that was re-characterized at different Vdd’s. Finally,
and because of space constraints, we reproduced the most informative metrics
provided by our implementations in appendix, and additionally extracted some
of them for illustrating our claims in the core of the paper. The remainder of
our syntheses data is available online, in the full version of the paper.

4 Implementation Results at Fixed Vdd=1.2V

Using the previously defined methodology, we first reported the selected perfor-
mance metrics of our different syntheses at 1.2V supply voltage in Appendix,
Figures 8 to 13, where each point in the curves corresponds to a different un-
rolling parameter Nr. These figures allow us to evaluate the efficiency of the
different ciphers implemented. In this section, we report on a number of useful
observations regarding both hardware design and algorithmic design issues.

As a starting point, we looked at the area curves (given for f = 100MHz in
Figure 8). In general, one would expect the circuit size to increase linearly with
the number of rounds unrolled. However, in the case of lightweight ciphers, we
observed that a number of rounds may be needed before such a linear dependency
appears. This fact is in direct relation with the limited combinatorial cost of the
rounds in certain ciphers (most visibly, KATAN). That is, if the cost of a round
is small in comparison with the state registers and control logic, doubling the
number of rounds unrolled will not double the consumed area. A similar behavior
is observed for the critical path in Figure 9. If the rounds are simple enough for
this critical path to be in the control logic, then doubling the amount of rounds
unrolled will not result in cutting the maximum frequency by two. Again, this
effect is amplified for KATAN, as its round computations only affect a few bits, the
other ones being routed from the state register to itself. Overall, these figures
recall that the definition of a round is arbitrary: several rounds of a lightweight
ciphers are generally needed to reach the cost and delay of an AES round.

Looking at the throughput curves first confirms that in general, unrolling an
implementation without pipelining it mainly makes sense if the clock frequency
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if fixed below the maximum one, e.g. because of system constraints. Yet, we also
remark that for some ciphers, unrolling a few rounds without pipeline improves
the throughput at maximum frequency too (see Figure 10). This is a consequence
of “simple rounds” and the previously mentioned non-linear increase of the crit-
ical path for low Nr values. Note that even for KATAN, the throughput starts to
decrease beyond Nr = 26 (this data is not included in the figures, for visibility
reasons). Besides, increasing Nr at maximum frequency does not lead to the ex-
pected constant curves. This is explained by a detrimental side-effect related to
the overhead cycles required to charge/discharge the plaintext and master key
in their registers. Namely, this overhead becomes more significant with the num-
ber of implemented rounds (i.e. when the number of clock cycles per encryption
becomes small). Note that the impact of this interfacing drawback is stronger
for NOEKEON and HIGHT, as they respectively account for 2 and 3 cycles for these
ciphers (one for loading the data, one per initial/final transformation).

The average power implementation results also exhibit different conclusions
for f = 100MHz and fmax. In the first case, they are dominated by the switching
activity in the circuit, that increases with Nr. Hence, the power is correlated
with the circuit size in this case. By contrast at maximum frequency, unrolling
is either neutral or implies a reduction of the average power, when the maximum
frequency decreases with Nr faster than the area (e.g. for HIGHT).

Interestingly, the energy per bit (given for fmax in Figure 11) is remarkably
similar in our two frequency contexts, because it is dominated by the switch-
ing activity in the selected low-leakage technology. This confirms that it is a
reasonably discriminant metric for algorithmic comparisons. It is also quite cor-
related with the throughput over area metric at 100MHz in Figure 12, i.e. when
unrolling the algorithms affects the throughput and area in opposite directions,
with close to equivalent impact. Quite naturally, this correlation vanishes at max-
imum frequency, due to the inefficiency of unrolling without pipeline. Finally,
the previously mentioned side-effects (such as overhead cycles and unbalanced
use of logic and memory) are naturally reflected in these curves as well.

A summary of our implementation results regarding algorithm efficiency (both
in terms of performances and energy) is depicted in Figure 4, where the energy
per bit is represented in function of the throughput over area ratio, for our differ-
ent architectures. Such figures naturally require a few cautionary remarks. First,
they have to be interpreted with care, as they only provide a big picture of the
implementation efficiency. Practical case studies may focus specifically on differ-
ent combinations of metrics. Second, even if assuming that efficiency is indeed
the design goal, comparing algorithms is difficult as their performances are some-
times close, and depend on the architectures (e.g. encryption-only, decryption-
only and encryption/decryption designs lead to different ratings). Yet, we believe
that a few interesting conclusions can be extracted that we now detail.

Starting with encryption designs, the comparison roughly suggests NOEKEON
≥ PRESENT ≈ KATAN ≥ HIGHT ≈ AES ≥ ICEBERG. This ordering is explained by
different factors. Maybe the most important one is the significant differences
in the key scheduling. At the extremes, NOEKEON does not have any, while for
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Fig. 4. Vdd = 1.2V: throughput over area ratio vs. energy per bit

ICEBERG, the key scheduling is as complex as the encryption rounds. Next, the
respective block and key sizes strongly matter as well. Having larger key sizes
naturally implies lower efficiency in general (but theoretically provides improved
security). Less obviously (and less significantly), smaller block sizes are also neg-
ative for efficiency. For example, working on 128-bit blocks instead of 64-bit ones
doubles the datapath size, but it rarely implies doubling the overall cost (thanks
to the strong diffusion layers in modern ciphers). Considering the decryption
architectures allows putting forward one more design issue, namely the need to
perform the key scheduling “on-the-fly” in forward direction before doing it in
backward direction2 for ciphers such as AES, KATAN and PRESENT. It implies that
the comparison is modified into NOEKEON ≥ HIGHT ≥ ICEBERG ≈ PRESENT ≥ AES

≈ KATAN. Finally, the encryption/decryption designs further indicate the possi-
bility to efficiently share the resources between the cipher and its inverse. Here,
involutional ciphers such as ICEBERG gain a particular advantage, leading to a
rating: NOEKEON ≥ HIGHT ≈ ICEBERG ≥ AES ≈ PRESENT ≥ KATAN.

An alternative view of the performance and energy efficiency of the different
algorithms is given in Appendix, Figure 13 (for f = 100MHz), where we plot the
ratio between the throughput and the product of the area and the energy per bit.
Again, such a figure requires a careful interpretation as they only provide one
“global efficiency” metric. Yet, it is interesting to note that for all ciphers, the

2 This choice is natural in hardware implementations as storing a fully precomputed
expanded key in registers would generally require too large memory oveheads.
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Table 1. Implementation results for most “globally efficient” architectures

Cipher Mode Area fmax Latency Throughput Power Energy
E,D,ED [µm2] [MHz] [cycles] [Mbps] [mW] [pJ per bit]

AES E 17921 444 12 4740 13,5 2,9
Nr = 1 D 20292 377 22 2195 10,6 4,8

ED 24272 363 ≈17 ≈2997 ≈12,6 ≈4,4

NOEKEON E 8011 1149 18 8173 15,0 1,8
Nr = 1 D 10431 1075 19 7243 14,1 1,9

ED 10483 1075 ≈18,5 ≈7445 ≈15,35 ≈2,1

HIGHT E 6524 641 19 2159 6,3 2,9
Nr = 2 D 6524 645 19 2173 6,3 2,9

ED 8217 540 19 1820 6,1 3,3

ICEBERG E 11377 699 17 2632 10,7 4,0
Nr = 1 D 11359 699 17 2632 10,7 4,0

ED 11408 689 17 2596 10,6 4,0

KATAN E 6231 952 17 3585 8,1 2,7
Nr = 16 D 8616 666 33 1292 9,8 6,1

ED 12609 473 ≈25 ≈1347 ≈12,7 6,4

PRESENT E 5024 1123 17 4230 9,3 2,2
Nr = 2 D 6060 1041 33 2020 8,9 4,4

ED 8213 884 ≈25 ≈2523 ≈12,6 4,7

architecture providing the best such global efficiency has approximately the same
latency. Intuitively, this suggest that the computational security of cryptographic
algorithms imposes to iterate Boolean functions with a minimum complexity that
is somewhat comparable for all ciphers. For illustration, we provide the complete
synthesis results for these most efficient architectures for all ciphers in Table 1,
where the approximate symbol means that we provide an average for ED figures.

Impact of Parallelism/Pipeline. As mentioned in the previous section, un-
rolling our architectures without parallelizing or pipelining becomes suboptimal
at maximum frequency. In cases where the (already high) throughputs obtained
in Table 1 are not sufficient for a given application, it is possible to further in-
crease them with parallelization and pipelining. For this purpose, it is natural
to start from the efficient architectures with Nr determined as in Table 1. In the
first case, we just multiply several circuits as depicted in Figure 7. Since only
the control part can be shared between the multiple instances, we essentially
double the throughput at the cost of a doubled area (in particular, the control
part is small in our implementations and this “doubling rule” was precise up
to a few percents). In the case of outer pipelining, it is additionally possible to
spare a few multiplexors. Yet, the trends observed for all metrics and all ciphers
are essentially the same as well. In particular for the throughput over area ratio
and the energy per encrypted bit (i.e. the two metrics we mainly focus on in this
work), we observed similar conclusions for all the investigated ciphers. This be-
havior is again due to the limited cost of the control part compared to the state
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registers and the datapath in our block cipher implementations. As doubling
the parallelism or pipeline essentially comes at the cost of a doubled area, the
throughput over area ratio remains close to constant. Since the same comment
applies to the energy per bit (i.e. doubling the throughput doubles the power
consumption), we conclude that parallelization and pipeline do not increase the
efficiency, nor do they notably affect our comparisons of algorithms.

5 Frequency / Voltage Scaling

The previous sections investigated the impact of architectural choices on the
efficiency of different implementations. We used them to compare different
lightweight ciphers. A natural extension of this work is to investigate the impact
of physical parameters, e.g. in terms of frequency / voltage scaling. Two main
questions can be investigated in this setting. First, do the algorithm compar-
isons remain unchanged with variable supply voltage? Second, are the efficiency
differences between different lightweight ciphers significant in front of the dif-
ferences when tuning a physical parameter. In order to answer these questions,
we re-synthesized the “most efficient” implementations of Table 1 at different
Vdd’s. The library we used for this purpose is composed of cells that tolerate
supply voltages from 1.2V to 0.4V. Note that, beyond the previously listed re-
marks about the relative nature of hardware performance comparisons, synthesis
results at low supply voltage are particularly sensitive to synthesis options. This

Fig. 5. Voltage scaling: throughput over area ratio vs. energy per bit
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confirms the general discussion found in Saar Drimer’s PhD dissertation in the
context of FPGAs [5]. As a consequence, while we would expect the comparison
of algorithms to be fully independent of the frequency / voltage scaling, we ob-
served some curve overlaps in our performance evaluations. Our conclusions are
as follows.

From the hardware design point of view and as expected, the critical path
increases faster, as the supply voltage decreases (in Figure 14). Hence, the max-
imum frequency and throughput both decrease non-linearly as well, resulting in
a reduction of the throughput over area ratio for low Vdd’s. More positively,
the reason why we lower the supply voltages is to reach lower power consum-
ing points. This is what we observed in our experiments: the power decreases
non-linearly with the supply voltage. However, due to the first observation, this
power reduction is also moderated by the critical path increase. As a result, the
energy per bit (represented in Figure 15) only decreases close to quadratically
with the supply voltage, as expected from the energy required to switch the inter-
nal capacitances. Note that for all our syntheses, the leakage currents remained
negligible (they would become significant below 0.4V in our target technology).

Regarding algorithms, we again plotted a global view of the power and perfor-
mance efficiency metrics in Figure 5. This final picture allows us to answer the
two previously listed questions. First, the comparisons of the different algorithms
and architectures is essentially similar as the ones for Vdd = 1.2V. Yet, and as
previously mentioned, some curve overlaps are noticed, due to the increased
variability of our synthesis results at low supply voltage. Second, the difference
between different algorithms in terms of efficiency is quite limited when com-
pared with the impact of frequency / voltage scaling. For example, the energy
per bit can be decreased by an order of magnitude when reducing Vdd (at the
cost of a throughput decrease). By contrast, the difference between the various
block ciphers investigated roughly corresponds to a factor 2 for this metric. Yet,
the gains obtained when looking at combined metrics is non-negligible (i.e. at
least it is larger than the variability due to synthesis options), in particular when
looking at all architectures (i.e. not only the encryption one).

6 Conclusion

This paper provided a first comprehensive comparison of lightweight block ci-
phers in terms of energy (and performance) efficiency. It confirms that such ci-
phers do provide interesting figures compared to standard solutions such as the
AES. However, the gains observed are sometimes limited and may not be suffi-
cient to motivate the use of non standard algorithms in actual applications. Note
that our conclusions are naturally restricted to an energy-oriented case-study.
For example, minimizing the area would lead to totally different optimization
tweaks (e.g. taking advantage of resource sharing rather than unrolling).

Synthesis results performed for different architectures and supply voltages sug-
gest that using the smallest rounds (e.g. those of KATAN) is not the best strategy
to reach energy-efficient implementations (because of the too large number of
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iterations required to complete each encryption). Besides, we noticed that the
strong similarity in the block cipher rounds design principles does lead to remark-
ably comparable implementation figures. In fact, the most meaningful differences
between the investigated ciphers relate to key scheduling algorithms and the effi-
cient combination of encryption and decryption designs. Overall, we believe that
these results and the general discussion about hardware performance evaluation
raise interesting problems for the design of new block ciphers. Namely, finding
how to make the algorithmic choices more discriminant with respect to hardware
implementations is an interesting research direction.
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Family of Small and Efficient Hardware-Oriented Block Ciphers. In: Clavier, C.,
Gaj, K. (eds.) CHES 2009. LNCS, vol. 5747, pp. 272–288. Springer, Heidelberg
(2009)

3. Daemen, J., Peeters, M., Van Assche, G., Rijmen, V.: Nessie proposal: NOEKEON,
http://gro.noekeon.org/

4. Daemen, J., Rijmen, V.: The Design of Rijndael: AES - The Advanced Encryption
Standard. Springer (2002)

5. Drimer, S.: Security for volatile FPGAs. Technical Report UCAM-CL-TR-763,
University of Cambridge, Computer Laboratory (November 2009)
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Appendix

Fig. 6. Inner pipelining of a block cipher round

Fig. 7. Parallel architectures with various number of rounds



404 S. Kerckhof et al.

Fig. 8. Vdd = 1.2V, f = 100MHz: area

Fig. 9. Vdd = 1.2V, fmax: critical path



Towards Green Cryptography: A Comparison of Lightweight Ciphers 405

Fig. 10. Vdd = 1.2V, fmax: throughput

Fig. 11. Vdd = 1.2V, fmax: energy per bit
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Fig. 12. Vdd = 1.2V, f = 100MHz: throughput over area ratio

Fig. 13. Vdd = 1.2V, f = 100MHz: throughput over (area × energy per bit) ratio
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Fig. 14. Voltage scaling: critical path

Fig. 15. Voltage scaling: energy per bit
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