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Preface

In the past decade, the GIScience conference series has become home to researchers
from fields such as cognitive science, computer science, engineering, geography, in-
formation science, mathematics, philosophy, psychology, social science, environ-
mental sciences, and statistics. Starting in 2000, the conference series has attracted
a highly interdisciplinary community of GIScience researchers from academia, in-
dustry, and government, who have brought exciting basic research findings to the
meetings and advanced our knowledge in all aspects of geographic information sci-
ence. Since 2006, the conference series has adopted a transatlantic pattern. Fol-
lowing the highly successful Zurich meeting, the conference was hosted this year
at Columbus, Ohio, the heart of the American Midwest where many great things
have taken place since the mid-1950s.

GIScience 2012 followed the conference tradition of a two-track pattern con-
sisting of full papers of up to 14 pages and extended abstracts of 1,500 words
that describe work in progress. This pattern has proven to be rather flexible
in accommodating different cultures in the GIScience community. This year we
received 57 full-paper submissions and each paper was reviewed by at least three
Program Committee members. Among these submissions, 26 were accepted and
included in this volume of Lecture Notes in Computer Science. These papers
were included in the conference program for oral presentation. We also received
127 extended abstract submissions for a later deadline. After being reviewed by
at least two committee members, 77 extended abstracts were accepted for oral
presentation and 28 for poster presentation.

The accepted full papers and extended abstracts represent a broad range of
cutting-edge research in GIScience. While the traditional research topics are well
reflected in these papers, emerging topics that involve new research hot-spots
such as cyberinfrastructure, big data, and Web-based computing also occupied a
significant portion of the conference program. In addition to the papers, we had
six keynote speakers and a number of workshops and tutorials. We noted the
increasing participation in GIScience from Asian countries such as China, India,
Japan, and Korea, in both the Program Committee and paper submissions. We
are confident that the conference participants experienced an exciting program
in Columbus.

None of the above-mentioned events would have happened without help from
the Program Committee. We would like to thank all the committee members for
their time and hard work in making it all possible. We are grateful to Oscar Larson
at the Association of American Geographers for efficiently organizing the confer-
ence events; we would have been lost without his insight in conference manage-
ment. We appreciate the help from the Zurich team, Sara Fabrikant, Ross Purves,
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and Robert Weibel, who organized the 2010 GIScience conference. We thank Tom
Cova for his constant help during the preparation process. We also thank all the
sponsors who supported various events and activities of the conference. Mostly
important, we would like to thank our participants for submitting their important
work and making exciting contributions to the conference.

July 2012 Ningchuan Xiao
Mei-Po Kwan

Michael Goodchild
Shashi Shekhar
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Thiago Lúıs Lopes Siqueira, Cristina Dutra de Aguiar Ciferri,
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Combining Trip and Task Planning:

How to Get from A to Passport

Amin Abdalla and Andrew U. Frank

Vienna University of Technology
Institute for Geoinformation and Cartography
{abdalla,frank}@geoinfo.tuwien.ac.at

Abstract. Navigation-tools currently give us directions from location
A to B. They help us with the physical process of moving from here to
there. Tasks in general, are achieved by the subsequent determination
and execution of sub-tasks until the goal is achieved. To help achieve the
higher-ranking task, we commonly use so called “personal information
management”-tools (PIM-tools). They offer possibilities to manage and
organize information about errands that have personal or social implica-
tions. Such tasks are described in informal ways, todo-lists for example
offer the storage of textual description of an errand, sometimes allowing
geographic or temporal information to be added. The paper proposes
a formalism that can produce instructions leading from A to the fulfil-
ment of the “task”. Thus connecting the high-level task, that represents
intentions, with the physical level of navigation.

Keywords: PIM, task planning, routing, LBS, shortest path.

1 Introduction

The problem of how humans find their way from A to B is an issue that puzzled
researchers for many years and is investigated in various domains [24][26]. As a
consequence we now see tools helping us to plan and execute navigation from one
location to another. But these tools know little about the purpose of our trips.
Although human wayfinding can, as Golledge and Gärling put it, be regarded
as an “...purposive, directed and motivated activity...” [11] we have not seen
attempts to integrate our intentions into GIS or navigation tools. The motivation
behind our trips is an important factor that can help to improve the usability
of such tools. Imagine asking your navigation device what the next task is and
how to achieve it.

To handle and manage information about tasks or errands we usually use
calendars or todo-lists, increasingly in digital form. These tools essentially store
information about our intentions and motivations that imply sub-tasks such as
navigation. The research field of managing and organizing personal information
is referred to as “personal information management” (PIM) [16] or “task in-
formation management” [19]. While most of the studies are concerned about
how to maintain digital information such as documents, pictures or webpages,

N. Xiao et al. (Eds.): GIScience 2012, LNCS 7478, pp. 1–14, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 A. Abdalla and A.U. Frank

efficiently; we like to focus on the task management part of it. That is how we
retain information about our intentions and future activities and more specific,
on how we plan to execute them.

In the following pages we will investigate the issue of integrating tasks into
GIS respectively navigation-applications (or vice versa). By examining a specific
problem we try to determine what information is needed to compute a suitable
path through the search space (i.e.: the set of all possible states) of the problem.

Starting with an overview of relevant work, we will present and analyze the
example of a “passport application”. Finally we will propose a solution by nar-
rowing it down to a shortest path problem, such that we can give instructions
of how to get from a specific location and situation to the state that allows to
apply for a passport.

2 Relevant Work

2.1 Personal Information Management

PIM activities can be viewed as “an effort to establish, use and maintain a map-
ping between need and information” [16]. Need in that sense depicts a necessity
of a task (e.g.: a restaurant reservation before a meeting). To find out when we
need to be at a meeting we consult a calendar. To find out what we need to buy
we look at a todo-list. In this work we focus on calendars and todo-lists that
often bear a very general and informal representation of tasks or errands. The
only machine readable information currently supported are temporal intervals,
due dates and to some extent locations. Temporal information is used to trig-
ger alerts, or in some cases checked for overlaps of events. Spatial information
is increasingly utilized for location based alerts on mobile devices. But current
solutions are rather simplistic and as shown in [22,21,2] the integration of space
and time bears more potential for supporting our daily life task planning.

2.2 Affordances and Places

The notion of affordance was shaped by Gibson [9], who investigated the per-
ception of the environment. The core assumption is that objects or things are
not primarily perceived by discrimination of their properties or qualities, as seen
by orthodox psychology. He suggested that humans perceive their environment
on the basis of its affordances, hence the possibilities of interaction. A horizon-
tal surface, for example, affords support, what allows walking, as opposed to a
steep slope that might afford slipping or falling. So the environment constrains
the possibilities of what can be done. Jordan et al. [17] argued for an affordance
based model of places, to improve the communication between the GIS and the
user. They mention the work of Heft [14] who considers the role of functions or
affordances of places in navigational processes. According to them an affordance
based model of place is comprised of 6 aspects, listed in Table 1.



Combining Trip and Task Planning: How to Get from A to Passport 3

Table 1. The defining aspects of an affordance based place model are listed on the left
side. The right column shows the implemented representations.

Defining Aspects Implementation
physical features location & object collection

actions pick-up & locomotion
narrative —

symbolic representations/Names home,office,shop,etc..
socioeconomic and cultural factors —

typologies/categorizations container & street-node

In 2004 Raubal et al. [21] presented a comprehensive theory for location based
services (LBS), in which they attempt to combine an extended theory of affor-
dances with time geography [13]. It was achieved by embedding affordances into
different realms: physical, social-institutional, and mental [20]. The integration
of a social-institutional reality into the theory causes the physical affordance of
taking a strangers purse, for example, to be suppressed by the context of insti-
tutional/social regulations (e.g.: law). Mental affordances are explained as the
affordance to decide upon perceived physical or social-institutional affordances
possible.

They set the framework for a LBS that can solve scheduling problems for a
traveler with different time constraints and preferences. The article illustrates,
besides other things, the need for an affordance based place description in order
to be able to compute plans or schedules for an agent.

In our solution we adopt a simplified affordance model of place, dealing only
with physical features (i.e.: collection of objects available ), actions (i.e.: activities
possible), categorizations and to some extent names (see Table 1).

2.3 Spatial Behavior, Decision Making and Problem Solving

There are several fields that investigated spatial behavior and decision making
extensively. A core issue in transport planning, for example, is the question of
service demand. The dominant approaches for modeling it are (1) recording the
spatial behavior or (2) the ”examination of the decision-making and choice pro-
cesses that result in spatially manifested behavior” [10]. These are referred to
as behavioral and structural models. While structural models represent the ag-
gregate movement activities of populations, behavioral approaches try to take
the uniqueness of each individual into account. This lead to the investigation
of wayfinding as well as cognitive mapping and its impact on spatial behavior.
As research has shown, individuals build a cognitive map of their unique men-
tal representation of the world [6]. This information can be facilitated to take
decisions about movement in space [18]. This leads to a certain behavior space
[10] in which our movements are located. Thus, our internal representation of
the world has substantial impact on our movements and behavior.
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Artificial intelligence is a field concerned with agent behavior, decision making
and particular problem solving, but probably in a more formal way. There, a
problem can be defined by five components [23]:

– states;
– initial state;
– transitions or actions;
– a goal test;
– path cost.

A solution then is an ordered action sequence that leads from the initial state
to the goal state. A famous example for such a problem is the shortest path
problem. It describes the question of how to get from one state to another with
least effort, assuming a graph like structure. A well known algorithm to solve
the problem is Dijkstra’s algorithm [5]. We will show that by generalization we
can narrow down the problem of getting a passport in the fastest possible way,
to such a shortest path problem and solve it by the same means. The attempt
is to translate the informal task and behavior space description into a formal
problem description.

3 The Case Study

The scenario we chose to investigate is that of a person who plans to travel abroad
and therefore needs a new passport since the old one is expired. In previous work
[3] we investigated the planning process undertaken by the agent (see Figure 1).
We define the task by two aspects: (1) spatio-temporal requirements, hence the
physical presence of the person at the administrative office within the opening
hours, and (2) a set of required objects, what we will call equipment.

In accordance with the assumptions mentioned in the previous section a men-
tal/cognitive map [12,6] is utilized by the agent to map the tasks upon suitable
places. For example: in order to acquire a picture the agent is aware of two shops
that afford the task and are thus included in the decision making process.

The agent further puts the sub-tasks in order, by checking for dependencies.
Since the task photograph acquisition has money as a precondition, it was derived
that money acquisition needs to be conducted beforehand.

Finally the tasks are translated into a series of future actions (see bottom of
Figure 1). In that part again a mental representation of the world is facilitated
for the determination of travel times and routes.

3.1 Problem Definition

Before elaborating on the proposed solution we provide a formal definition of
the problem, according to the 5 components listed in section 2.3.
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Fig. 1. A simplified illustration of the planning process the person goes trough. On
the left the person’s cognitive activities are pointed out. In the middle the planning
process is subdivided into certain steps. Outcomes for the defined tasks are found on
the right side. [3]

States: The problem definition uses a deterministic environment, hence each
next state is determined by the transition (i.e.: the action the agent takes) that
lead to it. The states in our search space are determined by a product value of
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the set of all locations L and the set E of all equipment states (i.e.: the objects
carried). The state-set S is therefore defined as:

S ⊆ (L × E )

S stands for all possible combinations of locations and equipment states, given
the affordance constraints enforced by the environment. S can be seen as the
formalization of a behaviour space.

Initial State: The initial state for our case study is home as location and an
empty set of objects as equipment. We denote the start-state s as :

s = (l, O) where lεL and O ⊆ E
with
l = home
O = ∅

Transitions: Transitions or actions represent the rules of how a state can change
from one to another. We consider two different kinds of actions (1) locomotion
(e.g.: movement from one location to another) and (2) manipulation (e.g.: picking
up an object). Each transition has a cost value c attached to it, in this example
a value depicting the time an action takes in minutes. A transition is denoted as:

t = ((l, O), (l, O), c) with lεL , O ⊆ E and cεR , c ≥ 0

Goal Test: The goal is achieved when a solution to the problem with the least
cost is found. Thus an ordered sequence of transitions t that leads from the initial
state s to the goal state g, with a minimum cost sum.

g = (l, O) where lεL and O ⊆ E
l = office
O = {oldpassport, photograph,money}

Path Cost: In order to compute a final cost for a solution we need to be able
to build a total sum over all the transitions in a path sequence, independent of
the type (i.e.: manipulation or locomotion). For the example we defined the cost
to be a temporal value, thus a certain amount of time spent on each action.

4 Solution

The problem definition above is already on a very generalized and abstracted
level, but as we learn from figure 1 there are quite a number of cognitive activities
involved to get from the general description of the task to a level of abstraction
that allows to compute a plan. In the following we propose a formalism that helps
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building the state space and transitions defined in 3.1.1 and 3.1.3. We start with
the definition of an algebraic model of the relevant environment, out of it we
produce a state transition network representing the possible orders of object
acquisition and finally combine the two into a single search space. Subsequently
this allows us to run a well known problem solving algorithm (i.e.: Dijkstra’s
shortest path) to determine an optimal solution to the posed task.

The implementation was done in the functional programming language Haskell
[25].

Fig. 2. A graphical illustration of the solution. The information sources on the left
represent databases or data structures that form the basis for the algebraic classes.

4.1 Representing the Environment

In the first step we need a representation of the environment, that suffices the
needs of an agent to solve the task. We therefore build an algebraic model of
the environment sketched in figure 3. It was modeled as a collection of places
that we can act upon, based on the affordances it offers and the relations be-
tween them. The underlying data structure utilized, is a graph that contains
information about places, the objects contained, affordances and their locations.
The implementation models some places as image schematic containers [15] and
hence distinguish them from simple street junctions that are not necessarily per-
ceived as such. A container offers a pick-up affordance for objects contained and
a locomotion affordance to move to neighboring nodes, whereas street junctions
offer locomotion only.
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class Environment graph location object where

affordance :: graph -> location -> [action]

locations :: graph -> [location]

adjacent :: graph -> location -> [location]

travelcost :: graph -> location -> location -> TCost

pickupcost :: graph -> Object -> location -> TCost

locomotions :: graph -> [locomotion]

nextLocation :: graph -> locomotion -> node

queryObj :: graph -> Object -> [node]

queryObjAt :: graph -> location -> requirements

queryAllObj :: graph -> [Object]

The function affordance returns a list of activities afforded by a place at a specific
location. The second function returns a list of all locations that are accessible
to the agent. The adjacent function returns all locations that are immediately
accessible to the agent by a single locomotion, or simply the neighboring nodes
for a given node.

To acquire the cost that is assigned to the locomotion from one location to
another the travelcost function is implemented. The pickupcost returns the cost
that a pick-up action applied to a certain object at a specific location takes.

The locomotions function returns a list of all possible transitions/locomotions
that can be conducted in the environment. To determine the next location of
the agent given a locomotion the nextLocation function is defined.

The final three functions are concerned with the objects at different locations.
While the first returns a list of locations where a specific object can be found,
the second returns the preconditions a pick-up object affordance exhibits. The
requirements come in the form of equipment.

The last function simply returns all the objects that can be picked-up in the
environment.

By having the environment represented in such a way we can in the next
step extract a representation of the equipment states, taking the preconditions
of pick-up object affordances into account.

4.2 Modeling the Requirements

Now we can start building a finite and deterministic state-machine that models
the possible equipment-states. Such a state machine in general is defined by a
set of states S1 , a transition function δ and an alphabet A. S is defined as:

1 Note that the S here represents the equipment-state and thus differs to the S intro-
duced in the problem definition.
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S ⊆ P(O) with O being the set of required objects. Because we only consider
directed edges, the subset S can be computed from P(O) by checking it for
consistency. It means that an object collection cannot contain money without a
bankcard for example, since the bankcard is a precondition to the pick-up money
affordance. This helps to keep the example small and clear.

The transition function is defined as δ : O × S → S , hence takes an object
and a state and returns the next state.

We implemented the state machine as a class (see figure 4 for an illustration):

class ObjectAutomata state transition where

makeStateSet :: Equipment -> [state]

pickup :: Object -> state -> state

makeTransitions :: [state] -> Equipment -> [transition]

possibleTransition :: state -> [transition]

nextState :: state -> transition -> state

The first function creates the state set S, taking a set of required objects as an
input. The pickup-function denotes the transition function δ by taking an object
and a state as an input and returning the resulting state.

The subsequent two functions return all the possible transitions/actions (make-
Transitions) and all the transitions possible from a specific state (possibleTran-
sition).

Fig. 3. The environment we consider consists of a street network and places that are
linked to it. The places offer a pick-up affordance upon a set of objects. Each locomotion
from one streetnode to another is uniquely defined by its start- and endnode and has
a cost value attached to it.
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Fig. 4. By using only a single action, we can simplify the graph that depicts the state
machine. Each transition is defined by its start- and endstate.

The final function takes a state description and a transition to return the next
state. Having a representation of the object order, allows to proceed to the step
of combination.

4.3 Combining Environment and Task Requirements

To reach the state space described in section 3.1.1 we need to combine the
environmental representation with that of the object requirements. Therefore a
methodology suggested by Frank [7] is used. The work describes a mathematical
formalism to merge two state-transition networks, based on category theory [4].
The combined state is defined by a pair of the individual location states and
equipment states. The combined actions are simply the sum of both costs. To
take environmental constraints into account, combination rules are introduced.
These define the possible transition from one product-state to another. In our
case these rules are determined by the locations that offer pick-up affordances for
the required objects. Figure 5 gives an illustration of how the combined graph
looks like. Again we represent the combined network as a class:

class BehaviorSpace combination state where

states :: combination -> [state]

transitions :: combination -> [(state,state,TCost)]

nextTrans :: combination -> state -> [state]

cost :: [(state,state,TCost)] -> state -> state -> TCost

The combination input of the first three functions is defined as a vector contain-
ing the minimum information needed to build the two different representations
(environment and equipment states) described in 4.1 and 4.2. These are on the
one hand a data structure or database that contains the information about the
environment and on the other the set of objects required for the task.
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The functions defined to describe the BehaviorSpace class are conceptually
the same as some of the functions defined for the initial environment. Derive
able is a set of states, a set of all possible transitions, a set of all the possible
transitions based on a specified state and the cost for a given transition.

4.4 Problem Solving

In the final step we created a planning class, that mimics some of the cognitive
activities shown in figure 1. The class is defined as follows:

class Planner behaviourspace state where

stp :: behaviourspace -> state -> state -> [(Action,Cost)]

solve :: behaviourspace -> Agent -> Task -> [(Action,Cost)]

The stp function computes the shortest path from the current state of an agent
to the goal state defined in section 3.1.4, by running a Dijkstra’s algorithm. To
supplement the model we defined an agent and a task description that is used
as an input for the problem solving function solve:

data Agent = Ag Location Time Equipment

data Task = T (Location,TimeInterval) Requirements

agent = Ag home (08,00) []

goal = T (office,((09,00),(12,00))) [passPhoto,money,oldPassport]

Note that the above definitions include time. We did not take temporal aspects
into account, although we believe including it to some extent is straightforward.
The final function solve takes, besides the agent and the task description, the
computed behavior space and the required equipment as an input. The function
then compares the agent’s current state to the goal state defined in the task. It
determines the set of missing objects and passes it to the stp function that builds
the requirement state transition graph (figure 4), extract the combination rules
and combine it with the street network graph. The result is an optimal solution
in form of a series of actions, locomotions and manipulations, along with the
time it takes to conduct it.

5 Discussion and Outlook

The paper presents the attempt to merge information stored in a PIM-tool (i.e.:
calendars or todo-lists) with a typical functionality found in GIS or navigation
applications, i.e.: routing. By using a simple example we investigated a formal-
ism that translates it into ashortest path problem. Using mathematical category
theory, two semantically different state transition networks were combined into
a single one and a plan that represents spatial behavior was computed.

The work highlighted some of the issues that arise when trying to combine
navigation with ordinary tasks. Foremost the need of an affordance based place
model that integrates small scale objects. A GIS aiming at personal tasks, has to
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offer a more user centric representation of the environment. For our daily tasks
the geometric or map metaphoric information is less important than activities,
objects and people. Therefore we introduced the notion of equipment, that we
believe plays a prominent role in our daily life. Not having a photograph when
intending to apply for a passport results in failure.

Another serious issue is the question of complexity. We simplified the model
by including two affordances: pick-up and locomotion. But there are infinitely
more actions possible. Thus: what level of granularity is necessary for such an
application? Do we need to consider actions like ”pay” or ”open door” that take
place inside a shop?

In a previous paper [1] we envisioned PIM-tools that act pro-actively by alert-
ing us in situations that threaten the success of a task. Therefore we would not
just need an optimal solution, but a representation of all possible solutions, en-
abling it to determine when engagement is necessary. Further the question of
how to handle several tasks needs to be investigated.

Further the computation of paths based on other costs are possible, hence
cheapest rather than fastest (e.g.: Find the cheapest path for my shopping list!).

The study can be seen as a first step towards the merging of PIM-tools and
GIS. Hopefully in future we can solve some of the hindrances discussed, leading
to task aware and more intelligent calendars.
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Abstract. A common problem in the automated generalization of basemaps is 
extraction of important features for cartographic visualization purposes. The 
delineation of a stream network centerline poses unique challenges especially 
when variables such as stream order, channel depth, or flow rate are not 
available. This paper presents an algorithm for automated delineation of a 
continuous cartographic centerline through a flowline network encompassing a 
single subbasin. Six datasets testing the algorithm are drawn from the U.S. 
National Hydrography Dataset (NHD) to compare among delineations in 
landscapes with varying terrain and precipitation regimes. Centerline 
delineation provides a database enrichment, which adds functionality and 
enables cartographic generalization. A user-defined cutoff value permits 
progressively inclusive centerline delineations which may be targeted to 
multiple map scales and purposes. 

Keywords: Stream centerline, cartographic generalization, database enrichment. 

1 Introduction 

During the map design process, the abstraction of important features given a specific 
cartographic purpose is a typical task. Abstraction is described by Buttenfield and 
Mark [6] consists of information processing through generalization or information 
encoding through symbolization. The selection of crucial characteristics during 
generalization is dependent on map purpose and target scale [5]. Symbolization is also 
bound by conceptual constraints within a given map design [6] and, therefore, clear 
and specific attribute definitions are mandatory.  

Since feature abstraction is partially limited by encoded attributes as well as by the 
conceptual definition, enrichment procedures can augment the database in preparation 
for map design. Enrichment is especially important in vector databases where 
prioritizing feature importance can be a necessary, but time-consuming task [13]. 
When accomplished manually, feature prioritizations are sometimes inconsistent or 
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incomplete. Enrichment procedures add explicit attribution to a database and need to 
be identified prior to finalizing the map design [9]. Neun et al [14] enrich thematic 
data to support adaptive generalization. The same researchers [13] argue that 
enrichment will “… equip the raw spatial data with additional information about 
objects and relationships” (p.1), and that enrichment may support data 
characterization, conflict detection, parameter selection, algorithm choice, and 
processing evaluation. They invoke web-based support services to enrich cartographic 
data with priority sequencing or adjacency relations, which can facilitate subsequent 
generalization operators as for example object aggregation.  

The value of enrichment processing has been described in applications relevant to 
generalization. Balboa and Lopez [2] use Principal Components Analysis to select 
characteristics to enrich a transportation network for automatic classification of road 
types. Their stated conditions for effective enrichment include that the set of 
characteristics be statistically significant, uncorrelated, and normalized. Steiniger and 
Weibel [20] enrich cartographic data by storing vertical and horizontal relations 
among data items, to reduce computational and predicate workloads in subsequent 
processing. Enrichment has been applied to evaluate shape preservation following 
simplification and realignment of buildings [25]. Data enrichment includes two tasks: 
first to model implicit relations within the data, and second to add these relations 
explicitly to the database in a form that is accessible to subsequent generalization 
operators [4]. 

Centerlines provide an excellent problem domain for enrichment. Cartographers 
highlight stream centerlines to identify the most important water path through the 
network. Enrichment by attributing centerlines can assist with symbolization 
hierarchies, as stream labels are often attached to the cartographic centerline but not 
to flowlines of lesser importance. At smaller scales, the cartographic centerline may 
be the only feature depicted for a network, essentially comprising the last remaining 
water channels following simplification. Previous work by the authors [1] 
implemented a centerline extraction algorithm which the present paper extends. The 
earlier version began by selecting flowline features attributed as artificial paths [23], 
which represent a flow path through polygonal water features, such as wide rivers and 
lakes. Artificial paths were assumed to constitute the main channels of the subbasin 
since large channels are often wide enough to be captured as polygons. Gaps between 
artificial paths were filled using a cursor search to identify flowline segments with 
common nodes. To speed the cursor search, the algorithm looked for groups of 
flowlines whose reachcode feature identifier occurred in an arithmetic sequence, 
assuming that numerically similar reachcodes would be geographically proximal.  

Whereas this approach was initially considered successful, further testing revealed 
that the numeric proximity assumption does not hold true in many subbasins. Also, 
the use of artificial paths created a centerline with too many branches, especially in 
areas with extremely wide channels. Another limitation was discovered in that 
subbasins in dry landscapes often lack standing water polygons or channels large 
enough to be captured as polygons, and thus, artificial paths could not be used as a 
starting point for the centerline framework. Finally, the algorithm did not ensure full 
extension of the delineated centerline from headwaters to pour point. 
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This paper redesigns and extends the work reported in [1]. The innovation in the 
current work is to support centerline delineation on the basis of estimated upstream 
drainage area (UDA) values. Enriching the data with UDA allows for a relative 
ranking of stream reaches based on cumulative catchment area, and has proven utility 
in any hydrographic database that lacks explicit stream order attribution [18]. The use 
of UDA values constitutes a fundamental difference to the approach described in [1], 
in several respects. Catchment areas can be estimated for each line feature, thus 
eliminating the possibility of encountering gaps. The revised algorithm does not 
depend on the presence of artificial paths or numerically similar reachcodes. The new 
algorithm supports delineation of a continuous centerline extending completely across 
one or multiple hydrographic subbasins. Also, the new implementation reduces the 
need for cursor searching, which speeds centerline delineation considerably. The 
paper will present the algorithm and show results for six study areas, to show its 
performance in varying types of landscapes. The significance of tailoring 
generalization processing to specific landscape types has been demonstrated 
previously [7, 8, 16, 22]. 

2 Context for a Cartographic Centerline 

Cartographic centerlines can be defined as the main channel or channels that run 
continuously through a subbasin. The main channel might be defined in several 
contexts, for example as the set of channels containing the largest volume of water, or 
the set of channels running with maximum velocity. Other disciplines use different 
criteria and definitions to prioritize the most significant channels in a stream network. 
Hydrologists for example refer to a stream main stem or trunk as part of a hierarchy of 
tributaries, defining the main stem as “… the primary downstream segment of a river, 
as contrasted to its tributaries” [3]. Horton’s [11] stream ordering system assigned the 
highest stream order to the complete main stem, although subsequent modifications 
(such as Strahler [21]) assigned highest order only to the portion downstream of the 
tributaries with the second highest order. In contrast, fluvial geomorphologists rely on 
terrain to identify the highest priority stream channel, called a thalweg, which is the 
path joining the points of lowest bed elevation along the river channel [12]. The 
thalweg is commonly referred to in hydraulic modeling as defining the line of fastest 
river flow [10].  

In this paper, the specification of a centerline is based on the channels draining the 
largest area within the subbasin. The area of upstream drainage is a significant factor 
used to estimate stream flow in the National Flood Frequency program [24] and will 
used for the research reported below.  

3 Datasets and Study Areas 

The National Hydrography Dataset (NHD) is a vector database of surface-water 
features of the United States maintained and coordinated by the U. S. Geological 
Survey (USGS). Multiple resolutions of NHD include a Medium Resolution (MR), 
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compiled for use at 1:100,000 and smaller mapping scales, and a High Resolution 
(HR), which was initially compiled for use at 1:24,000 in the coterminous states and 
1:63,360 in Alaska. A third, Local Resolution (LR) database includes HR features 
densified to 1:2,400 scale and is available in only a few areas of the Nation as needed 
by state and local agencies. 

This paper will focus on the HR data. As discussed, stream order could provide a 
basis for centerline delineation (http://nhd.usgs.gov/nhd_faq.html). However, because 
of the large geographic extent and data volume, as well as the frequent and irregular 
update cycles undertaken through the NHD stewardship program, USGS does not 
maintain stream order information for HR flowlines. Currently, the Center of 
Excellence for Geospatial Information Science (CEGIS) and the Meridian Lab at 
University of Colorado-Boulder are investigating methods to enrich the NHD for use 
in cartographic base mapping and generalization in support of The National Map. A 
part of this research investigates automated centerline delineation approaches that are 
flexible enough to delineate centerlines in the absence of explicit stream order. 

Centerlines may of course differ in the number of main channels per subbasin, or 
the number of branches per main channel. A centerline may have minimal to 
extensive braiding, and or may contain discontinuities such as underground streams. 
The algorithm set forth in this paper is tested on six subbasins from three different 
terrains and two different precipitation regimes [7, 8, 19], illustrating a wide range of 
physiographic types across the coterminous United States [7]. Table 1 lists the six HR 
subbasins examined in this paper and their associated landscape types.  

Table 1. Six NHD High Resolution subbasins demonstrating prototypical landscape type 
important for evaluating enrichment research in support of The National Map  

NHD subbasin name, location Subbasin ID Landscape Type 
Upper Suwanee River, Georgia-Florida 03110201 Flat Humid 

Lower Beaver River, Utah 16030008 Flat Dry 

Pomme de Terre, Missouri 10290107 Hilly Humid 

Lower Prairie Dog Town Fork Red River, Texas 11120105 Hilly Dry 

South Branch Potomac, West Virginia 02070001 Mountainous Humid 

Piceance and Yellow Creeks, Colorado 11050003 Mountainous Dry 

 
Enrichment tools are being developed in support of The National Map as part of a 

continued effort to design a comprehensive approach for generating reduced scale 
versions of NHD. The role of NHD enrichment in this project is to facilitate 
generalization by automated pruning, which removes entire confluence-to-confluence 
stream segments, and simplification, which eliminates coordinates from remaining 
stream segments (Fig. 1). NHD enrichment includes classification of land types and 
partitioning of stream channel densities for tailoring of subsequent pruning and 
simplification routines. Additional enrichment measures include attributing each 
flowline with catchment area and upstream drainage area (UDA) estimates, to enable 
pruning for generalization and support cartographic purposes such as symbolizing 
tapered stream lines, as well as informing the centerline delineation process, as 
described below. 
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Fig. 1. Enrichment tools in development for the NHD Generalization Toolbox. Each tool 
generates attributes not currently provided within the standard NHD schema; and these 
attributes direct subsequent generalization, including feature pruning, simplification, and 
sequencing and types of processing 

Several constraints are placed upon enrichment, namely that the procedures be 
automated through software that can readily access The National Map data format; 
and that the tools and generalized data versions are distributed in the public domain. 
The centerline tool carries additional specific constraints. Centerline delineation must 
be based on geometric characteristics of subbasins and not on identifiers that may 
change with subsequent update cycles within the NHD. The algorithm must not 
corrupt stream confluence topology, displace stream channels or add new flowlines to 
the stream network. The current version of the algorithm is driven by a user-defined 
UDA cutoff value, which permits a flexible delineation of primary channels. 

4 Methods: Algorithm Design 

4.1 Preprocessing Steps 

The centerline algorithm uses a critical preprocessing step by assigning UDA 
estimates to each NHD flowline feature. UDA values are estimated through a graph 
traversal that accumulates catchment areas estimated for each flowline by means of 
Thiessen polygons [18]. The catchment area and UDA estimation are not intrinsic to 
the standard NHD schema in current use. The subbasin boundary defines catchments 
for features abutting the edge of the subbasin, and the area of the subbasin polygon 
represents the total catchment area for flowline features within the subbasin. Fig. 2 
shows catchments generated from Thiessen polygons and associated flowline UDA 
values for the Piceance-Yellow subbasin in Colorado. 
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Enrichment processing is regularly performed on single-subbasin datasets. In many 
subbasins, streams from an adjacent subbasin flow into the flowline network of the 
target subbasin. In these cases, an obviously large UDA value of one million square 
kilometers (sq. km.) is added to each feature having an inflow from an adjacent 
subbasin. Consequently, all features downstream from a feature with an incoming 
UDA value will be greater than one million sq. km. Adding an inflowing UDA value 
in this manner is advantageous because it normalizes downstream subbasin drainage 
areas relative to upstream subbasins, and normalizes UDA values in preparation for 
expanding the scope of UDA enrichment beyond one or a small number of subbasins. 

 

Fig. 2. Estimated UDA and Thiessen polygons values for flowlines in the Piceance-Yellow 
subbasin in Colorado (NHD subbasin # 14050006), using a method by Stanislawski et al [18]. 
In the left map, each stream flowline is given a UDA value after it is encased by a single 
Thiessen polygon, depicted in the map on the right, to estimate the local catchment area for 
each confluence-to-confluence channel. Areas are tallied upstream to the headwaters for each 
channel to compute the estimate of UDA. 

4.2 Centerline Delineation Algorithm 

The centerline algorithm starts with a selection of flowlines based on a user-defined 
threshold UDA value. To maintain comparability when processing multiple 
subbasins, the threshold value is input as a percentage of the subbasin area drained by 
a given candidate. Flowlines whose UDA value is greater than the threshold drain a 
larger percentage of the subbasin, and are added to a list of centerline “stems”. Thus 
the cartographic centerline is formally defined by this algorithm as the set of flowlines 
that run continuously from headwaters to pour point in the subbasin and that drain a 
substantial percentage of the subbasin area. The algorithm must accomplish two  
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Fig. 3. Comparison of centerline stems resulting from four progressively inclusive Upstream 
Drainage Area (UDA) cutoff values for the Lower Prairie Dog Town Red subbasin (NHD 
subbasin # 11120105). Discontinuities in the centerline stems can result from stream segments 
which flow underground, or from the presence of NHD waterbody or area polygons, which are 
not displayed in the figure. 

major tasks, first to identify a set of centerline stems and second, to trace upstream 
from this list to the headwaters, insuring that each centerline stem is extended to trace 
a continuous path upstream to subbasin headwaters (Fig. 3).  

In testing, a UDA cutoff value of 20% of the subbasin area selected a sufficient 
centerline framework for all six test subbasins. Sufficiency in this case means that the 
number of selected stems in each subbasin encapsulated the primary channel or 
channels, thus completing the first task, in preparation for the second task of the 
algorithm (tracing each stem to its headwaters). Fig. 4 reveals the proportion of 
flowline features in a subbasin collected as centerline candidates for a 20 % UDA 
cutoff in the Piceance-Yellow subbasin. 

Fig. 2 and Fig. 4 show how these candidates give a conservative estimate of the 
centerline: In Fig. 2 the black features of the left map represent centerline stems for a 
20% cutoff value. This cutoff initializes a set of stems for more than one primary 
channel, but does not include too many tributaries in the stem list. (We do not imply 
that 20% should be the default cutoff in every case, rather that it provides a workable 
value for testing the prototype code. Further research will be needed to establish 
guidelines for appropriate cutoff selection. This point will be raised in the final 
section of the paper.) 
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Fig. 4. Histogram of Piceance-Yellow subbasin UDA values demonstrating how many 
flowlines are added to the candidate main stem list for a 20% UDA cutoff selection (grey box). 
The leftmost bin of the x-axis represents an increment of 0-50. A 20% UDA cutoff value 
selects 108 features. The cutoff value of 494 km2 is found by multiplying 20% by the subbasin 
area. 

To address the second task, the algorithm traces a single path upstream from each 
stem to its headwaters. This process begins by finding the upstream endpoint from 
each centerline stem, and then searches to find all flowline segments attached to and 
immediately upstream from that point. If a single segment is found, it is added to the 
centerline stem. If multiple upstream segments are found (e.g., at a tributary 
confluence), the segment with the higher UDA is selected and added to the stem and 
the other segment is ignored. This process repeats iteratively until the edge of the 
subbasin is reached, and no additional upstream segments can be found. The upstream 
trace then repeats for all other stem endpoints. Once each centerline is traced from 
subbasin mouth to headwaters, each stem flowline is enriched with an attribute 
designating it as a centerline.  

5 Results 

5.1 Delineation of Centerlines 

The algorithm was implemented in Python 2.6.5 using the ArcPy module from 
ArcGIS 10. Performance of the upstream trace is greatly enhanced by the use of 
native ArcPy and Python objects. Each flowline segment is extracted to a tuple 
containing its associated polyline geometry object and UDA value. Tuples are 
grouped into lists for the stems and for the remaining flowlines. Storing the geometry 
and UDA in tuples minimizes input/output performance slowdown associated with 
using cursor objects. Each group of tuples may be quickly sorted by UDA value to 
find the flow-line segment with the maximum drainage.  

Each polyline object encapsulates a point object’s “from node” (upstream end) and 
“to node” (downstream end). Access to these point objects allows efficient upstream 
tracing within the subbasin. For example, to identify the endpoint of each centerline  
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Fig. 5. Centerline delineation results for six NHD subbasins using a cutoff value of 20% of 
subbasin area  

stem, the algorithm simply searches the stem list for all “from nodes” that lack a 
coincident “to node.” And when tracing through the candidate list, upstream segments 
are found by searching for “to nodes” that match a previously selected “from node.”  

The algorithm builds a master list of tuples representing the complete subbasin 
centerline(s), and ultimately uses the polyline geometry objects in the master list to 
select the polylines in the NHD flowline feature class to be attributed as centerlines. 
Fig. 5 compares centerlines delineated for the six subbasins using a 20 % UDA cutoff. 
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The three dry landscapes (Colorado, Utah and Texas) contain little standing water, 
meaning that in these three subbasins, the initial version of the algorithm based on 
selection of artificial paths failed to generate a centerline at all. 

In humid landscapes such as the Missouri subbasin, where the earlier algorithm 
tended to collect extraneous tributaries (Fig. 6), one can see that the current solution 
remediates this problem, while maintaining a continuous centerline solution. The new 
algorithm delineates channels from mouth to headwaters, while ensuring that no gaps 
exist within the delineation. Because the revised centerline selection relies on UDA 
instead of artificial paths, the new algorithm provides a simpler, less cluttered 
channel, which is more appropriate for base mapping.  

To produce the results for the Pomme de Terre, Missouri subbasin (Fig. 6), a PC 
was used with quadcores running at 2.1 GHz clock speed under the Windows 7 
operating system. The algorithm ran for 3.22 minutes. This compares favorably to the 
previous algorithm which took 9.77 minutes to complete its solution on the same PC. 

 

Fig. 6. Comparison of the earlier centerline delineation (left panel) based on artificial paths for 
the Pomme de Terre subbasin in Missouri, and the current delineation (right panel) based on 
UDA cutoff values. The earlier delineation reflects a large number of stream tributaries selected 
in addition to the actual cartographic centerline. 

5.2 Validation 

Centerline results were validated against stream-order values in a benchmark dataset 
for the West Virginia subbasin. The NHDPlus MR (1:100,000) dataset for this 
subbasin was downloaded and the highest order of streams was selected based on a 
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modified Strahler stream order algorithm called Strahler Calculator, developed for the 
NHDPlus [15]. Comparison of the West Virginia centerline to the NHDPlus 5th order 
main stem (Fig. 7A) was performed through a Coefficient of Line Correspondence 
(CLC), which measures conflation as a proportion of the length of matching stream 
channels to the total length of channels in the subbasin plus the length of omitted 
features in the benchmark dataset [17]. A CLC value of 1.0 indicates perfect feature 
correspondence, whereas a CLC of 0.0 indicates a total mismatch. CLC metrics are 
useful as they allow for the comparison of features compiled at different scales, and in 
this case, for slightly different purposes (centerline vs. main stem). The two datasets 
are overlaid with a 200-cell grid to compute CLC metrics locally across the study area 
(Fig. 7B), as well as averaging the 200 values for the subbasin as a whole. For West 
Virginia, the overall CLC metric is 0.632. This value shows a significant difference 
between the 1:24,000-scale UDA-based main stem and 1:100,000-scale stream-order-
based main stem. An extra channel was delineated by the UDA-based algorithm that 
does not match the 5th order streams in the benchmark. Comparison with 4th order 
streams produces many additional main stems in the benchmark data, and a similarly 
low CLC value. The above CLC analysis suggests that the 1:24,000 UDA-based 
prominence estimate relative to the 1:100,000 5th-order prominence estimate seems a 
better choice because of improved accuracy and reduced likelihood of omitting a 
prominent tributary. 

 

Fig. 7. 20% UDA Centerline Delineation and the 5th order Strahler Calculator [15] in the 
Pomme de Terre subbasin(A) and Weighted CLC values for 200 grid cells underlying the 
centerline (B) 
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6 Summary and Discussion 

This paper presents an algorithm for automatically delineating cartographic 
centerlines, which draws on previous work [1]. The algorithm selects flowlines on the 
basis of estimated upstream drainage area, and traces common nodes upstream until a 
headwater is reached. The algorithm makes use of the topologic connectivity of the 
flowlines and does not alter it in any way. The operation enriches the hydrographic 
database in preparation for subsequent simplification for base mapping at smaller 
scales. Parameterizing the UDA cutoff value can furnish a range of centerline 
delineations, which are more inclusive or more restrictive, according to map purpose 
and target scale. 

 

Fig. 8. Comparison of 4 different centerline delineations each starting with different UDA 
cutoff values for the Lower Prairie Dog Town Red subbasin 

The algorithm can be improved in several regards. First, the algorithm works only 
if stream topology is clean. It requires that flowlines are digitized in the direction of 
flow, and that all flowlines are attributed explicitly with flow direction. The current 
version assumes that a user can select a reasonable UDA cutoff value without 
additional guidance. Selection of tolerance values continues to challenge many 
aspects of automated generalization. Another limitation is the inclusion of braided 
stream channels in the centerline delineation. For cartographic base mapping, it is 
optimal to establish a single primary channel running through each braided area. As 
Fig. 8 demonstrates, the algorithm currently includes all braided channels whose  
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UDA value is above the cutoff threshold. Identification of flow hierarchy through 
braids would provide an alternative to support hydrologic simplification, and this area 
for further research is currently underway. 
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Abstract. A rectangular cartogram is a type of map where every region
is a rectangle. The size of the rectangles is chosen such that their areas
represent a geographic variable such as population or GDP. In recent
years several algorithms for the automated construction of rectangular
cartograms have been proposed, some of which are based on rectangu-
lar duals of the dual graph of the input map. In this paper we present a
new approach to efficiently search within the exponentially large space of
all possible rectangular duals. We employ evolution strategies that find
rectangular duals which can be used for rectangular cartograms with
correct adjacencies and (close to) zero cartographic error. This is a con-
siderable improvement upon previous methods that have to either relax
adjacency requirements or deal with larger errors. We present extensive
experimental results for a large variety of data sets.

Keywords: Rectangular cartogram, evolution strategy, regular edge
labeling.

1 Introduction
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Fig. 1. The population of Europe 2011

Cartograms [3,13], also called value-by-
area maps, are a useful and intuitive
tool to visualize statistical data about
a set of regions like countries, states,
or counties. The size (area) of a region
in a cartogram corresponds to a par-
ticular geographic variable. A common
variable is population: in a population
cartogram, the sizes of the regions are
proportional to their population. The
sizes of the regions in a cartogram are
not the true sizes and hence the regions
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generally cannot keep both their shape and their adjacencies. A good cartogram,
however, preserves the recognizability in some way.

Globally speaking, there are four types of cartogram. The standard type—
also referred to as contiguous area cartogram—has deformed regions so that the
desired sizes can be obtained and the adjacencies kept. The most prominent
algorithm for such cartograms was developed by Gastner and Newman [8]. The
second type of cartogram is the non-contiguous area cartogram [14]. The regions
have the true shape, but are scaled down and generally do not touch anymore.
Sometimes the scaled-down regions are shown on top of the original regions.
A third type of cartogram was introduced by Dorling [4] and is in its original
form based on circles. Dorling cartograms maintain neither correct adjacencies
between regions nor correct relative positions. A variant of Dorling cartograms
are Demers cartograms which use squares instead of circles. Demers cartograms
also do not maintain correct adjacencies and disturb relative positions even more
than Dorling cartograms. We concentrate on a fourth type of cartograms, rect-
angular cartograms, as introduced by Raisz in 1934 [15], where each region is
represented by a rectangle and adjacencies are maintained as well as possible.

Quality Criteria. Whether a rectangular cartogram is good is determined by
several factors. One of these is the cartographic error [5], which is defined for
each region as |Ac−As| /As, where Ac is the area of the region in the cartogram
and As is the specified area of that region, given by the geographic variable to be
shown. Another factor are the correct adjacencies of the regions of the cartogram.
This requires that the dual graph of the cartogram is the same as the dual graph
of the original map. Here the dual graph of a map—also referred to as adjacency
graph—is the graph that has one node per region and connects two regions if
they are adjacent, where two regions are considered to be adjacent if they share
a 1-dimensional part of their boundaries (see Fig. 3). A third factor is important
for the recognizability of a rectangular cartogram: the relative position of the
rectangles. For example, a rectangle representing the Netherlands should lie west
of a rectangle representing Germany. To measure how well a cartogram matches
the spatial relations between regions in the input map we use the bounding box
separation distance (BBSD) [2], which is defined in the next section. Finally, it
is important that the aspect ratio of the rectangles does not exceed a certain
maximum since otherwise the areas become difficult to judge.

Rectangular Duals. We follow the general approach set out in previous
work [2,16,18] and construct rectangular cartograms by first finding a suitable
rectangular dual of the dual graph of the input map. A rectangular dual is defined
as follows. A rectangular partition of a rectangle R is a partition of R into a set
R of non-overlapping rectangles such that no four rectangles in R meet at one
common point. A rectangular dual of a plane graph G is a rectangular partition
R, such that (i) there is a one-to-one correspondence between the rectangles in
R and the nodes in G; (ii) two rectangles in R share a common boundary if and
only if the corresponding nodes in G are connected.

Not every plane graph has a rectangular dual. A plane graph G has a rect-
angular dual R with four rectangles on the boundary of R if G is an irreducible
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Fig. 2. Two rectangular duals of the dual graph of a map of Europe (from [2])

triangulation: (i) G is triangulated and the exterior face is a quadrangle; (ii) G
has no separating triangles (a 3-cycle with vertices both inside and outside the
cycle) [1,12]. A plane triangulated graph G has a rectangular dual if and only if
we can augment G with four external vertices such that the augmented graph is
an irreducible triangulation.

The dual graph F of a typical geographic map can be easily turned into an
irreducible triangulation in a preprocessing step. F is in most cases already tri-
angulated. We triangulate any remaining non-triangular faces (for example the
face formed by the nodes for Colorado, Utah, New Mexico, and Arizona). It re-
mains to preprocess internal nodes of degree less than four, such as Luxembourg,
Moldova, or Lesotho. In these cases, we add the region to one of its neighbors.

A rectangular dual is not necessarily unique. Consider the two rectangular
duals of the dual graph G of a map of Europe shown in Fig. 2. To ensure that
G is an irreducible triangulation, Luxembourg and Moldova have been removed.
Furthermore, “sea regions” have been added to improve the shape of the outline.
The left dual will lead to a recognizable cartogram, whereas the right dual (with
France east of Germany and Hungary north of Austria) is useless as basis for
a cartogram. Most irreducible triangulations have in fact exponentially many
different rectangular duals which are described by regular edge labelings.

Regular Edge Labelings. The equivalence classes of the rectangular duals of
an irreducible triangulation G correspond one-to-one to the regular edge labelings
(RELs) of G. An REL of an irreducible triangulation G is a partition of the
interior edges of G into two subsets of red and blue directed edges such that:
(i) around each inner vertex in clockwise order we have four contiguous sets
of incoming blue edges, outgoing red edges, outgoing blue edges, and incoming
red edges; (ii) the left exterior vertex has only blue outgoing edges, the top
exterior vertex has only red incoming edges, the right exterior vertex has only
blue incoming edges, and the bottom exterior vertex has only red outgoing edges
(see Fig. 3, red edges are dashed). Kant and He [11] show how to find a regular
edge labeling and construct the corresponding rectangular dual in linear time.
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Fig. 3. A subdivision and its augmented dual graph G, a regular edge labeling of G,
and a corresponding rectangular dual (from [2])

left alternatingright alternating

An alternating 4-cycle is an undirected 4-cycle in
which the colors of the edges alternate between red
and blue. There are two kinds of alternating 4-cycles,
depending on the color of the interior edges incident
to the cycle. If these are the same color as the next
clockwise cycle edge the cycle is right alternating, otherwise it is left alternating.
Fusy [7] proved that the set of RELs of a fixed irreducible triangulation form
a distributive lattice. The flip operation consists of switching the edge colors
inside a right alternating 4-cycle, turning it into a left alternating 4-cycle. An
REL with no right alternating 4-cycle is called minimal ; it is at the bottom of
the distributive lattice.

Although an irreducible triangulation can have exponentially many RELs and
hence exponentially many rectangular duals this does not imply that an error
free cartogram for this graph exists. The area specification for every rectangle,
as well as other criteria for good cartograms, may make it impossible to realize.
The lattice structure of the RELs allows us to traverse the space of all RELs
for a given graph and find the best rectangular dual for a given set of input
values to be realized. However, already for small graphs it is unfeasible to test
all possible rectangular duals: the dual graphs of the countries of Europe or the
contiguous states of the US both have over four billion labelings. This calls for
search strategies that efficiently explore a significant part of the lattice structure.
In this paper we present a new search algorithm based on evolution strategies
which clearly outperforms previous approaches.

Related Work. The only algorithm for standard cartograms that can be
adapted to handle rectangular cartograms is Tobler’s pseudo-cartogram algo-
rithm [17] combined with a rectangular dual algorithm. However, Tobler’s method
is known to produce a large cartographic error and is mostly used as a prepro-
cessing step for cartogram construction [13]. The first method for the automated
construction of rectangular cartograms was presented by Van Kreveld and Speck-
mann [18]. Their cartograms have small cartographic error but require (mildly)
disturbed adjacencies to realize most data sets. Their method searches through
a comparatively small user-specified subset of the RELs. Every labeling in this
subset is considered acceptable with respect to the relative positions of the coun-
tries. Speckmann et al. [16] improved on their earlier results by using an itera-
tive linear programming method to build a cartogram from an REL. With this
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methodology world maps could be realized, although small disturbances in the
adjacencies were still necessary to obtain acceptable cartographic errors. Speck-
mann et al. [16] used the same user-specified subset of the RELs as Van Kreveld
and Speckmann [18]. In a recent paper [2] we presented the first method which
uses a heuristic search strategy, namely simulated annealing, on the complete
lattice of RELs. We restricted ourselves solely to cartograms with correct adja-
cencies and nevertheless improved upon the cartographic error of the resulting
maps.

A different approach was taken by Inoue et al. [10] who compute rectangular
and rectilinear cartograms by triangulating the regions and transforming the
triangles to meet the desired area requirements. Their rectilinear cartograms
have high region complexity and their rectangular cartograms exhibit large car-
tographic errors. Finally, Heilmann et al. [9] gave an algorithm that always pro-
duces regions with the correct areas; but the adjacencies can be disturbed badly.

Results and Organization. In this paper we show how to employ evolution
strategies to search effectively in the exponentially large lattice of RELs. We find
rectangular duals that allow us to realize rectangular cartograms with correct
adjacencies and (close to) zero cartographic error. This is a considerable improve-
ment over previous methods. In Section 2 we describe our evolution strategies
and in Section 3 we present and discuss an extensive set of experiments.

2 Evolution Strategies

The dual graph of a map can have an exponential number of valid RELs, hence
we turn to meta-heuristics to find good solutions in this huge search space. In this
section, we present a new approach based on evolution strategies that performs
significantly better than our previous method based on simulated annealing [2].

Evolution strategies are an optimization technique that is heavily inspired by
natural selection. They use a population of candidate solutions, from which the
next generation is constructed by selecting promising individuals and mutating
these. If the population is initialized with random solutions, this leads to a
broad initial search that quickly focuses on promising regions of the search space.
The individuals for our problem consist of valid RELs of the augmented dual
graph of our input map. The validity requirement is important, as it reduces the
search space by an exponential factor. The population is initialized with semi-
random individuals, by starting at the minimum labeling and flipping d

(
1
2 + r

8

)
random left alternating 4-cycles, where d is the diameter of the lattice and r
is a standard normal distributed random number. Since the lattice of RELs is
distributive, every upward path between the same two RELs has the same length
and therefore the diameter is simply the number of left alternating 4-cycles we
need to flip until we reach the maximum labeling from the minimum labeling.
We compute the minimum labeling using a linear-time algorithm by Fusy [6].

After this initialization, every generation follows the same three steps:

1. Compute the fitness scores of all individuals. If the quality measure gives
a higher score to better individuals, use this score directly, otherwise (as is
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the case with cartographic error and bounding box separation distance) use
1/m, where m is the score given by the measure.

2. Copy the best 4% of the current population to the next generation. This
ensures that the best solutions stay in the population unmodified.

3. Fill the remainder of the next generation by repeating the following process:
– Use rank selection to select an individual from the current population.

The individuals are sorted by fitness in decreasing order. Each individual
is assigned a score of 0.9i, where i is the individual’s rank, so the best
individual gets a score of 0.9 and so on. Then each individual is selected
with probability equal to the proportion of their score to the total score.
Since the selection depends only on the rank of the individuals and not
on the fitness values themselves, it is a good choice for optimization using
user-specified fitness measures.

– With probability 0.05, generate a standard normal distributed random
number r. If r is positive, move dr

6 steps up the lattice, by flipping random

left alternating 4-cycles. If r is negative, move dr
6 steps down the lattice,

by flipping random right alternating 4-cycles. This is a drastic mutation
that is used to keep the population from stagnating too much.

– With probability 0.9, flip a random alternating 4-cycle. This is a small
mutation, used for local exploration of the neighbourhood of the selected
individual.

Finally, the best REL found during the process is returned. The parameter values
presented can be slightly changed to increase performance on various maps and
quality measures, but the presented values were found to work well for our
instances.

Quality Measures. We now explain how we capture the quality criteria for
rectangular cartograms in our evolution strategy. To create a cartogram from an
REL we follow the iterative linear programming method presented in [16] with
correct adjacencies. Since we consider only valid RELs of the dual graphs of our
input maps, this implies that all cartogramswe generate have correct adjacencies.
That is, all regions that share borders on the geographic input map will do so
in the cartogram and regions that do not share borders will not be adjacent in
the cartogram. Furthermore, we bound the aspect ratio of all rectangles by 12.

To make a rectangular cartogram as recognizable as possible, it is important
that the directions of adjacency between the rectangles of the cartogram follow
the spatial relation of the regions of the geographical map as closely as possible.
Since these directions of adjacency are specified by the REL, we can assess the
recognizability of a rectangular cartogram by looking at its REL. We use the
bounding box separation distance (BBSD) [2] to quantify how well the directions
of adjacency match the geographical directions. The BBSDmeasures the distance
the bounding boxes of the regions would need to be moved to separate them in
the direction indicated by the edge label (see Fig. 4).

Finally, to compute the fitness score of an individual we used the weighted
sum of 0.7 times the average of squared cartographic errors and 0.3 times the
average of squared bounding box separation distances of its regions.
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d d d d

Fig. 4. The BBSD measures the distance d which the bounding boxes of the regions
need to be moved to separate them in the direction indicated by the edge label (arrow)

3 Experimental Results

We evaluated our method on a large variety of data sets. For each data set, we
measured the cartographic error, bounding box separation distance and running
time. We generated cartograms based on three different geographical maps: the
contiguous states of the US, the countries of Europe and the countries of the
world with a population over 1 million. For the US we used data from the US
Census Bureau State and County quickfacts1. Since cartograms can not easily
represent negative or zero values, we used all 45 data sets from the 2010 census
where each state was assigned a positive value. Additionally we used the results
of the US presidential election of 20082. For Europe we used data from the
ranked CIA World Fact Book data sets3. We used all 19 ranked WFB data sets
that have data for all countries of Europe included in our cartograms4. Our final
cartogram uses the world population data from Worldmapper5. We conclude
with a direct comparison with our previous method [2].

We generated 20 cartograms for each data set. For each run we recorded the
average cartographic error, the maximum cartographic error, and the bounding
box separation distance. We summarized these results by taking the average,
minimum and maximum over all runs per data set in Table 1. For the US census
data we included only the population and geography data sets in the summary,
the other data sets show similar trends. The columns ‘min’ give the average car-
tographic error, maximum cartographic error and the bounding box separation
distance of the best cartograms generated for the data set. Since we need only
one cartogram per data set, we focus on the values in the ‘min’ columns.

The rectangular cartograms in the figures have regions that are colored based
on their error. Shades of red show that a region is too small and shades of blue

1 http://quickfacts.census.gov/qfd/index.html , accessed 2011/11/22.
2 http://elections.nytimes.com/2008/results/president/votes.html, accessed
2012/02/06.

3 https://www.cia.gov/library/publications/the-world-factbook/index.html,
accessed 2011/12/10.

4 For the area cartogram we use the area of Russia within Europe,
http;//en.wikipedia.org/wiki/European_Russia, accessed 2012/02/06.

5 http://www.worldmapper.org/data/nomap/2_worldmapper_data.xls , accessed
2012/02/01.

http://quickfacts.census.gov/qfd/index.html
http://elections.nytimes.com/2008/results/president/votes.html
https://www.cia.gov/library/publications/the-world-factbook/index.html
http;//en.wikipedia.org/wiki/European_Russia
http://www.worldmapper.org/data/nomap/2_worldmapper_data.xls
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Table 1. Average cartographic error (ACE), maximum cartographic error (MCE) and
average squared bounding box separation distance (BBSD) for 2010 US census data
(people + geography) and World Factbook data of Europe. Average (avg), minimum
(min) and maximum (max) taken over 20 runs of our algorithm.

data set description ACE MCE BBSD

avg min max avg min max avg min max

US census data 2010
Resident total population 0.04 0.01 0.08 0.29 0.02 0.76 0.05 0.03 0.10
Resident population (RP) 2000 0.05 0.01 0.14 0.34 0.06 0.74 0.05 0.03 0.10
RP < 5 years, percentage (%) 0.04 0.00 0.09 0.16 0.02 0.34 0.04 0.02 0.06
RP < 18 years, % 0.03 0.02 0.07 0.18 0.06 0.24 0.05 0.02 0.13
RP ≥ 65 years, % 0.04 0.01 0.08 0.18 0.04 0.43 0.05 0.02 0.10
RP: total females, % 0.03 0.00 0.05 0.16 0.00 0.32 0.04 0.02 0.07
RP: White alone, % 0.04 0.00 0.08 0.17 0.02 0.40 0.05 0.03 0.07
RP: Black alone, % 0.06 0.01 0.13 0.36 0.05 0.70 0.05 0.03 0.09
RP: Amer. Indian + Alaska Na., % 0.07 0.02 0.14 0.44 0.21 0.89 0.04 0.03 0.07
RP: Asian alone, % 0.05 0.00 0.11 0.32 0.02 0.73 0.05 0.02 0.09
RP: Two or more races, % 0.03 0.00 0.06 0.15 0.00 0.31 0.06 0.03 0.09
RP: Hispanic or Latino Origin, % 0.05 0.00 0.10 0.27 0.02 0.82 0.05 0.03 0.09
RP: Not Hisp., White alone, % 0.04 0.00 0.08 0.19 0.00 0.49 0.05 0.03 0.13
Same househ. 1 yr ago, % ’05–’09 0.04 0.00 0.06 0.16 0.00 0.28 0.04 0.02 0.08
Pl. of birth, foreign born,% ’05–’09 0.06 0.01 0.10 0.31 0.04 0.77 0.05 0.03 0.09
Pop. ≥ 5 yrs, % lang. other ’05–’09 0.04 0.00 0.08 0.22 0.00 0.55 0.05 0.03 0.08
≥ 25 yrs % high sch. grad. ’05–’09 0.03 0.00 0.06 0.15 0.00 0.25 0.04 0.02 0.10
≥ 25 yrs % bachelor’s deg. ’05–’09 0.04 0.00 0.08 0.21 0.00 0.48 0.05 0.02 0.12
Veterans - total ’05-’09 0.03 0.00 0.08 0.14 0.01 0.45 0.04 0.03 0.09
Land area in square miles 0.00 0.00 0.01 0.01 0.00 0.04 0.02 0.02 0.04
Population per square mile 0.08 0.02 0.14 0.65 0.11 1.00 0.05 0.03 0.12

World Factbook: Europe (Dec. 2011)
GDP (purchasing power parity) 0.00 0.00 0.01 0.01 0.00 0.07 0.08 0.08 0.09
GDP real growth rate 0.11 0.09 0.14 0.60 0.50 1.00 0.09 0.08 0.10
GDP - per capita (PPP) 0.07 0.03 0.10 0.34 0.08 0.67 0.09 0.07 0.11
Electricity - production 0.00 0.00 0.01 0.03 0.00 0.11 0.08 0.07 0.10
Electricity - consumption 0.00 0.00 0.01 0.02 0.00 0.15 0.08 0.07 0.10
Airports 0.00 0.00 0.01 0.02 0.00 0.08 0.08 0.07 0.10
Exports 0.01 0.00 0.04 0.03 0.00 0.25 0.08 0.08 0.09
Roadways 0.01 0.00 0.02 0.03 0.00 0.11 0.09 0.08 0.09
Imports 0.00 0.00 0.02 0.01 0.00 0.08 0.09 0.08 0.10
Inflation rate (consumer prices) 0.05 0.01 0.11 0.30 0.09 0.54 0.09 0.08 0.11
Labor force 0.00 0.00 0.01 0.01 0.00 0.04 0.08 0.08 0.10
Population 0.00 0.00 0.01 0.01 0.00 0.11 0.09 0.08 0.10
Unemployment rate 0.10 0.03 0.18 0.54 0.16 0.94 0.09 0.07 0.10
Area 0.00 0.00 0.01 0.02 0.00 0.05 0.08 0.07 0.09
Telephones - main lines in use 0.00 0.00 0.00 0.01 0.00 0.03 0.08 0.08 0.10
Telephones - mobile cellular 0.00 0.00 0.01 0.01 0.00 0.08 0.08 0.07 0.11
Distr. of family income - Gini Ind. 0.03 0.00 0.05 0.22 0.00 0.65 0.09 0.07 0.09
Current account balance 0.05 0.03 0.11 0.49 0.20 0.81 0.09 0.08 0.10
Commercial bank prime lend. rate 0.05 0.02 0.07 0.29 0.10 0.43 0.09 0.08 0.10
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Fig. 5. US population (left) and US population per square mile (right)

show that a region is too large. If the error is below 0.05, the region is white.
Note that only Fig. 5 (right) has non-white regions.

All code was written in Java and executed single-threaded, using the Open-
JDK Runtime Environment IcedTea6 1.9.9, corresponding to java version 1.6.0 20.
For solving linear programs we used IBM ILOG CPLEX 12.0. The measurements
of the running time were performed on a 64-bit quad core 1.86GHz Intel Xeon
E5320 server with 8 GB RAM, running Ubuntu 10.04.3. On average it took 476
seconds to generate a cartogram for the US, 354 seconds for Europe and 207
minutes for the world. Since the running times showed little variation between
data sets, we do not discuss them further.

For all data sets from the US census in the table our algorithm generated at
least one map with average cartographic error (ACE) of 2% or less. The average
ACE over all runs of the algorithm is between 0% and 8%, where land area in
square miles has the lowest average and population per square mile the highest.
For all except two data sets (percentage of American Indian and Alaska Native
population and population per square mile) our algorithm generated maps with
a maximum cartographic error (MCE) of at most 6% (and an average over all
runs of at most 36%). The bounding box separation distance (BBSD) does not
vary much and the average over all runs was between 0.02 and 0.06 depending
on the data set. For the data sets not included in the table the results are
similar, except that there is one data set with a minimum ACE of 4% (wholesale
trade) and 4 data sets with a minimum MCE above 7% (Hispanic-owned firms,
manufacturing, wholesale trade, and accommodation and food services).

Our rectangular cartogram of the US population in Fig. 5 (left) has an ACE of
0.5%, a MCE of 2.2%, and a BBSD of 0.365. Our results considerably improve on
previous work: Van Kreveld and Speckmann [18] obtained a cartogram with an
ACE of 8.6% and a MCE of 87.3%, Buchin et al. [2] one with an ACE of 10.2%
and a MCE of 59.7%. Inoue et al. [10] don’t report on these errors specifically
but obtain a rectangular cartogram in which 22 states have a cartographic error
between 5% and 20%, and 7 states have a cartographic error larger than 20%.

The data set on population per square mile is one of the few data sets where
the MCE obtained is still high (above 7%). Our cartogram in Figure 5 (right)
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Fig. 6. Percentage of non-Hispanic, white population (left) and number of businesses
without payed employees (right). In the left cartogram the correlation to land area is
negative, while in the right cartogram the coefficient of variation is high.

has an ACE of 2%, a MCE of 11.3%, and a BBSD of 0.376. In the cartogram
we see several causes for the comparably high MCE. In terms of the global
layout, the northwest requires so much space (relative to its actual size) that
little room is left for the remaining states. The northwest still has not enough
space, while the remaining states are depicted with fairly narrow rectangles.
More locally, the largest problems seem to be around Pennsylvania, which has
to accommodate 4 neighbors with very high population density (and 2 neighbors
with lower population density).

In the following we analyze the causes for high MCE further. In terms of
the global layout, population density bears several challenges: it is negatively
correlated to land area and has a large variation.

Typically cartograms for land area can be generated easily because regions
use nearly the same area as on a regular map. It seems natural that data which
is negatively correlated to land area is difficult to depict in a cartogram. In
our results, however, there does not seem to be a such a relation. Fig. 6 (left)
shows a typical cartogram for which land area and the variable depicted have a
high negative correlation. The variable is the percentage of non-Hispanic, white
population. The cartogram has 0% ACE and MCE, and a BBSD of 0.381.
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Generally, high variation in a variable
does not necessarily make a variable difficult
to depict in a rectangular cartogram. Land
area has high variation but can typically
be depicted well. Our experiments, however,
do indicate a relation between variation and
high cartographic error. The scatterplot on
the right shows the coefficient of variation
(standard deviation divided by mean) for the data sets from the US census plot-
ted against the best MCE error achieved. While the MCE does not seem to
change for coefficients up to about 1, beyond that the maximum cartographic
error increases considerably. The population density has a coefficient of 1.3.
Another data set with a high coefficient is nonemployer businesses (typically
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self-employed individuals). The coefficient of variation for this data set is 1.2.
For this data set we did obtain a cartogram shown in Fig. 6 (right) with low
cartographic error. Here the ACE is 0.7%, the MCE 3.1% and the BBSD 0.371.
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Fig. 7. The US electoral college 2008

Our final cartogram of the US is
a rectangular cartogram showing the
results of the US presidential elec-
tion of 2008. The area of each state
corresponds to the number of elec-
toral votes. States won by the Repub-
licans are depicted in red, while states
won by the Democrats are depicted
in blue. Note that Nebraska does not
have a winner-takes-all system, and
therefore is two-colored.

We next turn to the data sets for
Europe. To ensure that the dual graph of the map is an irreducible triangula-
tion we joined Luxembourg and Belgium, and Moldova and Ukraine. For most
data sets we obtained cartograms without cartographic error, see, for example,
the population cartogram on page 1. For 6 data sets, however, the MCE was
relatively high, namely between 8% and 50%. This is caused by either unpropor-
tionately high or unproportionately low values for the countries in the southeast.

For the maps with very low cartographic error, there is still variation in terms
of the layout. Fig. 8 shows two cartograms for European exports. The cartogram
on the left-hand side has no cartographic error and a BBSD of 0.088. The car-
togram on the right-hand side has ACE 0.2%, MCE 1.6% and a BBSD of 0.078.
It seems that it easier to recognize Europe in the cartogram on the right. Hence
this cartogram might be preferable despite a small cartographic error.

Our final cartogram shows the world population in 2002. Fig. 9 compares
the rectangular cartogram generated by our method to a non-rectangular car-
togram from the Worldmapper collection. Our cartogram has ACE 1.17% and
MCE 18.5%. Note that we also use a lower percentage of sea area. Overall,
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Table 2. Evolution strategy vs. simulated annealing approaches. The values are average
(avg), minimum (min) and maximum (max) of the average squared bounding box
separation distances of the world over 100 runs.

Algorithm avg min max

Simulated annealing 0.101 0.064 0.117
Bootstrapped simulated annealing 0.041 0.019 0.096
Evolution strategy 0.017 0.013 0.025

recognizability is high for this cartogram, with the most noticeable distortion
being the abnormal orientation of Russia. This is a change we noticed in all low-
error world population maps. It is unlikely that these orientations would have
been considered for a hand-picked set of directions, which demonstrates the clear
advantage of searching the entire lattice.

We now compare our previous simulated annealing approach [2] to our new
evolution strategy. Both use a probabilistic walk over the lattice of regular edge
labelings (RELs) to find good solutions, using the fact that neighbouring label-
ings are likely to be similar in quality. The largest difference is that the evolu-
tion strategy starts many random walks simultaneously and concentrates on the
promising ones, while simulated annealing performs a single guided walk.

Results of a comparison are given in Table 2. The goal was to find a REL of the
world with a low average squared bounding box separation distance. Simulated
annealing was run for 10000 steps, while the evolution strategy was given a
population size of 50 with 200 generations, resulting in the same number of
fitness evaluations. The original simulated annealing was started at the minimum
labeling each time. We also include a bootstrapped version of the simulated
annealing approach in the comparison that starts at a random labeling. This
random labeling was chosen in the same way as labelings in the initial population
of the evolution strategy. The evolution strategy significantly outperforms both
simulated annealing versions. Not only is the best REL it finds better than
the best RELs found by the simulated annealing versions, its average quality is
even better than the best quality found by the others. This is caused mainly by
improved reliability, which can be seen from the far smaller range of qualities.
The evolution strategy has only a 0.012 difference between the best and worst
REL, compared to 0.053 and 0.077 for the simulated annealing versions.

4 Conclusion

We presented a new method based on evolution strategies for generating rect-
angular cartograms with correct adjacencies. The resulting cartograms—for a
large range of data sets for Europe, US, and the world—have (close to) zero
cartographic error and high visual quality. This is a considerable improvement
over previous methods. Nevertheless, several challenges remain. Data sets with
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Fig. 9. World population 2002. Top: c© Copyright 2006 SASI Group (University of
Sheffield) and Mark Newman (University of Michigan)

extremely high variability still prove difficult to realize as cartograms with cor-
rect adjacencies, low error, and reasonable aspect ratio. Generally speaking,
we would like to be able to search in the lattice of RELs for cartograms with
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the best visual properties. These require different trade-offs between adjacencies,
relative positions, aspect ratio and error for every data set and it is a challenge
to automatically adapt the fitness function to the requirements of each input.
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Abstract. The movement of animals, people, and vehicles is embedded
in a geographic context. This context influences the movement. Most
analysis algorithms for trajectories have so far ignored context, which
severely limits their applicability. In this paper we present a model for
geographic context that allows us to integrate context into the analysis
of movement data. Based on this model we develop simple but efficient
context-aware similarity measures. We validate our approach by applying
these measures to hurricane trajectories.
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1 Introduction

Over the past years the availability of devices that can be used to track moving
objects (e.g., GPS systems) has increased dramatically, leading to an explosive
growth in movement data. Objects being tracked range from animals (e.g., for
behavioral studies) and cars (for traffic prediction), to hurricanes, sports players,
and suspected terrorists. Tracking an object gives rise to a sequence of points
in time and space, called a trajectory. Naturally the goal is not only to track
objects but also to extract information from the resulting data. Consequently
recent years have seen a significant increase in the number of methods developed
to extract knowledge from moving object data [13].

The movement of animals, people, and vehicles is embedded in a geographic
context. This context both enables and limits movement. For instance, cars are
constrained to move on road networks and turtles ride ocean currents. Hurricanes
cannot develop over cold ocean current and wolves cannot cross a wide river
gorge. Contextual information, such as terrain, land cover, street networks, or
weather data, is often available. It is crucial to take this context into account
when performing movement analysis. Consider trajectories of migratory birds
collected over weeks. A clustering algorithm might detect and reject certain
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trajectories as outliers with malfunctioning sensors, when in fact a storm forced
a group of birds to deviate from the usual path.

A fundamental analysis task on trajectories is similarity analysis. It answers
the question: “How similar are the movements paths of two or more objects?”
Similarity analysis can be the basis of other tasks, such as clustering, pattern
recognition, simplification, or representation. Also, it can be an analysis task by
itself, as for instance in hurricane analysis (see below and Section 4).

Our goal in integrating context into the analysis are two-fold. We want to
learn about the movement from the context (e.g., an animal heading towards
a goal made a detour because of an obstacle), and we want to learn about
the context from the movement (if all tracks avoid an area, there is likely an
obstacle there). We develop context-aware similarity measures for the first task:
understanding movement based on context. These similarity measures allow to
distinguish trajectories by their spatial component as well as their context.

Contribution. Our contribution is two-fold. In Section 2, we present a model
for geographic context that allows us to integrate context into the analysis of
movement data. In Section 3, we then develop simple but efficient context-aware
algorithms for similarity analysis based on this model. The context of two tra-
jectories clearly plays a significant role in similarity analysis. However, to the
best of our knowledge, we present the first context-aware approach to trajectory
similarity for movement not constrained to networks.

To validate our approach we apply our context-aware similarity measures to
hurricane tracks (see Section 4). Hurricanes are known to follow similar paths.
Therefore, when a new hurricane evolves, meteorologists use past hurricanes
with a similar initial track for predicting the track of the developing hurri-
cane. Hurricanes are also known to be strongly influenced by geographic context,
most importantly land/sea, geographic latitude, surface temperature, and sur-
face pressure [9]. Hurricanes whose tracks are very similar in shape, may still be
very different in their nature. Consider for example the hurricanes in Figure 1.
Spatially, their trajectories are very similar. However, they differ in geographic
context (land/sea). When a hurricane hits land, its energy source – the warm
sea surface – is taken away, which will severely weaken it. Thus, it is crucial to
distinguish these hurricanes, as our context-aware similarity measures do.

Related Work. Most algorithms for analyzing trajectories have so far ignored
context: trajectories are analyzed in an empty space [14]. This has been identified
as one of the pitfalls of current methods for movement analysis [12]. An exception
is the analysis of trajectories on road networks and subway systems. Here the
known underlying network reduces the dimensionality of the problem and leads
to more efficient algorithms and more meaningful results. However, for movement
not constrained to a network, hardly any context-aware analysis algorithms exist.
A notable exception is the work by Andrienko et al. [2] which uses an event based
model as opposed to the geometric model we propose here.

There are many context-free approaches to measure the similarity of tra-
jectories, e.g. [8] and references therein. Besides geographic context, also tem-
poral context can influence movement, e.g., people sleeping at night, and birds
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migrating in Spring. Contrary to geographic context, time is a natural component
of trajectories, and some similarity measures take time into account [6,10,15,18].

2 Modeling Context

In this section we present a model for geographic context that allows us to inte-
grate context into the algorithmic analysis of movement data. We first describe
the various types of geographic context relevant for movement data together
with suitable models for each type of context.

Network. Some entities are constrained to move on a network, e.g., cars on
roads, trains on tracks, boats on rivers, whereas other entities may be con-
strained to cross a network only at certain points, e.g., people on foot.

Model: labeled geometric graph.

Land cover. The type of land cover influences for instance the speed of an
object, e.g., a hurricane is faster on water than on land.

Model: labeled polygonal subdivision.

Obstacles. Some parts of geographic space are impassable for some entities.

Model: set of polygons.

Terrain. The slope and altitude of a location influence movement, e.g., cyclists
are faster downhill than uphill.

Model: grid or tin.

Ambient Attributes. Geographic or meteorological attributes, such as tem-
perature and humidity.

Model: point, grid, or vector data.

Other agents. Presence of other agents can cause the emergence of certain
movement patterns (e.g. attraction and competition among animals lead to
particular behavioral patterns such as courtship or fighting, respectively).

While other agents definitely influence movement, we will not discuss them
further in this paper, since they are not a form of geographic context.
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Obstacles may be part of a network or land cover. Obstacles and attributes can
also be modeled as labeled polygonal subdivisions. For this, obstacles are mod-
eled as a subdivision of obstacles and non-obstacles. Attributes are modeled as a
subdivision into zones of equal attribute values. Also, several types of geographic
context (e.g., landcover, properties of the terrain, attributes) can be treated as
further attributes of a trajectory. That is, each point of the trajectory can be
annotated by the geographic context value, e.g., type of landcover, slope, tem-
perature. However, this will not reveal if two points are in the same zone of
attribute values, i.e., the same region of landcover, or slope, or temperature.

Context may be discrete or continuous, i.e., it takes on discrete values, such
as landcover, or continuous values, such as temperature. This distinction plays
a role when comparing different contexts. However, trajectories are typically
discrete themselves. Furthermore, context may be dynamic or static, i.e., it may
change over time or not. A changing context is important to take into account
when comparing trajectories that occurred at different times.

Context influences movement in different ways. We distinguish:

1. whether context limits or enables movement
2. and whether it does so fully or partially

A bridge over a gorge enables movement, whereas obstacles restrict movement.
Sometimes context has a full impact on movement: a bridge may be absolutely
necessary to cross a gorge. In other cases, context has a partial impact on move-
ment: birds flying with air currents, or steep slopes in the terrain.

Our model is based on the movement paradigm by Nathan et al. [16]. A moving
entity has an internal state (why move?), a navigation capacity (when and where
to move?) and a motion capacity (how to move?), and it is influenced by external
factors (the environmental context). These four components interact to produce
the movement path. For instance, an animal may be motivated by thirst (internal
state) to move to a waterhole (external factor). Here, the waterhole enables the
movement of the animal, whereas further properties of geographic space, such
as obstacles, may limit the movement. Depending on the physical state of the
animal, a waterhole may be fully or partially enabling: the animal needs to
drink to stay alive, or it would also survive without drinking at this waterhole.
Similarly, a road network may limit movement fully or partially: a car will always
stay on it, whereas a tractor may leave it to go on a field. The distinction between
full or partial influence of context is essential: when we know a context has full
influence, we can for instance use it to detect outliers.

Although the movement paradigm by Nathan et al. is originally introduced
for Movement Ecology, we believe that a similar paradigm also applies to other
domains. In particular, this is the case for hurricane movements. A hurricane only
forms under favorable climatic conditions in terms of wind speed, air pressure,
and sea surface temperature. It cannot form on land, or on cold water. Usually,
when a hurricane hits land, its movement direction and speed changes. Therefore,
the internal state, navigation and motion capacities of hurricanes are highly
related to external factors (ambient attributes and geographic context).
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3 Context-Aware Similarity Measure

Our goal is to define a similarity measure that takes into account the geographic
context in the comparison of movement paths. For this, we first ask the question:
‘How does geographic context influence the similarity of trajectories?’ We claim
that a fundamental influence of geographic context is that it may distinguish
trajectories. For example, context distinguishes the hurricanes in Figure 1. The
most basic situations that can occur are shown in Figure 2: in (a) two entities
are moving in areas of different context, e.g., one on water, the other on land. In
(b) two entities may be moving in areas of the same type of context (e.g., land),
however, they are separated by a region of different context (e.g., a river). These
trajectories may appear similar when the geographic context is not taken into
account, but they differ when the geographic context is taken into account.

We will consider geographic context here that is modeled as a labeled polyg-
onal subdivision. As discussed in Section 2, this may model land cover, obsta-
cles, or attributes aggregated to zones. Thus it is an important model covering
many types of geographic context. Not covered by this model are networks, ter-
rains, and attributes. Nevertheless, this model can be adapted for both terrain
and attributes using classification (e.g., topographic contour lines and attribute
classes). For network-constrained data, approaches to determine trajectory sim-
ilarity exist [11,19]. For attributes a straightforward, alternative approach is a
multi-dimensional approach, however this may not be suitable in all cases.

Note that geographic context has further implications on similarity than dis-
tinguishing trajectories with different contexts. Geographic context may influ-
ence attributes of a movement paths (such as speed or sinuosity). For instance,
a person typically walks slower on sand than on asphalt. Thus, two spatially
close trajectories on sand/asphalt may not be considered similar when using a
speed-dependent similarity measure. Here, we address similarity measures that
distinguish trajectories with differing contexts. We see this as the most funda-
mental influence of geographic context on trajectory similarity.

Problem statement. We are given two trajectories, and a labeled polygonal sub-
division of the area in which the trajectories move. We want to define similarity
measures for trajectories that take into account the geographic context modeled
by the labeled polygonal subdivision.

(b)(a)

Fig. 2. Trajectories (in dashed, black) over a geographic context (in bold, gray)
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3.1 Approaches

A trajectory in our setting has a spatio-temporal part (its position in time and
space) as well as a contextual part (its position in the labeled polygonal subdivi-
sion). Generally, we see three approaches to context-aware movement similarity
analysis: these two parts can be treated as

1. equal and similarity computed in multi-dimensional space,
2. independent and similarity computed separately,
3. integrated and similarity computed in an integrated way.

Next, we briefly discuss the first two approaches and compare all three ap-
proaches. We conclude that an integrated approach is most suitable and give a
solution for this in Section 3.

For the equal approach, the context parts (position in a labeled polygonal
subdivision) are mapped to numerical values for a (possibly weighted) multi-
dimensional analysis. Note that typically no straight-forward such mapping will
exist. Here, the mapping (and possibly weighing) determines the relative weight
of context vs. space and time.

For the independent approach, the trajectory is split into two: a (context-free)
spatio-temporal trajectory, and a (pure) context trajectory. The context trajec-
tory would be the sequence of labeled cells of the subdivision that the trajec-
tory visits (and corresponding time stamps). For example, consider trajectory
A: {(x1, y1, t1, C1), (x2, y2, t2, C1), (x3, y3, t3, C3))}. Its spatio-temporal part is
{(xa1, ya1, ta1), (xa2, ya2, ta2), (xa3, ya3, ta3)} and its context part is {C1, C1, C3},
respectively. Known similarity measures can be applied to the spatio-temporal
trajectory and the context trajectory separately. This gives two distance values:
a spatial distance and a context distance. These can then be combined using an
additive (weighted sum) or multiplicative (weighted average) approach, or one
distance can be used as filter for the other.

Comparison of approaches. We claim that the equal approach is not appropriate
for two reasons. First, mapping context to numerical values looses information.
Second, space, time, and context are not equal. The independent approach may
be applicable in some cases, however, we claim that some cases require an in-
tegrated approach. Consider, for instance, the (abstract) situation in Figure 3.
Four trajectories A,B,C,D are shown over a subdivision of two cells. Trajecto-
ries A,B are closest spatially, but differ in context. Trajectories C,D are close
with respect to context, but differ spatially. Trajectories B,C differ, when con-
sidering context and space separately. However, when considering space and
context jointly, trajectories B,C are the most similar. Trajectories B,C are first
close spatially, but separated by context, then they are close in context, but with
a larger spatial distance. Imagine for instance that these are monkeys running
through forest and grass. First, they run along the edge of a forest (on different
sides), then they both run over an open grass field (at a larger distance). In the
following Section 3, we develop similarity measures that capture this similarity.
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A B C D

Fig. 3. Trajectories (in
dashed, black) over a geo-
graphic context (in bold,
gray)

3.2 Integrated Similarity Measures

Now we show how to extend existing similarity measures to make them context-
aware, by integrating context and spatial distance. The main idea is to define the
distance between two points as their spatial distance plus their context distance.
Intuitively, this means it “costs” to cross context boundaries. Points with equal
contexts, i.e., in the same cell of the subdivision, will get zero context cost. Thus,
for equal context the distance equals the spatial distance.

Note that adding costs makes sense only if the costs have comparable scales.
Thus, we require to be able to compare spatial and context distance. If these
are incomparable, then an integrative approach, which outputs one distance
value, seems infeasible. For convenience, we introduce a scaling parameter for
the context distance, which we call the context scale. This allows us to first
define a context distance, and then relate it to the spatial distance by setting
the context scale. The value of the context scale will depend on the application.
We discuss this with an example of hurricanes in more detail in Section 4.

Based on this notion of integrated point-to-point distance, we propose a frame-
work for context-aware trajectory similarity consisting of three ingredients

1. a spatial distance, e.g., Euclidean distance
2. a context distance, (see below)
3. a distance measure based on point-to-point distances, e.g., Fréchet distance

Choosing all of these ingredients results in a context-aware similarity measure for
trajectories. That is, our approach extends known distance measures (3) to make
them context-aware, by adding a spatial distance (1) and a context distance (2).
If all three ingredients are metrics, so is the resulting measure. In this approach,
we take into account that space, time and context are not equal. We use time in
the overall distance measure to determine the matching of points. The relative
weight of space and context is determined by the scaling parameter.

Next, we first discuss different options for a context distance. Then, we dis-
cuss how to compute the resulting context-aware similarity measures. As dis-
tance measure we consider three popular measures for trajectory similarity
that are based on spatial point-to-point distances: comparing distances at equal
times [6,10,15,18], the Fréchet distance [3,4,5], and the Hausdorff distance [17].
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(a) (b)

Fig. 4. Trajectories (in dashed, black) over a geographic context (in bold, gray)

Context Distance. We propose to use a cost between cells of the subdivision
as context distance. That is, the context distance of two points is the distance of
the cells they lie in. An alternative would be to use a context distance between
points. The disadvantage of a distance between cells is that this will ignore
“islands”, see Figure 4 (a). The two trajectories, though separated by a cell of
the subdivision, still lie in the same cell. Thus, their context distance will be
zero. A context distance between points could, for instance, consider the context
along (shortest) paths between the points and thus detect the island.

The advantage of a distance between cells is that the resulting distance mea-
sure is a metric. This property is not necessarily maintained by a context distance
between points, see Figure 4 (b). Suppose as context distance between two points
we add a cost for each subdivision boundary crossed by a shortest path between
the points. Then, as Figure 4 (b) shows, the context distance does not fulfill the
triangle inequality (the distance from A to C via B is less than the distance from
A to C). To remedy this, one could use geodesic shortest paths, i.e., allow paths
to go around islands. This may lead to “jumping” over islands, that is, islands
may increase the spatial distance, not the context distance.

Summarizing, we propose a distance between cells, as it gives an intuitive and
sound definition. In particular, it handles the cases in Figure 2 and Figure 3.

Choices. We propose four different context distances between cells. These are
based on two independent choices:

labels unit cost or cost dependent on label of the cell,
paths unit cost or cost of shortest path between cells.

The first choice refers to whether we assign a cost depending on the labels of
the subdivision. A unit cost means the cost between cells do not depend on the
label. Alternatively, the costs may depend on the label. For instance, imagine
the subdivision models land cover. Then we may choose to give a higher cost
between grass and water than between grass and wood. If we choose a cost
dependent on the labels, we still want to maintain the triangle inequality. That
is, we choose costs c(L1, L2) between labels L1, L2 such that for all three labels
L1, L2, L3 holds c(L1, L3) ≤ c(L1, L2) + c(L2, L3). A unit cost would assign an
equal cost to all different labels (and zero to equal labels). This makes sense,
when the relation between labels is not known.
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Distance matrix:

dual graph

C1 C2 C3 C4

C1 0 c1 c2 c3
C2 c1 0 c∗ c2
C3 c1 c∗ 0 c2
C4 c3 c2 c1 0

where c1 = c(forest, grass), c2 =
c(forest, sand), c3 = c(forest, wa-
ter) and c∗ = min(c1+c3, c2+c4)

Fig. 5. Example of context distance along shortest paths

The second choice refers to whether we assign the same costs between any two
cells of the subdivision (possibly depending on the labels), or whether we assign
the cost dependent on the shortest path between the cells. For the second choice,
we consider the dual graph of the subdivision. That is, we consider the graph G,
where each cell C constitutes a vertex of the graph, and edges exists between
neighboring cells. A shortest path then refers to a path of minimal cost, where
the cost of each edge is determined by the first choice, that is, either a unit cost,
or a cost depending on the labels of the cells. For an example see Figure 5.

Computation. The proposed context-aware similarity measures can be com-
puted by extending algorithms for Hausdorff, Fréchet distance and equal time
distance in three ways

1. computing the context distance matrix (if using path lengths between cells),
2. locating points in the subdivision and (if necessary) refining trajectories,
3. adding context costs when computing the distance measure.

The first two steps are pre-processing to the main algorithm in step 3.

Computing the context distance matrix. This is known as the all-pairs shortest
paths problem. The fastest known algorithms for this problem on planar graphs
run in (sub)quadratic time. However, in practice, slower, but simpler algorithms,
e.g., the Floyd-Warshall algorithm with a cubic runtime may be preferred. In
particular, this holds if the size of the subdivision is (much) smaller than the
size of the trajectories, and the algorithm in step 3 dominates the runtime.

Locating points in the subdivision and refining trajectories. If we do not need to
refine trajectories, then we only need to compute in which cells the vertices of the
trajectories lie. For this we can use a standard point location data structure like a
trapezoidal map. Computing this data structure takes O(m logm) preprocessing
time. A point location query, that is reporting the cell of a given trajectory
point, then takes O(logm) time for a subdivision of size m, with O(m) space
requirements. Thus, this takes O(n logm) time for a trajectory of size n.

To refine trajectories, we also need to find all intersections of trajectories
with subdivision boundaries. For this, we use known algorithms to preprocess the
subdivision for ray shooting queries : given a point of which we know the location
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and a ray starting at that point, we want to know where this ray intersects the
subdivision. We can do the preprocessing step in O(m) time, where m is the
size of the subdivision. Queries then take O(logm) time. We can locate the first
trajectory vertex in O(logm) time using a point location data structure. Then we
find the intersections of the first trajectory edge and the location of the second
trajectory vertex using a ray shooting query from the first vertex in direction
of the second vertex. If we intersect a cell boundary before reaching the second
point, we continue from there. After reaching the second vertex, we process the
remaining trajectory in the same way. The running time of this is O(h logm)
per shoot for h intersections. Thus, we need O((n + h) logm) time in total.

In practice, we expect that trajectories do not often intersect the subdivision.
In this case, also simpler strategies apply, for example as described in Section 4.

Adding context costs when computing the distance measure. Algorithms for Haus-
dorff and equal time distance are straightforward to extend by simply adding the
context cost to the spatial cost. For the Fréchet distance, the decision algorithm
based on the free space diagram [1] can be extended as follows. Trajectories need
to be segmented at context boundaries, as described above. Then each trajec-
tory edge lies completely in one cell. Thus, each free space cell (corresponding
to two trajectory edges) gets a constant extra context distance. We simply add
this in each free space cell. The runtime of the algorithm remains O(n2 logn).
Note that refining trajectories may increase their complexity. However, in prac-
tice we typically expect not more than a linear number of intersections, thus
not affecting the asymptotic runtime. For computing the Fréchet distance, a set
of critical values is searched, employing the decision algorithm in each step [1].
Critical values are distances between points on the trajectories. Here, we again
simply add the context distance.

Fréchet Distance in Weighted Regions. The Fréchet distance has been ex-
tended for paths in weighted regions [7]. There the cost of a path is the weighted
sum of path lengths in each weighted region. Our model of adding context costs
when crossing context boundaries can be “simulated” by this model, as follows:
give each context boundary a width ε (for a small ε > 0) and weight (ci + 1).
Give each cell the weight 1. Then a path of length � crossing b boundaries has
weight � +

∑k
i+1 ci in both models. Thus, the algorithms from [7] can solve our

problem. However, these algorithms give approximative solutions and have much
higher running times (more than O(n4)).

4 Evaluation: Test on Hurricane Data

In the previous section, we proposed context-aware similarity measures for tra-
jectories, which are extensions to known measures. We implemented this exten-
sion for the Fréchet distance, and tested it on hurricane tracking data. In this
section we present our experimental results.
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4.1 Context of Hurricanes

For hurricanes, similarity is an interesting analysis task, which is for instance
relevant for predicting hurricane paths (see Section 1). Hurricanes are known to
be influenced by geographic context, which can be distinguished as follows:

external factors: temperature, barometric pressure, land/sea, topography
internal factors: intensification, wind speed, move speed, diameter

We tested our measure on land/sea as geographic context. However, our method
applies to any context that can be modeled as labeled polygonal subdivision.
This includes continuous values, such as temperature, by aggregation to zones.

4.2 Description of Data

We tested our method on hurricane tracking data over land/sea. We considered
hurricanes in the North Atlantic Basin in the years 1995, 2004, and 2005. The
data was obtained from NOAA National Hurricane Center1. The hurricanes
are tracked every 6 hours (00:00, 06:00, 12:00, 18:00). The chosen years had
predominant hurricane activities with 17 storms in 1995, 11 storms in 2004, and
20 storms in 2005, thus 48 in total. Furthermore, we used a geographic data set
containing the coast lines for the polygonal subdivision into land/sea.

Preprocessing. We cut the hurricanes at Longitude 55° W at start and end, to
ensure that entire hurricanes locate in a similar spatial region (see Fig. 6a). Large
differences in starts and ends would otherwise dominate the distance. Next,
we located and annotated trajectory points in the subdivision and computed
intersection points of trajectories with the coastlines. For this, since we have a
sparse subdivision, we first split the coast line into constant size pieces. Then we
build an R-Tree of bounding boxes of these pieces, and query in this structure.

4.3 Similarity Measure

We chose the Fréchet distance as distance measure since it compares the shape of
trajectories well. As context distance we chose a unit distance between different
labels (only option between two labels (land/sea)) and a shortest path distance
between cells (with paths of length at most two, given only one large sea cell). We
varied the value of the context scale (see below). Thus, in terms of Section 3, we
used the ingredients: (1) Euclidean distance, (2) shortest path distance with unit
costs between different labels, and different context scales, (3) Fréchet distance.

Context Scale. Recall that the context scale is used to weigh the context dis-
tance, thus putting the spatial and context distance in relation. In particular a
context scale of zero implies ignoring context. One can interpret context scale as
follows: Two hurricanes with spatial distance close to zero but differing context
are considered as similar as two hurricanes with equal context and a spatial dis-
tance of the value of the context scale. Here we used context scales 0, 300, and
500 km, which we chose based on the hurricanes spatial distances (see Table 1).

1 www.nhc.noaa.gov/

www.nhc.noaa.gov/
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Table 1. Computed distances and ranks of the eight spatially closest pairs of hurricanes
for three different context scales. (‘-’ denotes rank > 10).

H1 H2 context rank rank rank distance distance distance
(0) (300) (500) (0) (300) (500)

Harvey Nate water 1 1 1 248km 248km 248km
Alex Gaston water/land 2 4 - 315km 561km 761km
Chantal Luis water 3 2 2 489km 489km 489km
Erin Katrina water/land 4 5 - 482km 614km 814km
Alex Ophelia water/land 5 - - 531km 808km 1008km
Erin Rita water/land 6 - - 550km 850km 1050km
Chantal Irene water 7 3 3 551km 551km 551km
Katrina Rita water/land 8 - - 572km 698km 898km

4.4 Experimental Evaluation

We computed the context-aware distances of three years of hurricane data (1995,
2004, and 2005), using the similarity measure described above. Table 1 shows
the results for three different context scales (0km, 300km, 500km) of the eight
spatially closest pairs of hurricanes. Besides the distance the table also gives the
rank in the order by distance. That is, rank k means that a pair of hurricanes
is the kth in the order by distances for this context scale. Thus, the rank gives
an indication of relative distances. For instance, Chantal – Luis and Chantal –
Irene move higher up in the order (have smaller rank) for larger context scale.
This is because they have equal context (water), and therefore the context-aware
distance is not affected by the context scale (see their distance values).

For our analysis, hurricanes crossing land are more interesting. There are
two triples of these among the most similar hurricanes: Erin – Rita – Katrina
(Fig. 6b) and Alex – Gaston – Ophelia (Fig. 6c). For a high context scale (500),
all hurricanes with differing contexts become less similar (ranks > 10). For a
moderate context scale (300), two pairs of hurricanes remain among the first 10
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Fig. 6. (a) Data set. (b) Erin 1995 (blue), Katrina 2005 (red), and Rita 2005 (green).
(c) Alex 2004 (green), Gaston 2004 (blue), and Ophelia 2005 (red).
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ranks: Alex – Gaston and Erin – Katrina. Alex, Gaston, and Ophelia have very
similar paths, with Gaston crossing Carolina and Virginia, and the other two
staying on water. More interesting is the triple Erin – Rita – Katrina. We note
two effects: (i) Erin – Katrina remain more similar (rank 5 at context scale 300),
while Erin – Rita and Katrina – Rita become less similar (rank > 10 at context
scale 300); (ii) the order of similarity changes: at context scale 0, Erin – Rita
are more similar than Katrina – Rita, and vice versa at context scales 300 and
500. Both of these effects mirror the different development of the hurricanes: (i)
Erin and Katrina first cross Florida before re-emerging in the Gulf of Mexico
and making secondary landfall. They weaken over land, then re-intensify as they
move back over the water. In contrast, Rita does not cross over Florida, making
its first landfall between Louisiana and Texas. (ii) Katrina, in contrast to Erin,
crosses only the tip of Florida and loops longer of the gulf before making landfall
again. Rita has a similar path over the gulf. Thus, our context-aware similarity
measure better captures the actual similarity of these hurricanes.

5 Conclusion and Future Work

We proposed context-aware similarity measures for trajectories, which extend
known similarity measures. We tested our methods on hurricane tracking data
and conclude that our method is fast, simple, and effective. That is, it distin-
guishes hurricanes that are spatially close but not close in their context.

We see several paths for future work. We plan to apply our ideas on inte-
grating context into movement analysis to more knowledge discovery tasks. We
also intend to assess the applicability of our method on other types of movement
data, such as animal movements. Furthermore, context-aware similarity mea-
sures that do not “ignore islands” are an interesting open question, which we
plan to investigate. Finally, the aspect of robustness to small changes in context
has not been addressed yet.

Acknowledgements. The authors are grateful to Jane Strachan for her insights
on hurricane similarity, the anonymous referees for helpful comments, and the
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Abstract. Raster maps contain rich road information, such as the topol-
ogy and names of roads, but this information is “locked” in images and in-
accessible in a geographic information system (GIS). Previous approaches
for road extraction from raster maps typically handle this problem as
raster-to-vector conversion and hence the extracted road vector data are
line segments without the knowledge of road names and where a road
starts and ends. This paper presents a technique that builds on the re-
sults from our previous road vectorization and text recognition work to
generate named road vector data from raster maps. This technique first
segments road vectorization results using road intersections to determine
the lines that represent individual roads in the map. Then the technique
exploits spatial relationships between roads and recognized text labels to
generate road names for individual road segments. We implemented this
approach in our map processing system, called Strabo, and demonstrate
that the system generates accurate named road vector data on example
maps with 92.83% accuracy.

Keywords: Raster map, road vectorization, text recognition, named
road vector data, map labeling.

1 Introduction

Cartographers have been making maps for centuries and road maps are one of the
most used maps among all map types. Today we have access to a huge number
of map collections in raster format from a variety of sources. For instance, the
United States Geological Survey (USGS) has been mapping the United States
since 1879. The USGS topographic maps at various time periods cover the en-
tire country and contain informative geographic features, such as contour lines,
buildings, and road lines. These raster maps are easily accessible compared to
other geospatial data (e.g., road vector data) and present a unique opportunity
for obtaining road information for the areas and time periods where and when
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road vector data do not otherwise exist. For example, we can generate named
road vector data (road vector data that have a road-name attribute) from histor-
ical maps and build an accurate geocoder [Goldberg et al., 2009] or a gazetteer
for spatiotemporal analysis of human-induced changes in the landscape.

Generating named road vector data from raster maps is challenging for a
number of reasons. First, maps typically contain overlapping layers of geographic
features, such as roads, contour lines, and text labels. Thus, the map content
is usually highly complex and presents a difficult task for converting the road
geometry in raster maps to vector format. Second, maps contain characters of
various sizes constituting multi-oriented text labels, which cannot be recognized
using classic optical character recognition (OCR) techniques. Finally, even after
the road geometry is vectorized and text labels are recognized, there still exists
the problem of labeling individual road lines with the recognized labels.

This paper presents an approach to generate named road vector data from
raster maps while requiring minimal user effort. Figure 1 shows our overall ap-
proach, which integrates our previous map processing work (the interactive road
vectorization [Chiang and Knoblock, 2011a] and text recognition techniques
[Chiang, 2010; Chiang and Knoblock, 2011b]) and offers a new contribution: an
automatic technique to identify individual road segments from the road vector-
ization results and then associate the recognized road labels with the road seg-
ments. This technique is the reverse engineering of cartographic-labeling methods
[Agarwal et al., 1998; Doddi et al., 1997; Edmondson et al., 1996; Freeman, 2005].
The resulting named road vector data can be used in a geographic information
system (GIS).

Fig. 1. The overall approach for generating named road vector data from heterogeneous
raster maps

The remainder of this paper is organized as follows: Section 2 describes our
previous map processing work on which the techniques in this paper built, Sec-
tion 3 presents this paper’s main contribution on associating road vector data
with road labels, Section 4 reports on our experimental results, Section 5 dis-
cusses the related work, and Section 6 presents the discussion and future work.
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2 Previous Work

This section briefly reviews our previous work on text recognition [Chiang, 2010;
Chiang and Knoblock, 2011b] and road vectorization [Chiang and Knoblock,
2011a] from raster maps.

2.1 Text Recognition

In our previous work, we developed an interactive text recognition approach
that requires only minimal user effort for processing heterogeneous raster maps
[Chiang, 2010; Chiang and Knoblock, 2011b]. This approach first exploits a few
examples of text areas for extracting text pixels and locating individual text
strings. Figure 2 shows our user interface for labeling example text areas. Fig-
ure 3 shows an example map and the results where individual text strings are
identified and shown in distinct colors (the color is only for explaining the idea).
Once individual text strings are identified, we automatically detect the string
orientations and rotate the strings to horizontal to then leverage conventional
OCR software for recognizing the horizontal strings.

Fig. 2. Our user labeling interface for text recognition from raster maps

Fig. 3. Identify individual text labels
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2.2 Road Vectorization

In our previous work, we developed an interactive road vectorization ap-
proach that requires minimal user effort to handle heterogeneous raster
maps [Chiang and Knoblock, 2011a]. Similar to our text recognition approach,
this road vectorization technique exploits a few examples of road areas to extract
road pixels and generate road vector data.

To identify the road colors in a raster map for extracting the road pixels, our
approach asks a user to first select a few example areas of roads. An example
area of a road is a rectangle that is centered at a road intersection or a road
segment. We exploit the fact that the road pixels in an example area of roads are
a portion of one or more linear objects that are near the area center to determine
the colors that represent roads in a map.

With the separated road layer (i.e., the set of extracted road pixels), we auto-
matically detect the road width and format (i.e., single-line or double-line roads)
and then dynamically generate parameters for applying the morphological oper-
ators (i.e., the dilation, erosion, and thinning operators) to extract and rebuild
the road geometry (i.e., the centerline representation of the road network). The
left image of Figure 4 shows an example map and the middle image shows the
extracted road geometry, where the road lines near the intersections are dis-
torted as a result of applying the morphological operators on thick lines. To
extract accurate road vector data around the intersections, we detect the road
intersections in the road geometry and label potential distortion areas around
the intersections. Finally, we trace the thinned-line pixels outside the distortion
areas to reconstruct the road intersections and generate the road vector data.
The right image of Figure 4 shows the resulting road vector data where the road
geometry around the intersections is accurate.

Fig. 4. Extract accurate road geometry and road vector data

3 Association of Road Vector Data and Road Labels

Our text/road association algorithm includes four major components. (i) The
first component processes road vectorization results to generate individual road
segments. Each road segment contains a set of line segments constituting the
same road in a map. (ii) The second component assigns each road label to a road
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segment. (iii) For the road segments that are assigned with more than one road
label, this component arranges the road labels to generate a road name using the
relative positions between the assigned road labels and the road segment. (iv)
Finally, the fourth component propagates the road names from road segments
that have assigned road labels to the road segments that do not have assigned
labels. In addition, if a road name is broken into several parts to label a long
road in the input map, the separate parts are merged into a road name.

3.1 Determining Road Segments

The input to our road segmentation algorithm is the road vector data gener-
ated from our previous road vectorization work. The extracted road vector data
contains a set of line segments, which are short, straight lines, without the knowl-
edge of which line segments belong to each road segment in the map. Since road
name changes commonly happen at road intersections, we use the locations of
road intersections to group the input line segments into individual road segments
– a road segment is a section of a road that is bounded by road endpoints or
road intersections where more than two line segments meet. Figure 5 shows an
example input and output of our road segmentation algorithm.

Road segment “A” 

Road segment “B” 

Road segment “C” Road segment “D” 

Road segment “E” 

A set of line segments 

Road end 

Road end 
Road end 

Road end 

Road intersection 

Road intersection 

Fig. 5. Determining road segments from line segments based on road intersections

Our road segmentation algorithm first computes the connectivity of the end-
points of every line segments in the input road vector data. If an endpoint
connects to only one other endpoint, the endpoint is a road end, namely a RE
(the green squares in Figure 5). If an endpoint connects to more than two other
endpoints, the endpoint is a road intersection, namely a RI (the yellow circles in
Figure 5). If an endpoint is neither a RE nor a RI, the endpoint is a connecting
point, namely a CP.

Once we have the connectivity of every endpoint of the input line segments, we
iteratively process every input line segments until every line segment is assigned
to a road segment. In one iteration, our algorithm starts from an unprocessed
line segment and we first check the connectivity of its two endpoints. If the two
endpoints are both classified as either a RE or RI, we assign the line segment
as a road segment itself and then continue to process other line segments. If no
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or only one endpoint is classified as either a RE or RI, we search for the un-
processed line segments that connect to this line segment through the endpoints
that are classified as a CP. We stop when the connected line segment we found
contains a RE or RI or no line segment exists that is connected to this line
segment. Figures 6(a), 6(b), and 6(c) show an example test map, the input road
vector data, and the road segmentation results. The red crosses shows the end-
points of the line segments and the endpoints of road segments in Figures 6(b)
and 6(c), respectively. The road segmentation results are then used in the next
step with the recognized road labels to generate named road vector data. In an

(a) An example test map from Rand
McNally

(b) Input line segments

(c) Output road segments (d) The identified road labels in rect-
angular bounding boxes

Fig. 6. Example inputs and intermediate results for grouping road segments and de-
termining the locations of road labels
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unusual case where the road name changes at non-road intersection locations,
user input would be required to further separate the road segments.

3.2 Initial Association of Road Labels and Road Segments

Once we have the road segments, we start to assign each recognized road label to
one of the road segments. Figure 6(d) shows the test map where the rectangles
show the bounding boxes of the identified road labels. The recognized road labels,
together with the identified road segments, are the input to this step.

Map labeling is a well investigated technique in both cartogra-
phy [Edmondson et al., 1996] and computer science [Agarwal et al., 1998;
Doddi et al., 1997; Freeman, 2005]. In general, to label linear features in a map,
a computer program or a cartographer places the labels in parallel to the cor-
responding linear features. The distance between a label and the corresponding
feature should be smaller than the distance between the label to any other fea-
tures of the same kind in the map. Therefore, to determine the correspondence
between a road label and a road segment, we first assign every road label to the
road segment that is the closest to the label and has the same orientation of the
label.

To compute the distance between a road segment and a road label, we use
the mass center of the road label to represent the position of this label. We
calculate the distance between the mass center to each of the line segments in a
road segment and use the shortest line-segment-to-mass-center distance as the
distance between the road segment and the road label.

For a road label containing n character pixels, (xi, yi), the road label’s mass
center, (Xm, Ym), is calculated as follows:

Xm =

∑n
i=1 xi

n
, Ym =

∑n
i=1 yi
n

(1)

To determine the parallelism between a road label and a road segment, we com-
pare the orientation of the road segment with the orientation of the road label.
The orientation of each road label is determined using our text recognition al-
gorithm [Chiang and Knoblock, 2011b], and we compute the orientation of each
road segment as follows: we first utilize the Least-Squares Fitting algorithm to
find a straight line that best fits each road segment in the two dimensional space
and then compute the orientation of the straight line. Assuming a linear function
L for a set of points in a road segment, by minimizing the sum of the squares of
the vertical offsets between the points and the line L, the Least-Squares Fitting
algorithm finds the line L that most represents the road segment. For the target
line function L as:

Y = m×X + b, (2)

the Least-Squares Fitting algorithm works as follows:

m =
n
∑

xy −
∑

x
∑

y

n
∑

x2 − (
∑

x)2
(3)
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and

b =

∑
y −m

∑
x

n
(4)

With the line function of every road segment, we then derive the orientations
of all road segments by applying the inverse trigonometric function, ArcTan, to
the slope (m) of the road segments’ line functions.

Because the orientations of the road labels and road segments are not esti-
mated from the same type of data format (the road labels are a group of pixels
and the road segments are vectors), to determine the parallelism between a road
label and a road segment, we empirically define a buffer, B, as 10◦. If the dif-
ference between the orientations of a road label and a road segment is smaller
than B, the road label and the road segment is determined to be in parallel.

For curved roads, if the road label is also curved along the curvature of the
roads, the estimated orientation of the road label is similar to the road orientation
determined using this approach. However, in the case where straight strings are
used to label curved roads, the road label would not be assigned correctly and
would need manual correction.

3.3 Arrangement of Road Labels for Generating Road Names

We can have multiple road labels assigned to a road segment if a road name is
divided into more than one label in the map as shown in Figure 7. In this case,
we need to determine the order of the assigned road labels for a road segment
to then assemble the ordered road labels for generating a road name.

Fig. 7. More than one road labels can be assigned to a road segment

Given a road segment with multiple assigned road labels, for each of the road
labels, we first determine which side of the road segment the road label appears in
the map. This is determined using the cross product between the two endpoints,
(Xs, Ys) and (Xe, Ye), of the road segment and the mass center, (Xm, Ym), of
the road label:

((Xe −Xs)× (Ym − Ys))− ((Ye − Ys)× (Xm −Xs)) (5)

The sign of the result from the cross product indicates which side the road label
appears in the map. Once we have the relative position between the assigned
road labels and the road segment, we first rotate the road labels to the horizontal
direction using the label orientation and then check the relative position of the
road labels and arrange the road labels as follows:
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(i) If two road labels appear on the same side of the road segment, we order the
labels using their Xm positions. This is because in English writing, a sequence
of words is read from the left (a smaller Xm) to the right (a larger Xm).

(ii) If two road labels appear on different sides of the road segment, we order
the road labels using their Ym positions. Similarly, this is because in English
writing, a sequence of words should be read from the top (a larger Ym) toward
the bottom (a smaller Ym). For example, as shown in Figure 7, in the initial
assignment, the road labels “Culver” and “Wy” are both assigned to the same
road segment. After we rotate both road labels to the horizontal direction, the
road label, “Culver”, has a larger Ym value among the two road labels, so it
should be placed in front of “Wy”. This case is also demonstrated using the
road names “Jones St” and “Krum Av” in Figure 7.

Once we determine the order of the road labels for a road segment, we con-
catenate the ordered road labels to generate a merged road name.

3.4 Propagation of Road Names

Generally in computer map labeling and cartography map-making principles, not
every road segment in a map is labeled with a road name because of the limited
labeling space in the map and to avoid possible overlap of map labels. Therefore,
repetitive road names are eliminated to improve the reading experience. For
example, the “St. Louis Av” and the “University St” shown in Figure 8 are
spread across more than one intersection, but the road names only appear once
in the map. The green arrows indicate the possible start and end points of these
roads that can be interpreted by a viewer. Moreover, words belong to a road
name can be spread out to indicate the extent of a road, such as the “Greer Av”
and “ Dodier St” in Figure 8.

Fig. 8. Road labels do not repeat for each segment

As a result, after every road label is assigned to a road segment and multiple
road labels that are assigned to a road segment are merged, we still need to
assign road names to the road segments that do not have an assigned road label,
and we need to merge the road labels that belong to the same road name but
are assigned to more than one road segment. For example, we need to merge
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“Greer” and “Av” into “Greer Av” and then assign the merged road name to
the corresponding road segments.

We start from a road segment, RS, that has an assigned road label, and we
search for any other road segment that is connected to this road segment and
has the same orientation. If a connected road segment, NextRS, has no assigned
road label, we record that NextRS has the same road name as RS. If NextRS
has assigned road labels, we order the assigned road labels of RS and NextRS
using the described method in the previous section. Then for the ordered road
names, A followed by B, if B is a short string, we determine that the combination
of A and B represents a road name and hence A and B should be merged. This
is because if the last word in the sequence is a short string, this last word very
often represents the road-type abbreviations (e.g., Av, St, Pl, Wy, and Dr). We
define a short road label as a label of less than 5 characters since the longest
abbreviations of the road types are “Blvd”, which are 4 characters. This rule
helps to merge two words into a complete road name.

The name propagation algorithm runs iteratively and records the number of
road segments that have their road names assigned during each iteration. After
an iteration, the algorithm checks if the number of road segments that have their
road names assigned has increased. If the number stays the same, the algorithm
stops since there are no road names that can be propagated. The results after
this name propagation algorithm is a set of road segments, each labeled with
a road name or an empty label indicating there is no road label in the map
associated with this road segment.

4 Experiments

We have implemented the approach described in this paper in a system called
Strabo. This section presents our experiments on Strabo for generating named
road vector data from 6 raster maps of 2 map sources. The 2 sources are Rand
McNally Maps (RM maps) and Afghanistan Information Management Services
(AIMS maps).1 Figure 6(a) shows an example RM map. The RM maps are
designed for navigation purpose and contain very detailed road information.
The RM maps represent common street maps that can be purchased in local
gas stations and tourist stores. The AIMS maps contain only the information of
major roads and are commonly used in urban planning.

We focus on evaluating the techniques for associating road names to the road
vector data. The details of our road vectorization and text recognition results
can be found in our previous work [Chiang, 2010; Chiang and Knoblock, 2011a].
To generate named road vector data from RM maps, we labeled 1 road area, 1
text area, and 1 non-text area. For AIMS maps, we labeled 1 road area and 1
text area. Based on these example areas, Strabo converted the road lines in the
original maps to vector format, recognized the road labels, and generated named
road vector data.

1 The information for obtaining the test maps and ground truth can be found on:
http://www.isi.edu/integration/data/maps/prj_map_extract_data.html

http://www.isi.edu/integration/data/maps/prj_map_extract_data.html
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Strabo recognized 154 road labels and 892 road segments in the RM maps, and
15 road labels and 338 road segments in the AIMS maps. We manually verified
each road segment using the test maps. Among the 892 road segments in RM
maps, 866 road segments (97.09%) were correctly identified. Among the 338 road
segments in AIMS maps, 327 road segments (96.75%) were correctly identified.
The incorrect road segments have false road topology and/or geometry. Figure 9
shows an intersection where the road topology was incorrect due to the various
road widths of the intersecting road lines. Sharp angles make the intersecting
lines closer to each other and hence our road vectorization algorithm could not
produce accurate geometry using the morphological operators.

To evaluate the overall performance for generating named road vector data,
we define the accuracy as the length of correctly labeled road segments divided
by the length of all identified road segments. A correctly labeled road segment
is defined as follows: every line segment of a correctly labeled road segment
represents a part or all of a road line that has the road name as the assigned
name of the road segment. The accuracy for RM maps is 92.38% and for AIMS
maps is 93.27%.

Figure 10 shows a portion of the extracted named road vector data displayed
and labeled using Esri ArcMap. The yellow lines are the extracted road vector
data and the red text with underlines are the assigned names.2 From Figure 10,
we can see that Strabo successfully propagated the road names to the correspond-
ing road segments so that the road lines that are not labeled in the original map
also had correctly assigned road names.

Fig. 9. Examples of incorrectly extracted road topology (red lines are the extracted
road lines)

The majority of errors in our experimental results are due to the fact that
some extracted road topology and/or geometry are incorrect. During the road
vectorization process, the road topology could be incorrectly extracted due to
the various road widths of the intersecting road lines. Because of this incor-
rect road topology, the road names of the connecting roads could not propagate
through this intersection and resulted in falsely assigned road names or incom-
plete road names. Including a manual editing process for the results of the road
vectorization and segmentation steps would reduce this type of error.

In addition, OCR could produce recognition errors. For example, in the test
map, the string “BLVD” was recognized as “8LVD” and “Parnell St” was

2 The map labeling algorithm of ArcMap did not label every road segments.
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recognized as “Pamell St”. If one or more characters of a road name was in-
correctly recognized, the named road vector data results for the road segments
associated with this road name were all considered to be incorrect.

Overall, Strabo generated accurate named road vector data: the average ac-
curacy for the 6 maps from the 2 sources is 92.83%. To improve the results, we
could have a user editor to process the extracted road vector data and recognized
road labels for quality assurance so the text/road association algorithm could
have more accurate input data.

5 Related Work

Map processing is an active area in both academic research and commercial
software. However, to the best of our knowledge, the work presented in this paper
is one of the first complete approaches to handling the problem of generating
named road vector data from raster maps.

The most closely related work is a map computerizing system called Map-
Scan [MapScan, 1998] from the United Nations Statistics Division. MapScan
has the functionality for manually converting the linear features in raster maps
into vector format and recognizing the text strings in raster maps. MapScan
includes an extensive set of image processing tools (e.g., the morphological op-
erators) and labeling functions for the user to manually computerize the raster
maps, which requires intensive user input. For example, to recognize text strings
using MapScan, the user needs to label the areas of each text string and the
string has to be in the horizontal direction. The association between the road
names and extracted road vector data is achieved manually. In contrast, our
approach requires only minimal user effort for recognizing road labels and ex-
tracting road vector data from raster maps, and further, we associate road names
to road vector data automatically.

For text recognition from raster maps, Pouderoux et al. [2007] present a text
recognition technique for raster maps. They identify text strings in a map by an-
alyzing the geometric properties of individual connected components in the map
and then rotate the identified strings horizontally for OCR. Roy et al. [2008]
detect text lines from multi-oriented, straight or curved strings. Their algo-
rithm handles curved strings by applying a fixed threshold on the connecting
angle between the centers of three nearby characters. Their orientation detec-
tion method only allows a string to be classified into 1 of the 4 directions. In
both [Pouderoux et al., 2007; Roy et al., 2008], their methods do not hold when
the string characters have very different heights or widths. Moreover, these ap-
proaches handle specific types of road labels and do not work further to determine
the association between the recognized road labels and the geographic features
in raster maps.

For road vectorization from raster maps, Bin and Cheong [1998] extract road
vector data from raster maps by identifying the medial lines of parallel road
lines and then linking the medial lines. The linking of the medial lines requires
various manually specified parameters for generating accurate results, such as
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Fig. 10. The resulting named road vector data from RM and AIMS maps

the thresholds to group medial-line segments to produce accurate geometry of
road intersections.

Itonaga et al. [2003] focus on non-scanned raster maps that contain only road
and background areas. They exploit the geometric properties of roads (e.g., elon-
gated polygons) to first label each map area as either a road or background area.
Then they apply the thinning operator to extract a 1-pixel width road network
from the identified road areas. The geometry distortions in the thinning results
are then corrected by user-specified constraints, such as the maximum deviation
between two intersecting lines.

In comparison to the approach in this paper, the techniques of Bin and Cheong
[1998] and Itonaga et al. [2003] require significant user effort on parameter
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tuning. Moreover, their approaches do not determine where line segments com-
pose a road segment in the vectorization result.

In addition to road vectorization research work, many commercial products of-
fer the functionality for raster-to-vector conversion, such as Vextractor,3 Raster-
to-Vector,4 and R2V from Able Software.5 However, these commercial products
do not have any text recognition capability, and hence do not work for generating
named road vector data.

6 Discussion and Future Work

This paper presented a complete approach for generating named road vector
data from raster maps. In particular, we presented an approach that automat-
ically identifies individual road segments from road vectorization results and
then associates recognized road labels with corresponding road segments. This
approach, together with our previous road vectorization and text recognition
work, allows a user to use only minimal effort for extracting named road vector
data from raster maps. The resulting named road vector data are widely useful,
such as for supporting a geocoder, building a gazetteer, and enriching available
road information for spatial analysis in a GIS. In the future, we plan to test
this work using raster maps with non-English labels. In addition, we plan to
exploit the named road vector data generated from historical raster maps for
spatiotemporal analysis.
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Abstract. Topological relativity is a concept of interest in geographic 
information theory. One way of assessing the importance of topology in spatial 
reasoning is to analyze commonplace terms from natural language relative to 
conceptual neighborhood graphs, the alignment structures of choice for 
topological relations. Sixteen English-language spatial prepositions for region-
region relations were analyzed for their corresponding topological relations, 
each of which was found to represent a convex subset within the conceptual 
neighborhood graph of the region-region relations, giving rise to the 
construction of the convex ordering of region-region relations. The resulting 
lattice of the convex subgraphs enables an algorithmic approach to explaining 
unknown prepositions. 

Keywords: Conceptual neighborhood graph, topological spatial reasoning, 
convex relations, spatial language, spatial prepositions. 

1 Introduction 

Geographic information science has been advocating a topological understanding of 
space to assemble cognitively plausible models that mirror the human understanding of 
spatial phenomena. Within this realm, such models as the 4-intersection [19], the 9-
intersection [14], the Region Connection Calculus [39], and conceptual neighborhood 
graphs [18,24] contribute symbolically to analyzing spatial scenes for similarity and to 
distinguishing spatial scenes from one another [9,37]. The formally defined spatial 
relations are mutually exclusive, yielding atomic relations (i.e., the smallest currency to 
describe spatial scenes). They may, however, be combined in disjunctions (exclusive 
ORs) to account for vague scenarios, as often expressed in natural-language terms. 
While the relations’ conceptual neighborhood graphs have been studied substantially, 
their cognitive plausibility is still an unanswered question. Mathematically based 
studies [15,18] and initial psychological assessments [29,30] have demonstrated the 
utility of the graphs, but as of yet, topological relativity [28] to bridge formal and 
observed human spatial cognitive processes has not been determined explicitly. 

As a contribution to the discussion about the plausible value of a conceptual 
neighborhood graph, we assess the structure of a conceptual neighborhood graph for 
modeling linguistic spatial terms. Languages (spoken or signed) have at their spatial 
core the ability to address not only the axiomatic building blocks per se, but to tie them 
together into larger groupings [45]. Spatial language can thus be explicit (as in the case 
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of a term like disjoint), or it can be vague (as in the case of along), leading to 
uncertainty [40]. Talmy [45] asserts that there seems to be a set of universal primitives 
that is approximately closed with which to construct concepts from; therefore, 
constructions like the 9-intersection and the Region Connection Calculus move 
semantic terms into rigorously defined mathematical terminology that come straight 
from topology. Natural-language spatial prepositions have been studied on a 
computational level [1], but not with the conceptual neighborhood graph backdrop, 
which would offer a rationale for relating most similar terms. A study of road-and-park 
relations showed that people link particular constructions to particular language terms, 
and these constructions—though topologically distinct from one another—are close to 
each other within the neighborhood graph [36,43]. When the constructions are 
separated within the graph, the separation is the by-product of prototypical relations, 
rather than a fundamental rift. A cognitively plausible conceptual neighborhood graph 
must keep the atomic relations that constitute a spatial disjunction connected to each 
other. For this purpose we examine the convexity of disjunctions of atomic relations. 

Convexity has been applied in GIS for convex hulls [38], object decomposition and 
reconstruction [10], in the surveyor’s formula [8], and in cell trees for geometric data 
storage [25]. It has made but one appearance in spatial domains pertinent to the 
conceptual neighborhood graph [4], which studied convex relations of a particular 
cardinality, based on pre-convex relations [34]. In the temporal domain, convexity has 
been a criterion to analyze a set of relations similar to the topological ones [2] and 
their conceptual neighborhood graphs [24] in order to assist in temporally interpreting 
prose and looking for descriptive consistency [42]. Each convex subgraph of the 
conceptual neighborhood has been placed into a subset/superset lattice to provide a 
temporal aggregate neighborhood. This paper investigates whether natural-language 
spatial disjunctions of the relations between two simple regions correspond to convex 
sets of the neighborhood graphs. 

The side effects of convexity—shape and path redundancy—have important 
impacts on people’s decision-making and certain spatial motor skills. Decision 
trees—a graphical structure where all connected subgraphs are convex—represent the 
optimal decision structure for experts [11]. Corroborative evidence (the mental 
manifestation of multi-path decisions) has been found to produce increases in 
learning [22], retention [5], argument construction [49], and memorization [50], and 
furthermore is an often-cited burden of proof in law [26,32]. On a motor skill level, as 
people learn to pick up objects at young ages, they acquire the skill of grasping the 
object as if it were convex, lending preference to that type of object [41]. Also, the 
judgment of position sees significant benefit from convexity [7]. While both spatial 
motor skills are dependent upon the convexity of a geometric solid or geometric 
scenario, the psychological impacts that would be mirrored in a graph structure lend 
favorably to considering its impact upon conceptual neighborhood graphs. Further 
evidence exists to support that reasoning itself is a spatial process [31], and convexity 
at its core is a spatial property (contrived through distance structure). This paper 
offers a platform for analyzing the conceptual similarities of spatial terms in any 
natural language based on the atomic region-region relations found at their hearts: an 
ordering of convex relations based on the conceptual neighborhood graph. 

The remainder of this paper is structured as follows. Section 2 summarizes the 
underlying model for topological relations and their conceptual neighborhood graph. 
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Based on the formal definition of convexity in graphs (Section 3), we derive in 
Section 4 the complete set of convex subgraphs of the region-region relations on the 
surface of the sphere in their A-neighborhood graph [17]. Commonplace English 
spatial prepositions [33] are then mapped onto disjunctions of the region-region 
relations and are shown to be members of the set of convex subgraphs (Section 5). A 
lattice of the convex subgraphs is constructed (Section 6), which is used for 
translating terms between languages (Section 7). Section 8 draws conclusions and 
discusses future work. 

2 Topological Relations and Conceptual Neighborhood Graphs 

The binary topological relations between two simple regions—that is, regions that are 
homeomorphic to 2-discs—are the focus of this study. The 9-intersection [20] 
captures these relations through the pairwise intersections of two regions interiors, 
boundaries, and exteriors. Topological invariants of these nine intersections (i.e., 
properties that are preserved under topological transformations) categorize 
topological relations. The content invariant—distinguishing empty (ø) and non-
empty (¬ø) intersections—is the most generic criterion, as other invariants can be 
considered refinements of non-empty intersections. A 3x3 matrix captures these 
specifications concisely. Pairs of regions with different 9-intersection matrices have 
different topological relations. For regions embedded in IR 2, eight different 
relations—called disjoint, meet, overlap, equal, coveredBy, inside, covers, and 
contains—can be distinguished with empty and non-empty intersections (Fig. 1). 
Another three 9-intersection matrices—called attach, entwined, and embrace—are 
found when the regions are embedded in SS2 , the surface of the sphere [16]. 
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disjoint meet overlap equal coveredBy inside covers contains attach entwined embrace  

Fig. 1. The eleven topological relations between two regions embedded in SS2  with the relations’ 9-
intersection matrices and their labels [16] 

Since this set of relations is jointly exhaustive and mutually exclusive, exactly one 
of these eleven relations applies to any pair of simple regions. These base relations 
can be combined with an exclusive disjunction (XOR) to capture scenarios when a 
specific relation cannot be described. A total of 211 different combinations are 
possible. The least specific case is called the universal relation, which is the exclusive 
disjunction of all eleven relations. The eleven cases with exactly one relation are the 
atomic relations. On the disjunctions and atomic relations, the intersection of 
relations applies, yielding in the case of no common relation the empty relation (i.e., a 
scenario that cannot be realized). 
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These topological relations per se are on a nominal scale. Although there is no 
strict order that applies to these relations, the eleven topological relations can be 
arranged such that pairs of most similar relations are grouped together [18], much like 
the arrangement of interval relations [24]. Different rationales for such similarity 
grouping lead to different arrangements of the relations, called conceptual 
neighborhood graphs [24]. Three basic types of neighborhood graphs are common—
the A-neighborhood, which derives the similar relations from anisotropic scaling; the 
B-neighborhood (similarity from rotation or translation while preserving size and 
shape); and the C-neighborhood (similarity from isotropic scaling). Another five 
neighborhoods (Fig. 2) provide closure under union and intersection [17]. 

 

Fig. 2. The family of conceptual neighborhood graphs of the eleven topological relations between 
two regions embedded in SS2  [17] 

3 Convexity and Subgraphs 

In this section, the mathematical underpinnings of the paper are provided to give rise 
to common terminological ground. 

Defintion 1. Let V be a set of vertices and E be a set of edges connecting vi,vj ∈  V. 
The construction V ∪ E  is called a graph and is denoted GV,E. A subset of a graph is 
referred to as a subgraph [3]. 

Defintion 2. If a subgraph contains all edges that connect members of its vertex set, 
then the subgraph is called an induced subgraph. 

Defintion 3. Let HA,B be an induced subgraph from GV,E. If for every ai,aj ∈ A, every 
shortest path connecting ai to aj within GV,E is found within HA,B, HA,B is convex [3]. 

Theorem 1. Let t,u,v be vertices in a graph G such that a u-v path exists between each 
pair. Further let d(r,s) represent the distance between a specified pair of vertices r and 
s. Vertex t can be found on a shortest path between u and v if and only if:  

d(u,t) + d(t,v) = d(u,v). (1)



76 M.P. Dube and M.J. Egenhofer 

 

Proof: Assume that t is on a shortest path between u and v. We must show that 
d(u,t) + d(t,v) = d(u,v). Since t is on a shortest path, there can be no shorter path 
between u and t than the one of length d(u,t) by construction. Similarly for d(t,v). 
Since shortest paths cannot have loops, both d(u,t) and d(t,v) do not share a common 
vertex other than t. The distance d(u,v) is minimized under this construction and is 
thus a shortest path. Any other vertex can only produce a value greater than or equal 
to this one. Now assume that d(u,t) + d(t,v) = d(u,v). We must now show that t sits on 
a shortest path. Assume not. This implies that d(u,t) + d(t,v) > d(u,v), which 
contradicts the initial assumption. Therefore t must be on a shortest path.          

4 Application to Simple Region-Region Relations on the Sphere 

Theorem 1 allows for reducing an algorithm for determining convex subgraphs to a 
shortest path calculation and a sequence of tests of additive distance. If the distance 
sum is found to fit the condition of Eqn. 1, a vertex t must be contained within a 
subgraph that contains vertices u and v for all possible t and all possible pairs u,v. If 
not, the subgraph cannot possibly be convex. 

 

 
 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 

 
 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24 C25 C26 

 
 C27 C28 C29 C30 C31 C32 C33 C34 C35 C36 C37 C38 C39 

 
 C40 C41 C42 C43 C44 C45 C46 C47 C48 C49 C50 C51 C52 

 
 C53 C54 C55 C56 C57 C58 C59 C60 C61 C62 C63 C64 C65 

 
 C66 C67 C68 C69 C70 C71 C72 C73 C74 C75 C76 C77 C78 

 
 C79 C80 C81 C82 C83 C84 C85 C86 C87 C88 C89 C90 C91 

 
 C92 C93 C94 C95 C96 C97 C98 C99 C100 C101 C102 C103 C104 

Fig. 3. The complete set of convex subgraphs of the A-neighborhood graph, ranging form C1 
(empty disjunction) to C104 (universal relation) [35] 
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We implemented this algorithm and derived the complete set of convex subgraphs 
for the eleven region-region relations on the sphere [16] over their A-neighborhood 
graph. Among the 211 subgraphs of the A-neighborhood, 104 (5%) are identified as 
convex (Fig. 3). The set of convex relations includes the empty relation (C1), the 
eleven atomic relations (C2–12), and the universal relation (C104). 

5 Common Spatial Prepositions as Disjunctions of Topological 
Relations 

From among three different perspectives of cognitive plausibility—(1) maintenance of 
human success and errors (typical of cognitive modeling), (2) inputs and outputs 
match human thought (typical of artificial intelligence), and (3) rational behavior 
(typical of social simulations) [27]—we are concerned particularly with the inputs and 
outputs of a machine system for inference. To get an adequate understanding of 
plausibility, we examine English-language terms that people typically use to describe 
region-region relations. 

Landau and Jackendoff provided a “fairly complete list of the prepositional 
repertoire of English” [33] that applies to region objects. Among their 78 terms are 
two groups of terms that are outside the scope of this investigation. First, a large 
contingency of terms refers primarily to direction or orientation (e.g., above/below, 
beneath/on top of, in front/behind, up/down, left/right, north/south/east/west). Since 
the present focus is on topological relations, only terms without an explicit reference 
to direction are considered here. Second, a fair number of terms are intransitive or 
map onto relations that are not binary (e.g., here/there, between, among). Since 
topological relation are binary in nature, only those terms that apply to exactly two 
regions are considered. Finally, since some of the 78 terms are considered synonyms 
(e.g., along and alongside, inside and in, outside and out) only non-redundant terms 
are considered. After consolidation, a total of sixteen spatial prepositions remain for 
this investigation of convex topological relations (Table 1). 

Table 1.  Sixteen of the 78 spatial prepositions that describe region-region configurations 
without an explicit reference to direction or orientation 

about across along around at beside by far from 
in near out to the side of together through throughout with 

The goal is to express these terms as disjunctions of the eleven 9-intersection 
relations, which then map onto subgraphs of the A-neighborhood graph. Given natural 
preferences for convex objects, we expect each of the sixteen spatial prepositions to 
have a construction from the set of 104 convex relations. Details of these mappings 
are given for the four predicates outside, inside, crosses, and along (Fig. 4). These 
terms in particular are used to describe many specific configurations of objects, and 
all of them abstract away a level of detail that is determined to be unimportant given 
the scenario. Given the nature of language, information systems have to be able to 
account for such abstraction mechanisms to accommodate spatial searching features. 
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While context can tell the human user a lot about which meaning is implied, the 
system itself has no such knowledge of the contextual basis for the term, leaving it in 
a position to conduct inference on an uncertain set of terms that are often found to be 
quite precise for the person accessing the information that system can provide. 

    
(a) Maine is outside 

of Massachusetts 

(b) My neighbor’s 
property is outside of 

my fence 

(c) That topic is 
outside of my 

knowledge base 

(d) Morocco is  
in Africa 

  
(e) Lesotho is  

in South Africa 
(f) A swimmer’s 

wake crosses the lake 
(g) The roads cross 

each other 
(h) The yellow line 
is along the road 

  
(i) The guardrail is 

along the road 

(j) The tidal plain is 
along the coastal 

towns 

(k) US Route 1 goes 
along the Atlantic 

Ocean 

(l) The glacier flows 
along the mountain 

Fig. 4. Uses of spatial terms: (a-c) outside mapping respectively onto disjoint, meet, or attach; 
(d-e) in mapping respectively onto covered by and inside; (f-g): crosses mapping respectively 
onto coveredBy and overlap; and (h-l) along mapping respectively onto inside, overlap, 
coveredBy, disjoint, and meet.  

Table 2 shows that each of the sixteen spatial prepositions indeed takes on the 
preferential form of convexity. While this pattern may be considered as proof enough, 
each of these subgraphs are of course connected, of which convexity is a special case. 
Many of the problems that people arrive at spatially when translating languages have to 
do with the presence of the explicit terms. Only four spatial words for planar regions 
relations—in, out, far, and near—can be found in the Natural Semantic Metalanguage 
[48], which indicates that few explicit terms are found across families of languages. 

Topologically explicit terms map onto a single atomic relation (C2–C12). For the 
sixteen spatial prepositions, this condition applies only to through (C9) and to far 
from (C2). The remaining terms are topologically ambiguous. While explicit terms 
are preferable for communication, ambiguous terminology serves a fundamental 
purpose as well, as they are abstractions of things that do not matter in the grand 
scheme of conversation or context. The image created by ambiguous expressions is 
not impacted substantially, even if the explicit relation changes. For example, 
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someone asking whether two things are connected does not care how, but cares that 
one can get from one place to the other without leaving either territory. Whether or 
not the items are connected only at one point or one is completely inside the other 
makes no difference from that perspective. 

Table 2. The sixteen spatial prepositions (Table 1) equated to explicit atomic constructors 

Spatial Preposition Union of Atomic Relations Convex Relation 
about equal, coveredBy, inside C30 
across/crosses overlap, coveredBy C19 
along disjoint, meet, overlap, coveredBy, inside C47 
around disjoint, meet C13 
at equal, coveredBy, inside C30 
beside disjoint, meet, attach C29 
by disjoint, meet, attach C29 
far from disjoint C2 
in/inside coveredBy, inside C18 
near disjoint, meet, attach C29 
out/outside disjoint, meet, attach C29 
through overlap C9 
throughout equal, covers, contains C31 
to the side of disjoint, meet, attach C29 
together overlap, equal, coveredBy, inside, covers, 

contains, entwined, embrace 
C91 

with overlap, equal, coveredBy, inside, covers, 
contains, entwined, embrace 

C91 

 
While the sixteen spatial prepositions prevail in natural English language, the 

domain of mathematics offers more spatial terms for technical usage. To bring them 
into the same framework, the mathematical terms connected, equal, nothing, subset, 
superset, touching, unequal, and universal are mapped onto corresponding atomic 9-
intersection relations (Table 3).  

Table 3. The seven mathematical spatial terms equated to explicit atomic constructors 

Spatial Preposition Union of Atomic Relations Convex Relation 
equal equal C4 
nothing ø C1 
subset coveredBy, inside C18 
superset covers, contains C20 
touching meet, attach C15 
unequal disjoint, meet, overlap, coveredBy, inside, 

covers, contains, attach, entwined, embrace 
– 

universal disjoint, meet, overlap, equal, coveredBy, inside, 
covers, contains, attach, entwined, embrace 

C104 

Two of these seven mathematical terms are explicit (equal and nothings map onto 
C4 and C1, respectively). Another four terms are convex; however, unequal is not a 
convex relation. 
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6 A Convex Ordering 

Given that convex relations may in fact serve as links in many domains, one needs an 
understanding of the structure of the convex relations to one another, allowing for 
autonomous neighborhood graph generation by users in isolated fields. A prime 
example of this is the comparison of linguistically based neighborhoods that only 
reflect terminology that exists within a particular language. While spoken language 
may be descriptive enough for some, written, signed, and drawn languages may be 
able to convey more concepts [45]. 

The construction of an ordering needs a mechanism to sort the subgraphs. For 
neighborhood graphs in general, there are two typical approaches: physical 
deformations [16-18,21,24] and representational lattices [4,12,42], banking on the 
condition that topological deformations occur smoothly so that homeomorphic 
members will pass to a relation that is either a subset or superset under the 9-
intersection matrix. In this disjunctive case, the representational lattice approach is 
taken, indicative of a “power set” construction (Fig. 5). 

 

Fig. 5. Lattice of the 104 convex relations with different colors representing disjunctive sets of 
differing cardinalities. The graph is aligned in the optimal Reingold-Tilford construction. 

As an example, touching (C15) is the union of the convex relations meet (C3) and 
attach (C10). It is also a subset of the convex relation outside (C29). These three 
terms mathematically are the most similar to the term touching. Any of the spatial 
prepositions presented here can be bounded by other linguistic terms in a similar 
manner. 
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Using the terms explored in Section 4, the lattice of convex relations can be 
exploited to provide a generalization/specification structure based on the terms 
themselves. Fig. 6 shows the ordering of the spatial prepositions from Table 2. While 
the example given here is for the English language, such a procedure can be employed 
on any language using the same principle. Comparing such word networks can point 
out significant differences in languages, either within the same language family or 
from differing families. 

nothing
(C1)

universal
(C104)

beside/near/out/
outside/to the side of

(C29)

along
(C47)

throughout
(C31)

touching
(C15)

around
(C13)

across/corsses
(C19)

in/subset
(C18)

superset
(C20)

far from
(C2)

through
(C9)

equal
(C4)

about/at
(C30)

together/with
(C91)

 

Fig. 6. The lattice of convex relations for the sixteen spatial prepositions and the six mathematical 
spatial terms 

7 Translating an Unfamiliar Term 

Given the implication from the Natural Semantic Metalanguage that the vast majority 
of particular spatial concepts do not exist in all languages, some languages contain 
terms that are unknown to other languages. In creating information systems, it is 
plausible to assume that entries will be made in varying languages or in translations 
from one language to another, creating the necessity for addressing terms without a 
direct language parallel within two or more contributing languages. The lattice of 
convex relations (Fig. 6) enables a straightforward mathematical translation of one 
term to another term. More involved, however, is an automated language translation 
to invoke a suitable understanding of the term, using only a user’s familiar lexicon. 
This translation is developed subsequently. 

Borrowing from the idea that any object can be constructed as a union of convex 
objects [10], an algorithm is designed to provide a minimal precise cover of the graph 
representing the foreign term, and use the minimal set as a disjunctive description. To 
illustrate this concept, consider the statement: sensors detected rain north of Zanzibar. 
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While the concept of north is foreign to the current lexicon (Fig. 6), because it is 
directionally charged, itself not a topological property. The term does, however, bring 
with it some implied topological information that can be used. The obvious example of 
north is the way that Kenya is related to Zanzibar (i.e., separated from one another and 
directly “above”), referring to disjoint. On the other hand, Kenya relates to Tanzania (of 
which Zanzibar is a part) as Kenya and Tanzania meet. One can also think of it by a 
latitudinal perspective: it is raining at all points with greater latitude than Zanzibar, 
precisely the scenario of attach. Those three possibilities represent the term outside. If it 
is raining on the island of Zanzibar and it is raining in Kenya and over the open water 
between them, this scenario represents overlap. These four atomic relations—disjoint, 
meet, attach, and overlap—together all contribute to our understanding of north of (some 
more than others), but all have instances that would be expressed under that paradigm. 
The set—though a union of convex sets—is not a convex set itself (Fig. 7a), as it is 
missing at least one other possibility, entwined. If in the attach scenario precipitation 
slightly penetrates the island of Zanzibar, one crosses over the line from attach to 
entwined. Similarly, embrace could be added on to the set. The additions of entwined 
(Fig. 7b) or entwined and embrace (Fig. 7c) yield convex relations.  

 

 
(a) (b) (c) 

Fig. 7. The set of base relations disjoint, meet, overlap, and attach (a) is not convex, (b) 
becomes convex with the addition of entwined (C53), and (c) becomes convex with the addition 
of entwined and embrace (C59) 

The algorithm Translate is developed to create a minimal disjunctive phrase 
(knownTerms) for an unfamiliar term (foreignTerm), which has been seed with 
its atomic relations (foreignAtoms). It traverses recursively the lattice of known 
terms (e.g., Fig. 6) starting at its root C104 and tests at each node whether its atomic 
relations (allAtomicRels) are fully included in the seeded atomic relations of the 
foreign term. If so, that node’s terms are added to the disjunctive phrase and no more 
detailed terms are needed; otherwise, all descendants of that node are examined 
recursively with the same procedure. To eliminate possible false hits for nodes with 
multiple parents, a final test is needed to clean up any terms for which a more generic 
term (i.e., in the lattice convexRel(t1)<convexRel(t2)) is included as well. 
While not a direct translation, the algorithm creates an understandable image of 
possibilities in the smallest construction possible. 

Algorithm Translate (foreignTerm, foreignAtoms, knownTerms) 
var n: node, t1, t2: term 
begin 
knownTerms ← ø 
n ← C104 %root of lattice 
translate1 (foreignTerm, foreignAtoms, knownTerms, n) 
for each term t1 in knownTerms do 
 for each term t2•t1 in knownTerms t1 in knownTerms do 

 if convexRel(t1)<convexRel(t2) then knownTerm ← knownTerm \ t1 
end. 
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Translate1 (foreignTerm, foreignAtoms, knownTerms, n) 
var d: node 
begin 
for all descendents d of n do %traverse lattice 
 if d<>C1 then %excludes the empty convex relation 
  if allAtomicRels(d)⊆ foreignAtoms then  
   setOfKnownTerms ← setOfKnownTerms∪terms(d) 
   else translate1(foreignTerm, foreignAtoms, knownTerms, d) 
end. 

For instance, the term unequal (which resulted in a non-convex relation) can now 
be translated into a minimal disjunction of known terms. Seeding unequal with the 
disjunction of ten terms (Table 2), translate generates the description “superset or 
in/subset or along, or beside/near/out/outside/to the side of.” 

8 Conclusions and Future Work 

In this paper, we have argued for convexity as a relevant property to study within the 
spatial domain of conceptual neighborhood graphs, providing a potential glimpse into 
cognitive plausibility based on an artificial intelligence perspective. We introduced a 
formal definition of convexity in graphs, which allowed us to identify all 104 of the 
2,048 possible induced subgraphs of the A-neighborhood of simple region-region 
relations on the sphere as convex subgraphs, representing 5% of the possibilities. 

Though 5% is relatively rare, we analyzed sixteen English spatial prepositions (the 
subset of the 78 terms [33] that does not have a primary direction or orientation 
dependency) and seven mathematical spatial terms that describe the relations between 
two planar regions. We found that all sixteen natural-language prepositions were 
members of the convex relation set. Only one mathematical term—unequal—was not 
convex. Since unequal is essentially the negation of equal, it is the only term that 
describes a configuration in negative terms. This finding is in line with the insight that 
people primarily encode information based on positive and present information [23]. 

The result about the convexity of all positive terms served as motivation for the 
construction of a lattice of convex relations (similar to the temporal convex relations 
[42]) that allows for differing languages to construct semantic neighborhoods based 
on vocabulary common to their speakers and to integrate the process of translating 
prose data into a unified spatial system language. Based on the lattice of spatial terms 
we developed an algorithm that generates for a spatial term that is not part of a 
lexicon a minimal disjunction of known terms. This can pave the way for context-
aware systems [17], understandings [44], and neighborhood graphs [13]. 

There are many directions to go with convex analysis within the settings of the 
closed spatial algebras that we understand such as the Region Connection Calculus, 
the 9-intersection, and the Qualitative Trajectory Calculus [47]. While this study 
focused only on the A-neighborhood of the eleven region-region relations, the two 
other basic conceptual neighborhoods, as well as their unions, should be assessed in a 
similar way in order to identify their merit. The rich corpus of spatial predicates for 
line-region relations from the road-and-park study [43] offers another path to assess 
the importance of convex relations. While composition of topological relations has 
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been studied extensively in the past, the composition of disjunctions of relations 
[6,46] is uncharted territory. Analyzing the results of these compositions can provide 
valuable insight into the driving forces of connectivity and convexity in the quest of 
humans to deal with uncertainty on a spatial and temporal level. Early results indicate 
that the overwhelming majority of compositions of disjunctions in the 9-intersection 
model result in convex relations, but that figure is sufficiently biased by compositions 
that net no further information than universal, itself a convex set. 
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Abstract. Improving the use of vector data in web mapping is often
shown as an important challenge. Such shift from raster to vector web
maps would open web mapping and GIS to new innovations and new
practices. The main obstacle is a performance issue: Vector web maps
in nowadays web mapping environments are usually too slow and not
usable. Existing techniques for vector web mapping cannot solve alone
the performance issue. This article describes a unified framework where
some of these techniques are integrated in order to build efficient vec-
tor web mapping clients and servers. This framework is composed of the
following elements: Specific formats for vector data and symbology, vec-
tor tiling, spatial index services, and generalization for multi-scale data.
A prototype based on this framework has been implemented and has
shown satisfying results. Some principles for future standards to support
the development of vector web mapping are given.

Keywords: Web mapping, standard, spatial data infrastructure, geo-
portal, vector data, vector tiling, generalization, spatial index.

1 Introduction

An always increasing part of the maps we use every day are digital maps pub-
lished on the Internet. If the first web maps were simple static images, web
maps have progressively been considered as special images displayed within spe-
cific viewers. In such viewers, specific cartographic tools are available to explore
the geographical space by panning and zooming in and out. Data layers from
different servers can also be selected to be overlayed. The Internet has deeply
changed the way maps are nowadays designed and used [1].

However, it seems the limit of existing web mapping technologies has been
reached. To open a next level of interactivity and improve the user experience
of web maps, it may be necessary to change the approach web maps are made
with. This next step could be to enable a direct interaction of the user with the
map objects. This interaction is not possible nowadays because web maps are,
for a huge majority of them, based on raster data. Like paper maps, these maps
are just images of objects the user can only see and not touch and manipulate.

The solution to go further in web mapping interactivity is to fully open web
mapping to vector data. Vector data are nowadays mainly used in web mapping
to build static raster maps to be published on a server. Developing a new web
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mapping architecture to enable the publication and on the fly display of vector
data would be an important step toward a new generation of web mapping
applications.

In this paper, some benefits and challenges of shifting from raster to vector web
mapping are presented. A state of the art of existing techniques for vector web
mapping is given. Then, a framework unifying some of these techniques to make
vector web mapping feasible is proposed. This framework integrates the following
elements: Vector tiling, spatial indexing, multi-scale data and generalization.
Finally, requirements for future vector web mapping standards are given.

2 Benefits and Challenges of Vector Web-Mapping

Improving the use of vector data in web mapping is often shown as the next chal-
lenge of web mapping [2,3,4]. Such change would allow, for example, unlocking
the development of the following applications:

– A user could easily retrieve thematic and semantic information for each map
object, like in a traditional GIS software. This information could be displayed
in a specific window or a tool-tip. The user may have access not only to the
primary attributes of the object but also to a wider set of external data
linked to this object. This feature is especially important for augmented
reality applications [5].

– Using the object geometries, some simple geoprocesses could be performed
on the client side, like for example, computing the length of a road or the area
of a parcel. To go further, more complex geoprocesses may be run on more
advanced clients, which may open the gate to the fusion of web mapping and
web GIS.

– Because the objects are rendered on the fly on the client, vector web mapping
would allow an improved map content personalization. This personalization
could be done at the layer level (the user may define his own style for a full
data layer) and also at the object level (the user could make an important
object bigger and display it with a different style).

– Many advanced digital cartography methods such as graphic generaliza-
tion [6], label placement [7], legend customization [8,9], etc. may be intro-
duced in web mapping clients. These modules may ensure the data rendering
follows some basic cartographic principles. They may be loaded dynamically
depending on the user needs.

– A true integration of data coming from different servers would become possi-
ble. Instead of having “lazy mash-ups”, where data layers of different servers
are simply overlaid on top of each other, “smart mash-ups” could be devel-
oped. In such mash-ups, explicit relations between the objects may be com-
puted and used for specific purposes. For example, a map showing pizzerias
close to metro stations could be built from the integration and analysis of
restaurant and public transport data layers.

– The interaction between data users and data providers may be improved.
The users’ feedback on the data could be more explicit: Instead of specifying
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only the location of an error described in a free text field, the user may
submit a full and more precise update of the data. He could easily modify,
add and delete objects. He could also capture new object geometries and snap
them on existing geometries. This feature could support the development of
collaborative maps and VGI [10].

– By opening web mapping to vector data, it would not be necessary any-
more to pre-process and cache raster tiles. This may shorten the publication
of updates of existing data. This is especially important to encourage the
mapping of “live” data, like sensor data or geoRSS data. Nowadays, spatial
dynamics are usually shown on videos records - only rarely raw live data are
accessible to be displayed.

– The on the fly rendering of vector data by the client makes possible the
development of new innovative cartographic visualization techniques (see
for example figure 1), especially dynamic visualizations with moving and
changing objects. Depending on the specific context of the user, and the
nature of the data he wants to display, suitable cartographic visualization
techniques may be developed.

– and finally, vector web mapping may certainly open many other advanced
and innovative applications we cannot imagine yet [11].

Fig. 1. Magnified view as described by [12]. On the right image, the map is magnified at
the center of the view. A deformation of the vector data is computed on the fly when
the user pans. See on-line demo: http://www.opencarto.goldzoneweb.info/index.
php?id=european-regions.

The main obstacle to the development of vector web mapping is performance.
Web maps must be fast maps, and existing web maps based on vector data
usually do not meet the minimal requirements in terms of display speed. For
this reason, the approach based on the publication of pre-computed raster maps
has been preferred until now. However, taking into account that:

http://www.opencarto.goldzoneweb.info/index.php?id=european-regions
http://www.opencarto.goldzoneweb.info/index.php?id=european-regions
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– client device memory, processing and connection capacities are always im-
proving,

– and digital mapping methods of vector data, like generalization, are nowa-
days mature,

web mapping with vector data is becoming an acceptable approach. There are
already emerging practices for web mapping systems based on vector data. If
initiatives exist to make the shift to vector web mapping, it is not so common
and nowadays, a huge majority of the map used on the Internet are raster maps.
Rarely, vector data layers composed of usually few markers are displayed on top
of raster maps.

One reason of this under-utilization of vector data is the lack of well-established,
standardized and integrated approach to support efficient vector web mapping.
Existing framework have been mainly developed for raster data and do not take
into account the specific requirements of vector data. However, approaches exist
to improve vector web mapping.

3 Approaches for Vector Web Mapping

The predominant approach to use vector data in web mapping is to extend
existing raster clients to vector data. The client usually downloads vector data
and displays it on top of raster images. The well-known limit of this approach is
the long time usually necessary to transfer, decode and render the vector data.
Furthermore, the final map is often not even legible because too dense for the
map scale (see for example figure 2). As a result, the user waits a long time
before an illegible map is displayed, and the application often becomes slow.

Fig. 2. Examples of existing web maps based on vector data

Approaches exist to improve the performance of web vector maps:

Use of specific data formats. The transfer duration is improved by the use of
small and compressed formats for vector data and their symbology. There are
many formats for vector data, most of them used in GIS softwares. A significant
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part of them is based on XML [13,14] like KML, SVG, GML and SLD. XML
based formats are efficient for spatial data exchange, but usually too verbose for
a fast transmission, as required for vector web mapping. Some formats have been
developed specifically for this purpose, like the GeoJSON format. Some vector
formats allow to describe the object properties either as a list of (key,value),
following the GIS practice, either embedded within HTML code, like in KML.
File compression also helps making the files smaller (like zip compression for
KMZ files, and several JSON compressions for GeoJSON). Beside vector data
formats, style formats allow to describe how vector data are rendered. In some
vector formats like SVG and KML, the styles are encoded within the data file.
Some other formats like geoCSS, GSS and SLD allow an independent encoding
of the data and their associated styles.

Vector tiling. Existing vector web mapping applications often load a full file
containing vector data the user will never see, because outside of its current
view. Vector tiling [15,16,17] allows to ensure only the data within the user’s
view are requested and loaded by the client. The principle is to decompose
the vector dataset into different parts, each of them corresponding to vector
data contained within a tile (see figure 3). In the case vector objects belong
to several tiles, these objects are cut into pieces and each piece is assigned to
the corresponding tile. Only the tiles are published on the server (usually one
file per tile) and the client requests, caches and renders only the suitable tiles
depending on its view and zoom level. Useless data outside of the view are not
retrieved, which allows a performance improvement. A drawback of this method
is the necessity to reassemble the objects on the client side. Compared to raster
tiling, vector tiling is relatively new in web mapping and not well established
yet.

Fig. 3. Principle of vector tiling

Multi-scale data and generalization. The performance problem in vector web
mapping is often due to the use of too detailed vector data. Indeed, such data are
cumbersome to transfer, load and render, and may also not be legible as shown
on figure 2. The solution is to provide to the client vector data with a level of
detail suitable with the chosen zoom level. When the zoom level changes, new
vector data with a suitable level of detail for this zoom level are requested, cached
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and rendered. For this purpose, a multi-scale vector database is required on the
server. A multi-scale database provides different representations of a region with
different levels of details. Such multi-scale database can be produced automat-
ically by generalization. Generalization has been identified as one of the key
elements to make vector web mapping possible [18,19]. Its automation is known
as a challenging issue, and has been the topic of many research for years [20,21].
Generalization is nowadays well formalized and operational techniques are used
to automate many data and map production processes. In web-mapping, mainly
the Ramer-Douglass-Peucker filtering algorithm and some clustering algorithms
are used. Richer generalization methods exist [20,21] but have, surprisingly, not
been adopted in web mapping.

Progressive transmission. Progressive transmission and streaming methods exist
for many kind of data, like images [22]. Specific methods have been developed
for vector data [23,24,25,26,27,28,29]. The principle of these methods is to load
progressively the points composing the object geometries, and display the loaded
data continuously, before the full transmission is complete. As a result, the data
are displayed starting with a simplified view progressively enriched with addi-
tional details. Progressive transmission do not contribute to solve the perfor-
mance problem. It improves the user experience but is not the prior aspect to
focus on to unlock the use of vector data in web mapping. A progressive loading
of the data may also be obtained using asynchronous queries to the server for
each vector object.

None of the previous approaches allows to solve alone the performance problem
– an efficient vector web mapping demands to use several together. In the next
section we propose a framework that integrates some of these approaches and
may help to progress toward vector web mapping.

4 An Integrated Framework for Vector Web Mapping

4.1 The Relevant “Data Slice”

The performance issue can be solved by serving only the relevant data to the
user’s client. For this purpose, we propose to extract and serve the relevant
“data slice” in the location-LoD space, as shown on figure 4. This relevant data
slice depends on the selected position in the geographical space, and the selected
zoom level [28]. Data outside of the view, and more detailed than what the
zoom level requires are useless. Vector web mapping servers should send only
these extracted data to the clients. This requirement illustrates that scale has
to be considered as a full dimension of geographical information, like the three
spatial dimensions and the temporal dimension [30]. For the selected zoom level,
data with a relevant level of detail have to be provided. Furthermore, taking into
account that:
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– the viewer screen size (usually) do not change,
– and according to the equal information density law [31], the information

density has to be constant whatever the zoom level,

all data slices should have comparable sizes, whatever the position
and the zoom level. Consequently, depending on the client capacity (network
bandwidth, memory, processing, screen size), a threshold data slice size should be
defined, and the data slice provided by the server should not exceed this threshold
size. The only way to ensure all data slices do not exceed this threshold size is to
simplify the data by generalisation. The performance is controlled by the level of
generalisation of the vector data: If the client faces performance issues, it means
the vector data have not been simplified/generalised enough.

Fig. 4. The relevant information corresponds to the selected spatial extent, for the
selected zoom level

In order to improve the performance of vector web mapping, it is necessary
to extract the relevant data on both dimensions: Location and level of detail
(LoD).
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4.2 Location-Based Data Extraction

To extract the relevant data according to the view location, vector tiling and
spatial indexing are used.

Vector Tiling. Vector tiling allows an efficient extraction of the relevant data
according to the view location. Vector tiles are pre-computed on the server and
identified according to their position in the tiling grid. Traditional tiling grids
used for raster tiles may be applied also for vector tiles. The client needs the
capability to retrieve vector tiles according to the view location, like in raster
tiling. The following elements are also necessary:

– Vector objects are identified. The objects are built by merging their pieces
belonging to different tiles and having a same identifier. The vector format
used should include the possibility to identify the objects.

– The client is able to compute a union algorithm to build the object geome-
tries from the union of their pieces. This union algorithm is however more
simple than a generic union algorithm, taking into account that the geome-
tries to union do not overlap and only touch each other along the grid lines.
For linear geometries, this union is a simple concatenation of vertice lists.
This union algorithm may be improved by including a code to each piece,
that show from which side of the tile the original geometry has been cut.
Further work may be undertaken to design such specific union algorithm for
vector tiling.

– The client is able to cache vector data. Like for raster data, this caching
improves the efficiency, even if it requires some memory capacities. For vector
caching, two caches are required: For the tiles and for the vector objects.

– Object geometries and attributes are retrieved separately. Indeed, it is not
necessary to retrieve the object attribute values for each object piece. A
separation of both geometrical and semantic data enables to retrieve the
object attribute values only once and improve the performance.

Spatial Indexing. Spatial indexing is a well-known technique in GIS to improve
the location-based retrieval of vector objects. We propose to introduce spatial
index services to improve the vector web mapping performance. Such service has
the following characteristics:

– The spatial index structure is known by the client. We propose to use a
quad-tree spatial index build on the same structure as the vector tiling grid.

– The spatial index service has the capability to provide:
• References to the objects contained within a specified index cell,
• an individual object from its reference.

The vector data retrieval is performed in two steps: First the client computes the
relevant index cells depending on the view. If some of these cells have not been
cached yet, the client sends a query to the spatial index service to retrieve the
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references to the objects the cells intersect. Then, the client retrieves the object
it has not cached yet - because an object may be referenced in several index
cells, it may be already have been retrieved. As for vector tiling, two caches are
needed: For the index cells and for the vector objects.

Vector Tiling or Spatial Indexing? Vector tiling and spatial indexing are
two different strategies to do the same thing: Retrieve vector objects efficiently
according to their location. None of these strategies is better. In the first one, the
objects have to be reassembled on the client side. In the second one, two steps are
required, and the whole object geometry is retrieved even if only one small part is
within the view. The most suitable strategy depends on the kind of vector data:
Vector tiling is suitable for large and non compact object layers (like
for example contour lines, routes, GPS traces, etc.), while spatial indexing for
layers composed of small and compact objects (like point objects, small
areas, etc.). In case a data layer is composed of heterogeneous objects, it may
be possible to split it into two layers of large and small objects and use the
relevant strategy for each sub-layer. In order to improve the architecture of the
system (servers and clients), it is pertinent to use the same grid structure for
both vector tiling and spatial indexing (a quad-tree). In that way, the same client
cache structure for tiles and vector objects may be used for both strategies.

4.3 LoD-Based Data Extraction

Multi-scale data produced by generalization allow relevant data to be extracted
according to the zoom level. It is necessary to synchronize the zoom level with the
relevant level of detail (LoD) so that simplified enough data are transfered from
the server to the client. Pre-computed multi-scale data should follow the equal
information density law [31]: Whatever the visualization scale, the information
density should be constant and remain below a threshold. This threshold is both
a legibility and performance threshold: It ensures the map is simple enough to
be legible, and, in a web context, it also ensures there is no performance issue
according to the system capacities (bandwidth, memory, data processing and
rendering) – Generalization should be used to ensure vector tiles size is low
enough to be transfered and rendered by the client in a satisfying time.

Nowadays, only few simplistic generalization techniques are used in web map-
ping. In [6], we propose an architecture to improve the use of existing gener-
alization techniques in web mapping. In this architecture, the generalization is
shared between the server and the client:

– Multi-scale vector data are computed and stored on the server using model
generalization. Model generalization (also called conceptual or semantic gen-
eralization) allows a level of detail reduction of the data. Object representing
detailed concept are usually aggregated into objects representing more gen-
eralized concepts (See figure 5). The geometric level of detail is also reduced
according to a target resolution of the data.
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– Graphic generalization is performed on the fly and progressively on the client
while loading and rendering the vector data. Graphic generalization trans-
forms the map objects to ensure legibility constraints are satisfied. For ex-
ample, too small objects are enlarged, and too close objects are deformed or
displaced (See figure 6). Opening web mapping to vector data makes pos-
sible the development of clients with graphic generalization capabilities as
described in [32].

Fig. 5. Model generalization: Forests, forested areas, and trees. Three concepts repre-
senting the same reality for different semantic levels of details.

Fig. 6. Graphic generalization (Figure from [6])

5 Experiments

The presented framework has been implemented as part of the OpenCarto
project [33]. This project aims at providing a software platform to expose ad-
vanced spatial data visualisation techniques on the web using vector data. It
includes various modules for spatial data import, a component for multi-scale
mapping composed of a generic multi-scale data model and generalisation al-
gorithms, some components for vector tiling and spatial indexing, and a vector
web mapping client as described in [32].

The prototype has been tested on two kinds of datasets (See figure 7): A dense
dataset of small objects (world airports represented as points), and a dataset of
large objects (relief contour lines). For both datasets, one generalised data layer
has been produced for each zoom layer – the standard mercator zoom levels from
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4 to 15 have been tested. The small objects dataset has been generalised using
clustering, displacement and filtering algorithms (See figure 7 left); The large
objects dataset has been generalised using selection based on contour interval
and filtering algorithms (See figure 7 right). These datasets have then been
transformed into a hierarchy of 256*256px GeoJSON vector tiles and published
using the http://myurl.org/z/x/y.json standardised URLs pattern. No spatial
indexing service has been tested yet.

Fig. 7. Test case: Airport point data (left) and relief data as contour lines (right)

At the end of the tile preparation process, the size of the tile repository is
34MB for dataset 1 and 22MB for dataset 2. Without generalisation, these sizes
are respectively 242MB and 1.16GB. Without generalisation, the tile size distri-
bution is rather heterogeneous and some tiles have a size of 101MB for dataset 2.
With generalisation, the tile size distribution is homogeneous and do not exceed
110KB – this maximum size can be controlled by the generalisation level. For a
basic ’spatial exploration’ from one point to another and from one zoom level
to another, the performence can be measured by the data amount to transit
from the server to the client: Because the screen size do not change, the number
of vector tiles requested do not change, and because the tile size is low thanks
to generalisation, the performence is significantly improved. The spatial explo-
ration is smooth whatever the location and zoom level. No performence issue

Table 1. Comparison raster – vector

Raster Vector

Resolution Level of detail
Image pyramid Multi-scale database

Resampling Generalization
Raster tiling Vector tiling / spatial indexing

Raster progressive transmission Vector progressive transmission
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is encountered anymore, mainly thanks to the integrated use of the techniques
presented in section 4.

6 Discussion and Conclusion

In this article, the potential benefits and challenges of vector web mapping have
been presented. A framework integrating some existing techniques (vector tiling,
spatial indexing, multi scale data and generalization) has been proposed, imple-
mented and tested.

A future challenge would be to improve the integration of vector and raster
web mapping techniques. Table 1 proposes analogies between raster and vector
techniques. Unified data structures and services may be designed to progressively
erase the boundary between vector and raster approaches. In a same way that
the feature and coverage views can be integrated in GIS [34], vector and raster
approaches may be merged in web mapping. A phenomena that appears as
objects at some scales and as coverages at other scales may be represented using
either raster or vector web mapping services depending on the zoom level.

Furthermore, in order to support the development of vector web mapping
and ensure a minimal interoperability between vector servers and clients, spe-
cific standards may be proposed. Open formats for vector data and associated
style formats are required. The requirements for such format according to the
proposed framework would be:

– To allow thin representations of geometry and attributes. The JSON gram-
mar used in GeoJSON format is certainly a pertinent candidate. Standard
file compressions may also be used.

– To allow a separation between geometrical and attribute data. This require-
ment may improve vector tiling performence.

– To allow a separation between object and style description. This separation
would enable the reuse of on-line data with personalized styles and, in the
same way, the reuse of on-line styles on other data. It would make possible
the development of vector style servers, beside vector data servers.

– To allow the definition of dynamic styling behaviors. The way an object
displays should not be static - it should depend on its context.

– To allow the definition of object behaviors according different interface events.

A second standardization field may be protocols for client/server communication.
Most of the existing international standards (like the ISO and OGC standards
WMS, WFS, GML and SLD) have been designed mainly for download services
and do not take into account the specific requirements of vector web mapping.
Specific services, such as the Complex Vector Web Service Protocol, may emerge.
The spatial indexing service we have proposed may also be subject to standard-
ization – it may be designed as an extension of WFS.

Furthermore, it may be useful to improve the way the LoD/scale dimension
is handled in existing vector data formats. In the same way geographical objects
have a spatial and temporal extent, they also have a “scale extent” as formalized
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in [30]. This scale extent is a scale range for which the spatial object exists. It
would make easier the publication of vector objects on the Internet and their use
by vector web mapping applications. The definition of scale extents for vector
object exist in KML (with the “lod” element), in SLD (for layers), and also in
SVG [35]. Structures and formats to represent multi-scale objects would also be
required. For the same reason that there are coordinate reference systems for
space, it may be needed to define scale reference systems. Such scale reference
system would define which zoom levels are supported by the multi-scale vector
database – it may be continuous (an object scale extent would be a scale interval)
or discrete (an object scale extent would be a set of zoom levels).

Finally, taking into account the high diversity of geographical data available
on the Internet, it is necessary to provide generic model and graphic general-
ization patterns to be adaptable to a wide set of geographical objects. Generic
model generalization patterns such as heat maps, cluster hierarchies, multi-scale
networks and multi-scale contour maps may be developed in the future.
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Abstract. Metadata for scientific publications contain various explicit
and implicit spatio-temporal references. Data on conference locations as
well as author and editor affiliations – both changing over time – en-
able insights into the geographic distribution of scientific fields and par-
ticular specializations. At the same time, these byproducts of scientific
bibliographies offer a great opportunity to integrate data across differ-
ent bibliographies to get a more complete picture of a domain. In this
paper, we demonstrate how the Linked Data paradigm can assist in en-
riching and integrating such collections. Starting from the bibliographies
of the GIScience, COSIT, ACM GIS, and AGILE conference series, we
show how to convert the data to Linked Data and integrate the previ-
ously separate datasets. We focus on the spatio-temporal aspects and
discuss how they help in matching and disambiguating entities such as
authors or universities. We introduce a novel user interface to explore
the integrated dataset, demonstrating the potential of Linked Data for
innovative applications using spatio-temporal information, and discuss
how more complex queries can be addressed. While we focus on bibli-
ographies, the presented work is part of the broader vision of a Linked
Science infrastructure for e-Science.

1 Introduction

Over the last decades several conference series and journals have been estab-
lished to communicate and publish research on Geographic Information Systems
and Science. However, without being a member of the research community and
its different subfields, it is difficult to judge how the conferences and journals
differ, which one should be selected for a specific publication, and where to
meet scholars that share related research interests. While calls for papers and
editorial boards can be used as indicators, they do not provide enough discrim-
inatory power and overlap to a large degree. A single resource to learn about
GIScience-related publications, events, researchers, their interconnections, and
research affiliations is missing. While CiteSeer, Google Scholar, DBLP, Springer-
Link, or Mendeley offer large amounts of metadata on scientific publications, the
links between those datasets that would enable more complex queries are miss-
ing. Moreover, even within a specific bibliographic dataset it is difficult to track
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the identity of authors and their affiliations. For instance, several manual queries
are required to find all spelling variants for a single author. Thus, even simple
queries for co-authors that would help journal editors and program chairs to
find reviewers without conflicts of interest are virtually impossible. This is es-
pecially striking as the information to answer such queries is usually part of the
bibliographic data provided by publishers.

In this paper, we demonstrate that the Linked Data paradigm can provide
us with the methods to interlink datasets and establish identity by using the
spatio-temporal properties for matching and disambiguation. The term Linked
Data refers to a set of principles to publish machine-readable and understandable
data online that has been proposed by Tim Berners-Lee [1]. These principles
make use of well-established Web standards for identifying and accessing data
sources, along with lightweight semantics to create a global graph of data. This
distributed and interlinked collection of datasets is also referred to as the Linked
Data Cloud [2] and has been growing rapidly over the past years [3], with some
geographic information sources such as GeoNames1 acting as central hubs.

In this paper, we use an integration scenario for publications from different
conference series, i.e., COSIT, GIScience, ACM GIS, and AGILE to illustrate
the potential of spatio-temporal properties in Linked Data. As non-information
resources, researchers or universities can only be in one place at a given time.
Spatio-temporal information about these entities can act as identity criteria that
allow us to match data that may be registered under different names in different
datasets, and disambiguate different events that accidentally share a common
(place) name. We discuss how to use the spatio-temporal properties in biblio-
graphic data from conference series proceedings for identity reasoning. Besides
the potential of spatio-temporal information to facilitate data integration, we
demonstrate how the final product—an interlinked online collection of derefer-
enceable bibliographic resources, available through a standardized API—can act
as the foundation for intuitive, exploratory user interfaces.

We show that by semantically annotating, integrating, and interlinking bib-
liographic datasets, we can answer complex queries. For instance, due to their
history all conferences have their own areas of specialization and, therefore, at-
tract a different audience. Which researchers act as bridges between these com-
munities and conferences, i.e., have published in several conference series? Given
a certain sub-field of GIScience, which event offers the highest probability to
meet researchers who share the same interests? How do topics evolve over time,
gain, and lose interest? We have made all presented datasets, APIs, and user
interfaces freely available on the Web at http://spatial.linkedscience.org
and are constantly enriching them. While we focus on bibliographic data here,
the presented work has broader implications on e-Science [4] and is part of the
vision of a Linked Science [5] infrastructure.

The remainder of the paper is structured as follows. In the next section, we
discuss relevant related work and the used technologies. Section 3 describes the
data conversion process and data sources in detail. Section 4 presents the data

1 See http://geonames.org

http://spatial.linkedscience.org
http://geonames.org
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integration and mapping methodology and evaluates it with sample queries.
Finally, we present the system architecture and a user interface that makes
our inter-linked and enriched dataset available to the GIScience community. We
conclude our work by pointing out limitations and directions for future work.

2 Related Work

Linked Data was proposed by Tim Berners-Lee as a practical, data-driven ap-
proach towards the vision of the Semantic Web. The approach consists of four
principles [1]: (1) use of URIs as names for things; (2) use of HTTP URIs to
enable look-up; (3) use of the Resource Description Framework (RDF) and
SPARQL Protocol And RDF Query Language (SPARQL) standards for data
encoding and querying; and (4) interlinking of datasets to enable discovery. As
these principles build on established standards that have proven useful in the
“Document Web”, the approach was quickly adopted by the community [3]. The
Linked Data Cloud [2] that was built on these principles is constantly growing.
As of September 2009, it consists of more than 31 billion RDF triples, which are
the basic building blocks of Linked Data [6].

The bibliographic domain has been one of the first fields to embrace Linked
Data as a new way to publish bibliographic records online in a machine-readable
way. Several hubs in the Linked Data Cloud provide bibliographic collections, es-
pecially with an academic focus, such as the ACM library,2 DBLP,3 or CiteSeer.4
Major libraries such as the British Library or the German National Library al-
ready offer Linked Data services. In order to semantically annotate the published
datasets, the community has been working on a number of vocabularies to de-
scribe their datasets, of which the bibliographic ontology BIBO is most widely
used [7]. The Semantic Publishing and Referencing (SPAR) ontologies are a more
detailed attempt towards semantic publishing that goes beyond classical meta-
data [8]. ArnetMiner5 is an ongoing research effort based on bibliographic data,
building a dataset for exploring aspects such as advisor-advisee relationships [9]
or social network mining [10].

Unfortunately, GIScience is under-represented in systems such as ArnetMiner.
Many relevant conference series and journals are not listed. Analyzing GIScience
as research field is not new; for instance, Skupin has applied document spatial-
ization approaches to visualize the domain [11]. Agarwal et al. [12] have used a
social graph to study the interconnectedness of the community, while Grossner
and Adams [13] used Latent Dirichlet allocation to study research trends by
analyzing the full papers of the last ten COSIT conferences.

Linked Data has also recently been explored by several researchers as a new
way of publishing spatio-temporal data. Examples include a Linked Data ver-
sion of OpenStreetMap [14], Ordnance Survey Linked data,6 and data from the
2 See http://thedatahub.org/dataset/rkb-explorer-acm
3 See http://thedatahub.org/dataset/fu-berlin-dblp
4 See http://thedatahub.org/dataset/rkb-explorer-citeseer
5 See http://arnetminer.org/
6 See http://data.ordnancesurvey.co.uk/

http://thedatahub.org/dataset/rkb-explorer-acm
http://thedatahub.org/dataset/fu-berlin-dblp
http://thedatahub.org/dataset/rkb-explorer-citeseer
http://arnetminer.org/
http://data.ordnancesurvey.co.uk/
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Sensor Web [15]. The main motivations are twofold: First, Linked Data enables
adding light-weight semantic annotations to the data—a task which has bothered
geographic information scientists for more than a decade [16]. Second, Linked
Data offers a way to expose geographic information to a wider audience that does
not know anything about the standards used in spatial information infrastruc-
tures. Recent developments such as the GeoSPARQL [17] query language show
a strong tendency in the field to open up and make use of generic standards for
data exchange that do not only work for geographic information.

In this paper, we merge the efforts from these two domains. We document
how we approached this problem and show how the result enables novel user
interfaces and interaction paradigms. As such, this paper is one step in realizing
the vision of Linked Science7 [5] as an infrastructure for e-Science, an approach
to semantically annotate and interconnect scientific resources such as models,
data, methods and evaluation metrics [4].

3 Conversion Process

This section describes the conversion process of bibliographic metadata in Bib-
Tex format into an RDF representation.

3.1 Input Data

The input data for our process consist of metadata for the conference series Inter-
national Conference on Geographic Information Science (GIScience), Conference
On Spatial Information Theory (COSIT), ACM SIGSPATIAL International Con-
ference on Advances in Geographic Information Systems (ACM GIS), and AGILE
International Conference on Geographic Information Science (AGILE). For each
series, the metadata for each paper in BibTex format were used, containing infor-
mation about authors, year, title, proceedings title, editors, digital object identifier
(DOI), pages, publisher, and author affiliations. The metadata sum up to 1256 pa-
pers (110 for GIScience, 331 for COSIT, 699 for ACM GIS, and 116 for AGILE)
from a total of 36 proceedings volumes (5 for GIScience, 11 for COSIT, 15 for ACM
GIS, 5 for AGILE).8 Unfortunately, the metadata for the proceedings of some early
conferences of the GIScience, ACM GIS and AGILE series were not available. We
are constantly adding and enriching new data, e.g., to integrate the SDH, Auto-
Carto, and Spatial Cognition conference series.

3.2 From BibTex to RDF

The first step towards a Linked Data version of the series proceedings is the
conversion to RDF. For this purpose, a Java converter has been developed that
7 See http://linkedscience.org
8 Note that these numbers only describe our input data; they are not intended to analyze

the domain or make any statements about the importance of the different conference
series.

http://linkedscience.org
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iterates through the collection of BibTex files and generates RDF statements.
As mentioned in Section 2, URIs serve as identifiers for Linked Data resources.
It is therefore crucial to develop URI conventions as a first step that defines how
the URIs for different kinds of resources will be structured. These URI patterns
are then filled by certain properties from the input data:

– Paper:
http://spatial.linkedscience.org/context/paper/doiDOI
Example:
http://spatial.linkedscience.org/context/acmgis/paper/doi10.1145/
1653771.1653787

– Person:
http://spatial.linkedscience.org/context/person/personMD5-Hash
Example:
http://spatial.linkedscience.org/page/context/person/
person4a54e293d2c33b74e2aab49bb5c182b6

– Affiliation:
http://spatial.linkedscience.org/context/affiliation/affiliationMD5
Example:
http://spatial.linkedscience.org/page/context/affiliation/
affiliationc429ca266aa3fce217af9c8ef1524f9a

We followed the strategy to re-use any unique identifiers that were already
present in the data, such as DOIs for the single papers, and only created our
own identifiers when necessary. In case of the author names and affiliations, we
created MD5 hashes from the input strings in order to prevent overly long URIs.
At the same time, the hashing also removes any special characters such as um-
lauts from the URIs. The set of resources that is created by following these URI
patterns then needs to be interlinked using properties (also referred to as predi-
cates) from RDF vocabularies. The fields in the BibTex files can be mapped to
RDF properties defined in existing and widely used vocabularies. Hence, there
was no need to create new vocabularies. We have used properties from six ex-
isting vocabularies: Dublin Core (namespace dc), Friend Of A Friend (foaf),
the Bibliographic Ontology (bibo), the Ontology for vCards (vcard), and the
W3C Basic Geo Ontology (geo).9 Figure 1 gives an overview of how the differ-
ent resource types are interlinked and annotated with the properties from those
vocabularies.

The geo:lat, geo:lon and vcard:ADR properties shown in the figure cannot
be created directly from the BibTex input. They serve to encode the georefer-
ences for all affiliations. To generate them, we queried the affiliation string from
each BibTex file against the Google Geocoding API,10 which returns both the
9 See http://dublincore.org/documents/dcmi-terms/,
http://xmlns.com/foaf/spec/, http://bibliontology.com/specification,
www.w3.org/2006/vcard/ns, and http://www.w3.org/2003/01/geo/ for the respec-
tive specifications.

10 See http://code.google.com/apis/maps/documentation/geocoding/.

http://spatial.linkedscience.org/context/acmgis/paper/doi10.1145/1653771.1653787
http://spatial.linkedscience.org/context/acmgis/paper/doi10.1145/1653771.1653787
http://spatial.linkedscience.org/page/context/person/person4a54e293d2c33b74e2aab49bb5c182b6
http://spatial.linkedscience.org/page/context/person/person4a54e293d2c33b74e2aab49bb5c182b6
http://spatial.linkedscience.org/page/context/affiliation/affiliationc429ca266aa3fce217af9c8ef1524f9a
http://spatial.linkedscience.org/page/context/affiliation/affiliationc429ca266aa3fce217af9c8ef1524f9a
http://dublincore.org/documents/dcmi-terms/
http://xmlns.com/foaf/spec/
http://bibliontology.com/specification
www.w3.org/2006/vcard/ns
http://www.w3.org/2003/01/geo/
http://code.google.com/apis/maps/documentation/geocoding/
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Fig. 1. Overview of interlinking schema. Resources are depicted as ellipses, with the
three main types highlighted in bold font. Literals are depicted as boxes.

latitude and longitude for the given location, along with a properly formatted
version of the address. The affiliation strings often include very specific infor-
mation that is not required for the geocoding process, such as working group
or department information. This information is not only superfluous for the
geocoder, it often even prevents finding a result. To cover these cases, we iter-
atively removed words from the beginning of the affiliation string until a result
was returned, following the rationale that the strings usually start with more
specific information and get generic towards the end. With this approach, we
could successfully georeference all but 3 of the 1021 distinct affiliations. Note
that the total number of affiliations (1021 for 1256 papers) is so high because
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we still have separate affiliation resources for every name and spelling variant at
this point. We will tackle this issue in the following section.

The author lists and affiliations required a more complex transformation in
order to fully represent the original information in RDF. In case of the author
lists, it is not sufficient to link a paper to its authors via the foaf:publications
property. This approach drops the order of authors, as any statement about a
resource is treated equally. Therefore, when multiple statements of the same kind
are available, they will appear in an arbitrary order in the output, thus losing
the information who is first author, second author, and so on. The author entry
from the BibTex file is therefore transformed into an RDF list that is linked to
the paper resource via the bibo:authorList property, as shown in Figure 2.

Fig. 2. Schematic view of nested author lists. rdf:nil marks the end of the list.

Likewise, it is not sufficient to only attach the affiliations directly to the au-
thors via affiliation:X foaf:member person:Y, as this approach would lose
the information when the author Y was affiliated with the institution X. We
therefore reify the affiliation relationship, i.e., we turn the membership property
into a resource, that has subject, predicate, and object attached as properties.
This allows us to attach additional metadata to the whole statement—in this
case, we attach the year of publication to retain the information when this rela-
tionship was valid:

membership123 rdf:type rdfs:Statement ;
rdfs:subject affiliation:X ;
rdfs:predicate foaf:member ;
rdfs:object person:Y ;
dc:date "2005" .

In order to include the social network aspect in the dataset, we also add a
foaf:knows link between two persons if they have published a paper together.

4 Data Integration and Mapping

This section describes the mapping approach we applied to integrate and enrich
the data. In order to keep track of data provenance, the RDF data for each confer-
ence is stored in a separate named graph (e.g. http://spatial.linkedscience.
org/context/giscience). This allows us to keep track of where a specific triple

http://spatial.linkedscience.org/context/giscience
http://spatial.linkedscience.org/context/giscience
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comes from. In the following, we describe how we consolidated multiple URIs for
the same person or affiliation and how we interlinked the data across the four
named graphs.

4.1 Mapping Approach

The high number of affiliation resources generated by our initial conversion step
– 1021 affiliations from 1256 papers – shows that people use different spelling
variations of their affiliation in different papers. The same applies to author
names, where some papers include first name and middle initials, others include
only the first name (in potential spelling variants, e.g. James vs. Jim), or just
initials. While it is fairly easy to see for a human reader that the author names
Michael F. Goodchild, M.F. Goodchild and Mike Goodchild probably refer to
the same person, these heterogeneities in the input data create challenges for
the RDF generation, where we strive for a single URI that identifies a person or
affiliation.

We approached this problem by combining spatial distance measures with
string similarity measures. This mapping was carried out with the Silk link dis-
covery framework [18]. In order to consolidate the high number of URIs for
affiliations, we have compared the names of all organizations that were not lo-
cated more than 10km apart. We had to pick such a comparably high range for
the spatial search because the output of the geocoding process varied widely in
terms of the levels of the location that were recognized. Depending on the input
string, the results range from locations of exact street addresses or intersections
to cases where only the state or even only the country was recognized. The 10km
radius was selected as a rule of thumb in order to compare all places that have
been automatically georeferenced into the same city. Within this range, all orga-
nization names were compared based on the Jaccard similarity coefficient [19].
It provides a normalized measure of token-based string similarity, calculating
the size of the intersection divided by the size of the union of two sets of words.
It ignores the order of the words in the affiliation title, so that e.g., the two
strings ‘University of California NCGIA and Geography Department Santa Bar-
bara’ and ‘Department of Geography University of California Santa Barbara’
still yield a high similarity (0.78). The application of the Jaccard coefficient
prevents matching of different organizations that are located near each other.

In case of the author names, we have applied a Levenshtein distance measure as
a first step, which counts the number of editing steps between two strings [20]. Two
names with an overall edit distance below 4 and exactly matching last names were
used as candidates for consolidation.To preventmerging twodifferent persons that
happen to have very similar names, their affiliations were taken into account: if no
common affiliations could be found, these persons were kept separate.

For both the affiliations and authors, the mappings were stored into a separate
named graph at http://spatial.linkedscience.org/context/sameas. Each
triple in this graph links two resources that have been identified as representing
the same organization or person using the owl:sameAs property. As this property

http://spatial.linkedscience.org/context/sameas
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formally assigns all information about one of the linked resources to both of
them, special care must be taken not to map resources if there is any doubt that
they really refer to the same person or organization [21].

4.2 Linking Out

The fundamental idea of Linked Data is to interlink resources across different
datasets. This process enriches local datasets with external data and embeds a
dataset into the global graph. Our conference dataset contains external links to the
Semantic Web Service of the GeoNames gazetteer.11 For each georeferenced affili-
ation, we have created an outgoing link to the closest entry in Geo-Names through
its findNearby API, such as <http://spatial.linkedscience.org/context/
affiliation/affiliationdb445b559df12b0d28fe03b432be04a0> foaf:basedNear
<http://sws.geonames.org/2867543/> .

Adding a pointer to GeoNames to the dataset may seem redundant, since
the affiliations are already georeferenced. Using the external data provided by
GeoNames, however, enables new spatial queries, especially concerning admin-
istrative hierarchies. As every resource in GeoNames is part of a hierarchy
tree, these outgoing links enable queries by country or continent, for exam-
ple. The outgoing links to GeoNames are stored in a separate graph at
http://spatial.linkedscience.org/context/geonames.

5 Architecture and Interaction

This section describes the client-server architecture of the application built on
top of the dataset. It shows the user interface, explains the interaction workflow,
and shows how the SPARQL endpoint can be used for complex queries.

5.1 Architecture

Having an integrated and inter-linked data set of GIScience-related conference se-
ries allows us to develop novel applications on top of it. The Web application de-
scribed in this section is available at http://spatial.linkedscience.org. It is
based on a client-server architecture that uses asynchronous JavaScript requests
(AJAX) for communication. Figure 3 shows an overview of the architecture: The
server hosts a static HTML interface, served through an nginx HTTP server; and
a Parliament triple store that hosts the data and offers a GeoSPARQL endpoint
for querying the data.12 With this setup, it is possible to deliver an empty visu-
alization frame to the client, which then updates the shown data after every user
interaction by fetching the corresponding data from the SPARQL endpoint, with-
out interrupting the user workflow by reloading the whole page.

11 See http://www.geonames.org/ontology/
12 See http://nginx.org/en/ and http://parliament.semwebcentral.org/. Both

components are free and open source software.

http://spatial.linkedscience.org/context/affiliation/affiliationdb445b559df12b0d28fe03b432be04a0
http://spatial.linkedscience.org/context/affiliation/affiliationdb445b559df12b0d28fe03b432be04a0
http://sws.geonames.org/2867543/
http://spatial.linkedscience.org/context/geonames
http://spatial.linkedscience.org
http://www.geonames.org/ontology/
http://nginx.org/en/
http://parliament.semwebcentral.org/
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<!DOCTYPE html>
<html>
<!-- created 2010-01-01 -->
<head>
<title>sample</title>

</head>
<body>
<p>Voluptatem accusantium
totam rem aperiam.</p>

</body>
</html>

HTMLHTML
HTTP Server

Static 
website
layout

SPARQL
query results

via AJAX

SPARQL Endpoint
Triple Store

Server Client

Fig. 3. Architecture overview

5.2 User Interface and Interaction Workflow

The user interface shown in Figure 4 consists of five parts that show different
facets of the dataset: the map for affiliations, a list of the conference series, a
list of the years of publication, a list of all authors in the dataset, and a list
of the titles of all papers. Each of the shown resources can be clicked to get
further information. Clicking a marker on the map, for example, lists all authors
affiliated with the corresponding organization, along with their papers, the years
of publication, and conference series where they have published. Likewise, click-
ing a year will list all papers that have been published that year, along with
their authors, affiliations, and the conferences that took place that year. With
all data acting as thematic filters to the dataset, the user interface offers an ex-
ploratory interaction approach that allows the user to easily browse and navigate
the collection.

Figure 5 shows the map visualization that is triggered by clicking an author
name. In this case, all affiliations of this author are selected from the dataset,
ordered by date and connected by a polyline on the map. This visualization
requires the reification discussed in Section 3.2, which allows us to annotate the
foaf:member property with a timestamp.

Any click on an element of the user interface causes an AJAX query to the
server, which returns the corresponding results from the SPARQL endpoint in
Javascript Object Notation (JSON) and visualizes them on the map. This asyn-
chronous client-server interaction is handled by the JQuery framework.13

5.3 Complex Queries

While the previous subsection discussed querying via the graphical user interface,
more complex queries can be directed to the SPARQL endpoint. For instance, to
study the differences between sub-communities and their preferred conferences,
one may query for those researchers who have published at all major series and,
thus, act as bridge builders. The following query selects authors that have papers
at ACM GIS, COSIT, and GIScience.

13 See http://jquery.com/

http://jquery.com/
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Fig. 4. Screen shot of the user interface of http://spatial.linkedscience.org

Fig. 5. Example of an author trace for Matt Duckham, showing the author’s different
affiliations including time stamps

prefix foaf: <http://xmlns.com/foaf/0.1/>
SELECT DISTINCT ?author ?name WHERE {
GRAPH <http://spatial.linkedscience.org/context/acmgis> {

?author foaf:publications ?a ; foaf:name ?name .}
GRAPH <http://spatial.linkedscience.org/context/cosit> {

?author foaf:publications ?c .}
GRAPH <http://spatial.linkedscience.org/context/giscience> {

?author foaf:publications ?d .}
}

http://spatial.linkedscience.org
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Table 1. Authors that published full papers at ACM GIS, GIScience, and COSIT.
Authors marked by an (a) also published full papers at the AGILE series.

1. Benjamin Adams 7. Mark Gahegan 13. Andrea Rodríguez
2. Christophe Claramunt (a) 8. Krzysztof Janowicz (a) 14. John Stell
3. Matt Duckham 9. Christopher B. Jones 15. Egemen Tanin
4. Max J. Egenhofer 10. Lars Kulik 16. Stephan Winter (a)
5. Leila De Floriani 11. Kai-Florian Richter 17. Michael Worboys
6. Andrew U. Frank (a) 12. Claus Rinner

Out of the resulting 23 researchers, we have manually selected those that have
full papers in all series; see Table 1. Note that during the last 20 years, some
of the conferences have changed their paper categories. We therefore manually
excluded extended abstracts from ACM GIS. To show how the list of researchers
changes if we add another conference series, we have additionally filtered for re-
searchers that have published full papers at AGILE. While this is an international
conference series, it is organized by the Association of Geographic Information
Laboratories for Europe and, thus, rather attracts researchers that are or have
been based in Europe.14

A majority of the authors listed in Table 1 have either a background in com-
puter science or are working together with computer scientists. This is due to
the strong focus of ACM GIS on ’algorithmic, geometric, and visual considera-
tions ’15 and a noticeable difference to the GIScience conference series. Adding
AutoCarto and the Spatial Cognition series to the query would change this pic-
ture and highlight different researchers and associated topics.

6 Conclusions

Collections of bibliographic metadata allow for a detailed analysis of a research
field and the corresponding community. So far, publishers and libraries as op-
erators of such collections have come short of tapping this potential. In this
paper, we have described a conversion and enrichment process based on the
Linked Data paradigm that demonstrates the potential of such collections for
the field of Geographic Information Science. We have discussed how the conver-
sion and interlinking processes have been implemented. This workflow transforms
the input into RDF and makes use of different online APIs and existing Linked
Data sources for data consolidation and enrichment. We have shown how the
spatio-temporal properties in the data can be exploited for more efficient data
integration and reconciliation of resources from different origins.

Since we use the common BibTex format for the input data, the collection
can be easily extended with further proceedings and additional conference se-
ries, which will be the next step to make http://spatial.linkedscience.org

14 So far, our data only covers AGILE papers published by Springer (starting 2007).
15 See http://www.sigspatial.org.

http://spatial.linkedscience.org
http://www.sigspatial.org
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a reference portal for the community. Moreover, we plan to add new functional-
ity such as free-text search. Adding more data will also bring up new research
challenges, as an increase in the number of publications and authors brings up
new challenges for the organization of the data. In order to facilitate browsing
the collection by topic, we plan to add further keywords to the publications.
Previous research has shown that such keywords can be extracted using Latent
Dirichlet allocation [13]. These annotations would facilitate new kinds of anal-
ysis on the contents, such as the development of a certain research topic over
time. While more data is important, mining for more relations is of equal value.
In the future, we plan to subclass our knows relation with a supervisor-student
relations and add thematic roles such as reviewers or organizers. In order to gen-
eralize this approach and make it useful for other research fields, some analyses
would have to be reconsidered. The convention of the first author being the main
investigator on the paper, for example, is not consistent across all fields.
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Abstract. In this paper we investigate how a crowdsourcing approach
i.e. the involvement of non-experts, could support the effort of experts
to analyze satellite imagery e.g. geo-referencing objects. An underlying
challenge in crowdsourcing and especially volunteered geographical in-
formation (VGI) is the strategy used to allocate the volunteers in order
to optimize a set of criteria, especially the quality of data. We study two
main strategies of organization: the parallel and iterative models. In the
parallel model, a set of volunteers performs independently the same task
and an aggregation function is used to generate a collective output. In
the iterative model, a chain of volunteers improves the work of previous
workers. We first study their qualitative differences. We then introduce
the use of Mechanical Turk Service as a simulator in VGI to benchmark
both models. We ask volunteers to identify buildings on three maps and
investigate the relationship between the amount of non-trained volun-
teers and the accuracy and consistency of the result. For the parallel
model we propose a new clustering algorithm called democratic clustering
algorithm DCA taking into account spatial and democratic constraints
to form clusters. While both strategies are sensitive to their parameters
and implementations we find that parallel model tends to reduce type I
errors (less false identification) by filtering only consensual results, while
the iterative model tends to reduce type II errors (better completeness)
and outperforms the parallel model for difficult/complex areas thanks
to knowledge accumulation. However in terms of consistency the parallel
model is better than the iterative one. Secondly, the Linus’ law stud-
ied for OpenStreetMap [7] (iterative model) is of limited validity for the
parallel model: after a given threshold, adding more volunteers does not
change the consensual output. As side analysis, we also investigate the
use of the spatial inter-agreement as indicator of the intrinsic difficulty
to analyse an area.

Keywords: Volunteer Geographical Information, crowdsourcing, satel-
lite image analysis.

1 Introduction

With the emergence of web 2.0 practices, new participatory approaches in GIS
emerged in the last decade. In this paper we investigate the potential of crowd-
sourcing for the analysis of satellite imagery. Crowdsourcing can be described
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as a method of distributed problem-solving to non experts. By definition crowd-
sourcing represents the act of outsourcing a task performed by employees to an
undefined, generally large network of people or community in the form of an open
call [8]. Some commonly known examples include Wikipedia and Open Street
Map for GIS initiatives. What mechanism at the individual and collective levels
will enforce the accuracy and consistency of results? How many volunteers are
needed for a given level of quality? How to avoid to waste the time of volunteers
while consolidating the quality?

We conducted a set of experiments to test two common organizations enforcing
quality: parallel and iterative. In a parallel model, a set of volunteers performs
independently the same task and an aggregation function is used to generate a
collective output. In an iterative model, a chain of volunteers is used to iteratively
improve the work of previous workers (Wikipedia’s style).

To focus our study, we did not consider issues related to the division and
distribution of a large area to analyze among the volunteers. We also did not
consider training methods to improve the quality. Rather we only focused on
the nature of the organization and its impact on the quality, assuming that the
tasks do not need special training. We asked volunteers to identify buildings on
a set of maps. This task could be part of a larger effort to support experts in the
analysis of satellite imagery for damage assessment after a humanitarian crisis.

The paper is organized as follows. In section 2 related works in the field of VGI
are described. In section 3 we start discussing about the qualitative differences
between the parallel and iterative strategies. Then, we explain, in section 4,
the experimental setup used to test both models and introduce the use of the
Mechanical Turk Service as a simulator in VGI to assess them. We present the
experiment and its results in section 5 for the parallel model and in section 6 for
the iterative model. We finally summarise the findings in the conclusion 7.

2 Related Work in VGI

Concerning the parallel model, in 2000 the NASA launched a first experimental
project to assess the reliability of the public in the identification of craters on
Mars [9] using a parallel model. But the study did not mention type I errors (fake
alarm) and did not explicitly charaterize the relationship between the number
of volunteers and the accuracy of the results.

More recently such approach was applied in a search and rescue context, to
identify missing individuals: the scientist Jim Gray [6] and the aviator Steve
Fossett [5]. The method was to divide satellite imagery in small squares, each
issued to n people. None of these initatives managed to find them. In the case of
Fossett only 2/3 of the jobs (on 3 millions of tasks) were completed due to the
high level of redundancy required (10 reviews per square), raising the question
of the optimality of such allocation.

An inverse situation occurred for damage assessment in recent crisis (e.g.
Haiti) [17]. Official institutions requested the help of volunteers to speed up
damage assessment. For Haiti, a total area of 346 km2 was assessed in 96h after
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the earthquake (30,000 buildings). While the response was very fast, one problem
was the poor reliability of the output due to a lack of a redundancy mechanism
(1 volunteer per area), requiring the review of the whole work by experts.

On the other hand, the iterative model is the common process to incremen-
tally improve the quality of user-generated content used on web 2.0 platforms
(Wikipedia or Open Street Map). Recently [7] showed the validity of the Linus’
Law [16] ”given enough eyeballs, all bugs are shallow” used in software develop-
ment for open source projects to Open Street map by showing the correlation
between the number of contributors and the completeness of an area.

Both parallel and iterative models have been used in different contexts, we
propose here to study them qualitatively and quantitatively though experiments.

3 Organizational Models of Collective Work

Our approach is built upon the stream of two research domains: the emerging
field of human computation [15] which is a paradigm for utilizing human pro-
cessing power to solve problems that computers cannot solve, and the domain of
collective problem solving and organizational studies. We consider two models
to process information: the parallel and iterative models. In the parallel model,
n volunteers perform independently the same task generating n individual solu-
tions. An aggregation function is used to produce a collective output (see Fig. 1
(a)). In an iterative model, a chain of volunteers is used to review and improve
an unique solution sequentially (Fig. 1 (b)).

(a) parallel model (b) iterative model

Fig. 1. Schema of the parallel and iterative models

3.1 Parallel vs. Iterative Model

In this section we charaterize a set of differences between the parallel and itera-
tive models.

Problem Divisibility. In the parallel model each participant solves the prob-
lem independently and thus alone. A problem which is too complex to be solved
by one person should then be divided in easier pieces, according to a heuristics
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that need to be defined. Such a difficulty is less critical in the case of the iter-
ation model. The whole complexity of the problem can be presented at once.
One volunteer can start but not complete the problem, and next participants
improve the result. Therefore the nature of the problem and its divisibility can
restrict the choice of one approach over the other.

Exploration / Exploitation Trade-Off. A common issue on collective prob-
lem solving [10,4,13] is the exploration-exploitation trade-off emerging from the
structure of the organization. Networked organizations like iterative models can
benefit from the experience of others via the diffusion of knowledge. But ex-
ploiting previously discovered solutions can lead to a premature convergence on
suboptimal solutions. On the other hand, in the parallel model, individuals are
unable to copy one another, leading to a broader exploration in the search space
and thus generating a greater diversity of solutions.

Mechanism Enforcing Quality. The concept of wisdom of crowd [19] and
collective intelligence [22] lies on the empirical evidence that the aggregation
of diverse independently-deciding individuals is likely to make certain types of
decisions and predictions better than those of a few experts. Thus, an unbiased
approach like the parallel model better supports this property than the iter-
ative model. However, the critical question about the aggregation remains to
be considered. The iterative model integrates more naturally the notion of im-
provement, but it is very sensitive to vandalism (e.g. spamming in Wikipedia).
Furthermore, as discussed above, the social influence can impact negatively the
collective output [11] due to the path dependency effect [2]: once past decisions
have become sufficiently informative, later members simply copy those around
them.

Task and Effort. In the human computation field, [12] categorizes the nature of
the tasks according to two types: generation of information, and the evaluation
and selection of information. For the parallel model the human effort (with
potentially the task of aggregating annotation) are related to creation tasks,
whereas the iterative model also enables the reviewing. Thus, the effort required
can be different: starting from scratch to produce an output requires a priori
more effort than reviewing or improving a previous result.

The properties of the parallel and iterative models are summarized in Table 1.

4 Experimental Setup

To evaluate each model we choose the problem of identifying buildings within
three different areas using a web platform enabling people to annotate them. We
chose 3 areas having different topologies and difficulties (cf Fig. 2) . Each map
was annotated by one expert in the same conditions as volunteers: 183 buildings
were found for map 1, 418 for map 2 and 194 for map 3.
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Table 1. Characteristic of parallel/Iterative models

Parallel model Iterative model

Process Same task given to n volun-
teers generating n solutions
aggregated into an unique
solution.

Chain of n volunteers re-
viewing and improving a
unique solution.

Type of problem Problem divisible in tasks
completable at an individ-
ual level + strategy to
merge results

usable for complex problem
not easily divisible at an in-
dividual level.

Quality mechanism redundancy + diversity, but
useless redundancy for obvi-
ous decisions

sequential improvement but
path dependency effect +
sensitivity to vandalism

Optimisation tradeoff Independency of decisions
emphasizing exploration
strategy to solve problem

diffusion of knowledge /
copy emphasizing exploita-
tion strategy

Task & effort generating information from
scratch (+ aggregation)

reviewing + improving pre-
vious work

4.1 Metrics

To evaluate the performance of a model, we use the traditional recall and pre-
cision metrics [1] in the context of VGI to measure type I (false positive) and
type II errors (false negative).. In our context, the precision rate Pm is the prob-
ability that an annotation is a building for a given model m. The recall rate
Rm is the probability that a building is identified. The F-measure Fm is the
weighted measure of both the precision and recall rates. Such metrics enable us
to measure the trade-off between annotations that are not actual buildings (false
positive errors) and not identified buildings (false negative errors). Both metrics
are interconnected: mechanisms increasing the precision rate also increase the
risk of accepting false positives and thus decrease the recall rate. Mechanisms
improving the recall rate increases the risk of accepting false negatives and thus
decreases the precision rate.

Let us define A ∩ε B the intersection of two sets of points, A and B, with a
tolerance ε as the set of parwises (a,b)

A ∩ε B = {(a, b) ∈ A×B, d(a, b) < ε}, (1)

with d(a, b) the Euclidean distance between point a and b and with a one-to-one
matching constraint i.e. ∀(ai, bi) and (aj , bj) ∈ A ∩ε B, ai �= aj , bi �= bj .

With this notion, we define the precision, recall and F-measure as

Pm =
|Vm ∩ε E|

|Vm| , Rm =
|Vm ∩ε E|

|E| , Fm = 2
PmRm

Pm +Rm
(2)

with E the set of annotations generated by the expert and Vm the set of anno-
tations representing the output generated by volunteers organised according to
a given model m (parallel or iterative).
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Fig. 2. Three areas with different topologies and densities of buildings. The first row
represents the satellite images and the second one the buildings identified by experts
(gold standard). From the left, the first column (map 1) represents a sparse area in the
Rusinga Island, the 2nd column (map 2) an area in Haiti mixing sparse and dense areas
of buildings and the last column (map 3) represents a dense area of Port au Prince in
Haiti.

4.2 MechanicalTurk as Simulator in VGI

To recruit participants we used the Amazon Mechanical Turk service (MT).
MT is a general-purpose labor market created for crowdsourcing diverse short
tasks that are easier to complete for humans than machines (e.g. image labeling,
sentiment analysis) in exchange of small financial rewards [18]. Such service
became increasingly popular for scientists (e.g. in natural language processing,
information retrieval and machine learning) because it demonstrates faster and
cheaper web-based experiments with an access to a broader population than
students in lab experiments [14]. As far as we know this method has not been
experimented to simulate and benchmark organizational models in VGI as we
propose here.

5 Experiment 1: Exploring Parallel Model

The goal of this experiment is to understand the relationship between the number
of participants and the accuracy of the output using a parallel model for three
different maps. The instructions on the on-line platform were to identify and
click on every building within a given area.
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Since each area was chosen large to gather enough annotations, we cut them
in four smaller parts. To realize the annotation task, we present consecutively
each part in a random order. The user can not submit a contribution without
having reviewed the four small parts. To avoid spammers the system accepts a
contribution only if the volunteer has created at least 50 markers (1/4 of the
gold standard).

We then tested several aggregations technics. Related crowdsourcing tech-
niques have already been studied to classify a predefined set of images or texts
[20,21], asking the opinion of several labelers for each item. In this case, volun-
teers play the role of (noisy) classifiers. In our case, the map is a continuous space
with no predefined distinct set of items. So volunteers play the role of producers
of data, extracting all the potential regions of interest (ROI) - buildings -, as
well as their classical role of classifiers, filtering only relevant ones at a collective
level. Our crowdsourcing method can be decomposed as follows:

1. Generate n tasks for n volunteers and send them to MT.
2. Once the tasks are completed, cluster spatially the annotations to find all

the potential ROIs (buildings).
3. Validate or not each ROI according to the level of inter-agreement among

the volunteers.

5.1 Clustering Points

Grid-based Clustering. We first tested a coarser method by using a grid-based
clustering. For each volunteer Vk in a group of n volunteers, we discretize the
space in a grid of � ×m cells with width(cell) = height(cell) = ε, the tolerance
distance. We then assign to each cell the value 1 or 0 according to the presence or
absence of annotations. We finally aggregate and validate the results according to
an agreement ratio q (see section 5.2) such that each output cells c∗ij is computed
as the following:

c∗ij =

⎧⎨
⎩
1, if

1

n

∑n
k=1 c

k
ij ≥ q

0, else
(3)

with ckij the opinion of volunteer Vk about the presence or absence of buildings on
cell (i, j) in the grid. The problem of this approach is the potential unmatching
with the topology of the map and its partitioning in a grid, possibly generating
quite low performance results (see results in Fig. 6).

Density-based algorithm. Due to the poor performance of the grid-based algo-
rithm, we have tested the density-based spatial clustering for spatial noise (DB-
SCAN) [3] which requires two parameters: the minimal reachability distance eps
and the minimum number q of points required to form a cluster. The parameter
q could be seen as a decision threshold in a voting process to validate or reject a
cluster of points: if more than q annotations are close enough, we consider it as
q volunteers voting for the same area. Once the clusters are defined, we compute
their centroids as buildings.
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(a) Annotation (b) Discretization (c) Aggregation (d) Filtering

Fig. 3. Grid-based clustering. (3a) represents the annotations of a volunteer for map 3
that are discretized using a grid with 6-meter resolution in (3b). Once discretized they
are aggregated with other volunteers, producing the spatial inter-agreement map, see
(3c). The darker the cell, the more volunteers made a marker inside it. Finally each
cell is validated or not according to a minimum agreement threshold, see (3d).

Democratic clustering algorithm. The main problem with DBSCAN is the lack
of a democratic aspect. Firstly several close points selected by the same user are
enough validate a ROI, although the annotations of different volunteers should be
required. Secondly, DBSCAN performs worse with a large amount of volunteers
in dense images since it is sensitive to the chaining-effect (see Fig. 4).

To tackle this issue, we proposed a clustering algorithm termed democractic
clustering algorithm (DCA) using spatial and democratic constraints: a cluster
should be made of close enough points, originating from different users.

To meet this goal, we changed the notion of spatial neighborhood for a more
democratic version. Let Ai be the set of annotations made by the ith volunteer,
and A the set of all the annotations from a group g of n volunteers. We introduce
the democratic neighborhood of a point a ∈ A, as the setNg(a) of points, defined
as Ng(a) = {a∗1, a∗2, ..., a∗n} with a∗i = argmin

ai∈Ai

(dist(a, ai)). In other words, Ng(a)

is the set made of the observation ai from each volunteer i in the group g which
is the nearest to a.

(a) Superposition of
10 volunteers

(b) DBSCAN results (c) DCA results (d) Gold standard

Fig. 4. DBSCAN vs DCA. The DBSCAN method performs worse with large amount
of volunteers in dense images (map 3) due to the chaining effect generated by the noise
of more volunteers: 120 clusters found with 3 volunteers while only 71 clusters found
with 10 volunteers
.
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The process of the clustering algorithm is the following. Step (1): we take a
random point a ∈ A and build Ng(a). Step (2): we filter Ng(a) according to
a maximum distance ε to get Ng

ε (a) = {a∗i , d(a∗i , a) < ε}. Ng
ε (a) represents a

potential cluster. Step (3): since all volunteers have the same weight, we validate
each cluster according to the number of vote i.e. the fraction of volunteers who
have an annotation inside Ng

ε (a). We introduce a decision threshold q and cluster
a is accepted if |Ng

ε (a)|/n > q. Step (4): when a cluster is validated, we define
the location of a building as its centroid, and we remove Ng

ε (a) from A. If the
cluster is not validated we just remove a from A. Finally we iterate the process
from step (1) until A is empty.

5.2 Voting Process and Decision Threshold

A question is now to chose the appropriate decision threshold q = k/n to validate
each ROI (cluster), where k is the number of volunteers having voted for it, and
n is the number of participants.

To understand the impact of q on the quality of the result, we compute the
average accuracy (defined in the next section) with q varying from 0.1 (at least
10% of volunteers should agree to validate a cluster) to 1 (everyone must agree).

Several observations emerge from Fig. 5. (1) As expected due to the correlation
between precision and recall, the higher the agreement ratio q, the higher the
precision rate (the probability to identify a cluster as a building) and the lower
the recall rate (the probability that a building is detected). (2) as q is a factor
impacting significantly the global quality of the result (F-measure), it should be
choosen carefully. A common method in crowdsourcing is to apply a majority
voting rule: a decision is validated if at least more than half of the participants
agree i.e. q = 0.5. However such rule is clearly not optimal in our case since
q∗ ∈ [0.25, 0.3] turns out to give the better F-value.

To explain such a bias in q∗ compared to a majority rule, we computes the
precision and recall rates at the individual level for all volunteers. We found
that the probability for a user to miss a building is in general much higher
than to make a mistake when annotating one (i.e. lower recall rate compared to
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agreement ratio q, for map 3
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the precision rate). With this bias at the individual level, the optimal decision
threshold q∗ is lower than 0.5 because the increase of the recall rate is faster than
the decrease of precision rate, thus improving the F-measure. In terms of signal
theory, this means that the signals generated by the crowd have little noise, so
we can lower the filtering level to improve the detection rate.

5.3 Results

In our experiment, n participants have annotated independently the maps. It is
n = 121 for map 1 , n = 120 for map 2 and n = 112 for map 3. From the n
participants, we generate m random groups of k participants. We varied k from
1 to n and chose m as m = min(Ck

n, 200), where Ck
n is the binomial coefficient.

We denote Gk the set of groups with k participants. Then for each group g ∈ Gk

we aggregate the annotations using one of the three clustering algorithms (Grid,
DBSCAN, DCA) and compute precision, recall and F-measure of the output,
with the best agreement ratio q∗ and a tolerance distance of 7 meters. Fig. 6
shows the mean value of the F-measure and the related 95% confidence interval
of the distribution for each Gk with k = 1, .., 20.

First the performance of the DBSCAN is quickly degraded with the amount
of volunteers in a dense environment (map 3) compared to sparse environment
(map 1). The grid-based algorithm and the DCA are however robust to the
chaining effect. The performance of the DCA is the best of the three proposed
aggregation methods for all maps.

A second remark is about the existence of a ’skill’ threshold. Except for
the case of DBSCAN in dense areas, increasing the number of volunteers in-
creases the collective performance (F-measure) in an asymptotic way until a
given threshold is reached: around 0.9 for map 1 , 0.7 for map 2 and 0.75 for
map 3. Allocating more than 5 volunteers shows a limited improvement on the
accuracy and variability, while requiring more resources.
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5.4 Analysis of Spatial Inter-agreement

We also investigated the spatial inter-agreement for each pairwise of volunteers
(Fig. 7a) to study how the population agree spatially and its correlation with
the collective performance. We define the spatial inter-agreement between 2 vol-
unteers Vi and Vj as the set of matching annotations from all the distinct points
with a tolerance distance ε.

Agreeε(Vi, Vj) =
|Vi ∩ε Vj |
|Vi ∪ε Vj |

(4)

In Fig. 7a the inter-agreement between two random users is high for map 1,
reflecting the high consensus/low difficulty to analyze the area, as already ob-
served in Fig. 6. Furthermore map 3 and especially map 2 have a lower mean
(respectively 0.4 and 0.27) and a higher variance of inter-agreements, in agree-
ment with their increased difficulty, also illustrated in Fig. 6. Thus, the density
distribution of the spatial inter-agreement can be used as metrics to better assess
and compare the intrinsic difficulty of different areas.

A second post-analysis is to represent the spatial density of type I errors (the
location of popular false buildings) and type II errors (the location of commonly
missed buildings). For instance a map for type II errors is obtained by coloring
each building according to its difficulty i.e. the percentage of volunteers who have
identified it. Such a map illustrates qualitatively common pitfalls and differences
between non-experts and experts in terms of analysis. Such analysis could be
integrated into a teaching method or a collective feedback process to improve
the results.

6 Experiment 2: The Iterative Model

The goal of this experiment is to understand the relationship between the num-
ber of volunteers or number of iterations, and the accuracy of the output. The
instructions for the first iteration are similar to the parallel model. For the sub-
sequent iterations we asked each volunteer to improve the previous iteration by
validating or rejecting the annotations, and to create new annotations if required.
Every annotation rejected by a volunteer is removed for the next iterations. To
avoid spammers the system accepts a contribution only if the first volunteer
created more than 50 markers, or if the next user either rejects less than 1/3
of annotations or validates more than 1/3 of them. If the task is not accepted,
the system restarts the iteration with another volunteer. A typical sequence of
annotation as produced by the sequential model is shown in Fig. 8.

6.1 Results and Comparison with the Parallel Model

The methodology for the iterative model is the following: for each map we gen-
erate n independent instances on which we ask volunteers to improve the result.
Then we compute, for a given number of iterations (= number of volunteers)
the average recall, precision and f-meature rates from all the intances.
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(a) Distribution of the spatial inter-agreement of map 1
(left), map 2 (center), map3 (right)

(b) Example of visualiza-
tion of the spatial density
of type II errors

Fig. 7. Post analysis: Fig. 7a represents the distribution of the inter-agreement rate
among every pair of volunteers for each map. We clearly see the intrinsic difficulty of
analyzing each map though the ratio of disagreement among volunteers.Fig. 7b is an
example of spatial representation of the density of type II errors ( missed buildings) of
an area map 2: each point is colored according to the % of volunteers having identified
the building, e.g. purple points represent rarely identified buildings i.e. by less than
10% of the volunteers, while green ones represent easy identified buildings (¡80% of the
volunteers).
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Fig. 8. Example of the iterative process for the map 3: eight iterations are shown,
with new markers in blue, validated markers in green, rejected markers in red and not
analyzed ones in gray.
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Fig. 9. Basic iterative model (plain line) vs the parallel DCA model (dotted line):
average F-measure and 95% confidence interval, as function of the number of volunteers

As data, we generated n = 13 instances for map 1 producing from 7 to 10
iterations on each instance (with a total of 107 iterative tasks), n = 25 instances
for map 2 (with a total of 203 tasks) and n = 21 for map 3 (with a total of 174
tasks).
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In Fig 9 the F-measure and the related confidence interval are shown, for the
iterative strategy (plain line) and the parallel DCA model (dotted line). Several
observations emerge: (1) in terms of variability, the redundancy mechanism en-
ables the parallel model to outperform the basic iterative strategy. (2) In terms
of accuracy, the iterative strategy outperforms the DCA only for map 3 a dense
and difficult area. However, due to our methodology and the limited amount of
data produced with only 10 iterations / volunteers, we do not reach the optimal
point.

A deeper investigation of the precision and recall rates reveals two main dif-
ferences between the behavior of the parallel and iterative models. Due to re-
dundancy, the precision rate of any parallel strategy increases with the number
of users (less false identification). In an iterative strategy, we observe that the
mean precision rate decreases for two out of the three maps: some volunteers did
not carefully reviewed the previous work and thus some mistakes accumulated.
However, for the recall rate, we observe that an iterative strategy improves the
spatial coverage (and thus the recall rate) as the iteration goes on. On the other
hand, adding more volunteers in the parallel model does not produce such an
effect since additional volunteers work independently and annotate mainly the
same obvious buildings.

7 Conclusion

In this paper we investigated the characteristics of two strategies to crowdsource
satellite image analysis: the parallel and iterative models. We first analyzed their
qualitative differences according to the type of problem, the mechanism enforcing
quality, the exploration/exploitation tradeoff and the tasks proposed to the user.

7.1 On the Properties on Each Model

Bothmodels present different forms of redundancy. The parallel model has an hor-
izontal form of redundancy by allocatingn independent volunteers in parallel to do
the same task, favoring an exploration strategy in the search space. It aggregates
the results by keeping consensual decisions (wisdom of the crowd). The iterative
model has a vertical form of redundancy by asking n volunteers to perform the
same task: improving previous results and thus favoring an exploitation strategy.

parallel model: Linus’law [16], studied for OpenStreetMap, an iterative model,
as a limited validity in the parallel model: after a given threshold, adding more
volunteers will not change the representativeness of opinion and thus will not
change the filtered / consensual output. At this stage, adding more volunteers
is not anymore a factor of improvement. In our context, allocating more than
5 volunteers has a low impact on the accuracy and variability, while increas-
ing unecessary the resources. Furthermore we showed that varying the decision
threshold in the voting process is a factor impacting significantly the global qual-
ity (F-measure). This threshold should be choosen carefully, especially regarding
any bias at the individual level. In our case applying the majority rule produces
sub-optimal performance due to such a common bias.
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iterative model: We observed that the first iterations have a high impact on the fi-
nal results due to a path dependency effect: stronger commitment during the first
steps are thus a primary concern for using such model (asking expert/committed
users to start).

7.2 On the Performance on Each Model

We investigated the quality of both organisational model according to two as-
pects: the accuracy (type I and type II errors) and consistency of the results.
We concluded the following:

Accuracy - type I errors: The parallel strategy, generating only consensual re-
sults, corrects type I errors (wrong annotations) more significantly than the
iterative model. However in difficult areas (e.g. map 3), it does not mitigate well
disagreements. Thanks to the accumulation of knowledge, the iterative model is
thus more approprieted to handle ambiguous cases, or problems being hardly di-
visible in smaller and easier tasks participants will perform better than a parallel
model when ambigious cases are considered to migitigate decision). So the iter-
ative model outperforms the parallel one for difficult/complex areas, but with
a potential path dependency effect: mistakes could be propagated, generating
more easily type I errors as the iterations proceed.

Accuracy - type II errors: We observed that the iterative model reduces type
II errors (the spatial coverage) from one iteration to the next. It outperforms
the parallel model due to the accumulation of knowledge, enabling next users to
focus their attention on ‘fresh’ areas. The lower spatial coverage that is usually
seen with the parallel model is due to the nature of the strategy: due to the
independence of the work, the nth volunteer might well annotate for the nth times
the same obvious building, without bringing new information at the collective
level. This results in a waste of time for the volunteer and the community.

About the consistency of the result: The parallel model provides an output which
is more reliable than that of a basic iterative. The reason is that the latter is
sensitive to vandalism or knowledge destruction.

According to such findings, an hybrid model could be based on an iterative
model to take advantage of knowledge accumulation. But the allocation of vol-
unteers should be driven by the uncertainty of the current annotations. Areas
freshly annotated should attract the attention of the next contributors (redun-
dancy) to remove collectively the uncertainty and lock the decision for the re-
maining iterations. This will avoid knowledge destruction in the next iterations
and enable next volunteers to focus only on uncovered areas or other uncertain
annotations. The uncertainty of a given ROI can be estimated by the degree of
uncertainty of a single volunteer or by the disagreement within a committee of
volunteers.
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7.3 Tools

In term of methodology and tools, we introduced the use of Mechanical Turk as
a fast and cheap simulator in research in VGI to explore and benchmark partic-
ipatory models. For the parallel model, we proposed a new algorithm to cluster
spatial data with democratic constraints. We also investigated the distribution
of the spatial inter-agreement and the spatial density of type I and type II er-
rors as (1) a way to assess the intrinsic spatial difficulty of an area and (2) as a
training reflexive tool for volunteers to learn from common mistakes (type I and
II errors).
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Abstract. Raster spatial datasets are often analyzed at multiple spa-
tial resolutions to understand natural phenomena such as global climate
and land cover patterns. Given such datasets, a collection of user defined
resolutions and a neighborhood definition, resolution sensitivity analysis
(RSA) quantifies the sensitivity of spatial autocorrelation across differ-
ent resolutions. RSA is important due to applications such as land cover
assessment where it may help to identify appropriate aggregations levels
to detect patch sizes of different land cover types. However, Quanti-
fying resolution sensitivity of spatial autocorrelation is challenging for
two important reasons: (a) absence of a multi-resolution definition for
spatial autocorrelation and (b) possible non-monotone sensitivity of spa-
tial autocorrelation across resolutions. Existing work in spatial analysis
(e.g. distance based correlograms) focuses on purely graphical methods
and analyzes the distance-sensitivity of spatial autocorrelation. In con-
trast, this paper explores quantitative methods in addition to graphical
methods for RSA. Specifically, we formalize the notion of resolution cor-
relograms(RCs) and present new tools for RSA, namely, rapid change
resolution (RCR) detection and stable resolution interval (SRI) detec-
tion. We propose a new RSA algorithm that computes RCs, discovers in-
teresting RCRs and SRIs. A case study using a vegetation cover dataset
from Africa demonstrates the real world applicability of the proposed
algorithm.

Keywords: Resolution correlograms, descriptive correlogram statistics,
rapid change resolution, stable resolution intervals, resolution sensitivity
analysis.

1 Introduction

Many raster spatial datasets exhibit spatial autocorrelation [8,5,11,9,6,16,15], a
unique property recognized by Tobler’s famous observation that“all things are
related, but nearby things are more related” [16]. GIScience research tradition
has christened this observation the First law of geography and echoed the need
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to honor spatial autocorrelation while formulating analytical methods for spa-
tial data analysis [9,6]. A common application of spatial autocorrelation is land
cover assessment [12,10,3,4,19], where it is useful in analyzing raster datasets to
determine the natural patch size of the underlying land cover (e.g., patches of
plant growth in mountainous regions [12]). Here, spatial autocorrelation analy-
sis provides insights into similarities and differences between different land cover
types within and across eco-regions [12,3,4]. This analysis helps scientists incor-
porate spatial dependence structures into multiple regression models that may
help predict land cover dynamics [3,4].

However, spatial autocorrelation has been observed to be sensitive to spatial
parameters such as neighborhood definition, e.g., used to define spatial weights
matrix [12,3,4,1,2]. To illustrate, we consider a simple example from land cover
assessment. Figure 1(a) shows a sample land cover image dataset where individ-
ual cell values is the mean of three bands (e.g. Red, Green and Blue). Figure 1(b)
shows the sensitivity of spatial autocorrelation value as measured by the Moran’s
I spatial autocorrelation measure. There are three different spatial neighborhood
sensitivity plots in this figure, each corresponding to a different spatial resolution
of the input image (Figure 1(a)). Each of the sensitivity plots in Figure 1(b) is a
spatial correlogram [5]. Since these plots reveal the variation in spatial autocor-
relation across several neighborhood sizes, these plots can be termed as distance
based correlograms.

(a) Input Image at 512 × 512 Resolu-
tion(Mean of the three bands)
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(b) Distance sensitivity of spatial auto-
correlation (fixed resolution)

Fig. 1. Sample Land cover dataset(Best Viewed in Color)

Even though Figure 1(b) reveals the distance based sensitivity of spatial auto-
correlation, many applications, particularly land cover assessment require tools
that can quantify the sensitivity of spatial autcorrelation (e.g. by detecting use-
ful patterns of variation in spatial autocorrelation) with respect to the resolution
(cell size) of the spatial dataset. Such an analysis is particuarly useful to produce
datasets where the presence or absence of certain patterns in natural phenomena
may be dictated by the cell size in the dataset (as observed in existing litera-
ture [14,1,12,3,4]). In this application context, quantifying resolution sensitivity
becomes important to provide additional insights into the patterns of variation in
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spatial autocorrelation [19]. Some important questions posed by this application
include, Are there resolutions where spatial autocorrelation changes rapidly ? Are
there resolution ranges where spatial autocorrelation is stable?. Performing reso-
lution sensitivity analysis (RSA) on raster datasets generated from applications
like land cover assessment and climate science may help answer such questions,
allowing users to make informed decisions about the extent of cell aggregation.

In typical application scenarios, users provide a raster spatial dataset similar
to the one shown in Figure 1(a) at different spatial resolutions or cell sizes. In
addition, information pertaining to a fixed spatial neighborhood and a threshold
on the sensitivity of spatial autocorrelation are also provided. Given these inputs,
the goal of RSA is to quantify the variability in spatial autocorrelation by report-
ing interesting patterns in this variability. For example, given a raster dataset
such as Figure 1, RSA can identify rapid change resolutions (RCRs) and discover
stable resolution intervals(SRIs) by computing resolution correlograms(RCs) as
opposed to distance correlograms. By identifying these interesting patterns, RSA
can provide additional insights for choosing appropriate aggregation levels for
raster datasets.

However, performing RSA is challenging for two key reasons: (a) the absence
of a multi-resolution definition of spatial autocorrelation and, (b) possible non-
monotone variation in spatial autocorrelation across resolutions. For example,
the value of Moran’s I can change in either direction (positive or negative), imply-
ing that overall decreasing trends in autocorrelation may also include increasing
trend subsets.

Resolution sensitivity

Analysis

Distance sensitivity

Analysis

Scale sensitivity of
spatial autocorrelation

Graphical Methods Quantitative Methods
(Our Work)

Fig. 2. Classification of Related
Work

Related Work: Approaches to scale sen-
sitivity analysis of spatial autocorrelation
fall broadly into two categories: (a) distance
sensitivity analysis(DSA) [12,3,4,5] and (b)
Resolution sensitivity analysis (RSA). Fig-
ure 2 shows the classification of different ap-
proaches to scale sensitivity analyis of spa-
tial autocorrelation. The left category, DSA
is based on well known methods such as dis-
tance based correlograms that are primarily
graphical methods. A graphical method of
sensitivity analysis may be helpful to un-
derstand the overall trend in the variability
of spatial autocorrelation. However, such
methods are limited in quantitative reason-
ing and do not reveal interesting insights regarding different patterns of change
in spatial autcorrelation. Our work addresses this gap by focusing on a quantita-
tive methodology that provides new insights by discovering patterns of change in
spatial autocorrelation in addition to providing a basic graphical representation
of resolution sensitivity.
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Our Contributions: Specifically, this paper makes the following contributions:
(a) We define the Resolution senstivity analysis problem; (b) We formalize the
notion of resolution correlograms (RCs) for two popular spatial autocorrela-
tion measures, namely, Moran’s I [11] and Geary’s C [8]; (c) We provide simple
examples via descriptive resolution correlogram statistics that can describe sim-
ple trends in spatial autocorrelation across resolutions; (d) We propose a novel
RSA algorithm that can compute resolution correlograms, descriptive correlo-
gram statistics and discover interesting patterns, including rapid chance resolu-
tions(RCRs) and stable resolution intervals(SRIs);(d)Finally, we provide a case
study using a GIMMS vegetation cover dataset from Africa to validate the use-
fulness of RSA in a real world application setting.

Scope: While the notion of resolution sensitivity can be applied to vector
datasets as well, this paper focuses primarily on raster data. The notion of
scale can have multiple meanings and definitions. This paper primarily focuses
on spatial resolution as a form of scale. Detailed performance evaluation of the
RSA algorithm is beyond the scope of this paper. Also, the aim of the case study
here is to demonstrate the real world applicability of proposed approaches. A
detailed domain interpretation of discovered patterns or insights is beyond the
scope of the current work. Finally, the RSA problem described in this paper
relies on the user to input data pertaining to different resolutions or to specify a
meaningful aggregation scheme for pixels. For simplicity, we make use of a pixel
aggregation based mean of neighboring pixels. Other aggregation schemes are
beyond the scope of this paper.

Convention: Resolution in raster datasets is usually referred to as the inverse of
cell size. In this paper, references to change in resolution implies any change in cell
size. Spatial neighborhood can be specified via topological notions such as queen
connectivity or via a fixed spatial lag. However, examining differences between use
of either spatial neighborhood definition is beyond the scope of this paper.

Outline: The paper is organized as follows: (a) Section 2 formalizes the notion of
resolution correlograms and formulates the RSA problem; (b) Section 3 outlines
the general layout of the RSA algorithm and describes specific details of RCR
detection and SRI discovery; (c) Section 4 evaluates the real world applicability of
RSA on a vegetation cover dataset from Africa and reports potentially interesting
trends in spatial autocorrelation for this dataset; (d) Section 5 discusses several
issues relevant to RSA, including its relationship with other forms of multi-
resolution analysis; (f) Finally, Section 6 concludes the paper.

2 Basic Concepts and Problem Statement

This section reviews several basic concepts, formalizes the notion of resolution
correlograms, presents descriptive correlogram statistics and formulates the RSA
problem.



136 P. Mohan, X. Zhou, and S. Shekhar

2.1 Basic Concepts

A raster spatial dataset is a sample of continuous natural phenomena as
observed by a data collection system such as a sensor or a satellite. Raster
datasets consist of simple units called pixels or picture cells. Many raster
datasets are characterized as matrices of cells and are labled by the number of
cells contained in the rows and columns of this matrix. Figure 1(a) shows a raster
dataset with rows and columns containing 512 cells each.

Each cell within a raster dataset may contain some information about a phe-
nomenon that was observed by a data capturing system. This information may
sometimes be distributed across several layers or bands. For example, the raster
dataset in Figure 1(b) contains aggregate information, that is, the mean of three
individual color bands namely, red, green and blue.

The Resolution of a raster dataset is determined based on the physical size
of cells, e.g., 1m × 1m or 1km × 1km or 1◦ × 1◦ latitude, longitude. Due to
the availability of multiple data layers, scientists may choose to create raster
datasets at different spatial resolutions of a spatial dataset to understand a nat-
ural phenomenon such as land cover. For example, Figure 3 shows the dataset
in Figure 1(a) at two different resolutions. The aggregation process usually in-
volves combining neighboring cells to form cells of larger size. For example, in
Figure 1(a) the aggregation of 5 neighboring cells yields an aggregated dataset
(Figure 3(a)) where cells sizes are 5 times those in the original dataset. Similarly,
combining 9 neighboring cells yields a coarser dataset as shown in Figure 3(b).
It is apparent from Figure 3 that as the cell size increases, the cell level infor-
mation changes. An important consequence of this is the possible change in cell
neighborhood information.

(a) Aggregated image (cell size =
5)

(b) Aggregated image (cell size =
9)

Fig. 3. A raster dataset at multiple resolutions(Best Viewed in Color)

In spatial analysis, neighborhood information is usually represented as a spa-
tial weights matrix denoted asW [1]. Cell aggregation in raster datasets essen-
tially changes the original dataset and disturbs the W-Matrix, making it sensitive
to a change in spatial resolution. This change in the structure of the W-Matrix
makes all spatial autcorrelation analysis techniques sensitive to changes in spa-
tial resolution. Traditional spatial autocorrelation measures such as Moran’s I
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and Geary’s C are particularly sensitive to changes in data resolution as well as
change in the W-Matrix, especially the row normalized W-Matrix.

When the resolution of a raster dataset is varied via aggregation, the sensitiv-
ity in Moran’s I and Geary’s C with respect to resolution can be graphically rep-
resented as a Resolution Correlogram as illustrated in Figure 4. Figure 4 (a)
and (b) show the Moran resolution correlgoram (MRC) and the Geary resolution
correlogram (GRC) respectively derived from the image dataset of Figure 1(b).
The X-axis in Figure 4(a) and (b) shows different cell sizes corresponding to
different resolution levels. The Y-axis shows the spatial autocorrelation level at
the corresponding resolution measured using either Moran’s I or Geary’s C. In
addition to a resolution correlogram, many users may be interested in descriptive
statistics that can provide insights on the distribution of spatial autocorrelation
across resolution.

Descriptive resolution correlogram statistics provide a quantitative
summary of spatial autcorrelation sensitivity across resolutions.
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Fig. 4. Resolution correlograms for Image dataset in Figure 1(b)
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Fig. 6. Resolution change patterns in spatial autocorrelation

For example, Figure 5(a) and (b) show the histogram with descriptive res-
olution statistics for the MRC and the GRC respectively. In Figure 5(a) the
sample shows a negative skew with the median autocorrelation at 0.469. Also,
the sample variance is significantly low (e.g., 0.001) indicating a possible positive
spatial autocorrelation across all resolutions. A similar trend is observed in Fig-
ure 5(b) for the descriptive GRC statistics. However, descriptive statistics may
provide only a summary view of resolution sensitivity. For deeper insight, one
may want to detect interesting, useful and non-trivial patterns from resolution
correlogams. Two such patterns are: (a) rapid change resolution and (b) stable
resolution interval .

A rapid change resolution (RCR) represents a pattern of rapid increase
or decrease in spatial autocorrelation across resolutions. RCR can be a change
point or change interval. For example, Figure 6(a) shows RCRs computed
from the MRC highlighted as red ellipses. RCRs can be quantified using several
schemes, including the CUSUM statistic [13] and other measures based on the
rate of change in spatial autocorrelation across resolutions [20]. In this figure,
the curve with a thick black line and points represented as squares is the MRC.
The second curve with dotted lines and data points represented by circles is
the CUSUM statistic for the MRC. Figure 6(a) shows dotted red ellipses high-
lighting RCRs corresponding to intervals and points respectively. The CUSUM
value corresponding to the point RCR is also highlighted. While RCRs can help
identify resolutions of unstable spatial autocorrelation, discovering resolutions
of stable autocorrelation may help scientists make informed decisions to appro-
priately choose the correct spatial resolution for analysis. A stable resolution
interval (SRI) can be defined as a collection of resolutions at which spatial au-
tocorrelation is relatively unchanging. For example, Figure 6(b) shows SRIs for
the MRC highlighted by dotted blue ellipses.

Problem Statement : Based on the above concepts, we define the RSA prob-
lem as follows:

Input: (a) a raster spatial dataset at multiple resolutions; (b) a sensitivity
threshold and ; (c) a fixed spatial neighborhood definition.
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Output: (a) resolution correlograms (e.g. MRC and GRC); (b) descriptive res-
olution correlogram statistics; (c) rapid change resolutions; (d) stable resolution
intervals.

Constraints: Correctness and Completeness.

Example: In land cover assessment, the input raster spatial dataset may be
available at different resolutions as shown in Figure 3. The sensitivity threshold
can be defined as a standard deviation threshold (e.g. 0.005). The fixed spatial
neighborhood can be defined as a topological neighbor (e.g. queen connectivity)
or lag based neighbor (e.g. 1000 meters). Based on these inputs, the goal of the
RSA problem is to find the following outputs: (a) Resolution correlograms, MRC
and GRC as shown in Figure 4; (b) descriptive resolution correlogram statistics
as shown in Figure 5; (c) rapid change resolution as shown in Figure 6(a); and
(d) stable resolution intervals, as shown in Figure 6(b).

3 Resolution Sensitivity Analysis Algorithm

In this section we describe the general structure of our resolution sensitivity anal-
ysis (RSA) algorithm, including steps for detecting intervals of stable resolution
and rapid change. The RSA algorithm has four important steps: (a) Resolution
correlogram computation, (b) Descriptive correlgram statistics computation, (c)
rapid change resolution detection and, (d) stable resolution interval discovery.

Detailed explanation of steps in RSA algorithm:

Algorithm 1. RSA Algorithm

Input: (a) Raster Spatial Dataset at different resolutions.
(b) Spatial neighborhood size.
(c)A sensitivity threshold.

Output: (a) Resolution Correlogram for Moran′s I and Geary′s C.
(b) Descriptive correlogram statistics.
(c) Abrupt change resolutions.
(d) Stable resolution intervals.

1: Initialize MRC, GRC, MRW
2: for r := 1 → maxResolution do
3: Compute W −Matrix, W (r)
4: MRW ← MRW ∪ W (r)
5: Compute Moran′s I, I(r) using W (r)
6: MRC ← MRC ∪ I(r)
7: Compute Geary′s C, C(r) using W (r)
8: GRC ← GRC ∪ C(r)
9: end for
10: Compute Descriptive Correlogram Statistics
11: Compute Rapid Changes (RCR)
12: Compute Stable Resolution Intervals(SRI)
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Steps 2-9 of the algorithm compute the Moran Resolution Correlogram (MRC)
and the Geary Resolution Correlogram (GRC). To do this, the algorithm com-
putes the W-Matrix, W (r) corresponding to a resolution r. For example, given a
dataset such as the one in Figure 3 and suitable thresholds, these steps compute
MRC and GRC as shown in Figure 4.
Step 10 computes different descriptive correlgoram statistics, including, the
sample correlogram mean, sample variance, sample median, sample skewness,
and the sample mode. This step also computes a histogram to represent the
population of spatial autocorrelation values.
Step 11 discovers interesting patterns of change in spatial autocorrelation,
namely, rapid change. In this step, these are points and intervals where a spatial
autocorrelation value that undergoes a sharp increase or decrease is reported.
Step 12 discovers other interesting trends in spatial autocorrelation, namely,
resolution intervals where spatial autocorrelation is stable within a sensitivity
threshold.

Steps 11 and 12 of the RSA algorithm report interesting, useful and non-trivial
trends in spatial autocorrelation based on different resolution correlograms. We
provide additional details of these steps in the next section.

3.1 Discovering Spatial Autocorrelation Trends

The RSA algorithm reports two types of patterns in spatial autocorrelation: (a)
rapid change resolution (RCR) and (b) stable resolution intervals (SRI) based on
the computed resolution correlograms and user specified sensitivity thresholds.
In step 11, the algorithm computes RCRs that include both points and inter-
vals. To detect point RCRs, RSA computes the CUmulative SUM (CUSUM) [13]
statistic and reports any resolution that may show a rapid change in spatial aut-
correlation value with respect to the mean level. To compute interval RCRs, the
RSA algorithm evaluates the persistence of any rapid change within a resolution
interval. Since it is also likely that the autocorrelation is non-monotone within a
resolution interval, the RSA algorithm makes use of a statistic that is based on
the average change in autocorrelation across resolutions to quantify the rate of
change. The algorithm picks the RCRs that exceed the top α percentile in slope
as “rapid change units.” The score of the statistics for each candidate interval

RCR is computed as follows: score = AVG(all ΔI)
AV G(ΔI of rapid change units)

It can be proved that the value is between 0 and 1, where a larger value indicates
that the overall change trend is more likely to be rapid. For a given sensitivity
threshold, the algorithm finds all the resolution intervals that have a score that
is larger than this threshold, and eliminates shorter intervals that are subsets of
any RCR . In the running example of Figure 6(b), we discovered a number of
such resolution intervals, including the one from pixel size 33 to 57. A detailed
explanation of different enumeration schemes to find the RCR efficiently was
explored in our earlier paper [20].

Figure 7 illustrates the RCR computation step. The boxes represent all the
resolutions and corresponding intervals. The diagonal line represents individual
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resolutions. To find a resolution change point, RCR analysis examines all diago-
nal candidates sequentially and keeps a score until the change point is discovered.
To find resolution intervals, the RCR discovery step traverses the entire space of
resolution intervals, and computes the score for each one. The figure illustrates
a row-wise enumeration strategy where all the intervals ending with the same
resolution are examined from longer ones to shorter ones. Detailed pseudo code
can be found in our related paper [20].

In step 12, the RSA algorithm computes other interesting resolution ranges
(e.g. stable resolution intervals) by making use of an altered score function that
can be written as follows: score = SQRT (AVG(X2

i ) − (AV G(X))2), where
AV G(X2

i ) and (AV G(X))2 can be computed using simple functions such as
SUM() and COUNT (). Techniques such as building lookup tables can be used
to further accelerate the computations. Details can be found in our related pa-
per [20]. As shown in Figure 6, we found that the Moran’s I value is stable at
resolutions ranging from 13 to 25. Also, Figure 7 shows that stable resolution
intervals (SRIs) can also be computed in a manner similar to RCRs. The SRIs
enumerated are shown as red colored boxes in Figure 7.

4 Case Study

We illustrate the usefulness of RSA through a real world case study on a GIMMS
vegetation cover dataset in Africa [17]. Figure 8(a) shows one snapshot of this
dataset in August, 1981. Data values are the Normalized Difference Vegeta-
tion Index (NDVI) measured between 0 and 1. A larger value indicates more
vegetation cover on the ground. Ocean and areas outside the study region are
marked with invalid value, and were ignored in the analysis. The dimension of
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this dataset is 1152 by 1152 pixels, where each original pixed represents about
0.07 degree on the earth surface. Figure 8 shows one snapshot of this dataset at
three different resolutions. We applied the RSA algorithm on four snapshots in
the dataset, namely, August 1981, November 1981, February 1982 and May 1982,
and present the results. These four snapshots of vegetation cover correspond to
four different seasons in Africa. This analysis was performed using Matlab 2010b
on a 4 Core 2.53G Workstation with a Ubuntu Linux system.

4.1 Method and Results

For this study, we ran the RSA algorithm to compute both the MRC and GRC
for 40 different resolutions of the GIMMS vegeration dataset, with cell sizes rang-
ing from 1 to 40 times the original size. Aggregated images for resolutions 10
and 20 are shown in Figure 8(b) and Figure 8(c). After computing the resolution
correlograms, the algorithm also identified RCR intervals and SRIs from these
correlograms. Figure 9 shows the results of applying the RSA on the four differ-
ent seasons of GIMMS vegetation dataset at 40 different resolutions. Figure 9(a)
and Figure 9(c) show the MRC and the GRC respectively for the four seasons.
The general trend observed in these figures is that the spatial autocorrelation
measured by Moran’s I increases at very fine resolutions, reaching a peak and
then slowly drops to a lower level. This suggests that the data contains a certain
level of local heterogeneity. The turning point of the curve shows the resolution
at which autocorrelation or heterogeneity vanish.

This analysis helps in data preprocessing and noise smoothing. However, for
different seasons, the turning points vary. As shown in Figure 9(a), in summer
(August), the data is more locally heterogeneous as the Moran’s I value reaches
its maximum at a coarser resolution. Analogous trends are also observed for the
Geary’s C measure in Figure 9(c) where the value of Geary’s C decreases and
then increases. This can be interpreted as an increase and then subsequent de-
crease in spatial autocorrelation with respect to resolution.

Figure 9(b) and 9(d) show different patterns in spatial autocorrelation sen-
sitivity detected by RSA. The thick red lines in Figure 9(b) and 9(d) show the
RCR intervals and the dotted blue lines show the SRIs. Among the four seasons,
the ones for February (winter) and August (summer) show interesting results.
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With the sensitivity threshold set to |ΔI| ≥ 0.005 and a score threshold of 0.5,
we find that the curve for February has hardly any RCR intervals while the Au-
gust curve has a steadily decreasing interval from resolution 17 to 40 (as shown
in Figure 9(b)). With the same sensitivity threshold value of 0.005, the Moran’s
I value for the February curve stays stable from resolution 2 to 21 and from 23
to 37, while there is no stable interval found in the August curve using the same
threshold. As for the Geary’s C measure, even though the trends are opposite,
the interpretation is analogous.

These results are likely due to the fact that the vegetation in the rain forest
and grassland are less irrigated by precipitation in the dry winter, which brings
down the spatial heterogeneity at large scales. By contrast, the dense rain forest
and grassland in summer (August) makes the land cover quite different at large
scales, compared to the large area of deserts in the north.
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5 Discussion

In this section we briefly several issues relevant to RSA including, first steps to
new research directions and multi-resolution tools that do not directly analyze
spatial autocorrelation sensitivity.

The RSA algorithm proposed in this paper does not explore any computation-
ally efficient schemes to guarantee better computational performance. Exploring
new computational approaches that can speed up the performance of RSA may
be another interesting direction for research. For example, in the current formu-
lation of the algorithm, the W-Matrix is computed repeatedly. However, similar
to data transformation via pixel aggregation, it may also be possible to define
new W-transformation techniques that are cheaper than re-computing W it-
self. This might be a promising direction, particularly in cases where the spatial
neighborhood sizes are large. Also, from a spatial database perspective, W com-
putation can be viewed as a spatial join [15]. The spatial database literature has
explored a vast family of spatial indices (e.g. Quad Tree, R-Tree) that may be
useful for W computation.

While this paper focuses on multi-resoultion senstivity of spatial autocorrela-
tion, multi-resolution analysis itself is a well studied area, particularly dominated
by a family of mathematical structures called Wavelets [18,7]. Wavelets are pri-
marily parametric methods which make use of a fixed set of basis functions
to model observations of a natural phenomena that may exist across multiple
resolutions. In addition, wavelet based methods assume a fixed aggregation hier-
archy for pixels in powers of two, which may or may not represent the reality. In
contrast, this paper explored non-parametric methods (e.g., SRI discovery) to
discover interesting patterns in resolution sensitivity of spatial autocorrelation.

6 Conclusion

This paper explored the resolution sensitivity of spatial autocorrelation in the
context of land cover assessment. This paper formalized the notion of resolution
correlograms based on the popular Moran’s I and Geary’s C measures of spatial
autocorrelation. We introduced a new resolution sensitivity analysis algorithm
that computes these correlograms, descriptive correlogram statistics and reports
interesting patterns of change in spatial autocorrelation. Finally, a case study
using the GIMMS vegetation cover dataset from Africa validated the real world
applicability of resolution sensitvity analysis. In resolution sensitivity analysis,
sometimes it may be useful to aggregate pixels via clusters. In future work, we
hope to explore the effect of different aggregation schemes including clustering to
generate datasets of coarser resolution. The approach for resolution sensitivity
analysis proposed here utilizes global autocorrelation statistics. However, local
autocorrelation statistics might provide an enhanced view of variability in spa-
tial autocorrelation levels across resolutions. Hence, in future work, we plan to
explore analysis of local resolution sensitivity.
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Abstract. Today, advances in short-range ad-hoc communication and
mobile phone technologies allow people to engage in ad-hoc collabora-
tions based solely on their spatial proximity. These technologies can also
be useful to enable a form of timely, self-organizing emergency response.
Information about emergency events such as a fire, an accident or a toxic
spill is most relevant to the people located nearby, and these people are
likely also the first ones to encounter such emergencies. In this paper we
explore the concept of decentralized ad-hoc collaboration across a range
of emergency scenarios, its feasibility, and potentially effective communi-
cation protocols. We introduce the LocalAlert framework, an open source
agent simulation framework that we have developed to build and test var-
ious form s of decentralized ad-hoc collaboration in different emergency
situations. Initial experiments identify a number of parameters that af-
fect the likelihood of a successful response under such scenarios.

Keywords: decentralized spatial computing, decentralized ad-hoc col-
laboration, emergency situation management, agent framework, ad-hoc
communication, ad-hoc communication protocols.

1 Motivation

Technological advances in mobile phones, location-based social network applica-
tions, and ad-hoc communication abilities will change the ways in which people
respond to emergency situations in the future. Emergencies vary greatly, from far
reaching events such as fast moving wild fires, hurricanes, or flooding, to events
experienced on a smaller spatial scale such as a bomb threat in public building, an
assailant at a school or university, or an accident at a local chemical plant. These
events are characterized by occurring suddenly, requiring immediate reaction, and
being first encountered by people in close proximity to the event.

In the domain of geosensor networks, the term decentralized spatial comput-
ing was coined [13] to capture the fact that while individual sensor nodes only
capture a local glimpse of a geographically larger phenomenon, they can collab-
orate with their immediate local neighbors to identify a larger phenomenon. In
this context, global control or coordination is not necessary, nor do local nodes
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need to understand the global phenomenon to coordinate locally. The paradigm
of ad-hoc situational collaboration could be similarly powerful in emergency re-
sponse situations that involve information related to spatio-temporal events and
the people located their proximity.

Imagine the following scenario: Mary is shopping at a local superstore. While
she sorts through some items on a shelf, she hears a person screaming and a
shot being fired. She can determine the general direction of the sound, but she
cannot find out what is really happening. Alarmed and scared, Mary checks
her smartphone application, LocalAlert, a real-time location-based spatial event
notification and coordination application. LocalAlert is location-aware, and en-
ables short-range communication between people in spatial proximity without
the need for users to know each other or connect to a centralized infrastructure.
LocalAlert recognizes Marys location and can detect other people in her proxim-
ity. The application might then display (via text or graphics) information about
the already-known event in the store. If not, Mary can ask a question that is
forwarded to others in her proximity and ultimately relayed to people who may
have encountered the event first hand. Mary is now better informed and decides
to leave the store using a safe route. Mary continuously checks LocalAlert for
updates in case the shooter has moved, and evaluates various escape routes.
Using LocalAlert, Mary can retrieve up-to-date information about the situation
as provided by other people in the same emergency. Other scenarios include a
bomb threat in a public building or apartment complex, or a fast moving wildfire.
LocalAlert can help to identify shortest evacuation routes for people unfamiliar
with a building floor plan, or display notifications about blocked routes by other
people who encountered them. LocalAlert is not restricted to emergency situa-
tions either; it can also be useful in other location-based proximity scenarios. For
example, drivers might be stuck in a suddenly occurring traffic jam and want to
know the length of the traffic jam or its cause.

Today, several technical and non-technical challenges remain. While GPS can
be used for outdoor localization, determining accurate indoor location is still an
active research area; this is relevant if LocalAlert is combined with mobile map-
ping. Further, todays mobile phones and smartphones have limited ad-hoc com-
munication abilities based on short-range radio devices and ZigBee-based mesh
networks [21]. This, how-ever this is changing rapidly due to the advantages of se-
cure short-range communication enabled by ZigBee. User interface questions also
remain: in which form should information about events be created? It might take
too long to type in textual event messages in time-critical emergency situations,
and text-based messages are difficult to automatically aggregate.

Decentralized self-organizing applications for emergency situations do not
(yet) exist. Our first objective is to test the general feasibility of such an ap-
proach. Our second objective is to investigate different ad-hoc communication
protocols and coordination strategies between smart device users to identify ef-
fective protocols under different circumstances. For example, if users already
have partial event information, they might prefer to pull (ask) for additional
information. On the other hand, people first discovering a suspicious event will
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likely alert (tell) other, unaware people in their vicinity who could be affected.
Or perhaps some combinations of the two approaches would occur? Which com-
munication protocol leads to information saturation in the system quicker? What
are the key parameters of such an information dissemination system, and how
do these parameters depend on each other? Beside decentralized notification of
an event, can collaborative coordination also be achieved? To investigate the
feasibility and limitations of ad-hoc decentralized coordination we have imple-
mented the LocalAlert simulation framework. In LocalAlert, smartphone users
are modeled as agents in a spatial environment in which they follow routes and
accomplish objectives. The simulation environment accommodates both indoor
and outdoor spaces, a rich set of dynamic event types, and a range of ad-hoc com-
munication protocols and coordination strategies. We tested them under varying
input conditions, such as different agent populations, event types, and behaviors,
and tested the efficiency of the notification and coordination strategies.

The remainder of this article is structured as follows. In Section 2, we describe
the technological background of this research to demonstrate feasibility. Section
3 introduces our LocalAlert simulation environment and Section 4 contains our
performance analysis. Section 5 discusses related work, and Section 6 offers our
conclusions and identifies possible future work.

2 Background

In this section, we present the background consisting of different research areas
and technologies that are related to our exploratory approach. We also briefly
discuss the state of the art in these areas to assess the feasibility of our approach.

2.1 Ad-Hoc Communication Technology

Ad-hoc communication technology [7] has been available for several decades and
has found widespread application in wireless sensor networks, mesh networks
and mobile ad-hoc communication networks (MANETs). Instead of relying on
preexisting routing infrastructure with routers or access points, a wireless ad-hoc
communication network is decentralized. Here, all network devices have equal
status and can connect with any other devices in their wireless link range. The
communication topology of the network is built ad-hoc based on node proximity,
availability, and wireless link properties, and devices participate in the routing
of messages by forwarding data to other more distant nodes via multiple “hops”
(see Figure 1). The routing methods in ad-hoc networks attempt to dynamically
find paths between two nodes A and B. The presence of dynamic and adap-
tive routing protocols make it possible to set-up ad-hoc networks quickly, with
minimal configuration, and enable dynamic restructuring on-the-fly since the
devices do not need to be known by name ahead of time. This fact makes them
well suited for use in a wide range of emergency situations, including natural
disasters or military conflicts.

Today, most mobile phones support several types of wireless communication,
such as communication over cellular, Wi-Fi and Bluetooth networks. Efforts to
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provide built-in support for ad-hoc networking in mobile phones are also taking
place. For example, ZigBee [21], a widely used interoperability standard spec-
ification for various ad-hoc networking protocols, includes the ZigBee Telecom
Services standard [22] for value-added services such as mobile gaming, secure mo-
bile payments, and mobile advertising. Also, the ZSIM card has been proposed,
which provides local ad-hoc communication using the ZigBee mesh protocol and
supports local ad-hoc links over distances up to 70m indoors and 400m outdoors.
Ad-hoc communication using mobile phones, however, should not be confused
with cell broadcast [6] for GSM-based mobile phones. Cell Broadcast (CB) mes-
saging is a one-to-many, geographically focused messaging service that allows
users to broadcast a text message anonymously and simultaneously to all phone
subscribers currently located within a cell of the larger cellular network. This
service however is not available to the average subscriber.

EVENT

A

B

Fig. 1. Ad-hoc communication

2.2 Ad-Hoc Collaboration

Ad-hoc communication enables ad-hoc collaboration between computing nodes.
It has been introduced as a robust and flexible paradigm by wireless sensor net-
works to cooperatively accomplish tasks [5]. Ad-hoc collaboration is a higher-
level concept than ad-hoc communication; it can be defined as the collaboration
of several computing nodes located in spatial proximity to achieve a task, even
in the absence of previous communication or collaboration. Since there is no
central coordinator with global knowledge that assigns roles or partial tasks to
the nodes, every node can act to initiate collaboration and decide to partici-
pate in collaboration initiated by other nodes. This mode of collaboration is
also called decentralized collaboration. In geosensor networks, ad-hoc collabora-
tion has been used to aggregate locally sensed information collaboratively into
global knowledge about a phenomenon such as establishing its currently esti-
mated boundary [8,9]. In mobile geosensor networks, sensor nodes participate in
ad-hoc collaboration with nodes that they encounter in their spatial proximity
while moving, and then pass on information to them. Examples of this include
vehicles communicating about hazardous road conditions [14] or information
exchanges in intelligent transportation networks [16].
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2.3 Smartphones and Emergency Management

Today, smartphones account for about a third of the mobile phone market [12].
They are often equipped with GPS, and enable location-based social network ap-
plications such as Foursquare, Gowalla, and Google Latitude, which allow users
to “check in” to places in real-time. Other location-based social applications in-
clude mobile friend finders, mobile gaming applications, and dating applications.
Although today, people use social media applications on smartphones to share
their location (and potentially other) information in real-time, ad-hoc commu-
nication based applications for ad-hoc collaboration do not (yet) exist.

Smartphones and similar mobile devices are also currently used for emergency
management. Applications exist that let people store “in-case-of emergency”
data on their smartphone – such as critical contact information, a list of current
health care providers, or severe allergies – for easy access. Additionally, smart-
phones and similar devices are used as platforms for centralized updates about
emergencies by cities and states. For example, Cupertino, California launched an
emergency application that acts like a Rolodex with critical information in case
of an emergency (such as earthquakes, wildfires, etc.) with real-time weather and
hazard alerts, as well as with meeting place and shelter locations [3,10]. Similar
applications are available in other cities.

3 Simulating Agent-Based Decentralized Ad-Hoc
Collaboration in Emergency Situations

In this section, we describe the important components of the LocalAlert simu-
lation framework, and specify the problem space we have investigated, imple-
mented and tested. To enable modeling of ad-hoc collaboration in emergency
situations we conceptualized different types of space, agents and spatial emer-
gencies (called events). Furthermore, we modeled ad-hoc collaboration strategies
between agents in detail. Our objectives are to firstly investigate the feasibility
of this approach and secondly, to identify which collaboration protocols work
well under which circumstances.

3.1 Modeling Space and Events in LocalAlert

In the LocalAlert framework the space serves as a shared environment for all
agent entities.

Shared, dynamic space: We provide a base space, represented by an ad-
justably sized two-dimensional grid of cells, on which entities like agents
and events exist. The space is configurable as a combination of freely nav-
igable spaces and obstacles, thus, supporting the modeling of a wide range
of indoor or outdoor spaces of varying complexity. The space is composed
of patches, which are either non-agent-barrier patches, which act as freely
navigable space for agents, or agent-barrier patches, which represent cells an
agent may not travel over (e.g. event physical barriers and exits). All patches
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Fig. 2. The LocalAlert framework simulating agents and events

have a patch-capacity. The LocalAlert framework supports the use of more
complex base-maps; however, they are not used in our current analysis.

Events: Events are defined as an additional but separate agent entity class.
Events possess attributes and follow rules which determine their overall be-
havior: since we are modeling dynamic spatio-temporal events, these behav-
iors include properties such as maximum expansion radius and rules which
dictates how moving events act when they reach a wall. For simplicity, agent-
event interaction is limited by the following rules:

1. Agents may freely and safely observe events at any distance greater than
one patch. This helps agents in the space who are trying to maintain
both their intended heading and some desired buffer distance from all
proximate events.

2. Agents and events cannot safely occupy the same location in space at the
same time, and agent safety is currently a binary property: completely
unharmed (safe), or completely injured (consumed by the event). This
reduces model and framework complexity while still producing viable
data as it relates to the effectiveness of a given strategy.

3.2 Modeling Agents in LocalAlert

Agent entities are modeled around mobile smart-device users, who all have the
common goal of obtaining and then disseminating information about spatio-
temporal events occurring in the shared space. Agents can sense events directly
based on a sensing-range parameter, or via the exchange of information with
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other agents in the space (limited by a communication-range parameter). They
distinguish between two objectives: either wandering freely or responding to
an event, depending on the types and amount of information they currently
possess. In the default wandering state, agents move freely around the currently
unconstrained space and retain this state until they either decide to exit on their
own, or encounter or are informed of an event. In either case, when agents switch
into the second state of responding, their primary objective becomes quickly but
safely exiting the space. The range of an agent’s abilities to communicate and
sense is determined primarily by the framework parameters. Furthermore, in case
of encountering an event first-hand, agents are tasked to perform the collective
process of decentralized emergency coordination and self-organization.

3.3 Ad-Hoc Communication and Collaboration Strategies in
LocalAlert

Since communication is central to many of the questions related to this research,
LocalAlert features an extensive set of communication protocols that determine
how agents can communicate with each other. Communication involves agents ex-
changing messages that contain a variety of spatial information about events and
the space it-self. In the simplest form, a message consists of a unique message ID,
a message body, and a location, which refers to the location of the spatial entity
that themessage refers to (i.e. the event). Thus, updates about event locations can
be accommodated in this model. Additional message fields, such as the number of
hops a message has taken before being received, are also maintained.

Communication: We have currently implemented two communication types:
push (agents send information) and pull (agents request information) strate-
gies. Additionally, for each communication type we investigate two message
distribution models, epidemic and broadcast. Under the epidemic message
distribution model, the number of other nodes selected for communication
varies from 10% to 90% of the available neighbors in communication range,
while in the broadcast mode, a message is flooded across the network (i.e.
each agent receiving a message forwards it to all other agents in its own
communication range).

Collaboration: Collaboration consists of notification and adaptive coordina-
tion. In the notification mode, agents simply request information about an
event or inform others about an event. In the collaborative mode, agents
exchange spatial information about the space (e.g. which exits are blocked?)
and the event (does the event change location? Where is it now?). Both
modes are forms of dynamic collaboration, where old messages about the
same event can be updated with new information. We compare three differ-
ent levels of agent collaboration:
1. Sensing only: in this mode, agents do not cooperate or communicate

with other agents in the space in any way; all information is obtained
solely through an agents sensory capabilities. Thus, the agent has to
encounter the event. This basically reflects todays situation, where ad-
hoc communication enabled smartphones are not used.
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2. Selfish: in the selfish mode, agents collaborate only until they have ful-
filled personal exit requirements, at which point they no longer actively
participate in communication with other agents, though they may still
act as intermediate nodes in forwarding information to others.

3. Cooperate: agents collaborate fully with others for the full duration of
their time in the space.

Agent communication is modulated by several framework parameters, i.e. how
often agents communicate, with how many other agents an agent communicates,
and how many messages an agent may store.

During the communication and collaboration processes, agents perform intel-
ligent message aggregation. Currently, agents combine messages based on the
identification of an existing message with matching location and message body
fields. This, along with the other various message fields, allows agents to rank
information in a number of ways: for example, an agent may sort all known
exit locations by proximity, or by the number of times the agent has received
a message using the times-heard field. The LocalAlert framework also provides
additional message handling and decision-making support mechanisms for an
agent, such as managing a blacklist, which contains messages that are no longer
suitable to pass on, e.g. messages about a previously known safe exit, which is
then discovered to be blocked. Upon discovering any such invalid information,
agents purge all matching messages from their current message and knowledge
lists, with the intent of ensuring out-of-date information is no longer spread.

3.4 Implementation

The LocalAlert framework is implemented in NetLogo [19], a free, cross-platform,
programmable multi-agent modeling environment. NetLogo is particularly useful
for the investigation of models that have dominant spatial or temporal elements,
or systems models, which evolve over time. Our strategy was to encapsulate the
newly developed core functionality into small, purpose-built modules so that the
LocalAlert framework is extensible, reusable, and easily expandable to accommo-
date new functionality without changes to existing code. The code is available
at http://code.google.com/p/gaem/.

4 Performance Evaluation

4.1 Test Parameters

Our interest is in identifying optimal communication and coordination strategies
under a variety of emergency situation scenarios. We constructed a series of nine
experiments, representing different combinations of event and response compo-
nents. These experiments are designed to investigate the influence of the follow-
ing parameters on our proposed response models: agent population or density
(256 vs. 512 vs. 1024 agents), coordination strategy (cooperate, selfish, or sens-
ing only), communication protocol (push vs. pull-based, broadcast vs. epidemic),

http://code.google.com/p/gaem/
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event type (single fixed, single expanding, single moving, multiple events), and
initial event location with regard to exit locations. Results from each run are
ranked according to the metric “ticks-to-completion” which represents the num-
ber of iterations required to reach an exit criterion. Ticks to completion serves
as the most telling measure of effectiveness since the faster agents are informed,
the faster they can make informed decisions and exit. However, as time is not
the only measure of effectiveness, we also examine the robustness of a response
strategy, as it relates to how likely the strategy is to succeed.1

4.2 Validating Decentralized Ad-Hoc Collaboration

Table 1 shows the results for an expanding event scenario. We evaluated two
criteria: speed (minimum ticks-to-completion) and reliability (how likely a given
strategy is to succeed). For each agent population, a total of four columns are
presented: the first two columns represent the top 10th percentile of successful
runs (raw count and percentage), and 3rd and 4th column represent the number
of successful runs per strategy and its percentage of the overall runs. For exam-
ple, we simulated 720 runs with 256 agents, and 188 of the successful runs used
the full cooperation strategy, while 170 runs used either the selfish or sensing
only strategies. Additionally, for each agent population, a pass rate (PR) value is
provided, representing the total pass rate (number of successful runs/number of
runs tested) regardless of configuration: for example, roughly 73% in the case of
an expanding event with 256 agents. For expanding events, the tests show that
the full cooperation strategy results in the fastest exiting of agents, with this
strategy representing 60-76% of the fastest successful runs. The relative location
of the event also matters – events near the exits (bottom-half) delay escaping

Table 1. Testing different collaboration strategies for expanding events

expanding 256 (73.33% PR) 512 (85.56% PR) 1024 (90.00% PR)

top (%) total (%) top (%) total (%) top (%) total (%)

strategy
cooperate 41 75.93 188 35.61 48 70.59 206 33.44 59 60.82 216 33.33
selfish 13 24.07 170 32.20 20 29.41 209 33.93 29 29.90 210 32.41
sensing only 0 0.00 170 32.20 0 0.00 201 32.63 9 9.28 222 34.26

location
bottom-half 0 0.00 187 35.42 0 0.00 223 36.20 56 57.73 204 31.48
center 35 64.81 236 44.70 33 48.53 215 34.90 29 29.90 240 37.04
top-half 19 35.19 105 19.89 35 51.47 178 28.90 12 12.37 204 31.48

com-type
push 25 46.30 259 49.05 20 29.41 303 49.19 38 39.18 324 50.00
pull 29 53.70 269 50.95 48 70.59 313 50.81 59 60.82 324 50.00

subset
10% 28 51.85 265 50.19 11 16.18 333 54.06 25 25.77 345 53.24
100% 26 48.15 263 49.81 57 83.82 283 45.94 72 74.23 303 46.76

1 Our successful run condition is that 95% of the agent population safely exited.
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Table 2. Testing different collaboration strategies for moving events

moving 256 (57.64% PR) 512 (79.17% PR) 1024 (87.64% PR)

top (%) total (%) top (%) total (%) top (%) total (%)

strategy
cooperate 28 65.12 181 43.61 41 67.21 213 37.37 46 66.67 212 33.60
selfish 15 34.88 128 30.84 20 32.79 189 33.16 18 26.09 206 32.65
sensing only 0 0.00 106 25.54 0 0.00 168 29.47 5 7.25 213 33.76

location
bottom-half 3 6.98 161 38.80 2 3.28 210 36.84 36 52.17 195 30.90
center 19 44.19 156 37.59 22 36.07 178 31.23 31 44.93 230 36.45
top-half 21 48.84 98 23.61 37 60.66 182 31.93 2 2.90 206 32.65

com-type
push 16 37.21 195 46.99 21 34.43 270 47.37 29 42.03 312 49.45
pull 27 62.79 220 53.01 40 65.57 300 52.63 40 57.97 319 50.55

subset
10% 21 48.84 206 49.64 8 13.11 302 52.98 8 11.59 323 51.19
100% 22 51.16 209 50.36 53 86.89 268 47.02 61 88.41 308 48.81

agents, and reduce the chance that distant agents will learn of the event. We
can also see in the fastest cases that a pull strategy outperforms a push strat-
egy; however, they are roughly equal overall. Similarly, an epidemic messaging
strategy with a 10% forwarding rate is just as effective as flooding for low den-
sity populations; however, a flooding-based strategy leads to (not surprisingly)
faster success with larger populations due to more rapid information satura-
tion. Again, when looking at all successful runs, both are similarly effective.
Minimizing messages is not necessarily a concern in this setting, but it might
be practically relevant that these communication strategies also work if not all
agents participate.

Table 2 shows the results for moving events, which can obstruct exits and dis-
turb agents’ exit routes. As we can see in Table 2 (similar to Table 1), low density
populations are less likely to achieve high overall success compared to higher agent
densities.

4.3 Evaluation of Different Decentralized Coordination Strategies

Figures 3–5 capture the numbers of agents informed over time based on different
collaboration strategies, types of events and agent populations (different color
lines for each density, solid for push and dotted for pull). Figure 3 shows a
stationary event located in the center of the space. As can be seen, a cooperative
strategy leads to (for the highest agent density, in purple) nearly 70% of agents
being informed quickly and then exiting the space quickly (around 90 ticks).
Under the selfish and sensing only strategies, agents remain in the space until
nearly everyone is informed or has encountered the event first hand. Figure
4 depicts an event centered in the space that expands over time. Due to the
dynamic changes of the event, agents are informed quickly, but spend more time
in the space due to the need to adapt and ‘replan’ their exit route, slowing their
exit process. Figure 5 presents the results of a moving event, which show similar
results compared to an expanding event.
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Fig. 3. Informed agents over time with a stationary event in the center
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Fig. 4. Informed agents over time with an expanding event in the center
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Fig. 5. Informed agents over time with a moving event in the center

In summary, for nearly all scenarios examined, the cooperative agent strate-
gies far outperform their sensing only (uncooperative) or selfish counterparts.
Under cooperative cases, initial event-related information dissemination occurs
more quickly, and across a larger percentage of the total population than under
uncooperative and selfish models, and as a result, a higher percentage of the
total agent population was able to successfully exit, more quickly. The goodness
of communication strategies (push or pull; epidemic or broadcast routing pro-
tocols) varies slightly depending on the specific event type and initial location;
but there is no clear or consistently better selection. Results do however indicate
that event type and location (relative to exits or goals) plays a significant role
in the emergent agent behaviors over time.
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5 Related Work

Today, several simulation tools exist that facilitate the investigation of various
aspects of social agents collaborating in spatio-temporal environments [1,2,4,11].
While many of these tools have gained widespread publicity, there is currently
no single simulation environment that allows practical investigation of all the
components (technical, social, and environmental) relevant to our proposed ap-
plication.

The idea of decentralized ad-hoc collaboration has been successfully estab-
lished in wireless sensor networks and especially in geosensor networks, in which
the concept of location, local events and node proximity to spatial events is
poignant. Ad-hoc collaboration has also been used to aggregate local sensor in-
formation to form knowledge about global event such as establishing and tracking
event boundaries [8,9]. In mobile geosensor networks, sensor nodes use ad-hoc
collaboration with nodes they encounter in spatial proximity to pass on infor-
mation about e.g. hazardous road conditions [14], exchange information about
potential rideshares in intelligent transportation networks [16], or collaborate on
capturing currents in ocean sensor networks [15].

While [17,18] explore ad-hoc collaborative decision making in spatio-temporal
environments; this work focuses on complex collaborative tasks such as toxic spill
clean-up and agents with varying abilities. Our framework could be useful for
exploring collaboration strategies for more complex tasks in emergency situation
such as rescuing victims or directing crowds through a space that is unknown to
most participants.

[20] explores an idea that is similar to ours as presented in this paper. How-
ever, this work focuses more on the representation and sharing of partial spatial
knowledge and creating ad-hoc local maps of a graph/map structured outdoor en-
vironment using only a broadcast strategy, while our work investigates several dif-
ferent communication protocols (push vs. pull, and broadcast vs. epidemic) and
also explores various types of events (e.g. moving events). We also propose the Lo-
calAlert simulation environment as the basis for more exploration under this re-
search question.Overall, both approaches come to similar conclusions;mainly that
ad-hoc collaboration enables a better outcome in emergency situations.

6 Conclusions

In this paper, we investigated the potential of smartphone based ad-hoc collab-
oration in emergency situations. We presented the LocalAlert simulation frame-
work, designed to simulate various ad-hoc collaboration protocols for agents
dynamically reacting to spatio-temporal events. We tested agents acting alone
(sensing only), selfishly, and under a fully cooperatively behavior model, and
our results indicate that such an application is indeed valuable. Under cooper-
ative models, information dissemination occurred most quickly over the largest
percentage of the population, and as a result, a greater percentage of the total
population was able to successfully exit in less total time. This paper serves
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as a first exploratory analysis of several possible and likely communication and
coordination strategies.

In the future, the LocalAlert framework will be used to perform a much more
in-depth analysis. We also make the LocalAlert framework available as open
source code so that it is available to the community for continued development
of new modules and to introduce other options, such as additional communica-
tion models, agent social behaviors, or spatial layouts. There are still many open,
interesting research questions related to this work, which need to be addressed
in other research areas of GIScience. For example, which human user interface
is most appropriate for such an application? What is the best way to represent
imprecise spatial knowledge and support automatic reasoning about it? How can
we aggregate imprecise spatial knowledge from different sources automatically?
The authors of this paper plan to continue exploring such interdisciplinary ques-
tions, and hope that this work serves to encourage other GIScience researchers
to do the same, so that a real-world implementation of the LocalAlert framework
may one day exist.
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Abstract. This paper presents an approach for the detection of high-level events 
from spatially distributed time series. The objective is to detect spatially 
evolving high-level events as aggregate patterns of primitive events. The 
approach starts with a segmentation of time series into primitive events as 
building blocks for high-level events. A high-level event ontology is then used 
to specify the composition of high-level events of interest in terms of initiating, 
body forming, and terminating primitive events.  We illustrate the approach 
first with simulated time series data to identify traffic congestion events and 
then with real data to identify storm events from sensor time series collected as 
part of an ocean observing system deployed in the Gulf of Maine.  Detected 
storm events are compared against NCDC reported storm events as an 
evaluation of the approach. 

Keywords: event detection, time series segmentation, primitive event. 

1 Introduction 

With the expansion of sensor monitoring systems and particularly wireless sensor 
networks (WSN), data in the form of spatially distributed time series are becoming 
increasingly common. The configuration assumes a set of fixed or mobile sensor 
nodes or other data observation platforms deployed within a region and generating 
time series on one or more variables. Applications for such data include spatial 
temporal interpolation of dynamic fields [1,2], detection of topological changes in an 
evolving field [3], event detection [4, 5], and event tracking [6,7]. This paper reports 
on an approach for identifying high-level events from sets of spatially distributed time 
series observed at fixed locations within a region. A high-level event in this context 
refers to a complex, often multivariate phenomenon with spatial properties (e.g. 
spatial extent, movement) that evolves over time such as a storm, forest fire, disease 
outbreak, industrial accident, or traffic jam.   Extraction of interesting occurrences 
from time series has been a focus of research in many disciplines [5,6,7,8,9], with 
work on detection of events in both univariate [10] and multivariate time series 
[11,12,13,14,15]. A gap exists, however, between low level events detectable by 
sensors and high-level events recognized by humans. A single sensor time series at a 
location typically sees partial evidence of a high-level event but often not a complete 
picture [13].   
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High-level events may be conceptualized in a gestalt view, where the whole pattern 
of a physical, biological, or psychological phenomena, is integrated so as to constitute 
a functional unit with properties not derivable from its parts. Alternatively, a partitive 
view conceives of a high-level event as composed of constituent parts that contribute 
to characterization of the phenomena. This paper assumes a partitive view, in which 
high-level events are configurable from component parts (spatial, temporal and 
thematic) extracted from sensor generated univariate time series.  

Different approaches have been considered for high-level event detection but 
usually not addressing multivariate, spatio-temporal dimensions together. Knowledge 
discovery methods address some aspects of the problem through time series 
segmentation, clustering and classification, and some methods exist to monitor time 
series and detect events in parallel. Machine learning approaches have analyzed 
multiple time series from single locations but most have not addressed the discovery 
of spatio-temporal features extending over multiple locations [4]. Spatio-temporal 
scan statistics [15] detect clusters as high-level events by searching for spatio–
temporal clustering of a single event type, e.g. emergency department visits, but these 
methods generally do not address multivariate dimensions of a high-level event. 
Velipasalar et al [16] generate composite events from multiple camera based primitive 
events that address thematic and temporal constraints but do little with the spatial 
dimension. Batal et al [14] addresses multivariate time series segmentation and 
segment clustering for context identification but also do not focus on the spatial 
dimension. This paper describes a general model for high-level event detection and 
characterization in settings with several geolocated multivariate time series. The 
approach uses primitive events as units of univariate spatio-temporal change and 
assembles these into units of multi-variate spatio-temporal change. In other words 
primitive events are the spatio-temporal and thematic parts that form high-level events 
according to temporal, or spatio-temporal, and thematic constraints.  Section 2 of the 
paper describes primitive events. Section 3 describes the model for high-level events 
as composites of primitive events and the assembly methodology. Section 4 describes 
the high-level event detection approach applied to simulated data. Section 5 describes 
a case study which applies the approach to real data for storm detection and 
characterization. 

2 Primitive Events 

The specification and detection of primitive events is the foundation for the approach. 
A primitive event in this context is a subsequence of a time series for which a 
particular property of a parameter holds, typically indicating a state or change of state 
over a temporal interval. There are many possible subsequences that could form 
primitive events depending on states of interests and high-level events to be 
constructed.  

Given a set of time series denoted TSp
s indexed by parameter (p) and location (s), 

primitive events are generated by application of abstraction functions [18] to the time 
series. Abstraction functions (AF) can be threshold based [19], pattern-based [20,21], 
or learning based approaches [22,23,24]. An abstraction function generates an 
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abstraction type which is a general abstract state used to classify primitive events.  
Abstraction types include value types that classify a parameter’s value (e.g. high, 
medium, low) and trend types that classify the derivative of the parameter’s value 
with subtypes, gradient (falling, rising) and rate (rapid, moderate), corresponding 
respectively to the sign and magnitude of the derivative. A threshold abstraction 
function applied to the first derivative of a temperature time series, for example, 
would generate a trend abstraction type primitive event (e.g. falling temperature 
event).  An abstraction function, in addition to generating an abstraction type, 
establishes a time interval for primitive events. For an individual time series TS = 
{xk|, 1≤k≤N} labeled by time points t1,.., tN, a primitive event  PE[ta,tb] is a 
segmentation of TS into consecutive observations  xa, xa+1,… xb , a≤k≤b where  xk 
satisfies conditions of the AF. As diagramed in Fig. 1, for a set of spatial locations S = 
{s1,…,sj} and one to m time series, TSp

sj  p=1,…, m, for each location, application of 
an AF generates primitive events PEp

sj[ta,tb] that are classified by the parameter(s) p 
and abstraction type (AT). The minimum attributes for a primitive event are thus:  a 
unique event ID, locationID, event type formulated from parameter p and abstraction 
type (AT) and start and end times.  Abstraction functions can be designed to run in 
different settings, (e.g. a WSN setting at the sensor node level in near real time, or for 
historic sets of time series in a database context). 

 
Fig. 1. Sets of abstraction functions (AF) applied to time series (TS) establish a basic 
abstraction type (AT) and time interval for each primitive event (PE) 

3 High-Level Events Modeled from Primitive Events 

Galton and Mizoguchi [25] and others argue that it is meaningful to think of events as 
having parts. We can think of high-level events as having thematic parts, analogous to 
organs of a body and temporal parts such as initiating conditions that differ from 
conditions signaling the termination of an event.  Spatial parts of an event can 
describe different spatial partitions such as core versus periphery, or that part of a 
flood surrounding my house. Primitive events, as spatio-temporal thematic units, 
contribute thematic, temporal, and spatial parts to the construction of a high-level 
event. This section describes the general model for high-level event composition from 
primitive events.  A high-level event is assumed to be associated with some a priori 
knowledge which directs the composition. This a priori knowledge directs both what 
types of primitive events make up a high-level event and rules for their composition. 
We use a high-level event ontology to define a template for high-level events as 
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consisting of three sets of primitive events: initiating, body, and terminating, 
expressed through three key properties between primitive events and a high-level 
event: initializes formsBodyOf, and terminates as shown in Fig 2.  A high-level 
event is then instantiated by associating prescribed sets of primitive events through 
these properties.  With this template, a wide range of high-level event types can be 
specified such as storms, droughts, floods, forest fires, or traffic jams. 

 

Fig. 2. Diagram of high-level event ontology indicating key properties between primitive and 
high-level events 

Initiating primitive events are generated from time series of sensor-detectable 
parameters with known association to conditions for initiation of a high-level event.  
We refer to the sensor measurable parameters that signal the onset of the high-level 
event as marker parameters. Marker parameters that identify initiating conditions 
often identify the terminating condition as well (i.e. the recovery of a marker 
parameter to a normal or steady state condition often signals a termination of the 
high-level event). River flooding events, for example, may be recognized by ‘rapidly 
increasing water-levels’ exceeding a threshold and terminated by ‘recovery to normal 
water-levels’.  More than one type of primitive event may initiate or terminate a 
high-level event and the body of a high-level event can be composed of any number 
of primitive events of different types that contribute to thematic characterization of 
the high level event. The body of a storm for example may be characterized by 
precipitation events, high wind events, or changing wind direction events, all 
obtainable as primitive events from sensor time series. Primitive events participating 
in initiating, body, and terminating relationships are referred to respectively as I, B, 
and T sets with respective elements I-event, B-event and T-event. The ordering of 
these subsets of primitive events for a high-level event are specified using Allen’s 
interval relations [26]. Possible interval relations between an I-event and B-event are: 
I-events may start, overlap, or meet B-events. B-events may finish, overlap or meet T-
events. I-events must come before, overlap, or meet T-events. 
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We expect some influence of a high level event over a region to generate spatio-
temporal correlations in the marker parameters that lead to spatio-temporal clustering 
in both I events and T events (i.e. a high level event is likely to be expressed at a 
single location in consecutive time slices as well as at nearby locations at consecutive 
time slices). To discover candidate high-level events, we use hierarchical clustering to 
identify potential initiating clusters, Ip

C of I-events and terminating clusters, Tp
C of T-

events. Lin et al [27] address the idea of capturing process similarity in a clustering 
approach. Since primitive events represent a state change, the change or process 
similarity is captured in our approach by clustering on primitive events.  Hierarchical 
clustering converges to a single cluster as illustrated by the dendogram in Fig. 3a 
which shows the results for an example with four candidate I-event clusters, one of 
which is just a singleton I-event. 

 
Fig. 3. Dendrogram of clustered I-events  and 3b clustered I (1) and T(2) event temporal 
means which indicate candidate high-level events 

To discover significant Ip
C and Tp

C sub-clusters, we use an inconsistency metric 
[28] where the height of a link is compared with link heights at the next lowest level. 
Significantly different link heights indicate cluster boundaries. Each Ip

C should 
include all the locations that “see” an initiating primitive event within a short lag time, 
and similarly for each Tp

C.   Extracted Ip
C[ta,tb] and Tp

C[ta,tb] clusters obtain time 
intervals from constitute PE intervals where a is the minimum and b the maximum 
time stamp of PEs in the cluster.  For each I and T cluster we obtain a temporal mean 
Iptm, Tp

Ctm, and a second hierarchical clustering is performed using Ip
Ctm,Tp

Ctm to 
identify sets of paired initiating and terminating clusters which indicate starts and 
ends for candidate high level events.  The dendrogram in 3b illustrates the results 
from clustering the Ip

Ctm, Tp
Ctm. Clusters containing paired I and T-events in this 

hierarchical clustering identify candidate high level events HLEC.  
Each HLEC obtains a temporal extent from the minimum timestamp of its Ip

C and 
the maximum timestamp of its Tp

C. Spatial properties of candidate high-level events 
are developed from the spatial locations S of the constituent primitive events. As a 
candidate high-level event evolves within or moves across a region, a spatial pattern 
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is revealed through the spatio-temporal ordering of I-events and T-events at some 
temporal lag. We capture this pattern in a Spatial Progression String (SPS) which 
represents the order in which locations S detect the initiating and terminating 
primitive events in the Ip

C and Tp
C sets.  An SPS consists of a sensor node or 

LocationID combined with an initiating (I) or terminating (T) flag, temporally 
indexed with the start times of primitive events in an HLEC. Several SPS 
configurations are possible as illustrated for an example grid of sensor node locations 
shown in Fig. 4. The SPS pattern in 4a encodes a high-level event moving as a front 
from west to east (e.g. I-events register at nodes 1,2, and 3 at similar times, then at 
nodes 4,5,6, at similar times followed by similar times at nodes 7,8,9. T-events follow 
in the same order. The SPS in 4b encodes a smaller high-level event (smaller in that 
fewer nodes see an I-event or T-event in a time slice) tracking diagonally from 
southwest to northeast. The SPS in 4c encodes a high-level event moving south to 
north. The SPS construct is domain-independent and can be applied for the analysis of 
any type of high-level event in sensor network settings. For a WSN setting, the 
clustering steps and SPS generation would be carried out at a cluster head or base 
station.  

 

Fig. 4. Example Spatial Progression Strings (SPS) for three different spatial patterns over the 
set of grid locations 1-9, a) example high level event moving west to east as a front, b) event 
moves diagonally southwest to northeast and c) event moves south to north 

4 High-Level Event Detection in Simulated Data 

This section describes the high-level event detection approach applied to simulated 
data sets where traffic congestion events are the high-level events of interest. For this 
example, mean speed and vehicle density (veh#/km/lane) serve as marker parameters. 
Time series were generated for a linear set of sensor locations S= {s1,…s8} deployed 
along a roadway as illustrated in Fig. 5.  
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Fig. 5. Locations of sensors generating time series deployed along a roadway 

A section of simulated time series is plotted in Fig. 6 showing a drop in mean 
speed and rise in vehicle density progressing from node 4, to 3, to 2, to 1, and losing a 
speed signal at 5 and 6. These marker parameters then recover in a similar order.  I-
events are extracted as a fall in mean speed (MS_F) and rise in vehicle density 
(VD_R) and the relevant T-event types correspond to a rise in mean speed (MS_R) 
and a fall in vehicle density (VD_F). 

 
Fig. 6. Simulated time series for a high-level traffic congestion event. I-events are based on a 
fall in average speed and an increase in vehicle density and T-events on the recovery of these 
marker parameters. 

A clustering of detected I-events is shown in Fig. 7a and the clustering of the I and 
T cluster means Ip

Ctm,Tp
Ctm is shown in 7b.  The paired clusters in 7b indicate 

candidate high level events. To obtain spatial information for the high level events we 
concatenate the information in the paired initiating and terminating clusters, Ip

C[a,b] - 
Tp

C [a,b] to form an SPS. The SPS captures the spatio-temporal progression of the 
high-level event. For the example event depicted in Fig. 6 the SPS is  “4i,3i,2i,1i,5i, 
4t,3t,2t,1t,5t”.  
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Fig. 7. Dendrogram of clustered I-events (MS_ F- falling mean speed and VD_R -rising vehicle 
density) and 7b clustered I (1) and T(2) event temporal means which indicate candidate high-
level events 

5 Case Study: Storm Detection 

To evaluate the approach with real data, we applied it to storm detection using 
meteorological time series data from ocean observing buoys in the Gulf of Maine 
(GoMOOS). The GOMOOS system collects data in a harsh marine environment so 
the sensor time series contain missing values due to bad weather and occasional 
service lags. A timeframe was chosen from 01-Oct-2004 22:00 to 04-Jul-2007 00:00 
to minimize missing data periods. This timeframe included observed data for ten 
buoys. We used just a single marker parameter, barometric pressure, in this case 
because of the expected strong relationship of low pressure dynamics to storm 
formation. The barometric pressure time series were first smoothed using a low-pass 
filter and I-events (BP_fall) were extracted from the time series first derivative using 
a threshold of 4mbs per hour over a 6 hour duration. T-events (BP_rise) used a  

 

 

Fig. 8. Time series view of two pairs of I-event (red) and T-event (green) clusters for a 
candidate storm 
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threshold of 3 mbs per hour over a 3 hour duration. I-events and T-events were 
temporally clustered and the cluster means clustered to identify candidate storms 
events. Candidate storms were identified by at least one BP_fall primitive event 
cluster followed by a BP_rise primitive event cluster. Fig. 8 shows a time series 
view of a candidate storm with two cluster pairs of BP_Fall and BP_Rise primitive 
events. 

A total of 113 candidate storms were identified within the study time window. 
To evaluate these results, we compared these derived candidate storms with storms 
reported in the National Climatic Data Center (NCDC) Storm Events database 
(http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dll?wwEvent~Storms). This database 
includes information on storm start and end times, location and observations on the 
intensity and direction of low pressure movement. The NCDC database included 80 
storms for this period. Seventy-one derived storms agreed with NCDC storms, 
while 39 had no match in the NCDC Storm Events database. NCDC identified nine 
storms which were not detected by the primitive event (PE) approach. Reasons for 
missing NCDC identified storms were in part due to missing sensor data periods (in 
a number of case the pressure sensors failed in severe winter storms) and location 
differences. NCDC reported storms are based on land meteorological stations while 
the GoMOOS buoy locations are a distance off shore. Reasons for the extra derived 
storms are that the detected barometric pressure falls might correspond to low 
pressure systems that did not qualify as NCDC storm events and also the buoys 
locations could be detecting storms that tracked further out to sea and were not 
detected by land based stations. 

An SPS for a candidate storm detected starting at 04-12-2007 17:00 and ending 
at 04-20-2007 15:00 was compared to a significant storm recorded by NOAA on 
April 15 2007. The storm description in the NCDC database stated: “An area of low 
pressure rapidly intensified while tracking from the southeastern states to the 
southern New England coast from April 15th to the 16th. A tight pressure gradient 
developed between the low and high pressure centered over eastern Canada which 
also blocked the northern movement of the low. The intense low slowly drifted east 
from the 16th through the 19th while high pressure remained across eastern 
Canada.” The SPS for this candidate storm is represented in a graphic subset in Fig. 
9 where red symbols indicated I-events and green indicate T-events and location 
IDs are the GOMOOS buoy locations named by letters. Graphic representation of 
the SPS by time slice shows falling barometric pressure events first detected by 
buoys A, B in the first time slice followed by detection at buoys C, E and F in the 
next time slice and eventually buoys A, B, C, E, F, I, L,M,N, see I-events as the 
storm tracks southwest to northeast.  Later time slices of the SPS show retreat of 
the storm as the last terminating (rising barometric pressure) events were seen at the 
eastern most buoy locations (L,M and N). 
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Fig. 9. Graphic representation of SPS for a candidate April 2007 storm 
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Fig. 9. (continued) 
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6 Summary and Future Work 

This paper demonstrates an approach for high-level event detection using primitive 
events detected from time series distributed in space as building blocks. The approach 
applied to real geolocated time series data showed promise in identifying storm events 
and their spatial progression patterns over a sensed region. The approach also 
indicates the need for good correlation of a marker parameter with expected initiating 
conditions for a high level event. Future work will investigate more complex 
multivariate initiating conditions as well as more complex temporal initiating and 
terminating conditions (e.g temporal lags). Over a small region, clustering on the time 
stamps appeared sufficient, however a larger region might experience more than one 
high level event of the same type at similar times, in which case clustering should 
include spatial locations.   In future work we plan to investigate fuzzy primitive 
event detection and the implications for high-level event detection.  The case study 
applied the methodology to historic time series while in network, near real-time, 
primitive event and high-level event detection approaches would be of interest.  

Acknowledgments. This material is based upon work supported by the National 
Science Foundation under Grant No. 0429644. 
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Abstract. Currently, geographic data warehouses provide a means of carrying 
out spatial analysis together with agile and flexible multidimensional analytical 
queries over huge volumes of data. However, they do not enable the 
representation and neither the analysis over real world phenomena that have 
uncertain locations or vague boundaries, which are denoted by vague spatial 
objects. In this paper, we introduce the vague geographic data warehouse 
(vGDW) and its spatially-enabled components at the logical level: attributes, 
measures, dimensions, hierarchies and queries. We base the vGDW on exact 
models to represent vague spatial objects. In addition, we combine the fuzzy 
model with the exact model in relational vGDW to improve the expressiveness 
of the queries. Finally, a case study is presented to validate our contributions. 

Keywords: geographic data warehouse, vagueness, logical modeling. 

1 Introduction 

Although geographic data warehouses (GDWs) provide a means of carrying out 
spatial analysis together with agile and flexible multidimensional analytical queries 
over huge volumes of data [1][2][3], little attention has been devoted to provide 
support for vague spatial objects in GDW. In addition, existing data models that 
represent vague spatial objects focus on spatiality and are not aimed to couple with 
data warehouses (DWs) [4][5][6][7]. As a result, current GDWs do not enable the 
representation and neither the analysis over real world phenomena that have uncertain 
locations or vague boundaries. Such phenomena are represented by vague spatial 
objects. 

In this paper, we introduce the vague geographic data warehouse (vGDW). Our 
baseline is the star schema with fact and dimension tables implemented under the 
relational model (analogous with [8]). We reuse exact models to represent vague spatial 
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objects [7][9][10]. Furthermore, in this paper, we aim to: (i) define the components of 
the vGDW and state relevant issues of its logical design; (ii) demonstrate how to reuse 
DW and GDW concepts to design vGDWs; (iii) demonstrate how to reuse exact models 
to provide support for vague spatial objects in vGDWs; (iv) carry out the essential 
adaptations and extensions to enable the design and the implantation of the vGDW; (v) 
separately manipulate the certain and the vague components of vague spatial objects in 
the vGDW; and (vi) combine distinct approaches that model and represent vague spatial 
objects in vGDW, i.e. combine the fuzzy model with the exact model in relational 
vGDW to improve the expressiveness of the queries. 

The remainder of this paper is organized as follows. Section 2 summarizes the 
theoretical foundation. Section 3 introduces the vGDW. Section 4 presents a case 
study. Section 5 describes the customization of the vGDW design to achieve the cited 
goals (iv) and (v). Section 6 addresses related work. Section 7 concludes the paper. 

2 Theoretical Foundation 

2.1 Vague Spatial Data 

In contrast to crisp spatial objects, vague spatial objects are used to represent real 
world phenomena that do not have exact locations or well-defined boundaries 
[4][5][6][7]. Vague spatial objects can be modeled according to four main 
approaches: (i) probabilistic models [4][6][11]; (ii) fuzzy models [4][5][12]; (iii) 
rough sets models [13][14]; and (iv) exact models [7][9][10]. In this paper, we focus 
on exact models because they reuse and adapt the research legacy for crisp spatial 
data in order to manipulate vague spatial data. This legacy is implemented in the 
spatial extensions of database management systems (DBMS) [15], and therefore we 
can apply and adapt it to maintain and manipulate vGDWs. Recently, two exact 
models were proposed and gained our attention to be addressed in this paper: QMM 
[9][10] and VASA [7]. 

The Qualitative Min-Max Model (QMM) defines a vague spatial object as a pair of 
crisp complex spatial objects, namely the minimum extent and the maximal extent. 
The former is the determinate element of the vague spatial object. On the contrary, the 
latter is the vague element of the vague spatial object. If a point p belongs to the 
minimum extent, then it also belongs to the spatial object. However, if p belongs to 
the maximal extent, then maybe p belongs to the spatial object. Finally, if p does not 
belong to the minimum extent and neither to the maximal extent, then p does not 
belong to the spatial object. Adverbial qualifiers describe a vague spatial object, 
according to the existence of vagueness in its boundary or interior. For instance, a 
fairly vague line has crisp boundaries and a complete vague interior. A vague point is 
represented by a crisp region. A vague line has the interior or the boundary 
represented by crisp regions. Finally, a vague region is composed of a pair of crisp 
regions, such that the maximal extent can be equal to, contain, or cover the minimal 
extent. 
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The Vague Spatial Algebra (VASA) defines a vague spatial object as a pair of crisp 
complex spatial objects: the kernel and the conjecture. The kernel is similar to the 
QMM’s minimum extent, while the conjecture is similar to the QMM’s maximum 
extent. However, the following two main restrictions differs VASA from QMM: the 
interior of the kernel is disjoint from the interior of the conjecture; also, the kernel and 
the conjecture necessarily belong to the same data type. Both VASA and QMM 
definitions are reused, adapted and extended in Section 3.1. 

2.2 Geographic Data Warehouse 

A geographic data warehouse (GDW) provides a means of carrying out spatial 
analysis together with agile and flexible multidimensional analytical queries over 
huge volumes of data [1][2]. A GDW implemented in a relational database inherits 
several components of conventional data warehouses, such as fact and dimension 
tables, numeric measures and hierarchies of attributes that aggregate these measures 
according to distinct granularity levels [3]. Fact tables store numeric measures that 
indicate the scores of business activities, while dimension tables have attributes that 
describe and group the values of these measures. Additionally, the GDW has spatial 
attributes that store crisp spatial objects implemented as vector geometries to compose 
spatial dimension tables, spatial measures and spatial hierarchies [1]. 

A hierarchy of attributes is a predefined association among higher and lower 
granularity attributes that is determined by a spatial relationship [1]. For example, city  
address with the cardinality of 1:N and the containment relationship, and highway  
state with the cardinality of M:N and the intersection relationship. According to [16], Q1 
 Q2 if, and only if it is possible to answer Q1 using just the results of Q2, and Q1 ≠ Q2. 

The well-known star and snowflake schemas may be adequately adapted to support 
the inclusion of spatial attributes, which introduce new storage costs and might impair 
query processing performance [8]. Several previous work have proven the 
infeasibility of storing geometries in the fact table, because: (i) geometries call for a 
varying storage space according to their shapes, and then require a selective 
materialization [17]; (ii) the spatial data redundancy impairs the query processing 
performance in GDW and must be avoided [18]; and (iii) considering a table that 
holds conventional and spatial attributes, as the number of vertices of spatial objects 
is increased, also the response time of queries increase [19]. An alternative is to apply 
the OLAP operator pull to spatial measures. This operator converts a measure into a 
dimension [20]. In addition to the pull operator, identifiers as surrogate keys are 
created for the spatial objects, and spatial data redundancy is avoided [18]. Finally, 
spatial dimension tables should be designed, preferentially, with only a pair of 
attributes: the primary key attribute and the spatial attribute [21]. 

In GDWs, spatial online analytical processing (SOLAP) queries hold spatial 
predicates, e.g.: roll-up, drill-down, slice-and-dice and drill-across [3][22]. In 
addition to range queries, other types of queries that can be submitted to GDW to 
assess spatial attributes are: spatial join [23] and nearest neighbor queries [24]. In 
Section 3, we reuse and adapt the concepts described in this section to apply on the 
vGDW. 
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3 Vague Geographic Data Warehouses 

In this section, we define a vague geographic data warehouse in Definition 1. 
Furthermore, Section 3.1 describes attributes such as the vague spatial attribute. In 
Section 0, spatial dimensions and spatial measures are detailed. Hierarchies are 
introduced in Section 3.3. Finally, queries are stated in Section 3.4. 

Definition 1. A vague geographic data warehouse (vGDW) is a data warehouse that 
has at least one vague spatial attribute, which is held by a fact or a dimension table.  

3.1 Attributes 

In vGDWs, attributes are classified as conventional attributes or spatial attributes. 
The former have numeric or alphanumeric domains, while the latter comprise vector 
geometries to locate and describe the shape of the real world phenomenon. Regarding 
spatial attributes, they are sub classified as crisp spatial attributes and vague spatial 
attributes. The domain of a crisp spatial attribute is composed of spatial objects that 
represent real world phenomena that have exact locations and well-known boundaries. 
On the other hand, a vague spatial attribute holds vague spatial objects in its domain. 
Our definition for vague spatial objects inherits, combines and extends the 
characteristics of vague spatial objects defined by VASA and QMM, as follows. 

In vGDWs, a vague spatial object consists of a vector representation composed of 
a pair of crisp spatial objects, namely the core and the dubiety. Both the core and the 
dubiety may assume simple or complex shapes. Their interiors are disjoint. This 
constraint avoids the redundant storage of points. Also, the core is not necessarily 
located in the center of the spatial object, despite its name. Furthermore, vague spatial 
objects can also follow these properties: 

• If the core is empty, then the object is completely vague; 
• If the dubiety is empty, then the object is crisp; 
• The core and the dubiety are not necessarily of the same data types; and 
• The core and the dubiety may be disjoint. 

Moreover, some of the objects in the domain of a vague spatial attribute may be crisp. 
This is true when some of the instances of a given phenomenon has unknown 
locations or vague boundaries, while other instances are precisely located as well as 
have well-defined boundaries. For example, suppose that the habitats of some animals 
are being mapped. The habitat for a given animal can be mapped as a crisp region 
(e.g. an island where monkeys live), while for other animals the habitat may be 
mapped as a region with vague boundaries (e.g. an area where ants live). Therefore, 
we also classify attributes according to the percentage of vague spatial objects that 
exist in its domain, as shown in Table 1. 

Table 1. The classification of vague spatial objects 

Percentage of vague spatial objects Classification 

0% Crisp spatial attribute 

(0% – 100%) Partially vague spatial attribute 

100% Completely vague spatial attribute 
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With the classification shown in Table 1, the designer and the administrator of the 
vGDW are able to model the vGDW aiming to improve the query processing 
performance, considering the spatial objects that are held by a given attribute. Note 
that, as new objects are added to the domain of a given attribute, its classification may 
change. 

3.2 Measures and Dimensions 

The spatial attributes described in Section 3.1 can be applied to both fact and 
dimension tables of a vGDW. If the spatial attribute is held by the fact table, than it is 
considered a spatial measure. A spatial measure determines a location to 
geographically describe each row of the fact table. However, as mentioned in Section 
2.2, storing geometries in the fact table is infeasible. Therefore, spatial measures must 
be converted into a spatial dimension. In addition, identifiers as surrogate keys are 
created for the involved spatial objects, and spatial data redundancy must be avoided. 

Conversely, if a spatial attribute is held by a dimension table, then it is considered 
a spatial dimension. Spatial dimensions are sub classified in factual spatial dimension 
table and dimensional spatial dimension table. When the spatial dimension table is 
referenced by the fact table through a foreign key, it is considered factual, since it 
describes the fact together with the other dimension tables that the fact table 
references. On the other hand, if the spatial dimension table is referenced by another 
dimension table, then it is considered dimensional, since it provides a geographic 
description for another dimension. 

3.3 Hierarchies 

Attributes in the same or in different dimension tables may be related through 
hierarchies denoted as A1  …  An and assume, for each pair of attributes Ai and 
Ai+1, that Ai  Ai+1 (with 0 < i ≤ n). In the vGDW context, Ai and Ai+1 can be 
classified as shown in Table 2 and a hierarchy associating n attributes can hold 
attributes of distinct classifications. Therefore, according to the classifications shown 
in Table 2, the hierarchies can be categorized as shown in Table 3. 

Table 2. Classifications for the attributes of a hierarchy Ai  Ai+1 

Ai Ai+1 

Conventional attribute Conventional attribute 

Conventional attribute Crisp spatial attribute 

Conventional attribute Vague spatial attribute 

Crisp spatial attribute Conventional attribute 

Crisp spatial attribute Crisp spatial attribute 

Crisp spatial attribute Vague spatial attribute 

Vague spatial attribute Conventional attribute 

Vague spatial attribute Crisp spatial attribute 

Vague spatial attribute Vague spatial attribute 
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Table 3. How hierarchies of attributes can be categorized in vGDWs 

Classifications of the attributes in the hierarchy Hierarchy category 

Only conventional attributes Non-spatial hierarchy 

Only crisp spatial attributes Crisp spatial hierarchy 

Only vague spatial attributes Vague spatial hierarchy 

Conventional attributes and crisp spatial attributes Partially crisp spatial hierarchy 

Conventional attributes and vague spatial attributes Partially vague spatial hierarchy 

Crisp spatial attributes and vague spatial attributes Completely spatial hierarchy 

Conventional attributes, crisp spatial attributes, vague spatial attributes Hybrid hierarchy 

3.4 Queries 

Queries that are submitted to vGDW require joining fact and dimension tables, 
performing filters to retrieve specific values, and finally group and sort the results to 
adequately present them. Regarding filters, they may concern conventional or spatial 
attributes. When dealing with conventional attributes, both exact match and range 
queries can be issued. On the other hand, when dealing with spatial attributes, well-
known range queries predominate, e.g. intersection range query, containment range 
query and enclosure range query. These range queries relate a spatial attribute to a 
given query window whose shape does not belong to the domain of any of the 
existing spatial attributes, i.e. an ad hoc spatial query window. Exact match queries 
are not common because they could be implemented as a conventional predicates. 

Specifically for vague spatial attributes, we have defined the vague range query 
(VRQ) [19]. It uses a vague region to assess a containment range query considering 
its core and an intersection range query considering its dubiety. As a result, two 
predicates are required: one is the more restrictive and issued on the certain 
component of the query window (i.e. the containment range query issued on the core) 
and the other is less restrictive and issued on the vague component of the query 
window (i.e. the intersection range query issued on the dubiety). 

Regarding SOLAP operations, a drill-down operation occurs with data aggregation 
firstly in an upper level and later in a lower level. On the other hand, a roll-up 
operation occurs if data aggregation is done inversely. These both operations must 
take into account the classification of the attributes involved. For instance, if a query 
is submitted and evaluates a spatial predicate on the crisp spatial attribute Ai, this 
spatial predicate may not be available for analysis when drilling-down to the 
conventional attribute Ai+1. Suppose that Ai refers to continents and Ai+1 refers to 
countries. Therefore, the within spatial predicate referring to the map of North 
America would be replaced by a conventional predicate such as IN {'Canada', 
'Mexico', 'USA', …}, when drilling-down to countries. A similar treatment would be 
given if the pair of attributes Ai and Ai+1, involved in the drill-down/roll-up operation, 
were any of those listed in Table 2. The same treatment would also be given for any 
pair of attributes Ai and Aj, such that j > i + 1 and j ≤ n. 

In addition, filters applied to conventional or spatial attributes enable the slice-and-
dice operation. To execute a drill-across operation, spatial predicates are applied to 
the comparison between the values of two distinct measures that belong to different 
fact tables. These fact tables essentially reference one or more dimension tables 
simultaneously. Finally, spatial joins and nearest neighbor queries are also supported. 
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4 Case Study: Pest Control 

The following application describes a vGDW that was built aiming at monitoring the 
pest control over plantations and crop parcels. Fig. 1 shows the spatial objects that 
represent a rural area, the crop parcels, the plantations and one irrigation channel. Fig. 
1a highlights one crop parcel that is detailed in Fig. 1b. 

 

a) One rural area and crop parcels b) One crop parcel, its plantations and one 
irrigation channel 

Fig. 1. Spatial objects representing the pest control application 

 

Fig. 2. A vGDW in the context of pest control 

The vGDW was built as shown in Fig. 2, reusing the pictograms provided by the 
MultiDimER Model to indicate the spatial data type used in each table [1]. Although 
MultiDimER is suitable for conceptual modeling, we are interested in the logical 
model that is an extension of the conventional star schema. The fact table LineOrder 
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references the dimension tables through foreign keys. It also holds measures such as 
lo_appliedtons that denotes the amount of pesticides in tons that was applied. The 
conventional dimension tables are Date and Pesticide. In addition, there are six spatial 
dimension tables: Supplier, Plantation, IrrigationChannel, CropParcel, RuralArea 
and AppliedArea. In Section 4.1, the attributes and objects maintained by this vGDW 
are described. In Section 4.2, spatial dimensions and spatial measures are detailed. 
Hierarchies are described in Section 4.3. Furthermore, queries are stated in Section 
4.4. We encourage readers to check the SQL implementation of this vGDW that is 
under http://gbd.dc.ufscar.br/pestcontrolvgdw . 

4.1 Attributes 

In Table 4, the spatial attributes of the vGDW shown in Fig. 2 are detailed in terms of: 
the classification given in Section 4.1, the spatial data types and the DBMS data 
types. We utilized PostGIS (http://postgis.refractions.net) because it is a well-known 
and widely used spatial extension for databases. The remaining attributes that were 
not mentioned in Table 4 are conventional. As a result, this vGDW maintains crisp 
and vague spatial objects to geographically describe the phenomena, as well as 
conventional attributes to characterize them. If, for instance, one crisp region was 
added to represent a plantation, then plantation_geo would become a partially vague 
spatial attribute, according to Table 1. 

Table 4. The classification for the attributes of the vGDW shown in Fig. 2 

Attribute Classification Data type DBMS data type 

s_address_geo crisp spatial attribute simple point POINT 

plantation_geo completely vague spatial attribute complex polygon MULTIPOLYGON 

irrigation_channel_geo crisp spatial attribute simple line LINESTRING 

cropparcel_geo completely vague spatial attribute complex polygon MULTIPOLYGON 

ruralarea_geo crisp spatial attribute simple polygon POLYGON 

appliedarea_geo completely vague spatial attribute complex polygon MULTIPOLYGON 

4.2 Measures and dimensions 

The vGDW shown in Fig. 2 contains three factual spatial dimension tables: Supplier, 
Plantation and AppliedArea. Therefore, each tuple of the fact table is associated to a 
supplier address, a plantation region and an area where a pesticide was applied. The 
table AppliedArea is a spatial measure that was pulled into a dimension table to 
preserve the performance of the query processing and the storage requirement. 

Concerning dimensional spatial dimension tables, i.e., IrrigationChannel, 
CropParcel and RuralArea, they provide extended geographic descriptions for 
plantations. Also, the table RuralArea is referenced by the table Plantation instead of 
being referenced by the table CropParcel, aiming to avoid a schema similar to a 
snowflake schema, which would introduce more joins between these tables. 



 Towards Vague Geographic Data Warehouses 181 

 

4.3 Hierarchies 

The GDW depicted in Fig. 2 also holds some hierarchies that associate attributes of 
different data types. Also, these hierarchies have particular cardinalities and refer to 
different topological relationships. Table 5 lists some of the existing hierarchies. The 
existence of attributes with different data types demands the correct treatment to 
perform roll-up/drill-down operations, as described in Section 3.3. For example, when 
drilling-down from s_address_geo to s_suppkey, it is necessary to dispense the spatial 
predicate and replace it by a proper conventional predicate. 

Table 5. Some hierarchies of attributes found in the vGDW depicted in Fig. 2 

Hierarchy Cardinality Hierarchy category 
Topological 

relationship 

p_mfgr  p_category  p_brand  p_pestkey 1:N Non-spatial hierarchy - 

s_address_geo  s_suppkey 1:1 Partially crisp spatial hierarchy Containment 

ruralarea_geo  cropparcel_geo  

plantation_geo 

1:N Completely Spatial hierarchy Containment 

irrigationchannel_geo  plantation_geo M:N Completely Spatial hierarchy Intersection 

4.4 Queries 

Fig. 3 shows a template for the queries applied to the vGDW of Fig. 2. The gaps 1 
and 2 are a list of tables and a list of joins/filters criteria, respectively. These gaps 
are described in Table 6, which details three different queries. For instance, queries 
Q1 and Q2 are intersection range queries that consider an ad hoc spatial query 
window q. In addition, since ruralarea_geo  cropparcel_geo  plantation_geo, 
executing Q1 and Q2 consecutively determines a drill-down operation, while the 
inverse execution determines a roll-up operation. Query Q3 interestingly involves 
the spatial measure. Finally, another query of this pest control application is given 
in Fig. 4: Q4 is a VRQ that uses q1 and q2 as spatial query windows that are 
quadratic and concentric. Also, area (q1) < area (q2) and q1 is within q2. The 
labels ‘More relevant’ and ‘Less relevant’ in the select clause rank the results in 
more and less relevant, respectively. 

SELECT d_year, s_nation, 
   SUM(lo_revenue - lo_supplycost) AS profit,  SUM(lo_appliedtons) AS pesticide_tons 
FROM Date, Supplier, Pesticide,     GAP 1    , LineOrder  
WHERE lo_custkey = c_custkey AND lo_suppkey = s_suppkey  
  AND lo_pestkey =  p_pestkey  AND lo_orderdate = d_datekey 
  AND                  GAP 2                 AND s_region = 'AMERICA'  
  AND (p_mfgr = 'MFGR#1' OR p_mfgr = 'MFGR#2')  
GROUP BY d_year, s_nation 
ORDER BY d_year, s_nation; 

Fig. 3. A template for the queries issued over the vGDW shown in Fig. 2 
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Table 6. Filling the gaps of the template shown in Fig. 3, to produce the queries 

Query Gap 1 Gap 2 

Q1 Plantation , RuralArea 

lo_plantkey = plantation_pk AND 

ruralarea_fk = ruralarea_pk AND 

INTERSECTS (q, ruralarea_geo) 

Q2 Plantation, CropParcel 

lo_plantkey = plantation_pk AND 

cropparcel_fk = cropparcel_pk AND 

INTERSECTS (q, cropparcel_geo) 

Q3 

Plantation,  

IrrigCh_Plant,  

IrrigationChannel 

lo_plantkey = plantation_pk AND 

plantantion_pk = plantation_fk AND 

irrigationchannel_fk = irrigationchannel_pk AND 

lo_appareakey = appliedarea_pk AND 

ST_Distance(irrigationchannel_geo, lo_appliedarea_geo) < 50 

 

SELECT SUM (lo_revenue), d_year, p_brand, 'More relevant'   
FROM LineOrder, Date, Pesticide, Plantation 
WHERE lo_orderdate = d_datekey  AND lo_pestkey = p_pestkey   
   AND lo_plantkey = plantation_pk  AND p_brand = 'MFGR#2239'  
   AND WITHIN(plantation_geo, q1) 
GROUP BY d_year, p_brand 
ORDER BY d_year, p_brand 
UNION 
SELECT SUM (lo_revenue), d_year, p_brand, 'Less relevant'   
FROM LineOrder, Date, Pesticide, Plantation 
WHERE lo_orderdate = d_datekey  AND lo_pestkey = p_pestkey   
   AND lo_plantkey = plantation_pk  AND p_brand = 'MFGR#2239'  
   AND INTERSECTS(plantation_geo, q2) AND NOT WITHIN(plantation_geo, q1) 
GROUP BY d_year, p_brand 
ORDER BY d_year, p_brand; 

Fig. 4. A VRQ over the vGDW shown in Fig. 2 

5 Customizing the Design of Vague Geographic Data 
Warehouses 

In this section, we discuss two improvements over the design of vGDW. In Section 
5.1, we describe the separate manipulation of core and dubiety to allow individual 
spatial predicates over them. In Section 5.2, we include fuzziness into a relational 
vGDW whose vague spatial objects were implemented using an exact model. 

5.1 Manipulating Core and Dubiety Separately 

The vGDW design discussed in Section 3 and exemplified in Section 4 considered 
vague spatial objects as a whole. As a result, one single spatial attribute stored both 
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the core and the dubiety of an object. Then, complex geometric data types were used 
to represent such attributes (Table 4). In addition, spatial predicates referred to the 
whole object when evaluating topological relationships. However, if core and dubiety 
need to be analyzed separately, the practices previously discussed are not adequate to 
provide such analysis. As a result, we argue that the core and the dubiety must have 
their own spatial attributes in the vGDW. 

In order to provide this feature, the vague spatial dimension table is replaced by: 
one table that maintains the primary key and the conventional attributes of the former 
table, still called vague spatial dimension table; one table that stores the core into a 
crisp spatial attribute, called core spatial dimension table; and one table that stores the 
dubiety into a crisp spatial attribute, called dubiety spatial dimension table. The new 
tables reflect the 1:N associations among an object and its core parts, and among an 
object and its dubiety parts. Consequently, these tables are designed similarly to the 
mapping of a multivalued attribute. Finally, the core and dubiety new tables reference 
the primary key of the former vague spatial dimension. These transformations enable 
spatial predicates to evaluate the core or dubiety of an object separately, i.e. evaluate 
individually the certain component or the vague component of the vague spatial 
objects. 

For instance, suppose that cores and dubieties of the areas where pesticides were 
applied, in Fig. 2, need to be analyzed separately. Fig. 5 exemplifies one applied area 
and its three dubiety parts (the values in brackets are detailed in Section 5.2). The 
former table AppliedArea is replaced by the following tables shown in Fig. 6: 
AppliedArea, AppliedAreaCore and AppliedAreaDubiety. The tables with suffix Core 
and Dubiety are the core spatial dimension table and the dubiety spatial dimension 
table, respectively. The underlined attributes compose the primary keys for these 
tables. The attributes with suffix _fk have foreign keys to appliedarea_pk, while those 
attributes with suffix _geo are crisp spatial attributes. As a result, the table 
AppliedArea does not store spatial objects anymore. Furthermore, each tuple of 
AppliedAreaCore and AppliedAreaDubiety refer to single geometries of simple spatial 
data type (e.g. POLYGON). For instance, there is one tuple for each one of the three 
parts that compose the dubiety of the applied area shown in Fig. 5. Moreover, these 
transformations enable spatial predicates to evaluate the vague boundary of the 
applied areas, such as INTERSECTS (q, appliedaread_geo), where q is an ad hoc 
spatial query window as shown in Fig. 5. 

 

Fig. 5. An intersection range query involving dubiety parts 
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Fig. 6. How the core and the dubiety parts of one pesticide applied area are stored separately 

5.2 Providing Support to the Fuzzy Model 

In contrast to the previous sections that addressed the design of vGDW using exact 
models, this section describes how to combine the fuzzy model with the exact model 
and relational vGDW in order to improve the expressiveness. As a result, reasoning 
about vague spatial objects does not lead only to a 3-valued logic (true, false or 
maybe) according to exact models, but now considers partial truths with membership 
degrees of the fuzzy model. The combination of these models is another relevant 
contribution of this paper. Such combination depends on the adaptations discussed in 
Section 5.1, because membership degrees apply exclusively to dubieties, not to cores. 

In order to support the fuzzy model, one numeric attribute to denote the fuzzy 
membership degree value is included in the table that contains the dubiety spatial 
attribute. This attribute is called fuzzy attribute. The inclusion of such attributes 
associates each part of the dubiety to a membership value. Furthermore, it enables the 
evaluation of exact match or range queries over these values. 

For instance, consider that the vGDW depicted in Fig. 2 was already modified as 
proposed in Section 5.1. Then, suppose that fuzzy membership degrees need to be 
associated to the vague boundaries of the pesticide applied areas. Consider Fig. 5 and 
the values of the membership degrees of each dubiety part in brackets. Then, the table 
AppliedAreaDubiety must be replaced by the table AppliedAreaDubietyFuzzy. Both 
tables are shown in Fig. 6. As a result, it is feasible to evaluate predicates such as 
INTERSECTS (q, appliedaread_geo) AND dubiety_fuzzy > 0.5, for example. In this 
particular case shown in Fig. 5, only the dubieties that intersect the ad hoc spatial 
query window q and that have a membership degree greater than 50% would be 
retrieved. 

6 Related Work 

Currently, existing conceptual, logical and physical designs for geographic data 
warehouses prioritize the support only for crisp spatial objects [1][2][3][17][25]. As a 
result, multidimensional analysis has not been coupled with spatial analysis of real 
world phenomena that are characterized by having uncertain locations or vague 
boundaries. Nevertheless, our work addresses this issue specifically at the logical 
design, and introduces the vGDW and its spatially-enabled components: attributes, 
measures, dimensions, hierarchies and queries. 
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Furthermore, existing data models to represent vague spatial objects focus on 
spatiality and were not aimed to couple with data warehouses [4][5][6][7][9][10][11] 
[12][13][14]. However, in this paper our focus is to reuse, adapt and extend the 
existing exact models [7][9][10] to enable the vGDW. We argue that, as exact models 
inherit and adapt the research legacy involving crisp spatial objects, they are more 
suited to be applied to relational databases and to be implemented under the available 
DBMSs’ spatial extensions. As a result, we introduce the core and the dubiety here, 
which are more generic components for spatial data objects than those of [7][9][10] 
and which were implemented using the DBMS. Moreover, we introduce the 
combination of the fuzzy model with the exact model, to improve the expressiveness 
of the vGDW queries. 

The representation of field data in data warehouses had been formalized in [2][26]. 
However, they addressed conceptual models and did not validate the models in the 
context of relational databases. Conversely, this paper focuses on the logical design 
and on the use of vector data, which are directly applicable to existing DBMSs’ 
spatial extensions. In addition, we present a case study to validate our definitions for 
the vGDW under the relational model. 

Finally, although we had assessed the performance of vague spatial objects 
maintained by a geographic data warehouse once [19], we did not focus on the design 
of vGDWs and neither on the reuse and extension of existing exact models. 

7 Conclusions and Future Work 

In this paper, we have introduced the vague geographic data warehouse (vGDW) and 
its spatially-enabled components at the logical level: attributes, measures, dimensions, 
hierarchies and queries. We have demonstrated how to reuse, adapt and extend the 
research legacies from exact models, DW and GDW in order to design relational 
vGDWs. Furthermore, we have proposed the separate manipulation of the certain and 
the vague components of vague spatial objects in the vGDW. As another contribution, 
we have combined fuzzy models with exact models in relational vGDW, to improve 
the expressiveness of the queries. 

As future work, we intend to design specific schemas to maintain the types of attributes 
and hierarchies that we defined, and then evaluate the query processing performance over 
these schemas. Also, we intend to define and assess the performance of spatially-enabled 
drill-down, roll-up, slice-and-dice and drill-across in vGDW. 
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Abstract. Walking behavior has been extensively studied from various 
perspectives. In this paper, we review the influence of built environment on 
walking behavior and argue that a longitudinal design with the change of built 
environment can identify the real influences. We then present a location-based 
walking accessibility measure for the impact evaluation and describe its 
methodology with an illustration in a hilly topography community that is 
experiencing a built environment changes. 

Keywords: built environment change, walking behavior, accessibility measure, 
hilly community. 

1 Introduction 

Built environment is defined as the composition of urban design, land use, transportation 
system, and patterns of human activity within this environment [1, 2]. Under the 
pressures of traffic congestion and climate change, how to design a built environment 
that can reduce the use of motorized transit and encourage walking and bicycling  
is important to urban planning and transportation. A challenge for the city movements, 
such as New Urbanism and Smart Growth, is to identify the relationship between  
the built environment and walking behavior [3]. The objective and detailed measurement 
of the built environment that matched with walking behavior is fundamental to  
the exploration of the impacts of the built environment on walking behavior[4, 5].  

Accessibility has been a central concept in urban planning since 1950s, which 
represents one of the first efforts by planners to develop measures linking land use, 
transportation and activity systems [6, 7]. It is treated as a generalized indicator to 
evaluate the built environment change and to relate social and economic impacts [8]. 
It is reasonable to use accessibility to describe a general picture of the impact of the 
built environment on walking behavior. However, accessibility measure for walking 
behavior is rarely involved in previous research[9].  

In this paper, the findings on the relationship between built environment and 
walking behavior from different disciplines are first reviewed. The accessibility 
approach is then discussed, and a location-based accessibility measure for walking 
behavior is developed. A distinctive feature of this measure is that it is implemented 
in a community with high-rises and hilly topography, and can be adapted to cities 
with dense high-rises. 

                                                           
* Corresponding author. 
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The rest of the paper is organized as follows: Section 2 reviews the literature on the 
relationship between built environment and walking behavior. Section 3 describes the 
proposed accessibility measure using a case study. The concluding remarks and future 
work are given in Section 4. 

2 Built Environment and Walking Behavior 

2.1 Built Environment Related to Human Travel 

Built environment consists of the following elements: (1) land use, the spatial 
distribution of buildings and human activities within them; (2) transportation system, 
the hard transport infrastructure and soft transit service it provides; and (3) urban 
design, the arrangement and appearance of the physical elements [2]. Research 
reveals that there exists a relationship between built environment and travel behavior, 
which is correlated or important. The theoretical foundation can be found in the 
theory of utilitarian travel demand[10]. Since a majority of trips are derived from the 
activities one wants to participate in, changing the locations of these activities and/or 
modifying the design characteristics of the built environment will alter travel patterns 
[10, 11]. However, inconsistent findings have been obtained due to the differences in 
research designs (e.g., cross-sectional versus longitudinal [12]), geographical scales 
(e.g., neighborhoods versus larger regional areas[1, 13]), contexts (e.g., Western cities 
versus rapidly developing cities [2]), and conceptual and theoretical models (e.g., 
models with causal relations versus correlation[14-16]).  

Walking is regarded as a competitive mode choice with car driving or bus riding. 
Planners often label a built environment “pedestrian-oriented” if it has relatively high 
density of development, a mixture of land uses, a street network with high 
connectivity, human-scale streets, and desirable aesthetic qualities. In this built 
environment walking will be more viable and appealing than car driving[3]. It should 
be noted that the relationship between the built environment and walking is different 
from the one between the built environment and car driving. Psychological and social 
factors are probably more important for walking than for driving, such as perceptions 
of safety, comfort, appeal of a streetscape, also the gift of walking time and leisure 
experience. However, the literature on driving still provides valuable concepts and 
methods that can be applied to studies of the built environment and walking [1]. 

2.2 Impacts of Built Environment on Walking Behavior 

In attempts to identify environmental influences, a rigorous research design should keep 
the same individuals within an environment that is subsequently modified, also on the 
assumption that individual attitudes towards travel would remain stable [15]. Since it is 
infeasible to change the physical design of a neighborhood, two kinds of compromised 
methods are usually adopted: (1) by comparing different neighborhood types. The 
strategy is to examine the differences in walking rates in different environmental 
characteristics. Often confounding factors, such as the socio-demographic characteristics 
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of the individuals and neighborhoods, are rarely reported [10, 11]. (2) By finding the 
respondents who have experienced a change in residential neighborhood[14]. These 
studies emphasize the exploration of the influence of individuals’ attitudes towards 
transport and possible self-selection of neighborhood. However, if the relocation took 
place a long time ago, the recall method for the travel behavior and the attitude towards 
travel would be very vague, moreover, the real reasons behind “self-selection” are less 
clearly studied [17].  Therefore, longitudinal design with pre-post survey of the changes 
in walking behavior after the changes of built environment can serve as a better model 
for the relationship examination. 

With respect to the measure for walking behavior, barriers are set up by spatially 
matching the sufficiently detailed data from built environment with walking behavior 
[3]. In urban transportation, survey data are usually collected at census collector 
district (CCD) level [13] with focus on car driving behavior rather than walking 
behavior, which would inevitably lead to the missing of built environment attribute 
related with walking. Moreover, aggregated, rather than disaggregated, approaches 
are usually adopted in the study of the relationship between built environment and 
walking behavior. Travel behavior is conceptualized in terms of modal choice, travel 
distance and travel time per trip or even in more aggregated daily travel distance and 
daily travel time. This problem is more obvious in the studies of public health where 
walking data is in the form of the frequency, intensity, and duration, while the 
examination of the built environment variables is rare. More importantly, a specific 
measure that can evaluate and forecast the impacts of the environmental modifications 
on actual walking needs to be developed. This measure should be sensitive to the 
changes of land use and transportation, and be matched with the walking behavior. 

2.3 Accessibility and Walking Behavior 

Accessibility, a concept used in a number of scientific fields such as transport 
planning, urban planning and geography, plays an important role in policy making. 
There are many definitions about accessibility, such as “a measurement of the spatial 
distribution of activities about a point, adjusted for the ability and the desire of people 
to overcome spatial separation”[6], “the ease with which any land-use activity can be 
reached from a location using a particular transport system” [18], and “as the extent to 
which land-use and transport systems enable individuals to reach activities or 
destinations by transport modes” [8]. Major research focus is on job-housing 
accessibility, which is important to the understanding of the urban structure. 
However, activities such as shopping and recreation in public open space are also 
believed to be beneficial to the general quality of life. Most accessibility studies 
mainly focus on automobile-based activities in regional scale. The accessibility for 
walking behavior has rarely been concerned [9]. In principle, it is logical to measure 
the accessibility for the walking mode using similar methods to those for motorized 
vehicle travel [1], thereby allowing policy maker to evaluate the land use and the 
pedestrian-oriented strategy in neighborhood or community scale. Geographic 
Information Systems (GIS) can facilitate spatial matching of detailed individual travel 
behavior data to detailed built environment data. A GIS-based method is thus adopted 
in this paper. 
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3.1 Three-Dimensional (3D) Pedestrian Networks Construction 

(a) Detailed Pedestrian Network  

The network for walking is quite different from that for car driving. The street 
network is too coarse to trace the paths chosen by pedestrians. A true pedestrian 
network should incorporate formal and informal paths, including sidewalks, 
laneways, pedestrian bridges, and park paths that are informal but frequently used for 
transportation. The missing pedestrian paths in the street network database are likely 
to be the ones that are frequently used and can greatly increase the connectivity of 
separated places in real world. Most studies on accessibility and connectivity use 
street network only in their analyses, which may cause the inadequacy in description 
and prediction of travel by walking, hence induce arguments about the reliability of 
the analysis result [19]. The pedestrian road is usually unavailable in most GIS 
databases. In the present study, such a dataset was digitized from the map of the 
CUHK campus, and was supplemented by a field survey. 

(b) Barriers on the Connectivity in Hilly Community 

Connectivity commonly represents the ease of the travel, and is surrogated by the 
ratio of the straight line to the real pedestrian road between an origin and a 
destination. With high connectivity, route distance is similar to straight-line distance. 
However, in a community with hilly topography, the most important connectivity 
indicator should probably be the access roads that can overcome the vertical friction 
to route from this height level to other levels. In this case study, the inconvenience 
that vertical connectivity imposes on pedestrian movement is reduced with the 
provision of express lifts. Five express lifts, several foot bridges and hilly stairs on the 
CUHK campus link various height levels directly (Fig. 2). Similar to the situations in 
large and fast-growing cities (e.g. Hong Kong), the pedestrian network is 
experiencing a vertical development and possesses complex 3D topological layouts. 
Vertical movements in stairwells and elevators, oblique movements on escalators and 
hilly stairs exist in this hilly community. 

(c) A 3D Pedestrian Network Modeling  

The necessity of working with 3D network enabled representations of built 
environments has been demonstrated by[20], which seeks to facilitate effective 
emergency response. Awareness of the importance of 3D network analysis in small 
areas, such as in a building, a neighborhood or a community, is proposed to a broader 
scales of transportation geography and urban studies[21]. Whether which approach is 
used, the speed, extent, and fidelity of 3D realizations remain somewhat limited [22], 
for example, 3D topological analytical methods, the 3D shortest route and 
accessibility analysis functions. But a practical data model can be implemented within 
a GIS environment without extreme difficulty. 

In current study, the outdoor part pedestrian network in two-dimension and a DEM 
of the CUHK campus were input to the Interpolate Shape (3D Analyst) tool of 
ArcToolbox, and then a 3D pedestrian network was created. The indoor part, such as 
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the express lifts, the foot bridges between buildings, and the hilly upstairs were 
manipulated by Point ZM data model, for example, the express lift was represented 
using the same x and y location but different z value. Although this 3D relationship is 
inherently and perceptually intricate, ArcScene makes it easy to visualize such 
relationship. It forms the foundations of comprehensive 3D network-based 
accessibility measure. The minimum travel cost between an origin and a destination 
can then be calculated (Fig. 2). 

 

Fig. 2. Left: pedestrian network on campus with hilly topography. Right: routed by 3D 
pedestrian network in GIS (the green line represents the path with minimum travel cost)  

3.2 Walking Accessibility Measure 

(a) An Accessibility Measure in Three-dimensional Context 

Gravity-based measures have been widely used in urban and geographical studies. A 
gravity-based measure estimates the accessibility of opportunities in point or zone i to 
all other n destination zones. The measure can be formulated as follows, assuming a 
negative exponential cost function:                                                        1) 

where Ai is a measure of accessibility in point (or zone) i to all opportunities D in 
zone j, cij the costs of travel between i and j, and β the cost sensitivity parameter. 
Previous research has suggested that using either time or distance as an impedance 
variable is acceptable. The negative exponential function is most commonly used as 
an impedance function. It is also more closely tied with the travel behavior theory 
[23]. The advantage of this function is that more distant opportunities provide 
diminishing influences, and thus can provide better estimate for shorter trips, such as 
those made by non-motorized modes [9, 24].  

Major disadvantages of the gravity-based measure are related to the difficult 
interpretability and communicability as it combines land-use with transport elements, 
and weighs opportunities [8]. The integral accessibility measure is “defined for a 
given point as the degree of interconnection with all other points on the same surface” 
[7]. This measure is easy to be practiced, interpreted and communicated, though it 
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leaves much to be desired [9]. In this paper, we combine the gravity-based measure 
with the cumulative opportunities measure [25]. As a result, the accessibility of each 
location is represented as a combination of transport mode and land use type, and is 
expressed in decimal indicating the effort needed to travel from an origin to all 
destinations. The accessibility value calculated for the origin are summed up across 
all destinations within the fixed acceptable cost value (e.g. 5 minutes walking time), 
and are normalized by dividing the total number of activities in the study area for the 
comparison [9] between buildings at the same scale of [0, 1].  

To demonstrate our concept and illustrate the procedures, we calculate the 
accessibility from each building to public open spaces on the CUHK campus. The 
spatial configurations of public spaces providing for physical recreation, are believed 
to help increase walking [26]. The accessibility from each building to an open public 
space on campus is estimated as: ∑ ∑ ,                      2) 

where n=1,2…31 represents the number of public open space;  m denotes the number 
of accessible public open space within the fixed walking time (e.g., 5 minutes ),m<=n.  

• Step 1: 3D pedestrian network construction. Pedestrian network is detailed in a 
finer scale and modeled by the methodology in Section 3.1. 

• Step 2: Origin-Destination (O-D) Cost Matrix. The travel cost Travel_Costij between 
each O-D pair in the matrix is based on the minimum cost (either time or distance) 
through the 3D pedestrian network. An origin i is a building, and a destination j a 
public open space. The impedance (e.g., walking time) value is calculated from the 3D 
pedestrian network with special treatments of different slopes, considering that 
walking uphill is difficult than downhill and by express lift.  

• Step 3: Accessibility of each building. The size of the ith public open space, 
sizeofPublic_Spacej is used to discount the amount of activity opportunities in that 
destination. The parameter β in Eq. (2) is empirically estimated and a value of 2 is 
adopted in this paper. In the end, the accessibility of the ith building, Ai, is 
normalized by the total opportunities of public open space on campus to decimal 
indicators. 

• Step 4: Kriging interpolation for whole community. To get the accessibility of any 
point within the study area, we interpolate these accessibility values Ai to the 
whole campus. Accessibilities within 5, 10, 15 and 20 minutes (i.e., different fixed 
walking time) are shown separately in Fig. 3 for comparison purpose. The 
accessibility information presented in the figure may assist policy makers in 
identifying the trend or the influence that might be caused by the re-configuration 
of facilities. 

The O-D cost matrix is calculated using Python programming language. Fig. 3 
presents the result plotted in ArcScene v10. It should be noted that the straight line 
between each OD pair is just a representation of the real 3D shortest pedestrian path. 
The Kriging interpolation is conducted using the Spatial Analyst Extension, and is 
visualized in ArcMap v10 (Fig. 4).  
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The proposed integral gravity-based accessibility measure evaluates the combined 
effect of land-use and transportation, and incorporates one’s perception on walking by 
using a distance decay function. It can be easily computed using the existing land-use 
and transportation data. The capability of visualizing the relative relationship and 
trend makes the measure interpretable and communicable. In the present study, we 
merely take the public open space as an example to illustrate the methodology. 
However, it can be easily extended to other accessibility analyses, such as the 
residence-shopping accessibility, the spatial configuration of healthcare facilities, 
especially for community with high-rise and hilly topography. 

(b) Generalized Indicator for the Built Environment Change 

Accessibility is commonly used in geography to explain the spatial variations, such as 
population densities, land values and urban growth [7]. However, (1) built 
environment variables are highly interrelated. With the establishment of a new college 
(land use change), a new bus stop is settled (transportation changes accordingly), in 
this situation, individual travel behavior could be influenced directly by the land use 
change, or indirectly by the alteration of transportation under the land use change. 
Therefore, an accessibility measure as an integrative indicator combined with the 
effect of spatial determinants is promising. (2) According to the theory of utilitarian 
travel demand, accessibility can be reflected by the travel cost. In other words, 
individuals pay the costs (time or money) to overcome the spatial separation. Shorter 
distance will encourage the slow mode such as walking. But travel behavior can be 
forecasted only on the assumption that people would not change their behaved 
principle after the change of built environment. [10,27] argue that the accessibility 
benefit will change after the change of environment variables. For instance, a new 
canteen is opened to increase the accessibility of a local college neighborhood. But 
due to the tasty of food it supplied, students may choose a further canteen for more 
tasty-suitable benefits. In this case, our proposed accessibility measure can also be 
treated as a generalized indicator, and provide quantitative evaluation for policy 
makers. The estimate of the change combined with the post survey of the travel 
behavior, a longitudinal experiment design, can then help to identify the relationship 
between the built environment and walking behavior. 

4 Conclusions and Prospects 

Walking is one of the most practical means for health improvement. A challenge for 
urban planners is to identify the relationship between the built environment and 
walking behavior, and to build the environment beneficial to walking. It is critical to 
objectively and synthetically measure the built environment. The measurement should 
be sensitive to land use and transportation change, and is matched with walking 
behavior. In this paper, a review of the influence of built environment on walking 
behavior is presented. The significance of longitudinal pre-post survey about the built 
environment change with the travel behavior to identify the impacts of built 
environment on walking behavior is illustrated. A location-based accessibility 
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measure is developed for the CUHK 3D hilly topography community. This measure 
can be extended to the high-rise sprawl cities, for indoor and outdoor scenarios.  

In the present study, we measure the built environment from the location based 
perspective with an aim of being more objective. As is well known, walking behavior 
can be influenced by more interpersonal factors. A better understanding of the 
walking behavior calls for reasonable and effective combination of the Location 
Theory with Social Psychology. This is our research direction in future. 

Acknowledgements. This research is sponsored by Direct Grant from CUHK (CUHK 
2021094) and RGC Grant from Hong Kong Research Grants Council (CUHK 
405608).  

Reference 

1. Handy, S.L., Boarnet, M.G., Ewing, R., Killingsworth, R.E.: How the built environment 
affects physical activity: views from urban planning. American Journal of Preventive 
Medicine 23, 64–73 (2002) 

2. Saelens, B.E., Handy, S.L.: Built environment correlates of walking: a review. Medicine 
and Science in Sports and Exercise 40, S550 (2008) 

3. Cervero, R., Kockelman, K.: Travel demand and the 3Ds: density, diversity, and design. 
Transportation Research Part D: Transport and Environment 2, 199–219 (1997) 

4. Lin, L., Moudon, A.V.: Objective versus subjective measures of the built environment, 
which are most effective in capturing associations with walking? Health & Place 16,  
339–348 (2010) 

5. Hoehner, C.M., Brennan Ramirez, L.K., Elliott, M.B., Handy, S.L., Brownson, R.C.: 
Perceived and objective environmental measures and physical activity among urban adults. 
American Journal of Preventive Medicine 28, 105–116 (2005) 

6. Hansen, W.G.: How accessibility shapes land use. Journal of the American Institute of 
Planners 25, 73–76 (1959) 

7. Ingram, D.: The concept of accessibility: a search for an operational form. Regional 
Studies 5, 101–107 (1971) 

8. Geurs, K.T., Van Wee, B.: Accessibility evaluation of land-use and transport strategies: 
review and research directions. Journal of Transport Geography 12, 127–140 (2004) 

9. Iacono, M., Krizek, K.J., El-Geneidy, A.: Measuring non-motorized accessibility: issues, 
alternatives, and execution. Journal of Transport Geography 18, 133–140 (2010) 

10. Van Wee, B.: Land use and transport: research and policy challenges. Journal of Transport 
Geography 10, 259–271 (2002) 

11. Van Acker, V., Witlox, F.: Commuting trips within tours: how is commuting related to 
land use? Transportation, 1–22 (2010) 

12. Handy, S.L., Cao, X., Mokhtarian, P.L.: The causal influence of neighborhood design on 
physical activity within the neighborhood: evidence from Northern California. American 
Journal of Health Promotion 22, 350–358 (2008) 

13. Duncan, M.J., Winkler, E., Sugiyama, T., Cerin, E.: duToit, L., Leslie, E., Owen, N.: 
Relationships of land use mix with walking for transport: do land uses and geographical 
scale matter? Journal of Urban Health, 1–14 (2011) 



 Measuring the Influence of Built Environment on Walking Behavior 197 

14. Mokhtarian, P.L., Cao, X.: Examining the impacts of residential self-selection on travel 
behavior: A focus on methodologies. Transportation Research Part B: Methodological 42, 
204–228 (2008) 

15. Saelens, B.E., Sallis, J.F., Frank, L.D.: Environmental correlates of walking and cycling: 
findings from the transportation, urban design, and planning literatures. Annals of 
Behavioral Medicine 25, 80–91 (2003) 

16. Baran, P.K., Rodríguez, D.A., Khattak, A.J.: Space syntax and walking in a new urbanist 
and suburban neighbourhoods. Journal of Urban Design 13, 5–28 (2008) 

17. Ewing, R., Cervero, R.: Travel and the built environment. Journal of the American 
Planning Association 76, 265–294 (2010) 

18. Dalvi, M.Q., Martin, K.: The measurement of accessibility: some preliminary results. 
Transportation 5, 17–42 (1976) 

19. Chin, G.K.W., Van Niel, K.P., Giles-Corti, B., Knuiman, M.: Accessibility and 
connectivity in physical activity studies: the impact of missing pedestrian data. Preventive 
Medicine 46, 41–45 (2008) 

20. Kwan, M.P., Lee, J.: Emergency response after 9/11: the potential of real-time 3D GIS for 
quick emergency response in micro-spatial environments. Computers, Environment and 
Urban Systems 29, 93–113 (2005) 

21. Lee, J.: A three-dimensional navigable data model to support emergency response in 
microspatial built-environments. Annals of the Association of American Geographers 97, 
512–529 (2007) 

22. Thill, J.C., Dao, T.H.D., Zhou, Y.: Traveling in the three-dimensional city: applications in 
route planning, accessibility assessment, location analysis and beyond. Journal of 
Transport Geography 19, 405–421 (2011) 

23. Handy, S.L., Niemeier, D.A.: Measuring accessibility: an exploration of issues and 
alternatives. Environment and Planning A 29, 1175–1194 (1997) 

24. Kanafani, A.: Transportation demand analysis. McGraw-Hill, New York (1983) 
25. Kwan, M.P.: Space-time and integral measures of individual accessibility: a comparative 

analysis using a point-based framework. Geographical Analysis 30, 191–216 (1998) 
26. Giles-Corti, B., Broomhall, M.H., Knuiman, M., Collins, C., Douglas, K., Ng, K., Lange, 

A., Donovan, R.J.: Increasing walking: how important is distance to, attractiveness, and 
size of public open space? American Journal of Preventive Medicine 28, 169–176 (2005) 

27. Van Wee, B.: Evaluating the impact of land use on travel behaviour: the environment 
versus accessibility. Journal of Transport Geography 19, 1530–1533 (2011) 



 

N. Xiao et al. (Eds.): GIScience 2012, LNCS 7478, pp. 198–211, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Social Welfare to Assess the Global Legibility  
of a Generalized Map 

Guillaume Touya 

Laboratoire COGIT, IGN, 73 avenue de Paris, 94165 Saint-Mandé France 
Name.surname@ign.fr 

Abstract. Cartographic generalization seeks to summarize geographical 
information from a geo-database to produce a less detailed and readable map. The 
specifications of a legible map are translated into a set of constraints to guide the 
generalization process and evaluate it. The global evaluation of the map, or of a 
part of it, consisting in aggregating all the single constraints satisfactions, is still to 
tackle for the generalization community. This paper deals with the use of the social 
welfare theory to handle the aggregation of the single satisfactions on the map 
level. The social welfare theory deals with the evaluation of the economical global 
welfare of a society, based on the individual welfare. Different social welfare 
orderings are adapted to generalization, compared and some are chosen for several 
generalization use cases. Experiments with topographic maps are carried out to 
validate the choices. 

Keywords: map generalization, evaluation, social welfare, constraints. 

1 Introduction 

Cartographic generalization is a process that seeks to summarize geographical 
information from a geo-database in order to produce a less detailed and readable map. 
Automatic generalization processes were necessary to ease the production of map 
series and are growingly required nowadays with the development of on-demand 
mapping. Past research proposed many different approaches to automatically 
generalize maps [1]. Automatic generalization processes require evaluation 
procedures both to control and to validate [2]. On the one hand, assessing where the 
map needs to be generalized is necessary to control which algorithm to use (i.e. 
enlarge, displace...) and where to use it. On the other hand, an automatic process 
needs to know if the generalization it performed was successful to validate itself and 
avoid as much as possible manual post-correction. The automatic evaluation of single 
specifications in the map, like the minimum area of displayed buildings, has been well 
tackled [3, 4]. But a map is composed of a very large amount of such specifications 
and it is very difficult to assess the global quality of a generalized map [3]. Such 
evaluation is now carried out by human cartographers. Is it possible to aggregate the 
single evaluations into a unique value that says ‘this map is perfectly generalized 
according to the specifications’? Is it possible to compare two map generalization 
alternatives? 

This paper tries to answer to these questions, drawing its inspiration from collective 
welfare theories in economy. Collective welfare assesses the welfare of a human 
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society from individual welfare [5]. In map generalization evaluation, the 
specifications for each object can be considered as the individuals in collective welfare. 

The second part of the paper deals with the description of the application problem, 
the global assessment of generalized maps. The third part gives an overview of the 
collective social welfare theories and describes a benchmark developed to compare 
social welfare orderings in relation to map specifications satisfaction. The fourth part 
shows some experiments of our approach inside the automatic generalisation model 
CollaGen [1]. The last part draws some conclusions and explores further research. 

2 Global Assessment of Generalized Maps 

As research and technologies allow going further and further towards the automatic 
generation of maps at different scales, the processes require advanced self evaluation 
tools. Self evaluation is necessary both to control and validate an automatic process 
[2]. Indeed, it is necessary to know, at some point of an automatic process, what was 
well generalized and what is left to do; and as processes success is very dependent on 
the geographical context they are applied on, it is necessary to rely on self evaluation 
to validate the result of a process. The point is not to evaluate the quality of 
generalized data [6], but to answer the following questions: Does the generalized map 
truly reflect the initial data? Are the transformations due to generalization acceptable? 
Are the map specifications met? The first part of the section reports related work on 
generalization evaluation. The second part deals with global assessment from a set of 
constraints. The third part details three use cases. 

2.1 Related Work 

Ruas and Mackaness [2] give an overview of past research on the evaluation of 
automatic map generalization. They state that a generalization evaluation process 
should include three components: a representation of the real world to verify that 
generalized data reflect the initial information, a representation of the user’s needs 
(i.e. the expected level of detail of the generalized map and the objectives of the map), 
and a representation of the rules of cartography and database integrity. 

A first method is to identify the geographic characters that bear the user’s needs 
and the cartographic rules, and to assess if generalization is successful according to 
each character, thanks to spatial measures. For instance, it consists in measuring if the 
buildings are large enough or if the roads coalesce. Similarly, in the AGENT 
automatic generalization model [7], each object is able to evaluate its characters in 
relation to the specifications. In order to benchmark existing generalization 
algorithms, a template for sharing the measures to evaluate the most common 
characters of geographic objects was proposed [8]. More recent research went further 
in this approach, defining evolution function for each of the character [3]. Evolution 
function give the expected final value of a character according to the initial value and 
thresholds extracted from the specifications. Fig. 1 shows an example of evolution 
function for the area of buildings. The evolution functions can be determined using 
cartographers knowledge or by reverse engineering [4]. Experiments show that such 
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may provide alternatives. In order to prove the assertion, we carried out a four step 
reasoning: first implement a library of social welfare orderings (i.e. potential 
alternatives to mean) from literature; then define a set of toy distributions that 
illustrate the diversity of constraints distributions; analyze how social welfare 
alternatives order the toy distributions to choose one adapted to each use case; finally, 
prove choice validity by testing on real generalized data. The next section introduces 
the theories of collective welfare, and describes the first three steps of our reasoning.  

3 Theories of Collective Social Welfare 

3.1 Collective Welfare and Social Welfare Ordering 

Microeconomic analysis and economic theories assume that each individual tries to 
maximize its own preferences, its welfare, often assimilated to the money earned by 
the individual. Then, collective welfare is the aggregation of the individual welfare of 
every member of a society, and economical policies intend to maximize collective 
welfare [5]. We assume that the global assessment of generalized maps can be 
considered as a collective welfare problem where the individuals are the constraint 
monitors and their utility is their satisfaction. Cardinal welfarism studies social 
welfare orderings (SWOs) in order to analyze the collective welfare of a society. 
SWOs allow comparing two societies according to collective welfare, using the 
individual welfare. Different SWOs may convey different perspectives on collective 
welfare favoring either the total society welfare or the decrease of welfare difference 
between individuals.  For a given individual utilities distribution (u1, u2... un) noted )  and a second distribution , , a social welfare ordering provides an order 
relation, i.e. allows to assess that ) is preferred to , , which can be noted:  ) ,  (1)

A great diversity of social welfare orderings can be defined to compare distributions 
of individual utility. For instance, the utilitarian social welfare ordering, coming from 
Bentham philosophy [13], considers the sum of individual utilities to compare 
collective distributions (Equation 2). )   , u > u (2)

A Collective Utility Function (CUF) may be related to a social welfare ordering. The 
CUF gives a real value representing the value of the collective welfare according to 
the scale of utilities. For instance, the collective utility function related to the 
utilitarian social welfare ordering of Equation 2 is the mean of the individual utilities. 
SWOs and their CUF are not exclusively used in economy but also in computer 
science and particularly multi-agents systems research in order to solve resource 
allocation problems that require fair division of resources [14]. 

Historically, there are three approaches to collective welfare: the utilitarian, the 
egalitarian and the Nash orderings. The utilitarian orderings introduced above, 
consider the sum of individual utilities as the basis for SWOs and related CUF. Such 
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an approach will prefer a society with equally distributed unsatisfied individuals and 
very satisfied individuals, compared to one where all the individual utilities are equal 
to the mean. Egalitarism orderings follow the justice principles of Rawls [15]. In 
order to favor fair distributions, egalitarian orderings will compare the least satisfied 
individuals [5]. Finally, Nash orderings try to balance utilitarian and egalitarian 
approaches by using the product of individual utilities as the basis for ordering. Nash 
orderings penalize the distributions with some very unsatisfied individuals. 

We developed a library of social welfare orderings, following the three approaches, 
which convey different behaviours to compare distributions. Within this quite large 
library, choices can be made to use the most appropriate ordering in order to compare 
global generalisation results in the proposed use cases. These social welfare orderings 
and their CUF are described in the next section. 

3.2 A Library of Social Welfare Orderings 

The social welfare orderings described in this section are illustrated with a simple 
example composed of three distributions of individual utilities, u, v and w (Equation 
3). There are five individuals and their utility varies from 1 to 8. 

u = {1,2,8,8,8}, v = {2,3,6,6,6}, w = {4,4,4,4,4} (3)

Utilitarian SWOs. The utilitarian SWOs derive from the classical utilitarian SWO 
[13] presented in Equation 2: utilities are summed. The utilitarian SWO ranks the u 
distribution as the best, as the utilities sum is the highest (27 against 23 for v and 20 
for w). A simple alternative to the utilitarian SWO is a powered utilitarian SWO 
(Equation 4) that penalizes the low utilities when the power parameter is high. )   ,  ∑ ui ) ⁄ > ∑ ui, ) ⁄   (4)

The Iso-Elastic SWO is a more egalitarian version of utilitarism when its parameter p 
tends to infinity (Equation 5). For instance, with 5 as a parameter value, the examples 
are ranked differently: w > v > u. )   , ∑ u )  > ∑ u, ) where a ∈ 0,1 ∪ 1, ∞  (5)

The Owa SWOs are a family of orderings that weight each individual utility 
differently [16]. Depending on the weights assigned to low, mean or high individual 
utilities, an Owa SWO may derive from utilitarian SWOs and favour some specific 
distributions (Equation 6). for a function w ), )  , w u ). u > w u, . u,  (6)

Egalitarian SWOs. The egalitarian SWOs follow Rawls principles of justice [15], 
penalizing the distributions with a low minimum. Most egalitarian SWOs rely on the 
Leximin order [17]. Equation 7 represents the Leximin order: the (ui) distribution 
sorted by ascending order is noted (ui)*.  The equation means that distributions are 
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Abstract. Formally capturing spatial semantics is a challenging and still largely 
unsolved research endeavor. Qualitative spatial calculi such as RCC-8 and the 
9-Intersection model have been employed to capture humans’ commonsense 
understanding of spatial relations, for instance, in information retrieval 
approaches. The bridge between commonsense and formal semantics of spatial 
relations is established using similarities which are, on a qualitative level, 
typically formalized using the notion of conceptual neighborhoods. While 
behavioral studies have been carried out on relations between two entities, both 
static and dynamic, similar experimental work on complex scenes involving 
three or more entities is still missing. We address this gap by reporting on three 
experiments on the category construction of spatial scenes involving three 
entities in three different semantic domains. To reveal the conceptualization of 
complex spatial scenes, we developed a number of analysis methods. Our 
results show clearly that (I) categorization of relations in static scenarios is less 
dependent on domain semantics than in dynamically changing scenarios, that 
(II) RCC-5 is preferred over RCC-8, and (III) that the complexity of a scene is 
broken down by selecting a main reference entity. 

1 Introduction 

Formally capturing spatial semantics is a challenging and still largely unsolved 
research endeavor. Over the last two decades, a multitude of different spatial (and 
temporal) formalisms, often referred to as qualitative spatial calculi, have been 
suggested in the literature to model human commonsense understanding of spatial and 
spatio-temporal relations (see Cohn & Renz, 2008 for an overview). Calculi 
developed in the general area of qualitative spatial and temporal representation and 
reasoning (QSTR) allow for meaningful processing of spatio-temporal information 
because they focus on categorical (discrete) changes or salient discontinuities 
(Egenhofer & Al-Taha, 1992; Galton, 2000) in the environment, which are thought to 
be relevant to an information processing system (both human and artificial). While 
qualitative calculi are naturally appealing and, on a general level, widely 
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acknowledged in both spatial and cognitive sciences (e.g. Kuhn, 2007; Lakoff & 
Johnson, 1980), there is comparatively little behavioral assessment of the cognitive 
adequacy of these calculi (see Klippel, Li, Yang, Hardisty, & Xu, in press and Mark, 
1999 for overviews). To the best of our knowledge, there are no studies involving 
more than two entities at the same time, an observation that forms the motivation for 
the work described in this paper. 

The two most prominent qualitative spatial formalisms in GIScience are arguably 
the 9-Intersection model (Egenhofer & Franzosa, 1991) and RCC-8 (Randell, Cui, & 
Cohn, 1992). Although, the underlying formalization is different in each approach, 
both formalisms make the same eight basic distinctions for topological relations 
holding between two simple regions in the plane (see Figure 1). When we look at 
applications of these and other qualitative models, many of them already employ or 
could benefit from incorporating a suitable notion of similarity between spatial 
configurations of objects. In querying and retrieval scenarios based on qualitative 
information (Papadias & Delis, 1997), for instance, a model of relational similarity 
allows for providing a ranked set of solutions (instead of returning just one solution). 

The common approach to measure the similarity between two qualitative relations 
from the same qualitative calculus is based on so-called conceptual neighborhood 
graphs (CNG) (Egenhofer & Al-Taha, 1992; Freksa, 1992). CNGs are based on a 
notion of continuous change on a qualitative level (Galton, 2000) and two relations  and  are said to be conceptual neighbors if it is possible for  to hold over a 
tuple of objects at a certain point in time, and for  to hold over the tuple at a later 
time, with no other (third) mutually exclusive relation holding in between (Cohn, 
2008). A CNG has one node for each relation and an edge between two nodes if the 
corresponding relations are conceptual neighbors. In Figure 1, the edges show the 
CNG structure of RCC-8 and the 9-Intersection model. 

 

Fig. 1. Relations of RCC-8 and the 9-Intersection calculus arranged in accordance with their 
conceptual neighborhood graph (indicated by the edges) 
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Traditionally, the dissimilarity (or distance) , ) between two relations has 
been measured by assuming uniform weights for the edges in the CNG and counting 
the number of elementary changes or steps along the shortest connecting path in the 
CNG (Bruns & Egenhofer, 1996; Schwering, 2007). The dissimilarity of RCC-8 
relations DC and PO, for instance, is 2 while it is 4 for DC and NTPP (see Figure 1). 
However, this simplistic approach has been challenged: On the one hand, researchers 
have developed alternative approaches using different weighting schemes, mainly 
based on intuition and introspection such as in the work by Li and Fonseca (2006): a 
weight of 3 is assigned to the edge between DC and EC, a weight of 2 for EC and PO, 
and a weight of 1 for TPP and NTPP. Only a few empirical investigations on the 
appropriateness of qualitative calculi using, for instance, grouping experiments with 
visual stimuli (Mark & Egenhofer, 1994) have been undertaken with the goal of 
painting a clearer picture of human relational similarity assessments and its relation to 
qualitative spatial formalisms. Related to this is the question whether the relational 
equivalence classes introduced by a qualitative calculus make the relevant distinctions 
to begin with or whether, for instance, coarser models such as RCC-5 or the coarse 
version of the 9-Intersection model (Knauff, Rauh, & Renz, 1997) should be 
preferred.  

While progress has been made over the last years in evaluating the appropriateness 
of qualitative calculi and grounding similarity weighting of the respective relations in 
empirical data, we are facing a lack of similar work with respect to the problem of 
defining suitable similarity measures for complex spatial scenes. Complex is defined 
here as spatial configurations involving more than two objects. This fact is 
astonishing as such measures are urgently needed for application areas such as 
similarity-based querying and retrieval. Existing computational approaches (Bruns 
& Egenhofer, 1996; Dylla & Wallgrün, 2007; Papadias & Delis, 1997) compute 
similarities between qualitative equivalence classes (QECs) defined by the 1)/2 qualitative relations holding between n spatial entities by aggregating, in 
particular summing up, elementary neighborhood distances over corresponding 
relations, for example: 
 , )  = ∑ , ) 

 

where  and  stand for the th relation from  and , respectively. 
With eight base relations in RCC-8, there exist 512 possible equivalence classes for 
three entities; but, only 193 of these are consistent QECs in the sense that they can be 
satisfied by actual triples of simple regions in the plane. Figure 2 shows 
approximately 15% of these 193 QECs depicted by an exemplary configuration of 
three ellipses with the respective qualitative relations listed on the side. The QECs for 
n entities can be connected to form a conceptual neighborhood graph (called CCNG 
for complex conceptual neighborhood graph) in the same way as the CNG for 
individual relations. The edges in the depicted CCNG connect those QECs in which 
exactly one of the relations has changed to a conceptual neighbor (e.g., EC to PO). 
The connected pairs of QECs are exactly those for which the dissimilarity 
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Fig. 2. Part of the RCC-8 / 9-Intersection complex neighborhood graph for three objects. Edges 
connect those QECs that have an aggregated distance of 1. , ) is 1. This, however, raises many important questions with regard to a  
suitable choice for the involved aggregation operators as well as the appropriateness 
of the overall approach. An empirical basis to answer these questions, which can be 
expected to improve current implementations, is still largely missing. 

The research described in this paper aims at remedying this situation by developing 
the empirical and methodological basis for evaluating and improving qualitative 
approaches for relational similarity assessments in complex scenes involving more 
than two objects. We report on three grouping experiments in which participants were 
given icons showing different configurations of three simple objects (Section 2). In 
our analysis (Section 3), we employ different clustering and cluster validation 
approaches to compare human similarity assessment (as an expression of cognitive 
conceptualizations) to the qualitative equivalence classes induced by topological 
calculi and evaluate the adequateness of the approach using , )  as 
defined above as a model of similarity.  

2 Experiments 

This section details three category construction (grouping) experiments that we 
conducted to shed light on human conceptualizations of spatial scenes with three 
entities. For the purpose of this paper, we define a spatial scene as a configuration of 
three spatially extended objects visually represented in a map-like format. 
Specifically, we used three elliptical entities such that each scene can be characterized 
using three topological relations (see Figure 2). Each of the three experiments was 
identical except for the semantic domain information that was associated with the 
scenes. The semantic domains we chose for this experiment in addition to a purely  
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Fig. 3. Two exemplary icons for each of the domains: geometric, ocean, and forest 

geometric one were: an ocean scenario with a blue water background and a forest 
scenario with a greenish background. The ellipses themselves were introduced as 
areas demarcating habitats of species. Figure 3 shows two instances of icons for each 
of the three domains (geometric, ocean, forest).  
 
Design and Materials. The visual stimuli used in the experiments consist of three 
sets of 116 icons each, one set for each of the three semantic domains (see Figure 3). 
In our experiments, we consider the 29 QECs shown in the partial CCNG from Figure 
2. These are all QECs that can be considered as being 'between' the QEC NTPPI-DC-
DC on the left and the QEC PO-PO-TPPI on the right. For each of these 29 QECs we 
created four instances that were topologically identical but varied geometrically; 
hence, 4 x 29 = 116 icons. Each icon was 120x120 pixels in size. The geometric 
layout was randomized in the following way: We started with the geometric 
configurations representing the respective QEC in Figure 2 and randomized the 
following parameters of the two smaller ellipses: semi-major radius, semi-minor 
radius, x and y coordinate of center, and rotation angle. This was done using a 
uniform probability distribution over the interval ,  where p is the value 
of the parameter in the prototype and delta is an individually chosen threshold value. 
The threshold values used were 10 pixels for the coordinates, 4 pixels for both radii, 
and 5 degree for the rotation angle. Because the random variation may change the 
qualitative relations holding between the objects, this step was followed by a brute 
force search within the parameter space for a set of parameters closest to the 
randomly generated parameter set and satisfying the qualitative relations given in the 
respective QEC. Possible parameter sets were constrained by the fact that some 
topological relations (e.g., NTPPI) are only possible for certain size relations between 
the involved entities.  

We originally generated 10 geometric instances for each QEC and generated icon 
sets by drawing the ellipses on different backgrounds (white background for the 
purely geometric domain, and textured backgrounds for the other two domains) using 
transparency and a color scheme that would work well with all three different 
backgrounds. We then manually selected the first four icon instances for each QEC 
that were visually clear in the sense that the qualitative relations were deemed to be 
recognizable. It turned out that for three QECs additional instances had to be 
generated to get four clearly recognizable scenes.  

Participants. Each experiment had 22 participants, Penn State students who received 
course credit for their participation. The female-to-male ratios were 11/11 for the  
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geometry condition, 8/14 for forest, and 11/11 for ocean (one participant had to be 
excluded because of providing bizarre information in the linguistic descriptions, see 
Procedure). The average age was 22.75, 20.05 and 21.05, respectively.  

Procedure. The experiments were designed as group experiments and took place in a 
GIS lab. Up to 16 participants were able to take part in the experiments at the same 
time with workplaces separated by view blocks. Computers were Dell workstations 
with 24” widescreen LCD displays. The experiment was administered through our 
custom made software CatScan (Klippel, Li, Hardisty, & Weaver, 2010). Participants 
only grouped one of the three scenarios and were explicitly introduced to the 
semantics of the scenario that they were supposed to imagine. To ensure that they 
understood the task and semantics of the scenario, they had to enter keywords (e.g., 
forest, habitat) into the interface before they could start the experiment. Keywords 
were checked for their correctness. They also were given an unrelated category 
construction task (Medin, Wattenmaker, & Hampson, 1987) to acquaint themselves 
with the general idea of category construction and the interface. Participants then 
performed the category construction task on the stimuli. All 116 icons were initially 
presented on the left side of the screen with no groups on the right side. Participants 
were required to create all groups (as many as they thought appropriate) themselves. 
CatScan allows for icons to be moved around (into, out off, and between groups) by a 
simple mouse drag and drop procedure. After sorting all icons into group(s), 
participants were again shown the groups they had created and asked to provide a 
short linguistic label (max. 5 words) and a more detailed description of their grouping 
rational. 

3 Results 

The data we collected in the three experiments comprised information about the 
categories each participant created in the form of binary matrices ranging over the 
icon sets containing a ‘1’ if the respective icons were put into the same group and a 
‘0’, otherwise. These matrices form the basis for the analyses conducted and 
described in this section. In addition, the linguistic descriptions were collected in 
spreadsheets.  

Our analysis and evaluation described in this section addresses the question of the 
influence of domain semantics as well as a detailed analysis of the category 
construction behavior of participants. The latter can be taken as a basis for evaluating 
existing approaches on defining similarities (semantics) of spatial scenes.  

3.1 Comparison of Raw Similarities 

To derive overall raw similarities for each of the three experiments, we combine the 
binary matrices from individual participants into a single overall similarity matrix 
(OSM) by summing up corresponding matrix cells. As a result, we get a matrix with  
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values from 0 for pairs of icons that were never put into the same group (and, hence, 
are rated as maximally dissimilar) to N (= number of participants; here: 22) for pairs 
that were put into the same group by all participants, considered to be maximally 
similar. Figure 4 illustrates the resulting OSMs in form of heat maps using colors 
from white (corresponding to 0) to red (corresponding to N). The entries are 
alphabetically ordered such that all 4 icons belonging to the same QEC correspond to 
a group of neighbored rows and columns in the matrices. 

The heat maps allow for a first visual inspection of the grouping behavior. The red 
4x4 squares along the diagonals of all three matrices are a clear indication that icons 
belonging to the same QEC are rated as being very similar, that is, they are (almost) 
always placed together into the same group. To back up this observation by numbers, 
we computed the sum over all entries for each block (QEC), took the average over all 
QECs, and normalized the result to be within [0,1]. The results show an average of 
0.95 with 0.03 standard deviation for the purely geometric domain, 0.93 for ocean 
(standard deviation 0.04), and 0.94 for forest (standard deviation 0.04). This can be 
interpreted as evidence that topological equivalence classes potentially offer an 
explanation of how humans conceptualize spatial scenes. Additionally, however, there 
are several other areas in the OSMs with high similarities. This is a first indication 
that the 29 topologically defined equivalence classes form coarser conceptual groups. 

      

Fig. 4. Heat maps showing raw similarities (red = maximally similar, white = maximally 
dissimilar) for geometry (left), ocean (middle) and forest (right) 

Further comparison of the heat maps in Figure 4 shows that overall the three 
patterns are very similar. To make, however, the differences more explicit, we 
computed difference-matrices for each pair of OSMs using the operation abs(OSM1-
OSM2) for each cell. The resulting matrices are shown in Figure 5 emphasizing where 
differences do exist. Computing the average differences over all entries (except the 
diagonals which have to be zero) and normalizing them to [0,1], we get the following 
results: 0.08 for geometry-ocean, 0.08 for geo-forest, and 0.09 for forest-ocean. This 
means that the difference in similarity assessment averaged over all pairs of icons is 
less than 9% between the domains. This is a very low number given that within each 
domain individual differences exist, too. 
 



 Cognitive Conceptualization and Similarity Assessment of Spatial Scenes 219 

     

Fig. 5. Heat maps showing the differences between OSM matrices for geometry-ocean, 
geometry-forest, and forest-ocean (white = 0 difference; maximal difference would be red but 
does not occur) 

3.2 Clustering 

We followed widely accepted procedures on cluster analysis and cluster validation, 
that is, for each scenario we performed three different types of cluster analysis 
(Ward’s methods, average linkage, complete linkage) and compared the clustering 
structure (Kos & Psenicka, 2000). The resulting clusterings can be visualized as tree 
structures called dendrograms in which the leaf nodes represent the individual icons 
(instances of a QEC). Figure 6 shows a small part of such a dendrogram. We found 
large similarities between the different scenarios but also dissimilarities especially 
comparing different methods. The reasons for these differences seem to be largely 
unrelated to the semantics of a particular domain but are the results of a more 
complex decision space: We have 29 QECs with four instances for each QEC. 
Looking into how hierarchical cluster algorithms operate, we find that initial 
similarities/dissimilarities can lead to different clustering structures reinforced by the 
recalculation of similarities after each clustering step; these differences are not 
reflective of high overall similarities (as Figure 5 shows that all scenarios are very 
similar). Given space constraints, it is not possible to discuss all nine cluster analyses 
(three for each experiment/domain) in detail. However, to harvest what cluster 
analysis reveals about the similarities / categories of complex spatial scenes, we 
developed a method that we consider highly valuable for researchers evaluating 
results of clustering methods. With this method that we term greatest common divisor 
algorithm, we are able to identify the most fundamental category construction aspects 
(similarities) across all nine cluster analyses (three scenarios with three cluster 
analyses each). 

An important prerequisite is that QECs are very strong predictors for category 
construction, that is, instances of a QEC are not separated in any of the clustering 
methods (compare Section 3.1). Either all icons of the same QEC are combined into a 
single cluster before the resulting cluster is combined with icons from a different 
QEC; or, icons from two or, in a few cases, three conceptually neighbored QECs are 
joined in a merged way forming a single cluster. This is another indication that 
topological relations and conceptual neighborhood graphs capture important factors of 
the cognitive conceptualization of spatial scenes.  
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Fig. 6. Part of a dendrogram from a clustering method. The leaf nodes represent the icons 
(instances of QECs) which are combined to form larger groups on higher levels. 

 

Algorithm 1. Algorithm to derive largest common clusters. 

Now that we know that individual QECs are potential category predictors, we seek 
to find QECs most similar to each other. To this end, we continued the bottom up 
analysis of consistent clustering results across all three scenarios and all clustering 
methods using the greatest common divisor algorithm shown in Alg. 1. This 
algorithm aims at determining the largest groups of QECs for which the order of 
combination is identical over all three experiments and all three clustering methods. It 
consists of two phases: the initialization and the main loop (clustering). 

In the initialization phase, the algorithm merges leaf nodes starting with the 
individual icons, until we have nine tree structures with identical leaves in terms of 
associated icons, and each leaf represents all icons from one or more QECs. In Figure 
6, for instance, we end up with the new leaf nodes marked by the arrows with the left 
one representing two QECs and the other two representing individual QECs.  
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RCC-5, second, the important distinctions were made looking into the relationship 
between each small ellipse with the larger circle individually while the relation 
between the smaller ellipses was largely ignored. This strategy was not scenario 
specific as in most cases seven (or more) cluster methods support this interpretation. 

3.3 Linguistic Analysis 

We performed a word-count analysis on the linguistic descriptions collected using 
AntConc, a corpus analysis toolkit (Anthony, 2011). Before the analysis, we excluded 
spatially irrelevant words such as colors (e.g., red, black, yellow), pronouns (e.g, this, 
these, which), words referring to the entities (e.g., ellipse, oval, habitat), and other 
common English words (e.g., is, but, and). In addition, we combined the frequencies 
of the same word in different tenses (e.g., overlap, overlaps, overlapping, and 
overlapped), and also synonyms (e.g., completely, fully, totally, and entirely). The 
final results are shown in Table 1.  

Table 1. Top 10 frequently mentioned words from participants’ linguistic description 

 Geometry Forest Ocean 

Rank Word Frequency Word Frequency Word Frequency 

1 in 130 overlap 116 overlap 102 

2 overlap 97 in 114 in 91 

3 partially 90 completely 96 both/two 55 

4 both/two 89 partially 80 inside 54 

5 completely 89 both/two 76 completely 49 

6 inside 86 inside 73 within 49 

7 out 69 with 51 outside 46 

8 touching 58 not 47 all 45 

9 outside 53 outside 47 not 44 

10 not 41 all 30 with 37 

 

First, it is noteworthy that the words “in”, “inside”, “out”, and “outside” are most 
frequently mentioned across the three domains. This suggests that the non-
overlapping relation (DC and EC) are distinguished from overlapping relations (TPPI 
and NTPPI). Second, the only word referring to connecting relations (EC and TPPI) is 
“touching” (ranked 9th in geometry scene), which may indicate that the connecting 
relation is more relevant in the geometric domain (compared to forest and ocean). 
Third, “both” and “two” are frequently used by participants across all semantic 
domains. By additionally looking into the original descriptions, we found that, in most 
cases, these two words are used to describe the relations of the two smaller entities to 
the larger entity in each scene. The abovementioned findings support the conclusions 
we drew from the cluster analysis, i.e., participants’ overall grouping rationale relies 
on RCC-5 and the relation between two smaller entities is often ignored. 



 Cognitive Conceptualization and Similarity Assessment of Spatial Scenes 223 

4 Discussion and Conclusions 

Constructing categories is arguably one of the most fundamental abilities that humans 
possess. Paralleling this aspect, the disciplines of the spatial sciences focus strongly 
on conceptualization and categorization to structure spatial as well as temporal 
information, often using ontological frameworks (Bateman, Hois, Ross, & Tenbrink, 
2010). In the spatial sciences and related branches of artificial intelligence, qualitative 
spatio-temporal representation and reasoning formalisms play a prominent role in 
connecting human category construction with formal approaches to advance processes 
at the human-machine interface (representation, reasoning, retrieval). 

The research reported in this paper closes an important gap: While approaches on 
simple configurations exist, no data is available on more complex scenarios, here: 
relations between three entities. Explorations into more complex and real world 
scenarios are important: First, because discontinuities identified by qualitative calculi 
focusing on two relations may behave differently in complex scenes with more 
relations (e.g., similarities/dissimilarities may or may not be adding up directly); and 
second, because it is not clear whether and how domain semantics influence the 
conceptualization of static spatial relations (see Coventry & Garrod, 2004 for a 
general discussion and Klippel, accepted for dynamic processes). 

The results reported here can be summarized as follows: 1) Topological 
equivalence is a strong grouping criterion / category predictor. This is prominently 
demonstrated by the analysis of the grouping behavior of instances within QECs that 
are almost always placed together into the same groups. 2) Overall, the similarities 
between all three scenarios are highly indicating that—in this static case—the 
semantics of individual domains may not play a substantial role on the construction of 
categories of spatial relations, at least not for the domains chosen here. This analysis 
is reinforced by the linguistic descriptions provided by participants. They reveal that 
participants placed a strong focus on purely spatial aspects rather than incorporating 
domain specific language (other than referring to ellipses by using their color). 3) As 
the decision space gets more complex in CCNGs, there is more variation across 
different experiments and classic clustering methods are not necessarily well suited to 
distinguish commonalities from differences. To address this issue, we designed an 
algorithm that revealed the most fundamental coarse categories constructed by 
participants by comparing (here) nine different cluster analyses (three for each 
experiment/domain). We were able to demonstrate, clearly, two factors that explain 
the category construction behavior of participants: RCC-5 works well as a predictor 
of category membership taking additionally into account that the largest entity was 
used as a reference. As a result, the relations between the two smaller ellipses only 
played a subordinate role. We found the clarity of these results quite surprising. 4) 
Within all experiments and all cluster analyses (the original nine, not the aggregated 
one), we did never find a violation of category membership induced by the CCNG. In 
other words, all members of groups identified in the nine cluster analyses are always 
neighbors in the CCNG. This is probably one of the most promising results as it adds 
to the validity of using CCNGs for similarity assessments and category prediction. 

These results support existing theories on conceptualization and category 
construction for spatial and non-spatial information. It has been a long debate how 
humans deal with complexity (Heil & Jansen-Osmann, 2008). Across different 
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disciplines it is generally assumed (and experimentally confirmed) that humans will 
reduce complexity and lower the individual pieces of information that they have to 
deal with (Cowan, 2001). In the end, this is what categorization is all about. What is 
less clear is which mechanisms they use and how to formally describe them such that 
they may be used in artificial systems, too. Two approaches are worth considering: a) 
participants could try to holistically assess the similarity of the scenes we presented 
them with; b) participants single out a particular dimension along which they 
construct categories (Pothos & Close, 2008). While both approaches are mutually 
exclusively discussed in the literature, our results seem to indicate that participants 
used a combination of both strategies. On the one hand, they singled out aspects 
(dimension in a looser interpretation) that they were able to use as anchors to 
categorize the scenes, specifically, a reduction of three relations to two by ignoring 
the relations between the smaller ellipses. On the other hand, they holistically 
simplified the scenes by ignoring RCC-8 and adopting a coarser perspective that can 
be captured by RCC-5.  

Based on the promising results we will pursue this line of research to assess spatial 
similarity on different levels of scene complexity to advance approaches to formalize 
spatial semantics. We will perform additional experiments with, for example, varying 
domains and relaxation of the spatial constraints which we applied in the current 
experiments (e.g., to include additional aspects of spatial knowledge). One critical 
topic will be to investigate how the similarity measures derived from behavioral data 
can be transformed best into weights in (complex) conceptual neighborhood graphs. 
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Abstract. Formal models of indoor space for reasoning about navigation tasks 
should capture key static and dynamic properties and relationships between 
agents and indoor spaces. This paper presents a method for formally 
representing indoor environments, key indoor events that occur in them, and 
their effects on the topological properties and relationships between indoor 
spaces and mobile entities. Based on Milner’s bigraphical models, our indoor 
bigraphs provide formal algebraic specifications that independently represent 
agent and place locality (e.g., building hierarchies) and connectivity (e.g., path 
based navigation graphs). We illustrate how the model supports the description 
of scenes and narratives with incomplete information, and provide a set of 
reaction rules dictating legal system transformations to support goal-directed 
navigation. Given a starting scene and a particular navigation task we can 
determine potential sequences of events satisfying a goal (e.g., if a building fire 
occurs, what actions can an agent take to reach an exit?). 

Keywords: Bigraphs, Bigraphical Reactive Systems, Indoor Bigraphs, Indoor 
Events, Indoor Space, Indoor Navigation. 

1 Introduction 

Spatial information systems supporting indoor navigation require models of built 
space that transcend traditional 3D CAD or building information models (BIMs). 
Although BIMs support the representation of building elements in terms of their 3D 
geometric and non-geometric (functional) attributes and relationships [1], they do not 
typically provide support for modeling navigation tasks.  Outdoor navigation systems 
usually incorporate 2.5D models of large scale geographic environments consisting of 
physically bounded 2D regions (e.g., building footprints and cities) with an extra half 
dimension attribute (e.g., elevation) which are overlaid by road networks. Mobile 
objects of interest (e.g., pedestrians or cars) are represented by points (or single icons) 
that move through the network or inside the flat regions. Outdoor systems, however, 
cannot typically support indoor navigation, which must take topological 
configurations such as building hierarchies into account. In addition, locality, often 
defined with absolute coordinates in outdoor environments, is more likely to be 
described in relative terms for both physical and functional spaces in indoor 
environments (e.g., John’s office). Moreover, traditional approaches to modeling built 
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spaces typically require quantitative (geometric) building and navigation data. 
Existing spatial models supporting indoor navigation often incorporate graph-based 
representations of architectural space, and some consider cognitive models of agent 
navigation behavior in indoor environments [2-5]. However, many of these do not 
formally capture connections between the network model for navigation and other, 
non-spatial relations that exist between indoor spaces and mobile objects or agents. 
Our approach constructs a qualitative model of indoor environments based on 
Milner’s bigraphs [6], which provide a formal method for independently specifying 
connectivity  and locality between nodes (places of interest). Milner’s tight coupling 
of place and connectivity graphs combined with formal methods for modifying and 
composing bigraphs provide a novel and useful approach for representing and 
reasoning about indoor navigation.  

This paper presents a qualitative framework for formally representing and 
reasoning about indoor environments to support indoor navigation tasks. It models 
agent actions and their effects on topological properties and relationships between 
indoor spaces and mobile objects and agents. Indoor bigraphs provide formal 
algebraic specifications of indoor environments that independently represent agent, 
object, and place locality (e.g., building hierarchies) and connectivity (e.g., path based 
navigation graphs). The framework is flexible enough to model and reason about 
indoor scenes with incomplete information. System configurations can be updated 
with more complete scene information or in response to an agent’s dynamic behavior 
as they carry out goal-directed indoor navigation tasks. In the following sections we 
define bigraphs and show how to build indoor bigraphs using floor plans and 
contextual knowledge about indoor scenes. Finally, we describe modifying indoor 
bigraphs based on new contextual information or changes due to agent actions. The 
material presented here complements earlier work by the authors on cognitive 
representations of indoor space and spatial relations in bigraphs [7] using image 
schema such as CONTAINER and PATH, and section 5 includes examples of 
reaction rules (which model atomic agent actions) using image schema.  

2 Bigraphs 

Originally developed for the virtual world of communicating processes and 
information objects, bigraphs originate in process calculi for concurrent systems, 
especially the pi-calculus [8] and the calculus of mobile ambients [9] for modeling 
spatial configurations (e.g., networks with a dynamic topology).  Ambients, 
represented as nodes in bigraphs, were originally defined as “bounded places where 
computation occurs” [10]. However, bigraphs nodes typically have a more general 
interpretation as bounded physical or virtual entities or regions that can contain or link 
to other entities and regions. In defining indoor bigraphs here we will not repeat 
Milner’s formal definitions, instead we use his simpler visual descriptions that are 
tightly coupled with an underlying algebra that provides reaction rules for appropriate 
system transformations based on connection or location changes in spatial 
configurations.  
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The first floor (F1) and agent (A) nodes are in the link graph, but have no link 
relations. Open links to unknown areas are labeled with outer names y1, y2 (to the 
outdoors) and inner name x1 (to another floor).  Combining the link and place graphs 
yields the bigraph in Fig. 7. Note that the elevator node has been moved to the top of 
the diagram for readability since topological configurations need not be preserved in 
bigraph representations. Node types are visualized using solid bordered squares to 
represent spaces, triangles for agents, and circles for mobile objects such as keys. 
Open placings (roots and sites) are represented as regions with dashed lines.  

 

Fig. 7. Bigraph F1: <{0}, {x1}> → < {0}, {y1, y2}> 

Each node has a fixed number of ports indicating the number of links (of any type) 
that are permitted, and any port can be connected to 0 or 1 edge.  Here, the agent and 
first floor have no ports. Rooms 100, 103, and the RA each have 1 port, whereas room 
101 with two exits, the elevator, and lockable room 102 each have 2 ports. The 
hallway has 9 ports. Edge types are visualized with solid lines for accessibility 
relations and dotted lines for key-lock relations. Indoor bigraph closed edges connect 
exactly 2 ports, and open linkings (inner and outer names) connect to 1 port.  

Each bigraph has a mapping between interfaces, or minimal specifications of the 
portions of a particular bigraph that support additional openings for more containment 
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or linking information. Bigraph F1 above has site set {0} and inner name set {x1} that 
map to root set {0} and outer name set {y1,y2}. Ports, including open ports such as 
those on the hallway and R102, are not included in the interface. 

3.1 Indoor Bigraph Typology 

For the domain of indoor navigation the typology of places (nodes) and edges is very 
important. So, for each specific indoor environment at a minimum the following 
bigraph node types must be defined: 

• A = {a1,…,ai} is a finite set of agents 
• P = {p1,…,pj} is a finite set of places an agent can be in 
• K = {k1,…,kk} is a finite set of keys where ki unlocks place pi 

The set of bigraph nodes is N = A ∪ P ∪ K. Edge types are defined as follows: 

• AEdges = {(p1,p2) | p1,p2 ∈ P}  is a finite set of edges representing 
accessibility relations in the link graph 

• KEdges = {(k,p) | k ∈ K, p ∈ P}  is a finite set of edges representing key-
lock relations in the link graph 

• PEdges = {(p1,p2) | p1,p2 ∈ P}  is a finite set of edges representing 
containment relations in the place graph 

 
The set of bigraph edges is E = AEdges ∪ KEdges.  PEdges in bigraph diagrams are 
represented as actual region containment not with an edge. Note that for indoor 
bigraphs all edges are between just two nodes, although the general bigraph model 
allows hyperedges. Typically, nodes sets will also be partitioned according to how 
many ports (possible link connections) each type of node can support. 

The bigraph example above is a temporal snapshot of an incomplete indoor 
environment. While floor plans are usually static, agent locations and the lock state of 
doors (and hence access links) can change over time.  In the following sections we 
first show how to add context via bigraph composition and next how to make changes 
to indoor environments (e.g., people moving around) by applying reaction rules to 
change system configurations. Bigraphs can be modified using: 

• Composition to add missing context (e.g., create outdoor-indoor bigraphs 
or combine partial building plans) 

• Reaction rules to change the system state (e.g., person unlocks a room) 

4 Bigraph Integration 

4.1 Bigraph Composition 

Given two bigraphs with matching interfaces, composition is used to add additional 
context. For example, outdoor spaces containing buildings and road networks can be 
integrated with indoor spaces. Suppose building B1 is accessible from two parking 
lots which access the city road network. Fig.8 specifies an outdoor scene including a 
footprint for the building containing the first floor.  
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Composing the outdoor-indoor bigraph and F2 joins the building bigraph site 1 
with F2’s root 1, and inner and outer names x1 (Fig. 12).  

 

Fig. 12. Multistory indoor-outdoor bigraph F2 o F1 o H: <{0},{}> → <{},{z1}> 

Inner name x1 from the indoor-outdoor bigraph is joined with outer name x1 from 
F2 to form a new closed edge (access link) between elevator nodes, and site 1 in the 
indoor-outdoor bigraph has joined with root 1 in F2.  Note that the nodes and closed 
links are left unchanged after bigraph composition. 

5 Representing Change in Bigraphs 

Bigraphs can be modified by the application of reaction rules, which specify legal 
changes to linking and place relations. A reaction rule consists of a pair of bigraph 
parts consisting of a redex (pattern to be changed) and reactum (resulting pattern). 
Most domains modeled with bigraphs require one or more reaction rules that support 
changing basic locality or linking relations. For indoor bigraphs agent actions such as 
going into or out of or locking/unlocking a place are modeled with rules. The choice 
of appropriate reaction rules that change a single placing or link relation based on 
spatial image schemas was explored in earlier work [7].  Here we provide a 
representative sample of reaction rules (associated with the CONTAINER and LINK 
schema respectively) for modifying indoor bigraphs in response to agent actions.  
 
INTO Rule 
An agent with a key may move into any place accessible from her current location, 
whether or not the rooms have additional content (Fig. 13). Open links on the nodes 
indicate that other links are permissible parts of the pattern to be matched. This rule is 
self-inverse, and no link relations are changed by applying it. 
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Fig. 13. INTO Rule: INTO(a,p) is the action of a ∈ Agents moving into p ∈ Places 

LINK (UNLOCK) Rule 
Because we have modeled the relationship between a key and the room it unlocks as a 
link we require an access LINK rule (corresponding to an UNLOCK action) which 
creates an access link between places after a door is unlocked (Fig. 14). An inverse 
UNLINK (LOCK)  rule is also usually required to make a place inaccessible [7]. No 
place relations are changed when applying this rule. 

 

Fig. 14. LINK Rule: ALINK(p1,p2) is the action of p1 linking to p2 where p1,p2 ∈ Places 

There are many rule variants. For example, with more specific agent and place 
types the INTO rule for stairways can be restricted to only allow agents that can use 
stairs to enter stairways.  Therefore, a well-typed agent that can’t use stairs 
wouldn’t be sent into stairways because that action couldn’t be modeled in the formal 
system. 

5.1 Indoor Navigation 

Combining bigraphs with a set of reaction rules yields a bigraphical reactive system 
(BRS), in which indoor navigation can be modeled by modifying bigraphs 
(temporal snapshots of indoor environments) by the sequential application of 
appropriate rules. For example, suppose the agent with a key in the reception area 
from Fig. 7 wishes to access locked room 102. We do not need information about 
the 2nd floor or the outdoors to model these actions. The first step is applying the 
INTO rule, resulting in a new bigraph showing the agent has moved from RA into 
the hallway (Fig. 15). 
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Fig. 15. F1 after applying the INTO rule 

Next, use the LINK (UNLOCK) rule to change the link relation between the 
hallway and RM102 by connecting the open ports to make the room accessible 
(Fig. 16): 

 

Fig. 16. Indoor scene after applying UNLOCK rule 

Finally, use the INTO rule again to model the agent entering RM102 (Fig. 17). 
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Fig. 17. Agent reaches her destination 

By defining key indoor events (corresponding to atomic agent actions) and 
modeling them as reaction rules we can construct sequences that model dynamic 
agent behaviors to modify indoor environments. Given an agent’s starting situation 
and a particular navigation task we can determine potential sequences of events that 
would lead to satisfying her goal (e.g., how can she reach the nearest bathroom?).  
This can be done even when there is incomplete information about the environment, 
such as not knowing where the building exits lead when the tasks involve actions on 
just one floor. 

6 Conclusion and Future Work 

This paper describes a qualitative framework for formally representing and reasoning 
about indoor environments to support indoor navigation tasks.  Our primary goal was 
to demonstrate that indoor bigraphical models are appropriate formalization and 
visualization tools for indoor environments that support reasoning about the effects of 
indoor events (precipitated by agent actions) on key indoor environmental elements.  

Indoor bigraphs provide formal algebraic specifications of indoor environments 
that independently represent agent and place locality (e.g., building hierarchies) and 
connectivity (e.g., path based navigation graphs). Our examples illustrate that indoor 
bigraphs can be constructed from building floor plans with some additional scene 
information (e.g., agent and mobile object locations). Further, we demonstrated that 
scenes with partial information (e.g., incomplete building plans) could be modeled in 
a way that supported adding additional context, including outdoor contexts, 
suggesting a new approach to integrating outdoor and indoor navigation systems. 

In related work the authors have developed constructions that provide explicit 
bigraph types for representing complex two-dimensional spatial configurations [11], 
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and defined preliminary ontologies for indoor and hybrid outdoor-indoor spaces for 
built environments based on a typology of the space and the entities it contains [12].  

This paper extends the authors' previous work on using image schemas to model 
spatial relations and agent actions in bigraphs [7]. To improve our representation of 
agent behaviors in indoor environments we also plan to incorporate affordances into 
the framework. Affordances describe objectively measurable actions an agent can 
take in an environment given their current capabilities [13]. Reaction rules in the 
original ambient calculus were established based on context-dependant abilities of 
certain ambients (processes) to perform actions [9].  Similarly, modeling affordances 
in indoor bigraphs should help to refine reaction rules and improve reasoning 
procedures in goal directed navigation task planning.  

Future work will include the integration into the framework of an indoor event 
calculus [14] to provide a logic-based formalism for representing the effects of indoor 
events on indoor relationships. Currently, the effects of agent actions on indoor 
relationships are modeled with reaction rules (e.g., when an agent enters a room it has 
the effect of changing their location). By defining appropriate effect axioms in the 
calculus corresponding to the rules, we will be able to automatically generate time 
indexed narratives about indoor navigation tasks as sequences of events and their 
consequences in indoor environments. This will support forward reasoning (e.g., what 
sequence of actions can an agent take to reach a particular place from their current 
location?) and backwards (explanatory) reasoning (e.g., given that an agent is in a 
particular place now, how could they have gotten there from some previously known 
location?).  Automated reasoning about indoor navigation using qualitative formal 
models has the potential to improve many kinds of spatial information systems such 
as providing decision support for visitors to large building complexes or analytic 
support for security personnel using alert systems to reconstruct possible security 
breaches involving unauthorized access to restricted areas or materials. 
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Abstract. Our objective is to reduce the risk of overwork in the refuse collec-
tion procedure while keeping efficient routes. On optimum routes in refuse col-
lection, vehicles pass through each road segment only once. When we look 
upon our road network as a graph, the optimum route is Euler graph.  Euler 
graph consists of several Euler cycles. When Euler cycles are exchanged in Eu-
ler graph, these cycles are yet Euler cycles if the exchanged cycles are adjacent. 
Our idea is to construct the cycle graph, which represents cycles as nodes and 
connective relationships between adjacent cycles as links, from Euler graph. It 
is guaranteed that the cycle based on links in the cycle graph does not generate 
the redundancy. In the computer simulation, we conclude that our method is ef-
fectively applicable to many kinds of road networks. 

Keywords: Euler graph, cycle graph, refuse collection, combinational optimum 
problem. 

1 Introduction 

High cost of refuse collection work is regarded as a social problem because the vo-
lume and kinds of exhausted refuses increase day by day. It is very difficult to make 
up an effective collection plan to be applicable for several vehicles of refuse collec-
tion works under many complicated constraints such as the capacities of vehicles, the 
amount of refuses, the scales of daily events in roads, etc. As a result, the problem, 
that the amount of refuses oversupplies the limitation of predefined capacity, may 
occur as overwork. It is desirable to select the route which does not generate the 
overwork. However, it is very difficult to keep the effective routes so as to avoid 
overworking completely. In this paper, we address a flexible refuse collection method 
for attaining the effectiveness of refuse collection works and avoiding overworks. 

The refuse collection problem is one of combinational optimization problems such 
as Capacitated Arc Routing Problem (CARP) [1]. CARP is NP-hard combinational 
optimization problem, and the strict solution is applicable to only an instance of 
strongly constrained problem. After Golden et al. formulated CARP in 1981, various 
types of solution methods such as path-scanning [2], Ulusoy’s heuristics [3], etc. have 
been proposed, and also the researches which investigate meta-heuristics-like  
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methods based on genetic algorithm [4], tabu-search [5] and so on have been reported. 
In addition, Logo et al. proposed the means which transform CARP into Capacitated 
Vehicle Routing Problem (CVRP) [6] and compute the lower bounding value [7]. 

The uncertainty in estimating the amount of refuses is an important factor in our 
refuse collection problem. It is impossible to exactly predict the volume of refuses put 
in each road segment because the amount of exhausted refuses is variant every day. 
Since the collection routes are planned based on the predicted volume of already-
exhausted refuses, the overworks may often occur in case that the predicted volume 
was different from the practically collected volume. Thus, the actively applied strate-
gy is planned with surplus capacities in comparison with the maximum exhausted 
refuse volume. The ordinary method is designed so as to construct the collection route 
by vehicles with capacities which can carry out a large amount of refuses even if the 
volume were too much, but the estimation is redundant and is not effective. Fleury et 
al. defined stochastic CARP (SCARP) as a special case of CARP in which the collec-
tions of demands are changeable on every trial, and proposed SMA (Stochastic MA) 
[8] as Memetic algorithm [9] based on the objective function which depends on the 
change of demands. They computed the collection volume in SCARP less than that in 
the practical case, then applied the robust routing to the collection work even if the 
capacities were changed, and analyzed in detail for efficient routing on the basis of 
these processes [10]. Their method may be similar to the procedure used practically in 
our Nagoya city, whose policy keeps the accumulated capacity for the maximum pre-
dictable situation, but is not always satisfied with every occurrence. The redundancy 
for establishing various types of possible cases is too much loss. 

2 Dynamic Refuse Collection Problem 

The static refuse collection procedure is not sufficient to make cost-effective plan 
without overworks in the environment where the volume of locally exhausted refuses 
is changeable day by day. It is necessary to establish the framework for formulating 
flexible routing problem on the basis of the practically accumulated refuse volume 
with a view to collecting refuses without overworks. We discuss a dynamic refuse 
collection problem, using the idea that the routes based on Euler graph can be adap-
tively exchanged even on the half way of preset route. 

2.1 Routing and Euler Graph 

We regard that CARP is one of special allocation problems which do not only com-
pute optimal routes but also look upon edges with the corresponding demands as 
tasks. A set of trips, which is a solution in CARP, is computed as a collection of 
cycles which connect among tasks. In this viewpoint, we can regard that the shorter 
the redundantly selected routes in each trip is, the more effective the route is. Euler 
cycle is defined as a closed path whose all edges are not redundantly constructed. The 
graph G is called as Euler graph when there are Euler cycles for all edges in G. We 
can look upon edges, which redundantly connect in order to pass through all edges 
even if they were not Euler graphs, as virtually constructed edges. In Figure 1, though  
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Fig. 1. Virtual Euler graph 

 

Fig. 2. Example of graph update 

the real line segments do not compose an Euler graph, an Euler cycle is virtually 
composed with the broken line segment: the path “1→2→5→3→2→5→4→1” is an 
Euler graph. 

We define the minimum virtual Euler graph whose added edges all have totally the 
minimum cost. In this case, the trip update procedure keeps the minimum virtual Eu-
ler graph so as to reconstruct Euler graphs. In an Euler graph, the following theorem 
is definitely established: 

【Theorem 1】 
If and only if the graph G is an Euler graph, a set of edges in G is dividable into one 
or more cycles.                                                                     ■ 

This theorem insists that a graph is composed of only one cycle without duplicated 
paths and the cycle is a minimum Euler graph. When an Euler graph has two or more 
cycles, these cycles are always adjacent to one of other cycles mutually. When a trip 
must be updated, tasks (i.e., edges attached with demands) contained in each trip are 
necessarily exchanged. Generally the permutation of single edges between Euler 
graphs transforms Euler graph to un-Euler graph. Theorem 1 makes it clear that Euler 
graph G keeps its own properties as long as the connectivity is assured even if a new 
cycle was combined to G or the existing cycle was removed from G.  

Figure 2(a) shows two adjacent directed graphs G1 and G2: the edges in G1 are in-
dicated by real arcs, and the edges in G2 are represented by broken arcs.  Here, G1 

and G2 are both Euler graphs because in G1 the path “1→2→6→2→7→6→5→1” is 
observed; and in G2 the path “2→3→7→3→4→8→7→2” is so. Consider a graph 
update procedure by reassigning edges in G2 into those in G1. In reassigning the edge 
(7,2) the updated graph is illustrated in Fig.2(b). In Fig.2(b), G1 and G2 are not Euler 
graphs; while, the graph is shown in Fig.2(c) when the edge (2,3,7) is reassigned. In 
Fig.2(c), G1 and G2 are Euler graphs because the path “1→2→7 
→6→2→3→7→2→6→5→1” in G1 and the path “3→4→8→7→3” in G2 are Euler 
cycles. 

 

(a) before (b) re-assignment of edge (c) re-assignment of cycle
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2.2 Reassignment of Cycles 

We propose a dynamic trip update algorithm by the cycle reassignment, based on the 
feature of Euler graph. First, we generate virtually Euler graph from the road network, 
and divide it into several cycles. Mourao et al. proposed a heuristic method that ex-
tracts cycles from a graph as a solution of static CARP, and then generates several 
Euler graphs by combining them [11]. Basically, we extract the cycles by means of 
Mourao’s method and generate an initial plan by assigning them to each trip. In our 
refuse collection process, we suppress the overwork by exchanging neighboring 
cycles: the cycle in overworked trip is exchanged by the un-full cycle.  

Additionally, we take care of redundancy in a refuse collection plan so as to keep 
time-effectiveness: (1) to go back the route in order to pass through newly assigned 
cycles; and (2) to reassign the cycle, which contains in already processed task, to 
another trip. It is necessary to concentrate on the framework for being responsible to 
the time-variant situation and keeping route-effectiveness under the reassigned path 
pattern. To attain this viewpoint, we introduce a “cycle graph”, which represents the 
adjacent relationship between cycles as a link. The link in the cycle graph is erased 
under a predefined condition along vehicle movement. This mechanism is sure that 
the plan does not have redundancy when the cycle was reassigned with respect to the 
neighboring relationships denoted by links. 

3 Mixed SCARP 

We define MSCARP (Mixed SCARP) on the basis of SCARP.  In MSCARP, two 
different demands such as real demand and predicted demand are defined in each 
edge. The real demand is the corresponding demand in CARP: the demand in CARP 
has a static value, and the real demand in MSCARP holds a probable value. We can-
not know the real demand of edge which each vehicle does not yet visit. On the other 
hand, the predicted demand is a static and predictable value, derived from the statis-
tical distribution of real demands, and is known in advance. In our refuse collection 
problem, the real demand is the amount of practically exhausted refuses, and the  
predicted demand represents the predictive amount of refuses, computed by using 
statistical information gathered during a constant period. 

Now, we define our MSCARP formally. When the mixed graph G is given, the 
formula is: 

      G = ( N, A∪E )                                                             (1) 
   N = { n0, n1, …, nM } 
   A = { aij }                (ni∈N, nj∈N) 
   E = { eij }                (ni∈N, nj∈N)  
   GR = { N, AR

⊆A∪ER
⊆E } 

   aij∈AR = ( cd

ij, c
s

ij, q
p

ij, q
r

ij ) 
   aij∈A/AR = ( cd

ij ) 
   eij∈ER = ( cd

ij, c
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ij ) 
   eij∈E/ER = ( cd

ij ) 
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Here, N is a set of M nodes, aij∈A is a directed edge (or arc) from ni to nj, eij∈E is an 
un-directed edge (or edge) between ni and nj. G is composed abstractly from the prac-
tical road network, N is a set of intersections, and A∪E is a set of road segments be-
tween intersections. In bi-directional road segments, the road segment, in which the 
refuse collection procedure can complete in one-way passing, is represented by un-
directed edges; and one in which the collection procedure must complete in 2-ways 
passing is represented by two arcs. In case that two different nodes are combined by 
an arc, the edge means one-way road segment. Here, consider that GR is a partial 
graph of G, and that AR and ER are, respectively, sets of arcs and edges with their own 
demands. aij∈AR and eij∈ER have individually pass cost cd

ij, service cost cs
ij, predicted 

demand qp
ij and real demand qr

ij as their own attributes. Only pass cost cd
ij is assigned 

as their attributes to aij∈A/AR and eij∈E/ER. The pass cost cd
ij is a cost to be ex-

hausted when the vehicle passed through the corresponding link and the service cost 
cs

ij is a cost when the vehicle processes the demand preset on the road segments.  The 
predicated demand qp

ij is computed probably on the basis of normal distribution 
N( qp

ij, α2, (qp
ij)

2 ).α is a positive constant and the standard distribution is α*qp
ij.    

We represent the vehicle vk∈V and the trip tm∈T. Also, the capacity of vehicle vk is 
represented as capk. Here, the demand accumulated from each vehicle is represented 
as load(vk). The amount of currently accumulated refuses can be reset to 0 (=load(vk)) 
with a constant sweep-out cost cdemp at the particular node “depot”. When such a ve-
hicle (vk∈V) starts the routing work, “load(vk)=0” as the initial value. Under such a 
circumstance, each vehicle vk exhausts service cost cs and increases load(vk) by real 
demand qr whenever vk processes the demands associated with the corresponding 
arcs/edges. The arc/edge, in which demands have been already gotten rid of, will be 
deleted from AR∪ER. If load(vk)⊃capk in individual vehicles vk’s, the collection 
process will be finished as the overwork happened. 

4 Search Algorithm 

In this section, we describe a dynamic routing algorithm for MSCARP. The genera-
tion of initial trip set is based on Mourao’s method [11], but we make the trip update 
operation flexible by keeping the adjacent relationship among cycles. Figure 3 is our 
processing flow. 

4.1 Initial Routing 

We transform the input graph G to a virtual Euler graph with a view to constructing 
Euler cycles from each trip. By Mourao’s method, a virtual directed Euler graph is 
generated after having transformed mixed graph into directed graph. Here, the condi-
tion that the directed graph GD is equally an Euler graph means that the number of 
inputs is equal to the number of outputs in all nodes in GD. The number of outputs is 
the number of arcs to exit from the corresponding nodes; and the number of inputs is 
the number of arcs to enter into the corresponding nodes.  
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Fig. 3. Processing flow 

Next, we generate the virtual Euler graph GE from GD. The important point is to 
construct virtual edges between nodes when the number of input nodes is different 
from the number of output nodes. Since these virtual arcs are redundant road seg-
ments, which enable vehicles to pass through the same road segments redundantly, it 
is desirable to minimize the total collection cost. This minimum problem of total col-
lection cost is looked upon as Transportation Problem (TP) because the node whose 
number of input arrows is more than the number of output arrows is a producer, and 
the node whose number of output arrows is more than the number of input arrows is a 
consumer [12]. To solve TP is to minimize the total transportation cost when the 
transportation costs are given under individual terms: producers and consumers; the 
producer volume and consumer volume for some products; combination between 
producers and consumers; and so on. Figure 4 shows examples of virtual arcs. The 
number, attended to left-upper side of each node, is a computation value of “number 
of input arcs – number of output arcs” for the corresponding node. In Fig.4(a), the 
number of input arcs is by 1 more than the number of output arcs between nodes n4 
and n5; and the number of output arcs is by 1 more than the number of input arcs be-
tween nodes n2 and n3. Thus, the graph in Fig.4(a) is not an Euler graph. If virtual arcs 
are added between a4,2 and a5,3, the graph is shown in Fig.4(b).  In this case, this 
graph is an Euler graph as “(number of input arcs – number of output arcs) = 0” in all 
nodes. Virtual arcs, denoted by broken line segments, are the minimum paths to con-
nect between end sides of both nodes. In Fig.4(b), a4,2 and a5,3 construct paths 
“n4→n5→n2” and “n5→n2→n3” , when the pass costs of arcs, represented by the real 
line segments, are at all equal. 

When the directed graph GD is transformed into the Euler graph GE, all arcs on a 
path constructed by virtual arcs must be copied. In this case, these copied arcs do not 
associate demands qr and qp, and service cost cs. Using a set of copied arcs ATP, GE is 
expressed in Expression (2): 

END

START

Transform G to 
directed graph GD

Generate virtual Euler 
graph GE from GD

Divide GE into cycle 
graphs

Generate cycle graph 
GC

Generate trip set T

Generate cycle tree ctm
for each trip tm∈T

Assign trips to each 
vehicle 

Start to patrol

Compute EXP()

Update trip

Is trip of  
EXP()>0? 

ER=φ?

Generation of initial path

YES

NOYES

NO
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Fig. 4. Example of adding virtual arcs 

 

Fig. 5. Example of cycle graph 

   GE = ( N, AE )                                                                  (2) 

   AE =AD∪ATP 

We divide GE into several cycles; each cycle cm is looked upon as a partial graph of 
GE

, 

   cm = ( NC
m⊆N, AC

m⊆AE )                                                       (3) 

Moreover, we define the total sum of predicted demands over the cycle cm as a pre-
dicted demand of cm: 

   demp(cm) = ∑ aij⊆A
C

m∩A
R qp

ij                                                    (4) 

A set of cycles in GE is partitioned as follows: 

(1) Initialize the set of cycles C by φ; 

(2) Select a cycle ci ( demp(ci) > 0 ) whose predicted demand demp(ci) is minimum 
when there is the cycle, started from ni in GE for ∀ni∈N;  

(3) Select maximum demp(ci) from cycle {ci}, generated in (2); 

(4) Erase arcs in the corresponding cycles from AE after having inserted cycles in (3) 
into C; 

(5) Finish if AD∩AR =φ; Otherwise, goto (1). 

These steps generate a set of cycles whose predicted demands are small in average. 
Thus, since the change of demand in each trip derived from the reassignment of one 
cycle is not many, more flexible routing alteration procedure becomes possible. 

 

(a) (b)

 

(a) input graph (b) cycle graph
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After the division of cycles in the Euler graph finished, a set of trips is generated 
by the combination of neighboring cycles. This combination is effective under the 
condition that the total sum of predicted demands in individual trips does not over-
work the allowable demands of vehicle. We select the cycle to be combined on the 
basis of the resolution possibility with respect to Mourato’s method. Our trip is con-
structed by adding the shortest round-trip path for depot into the graph, derived from 
the combination of cycles.  Each vehicle selects a cycle at random from un-round trip, 
and repeats this process. 

4.2 Cycle Graph 

The cycle graph is a graph which represents the neighboring relationship between 
cycles as link and the cycle as node, and is defined as  

GC = ( C, L )  
 C = { c0, c1, … } 
 L = { lijk, … } 
 lijk = ( ci, cj, nk ) 

(5)

Here, C is a set of cycles and L is a set of links. The link lijk∈L uniquely exists for the 
combination of two cycles ci, cj∈C with neighboring relationship, and node nk, as-
signed to these cycles.  Figure 5 is an example. The cycle graph is shown in Fig.5(b) 
when the directed Euler graph in Fig.5(a) was divided into cycles cm (m=1,2,3,4) of 
four nodes {n1, n2, n6, n5},{n3, n4, n7, n6}, {n5, n9, n11, n8} and {n7, n10, n12, n9}. The 
link l1,2,6, which connects to c1 and c2 in Fig.5(b), represents that the node n6 is shared 
between c1 and c2. Similarly, other links are so. 

The trip is constructed by adding the shortest round-trip path for depot into the mu-
tually adjacent cycles. In this case, the combination part of cycle is a sub-graph of 
cycle graph. Here, we define a partial graph sgC(tm) of cycle graph corresponded to 
trip tm as follows: 

  sgC(tm) = ( Ct
m⊆C, Lt

m⊆L )                                                   (6) 

We call the link in cycle graph, which connects cycles in the same cycle, inner link, 
and the link in cycle graph, which connects cycles in the different cycles, external 
link. We express a set of inner links as LIN, and a set of external links as LOUT. Figure 
6 is an example of partial graphs sgC(t1), sgC(t2) for two trips t1 and t2: 

Ct
1 = {c1, c2, c3, c4, c5}                                                         (7) 

Ct
2 = {c6, c7, c8, c9} 

Since the connective partial graph in the cycle graph GC represents an Euler graph, it 
is necessary to establish the connectivity of sgC(tm) with a view to keeping the time-
effective cost. As the cycles, which have been already started to collect refuses, can-
not be erased from the already-assigned trip even if they had been allocated to other 
trips, the redundancy were generated undesirably, and the assigned trip and assigning 
trip contained the cycle mutually at once. Under the above consideration, we define 
the conditions for reassignment of cycles as follows: 
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【Definition: Condition for reassigning cycle】 

(1) external link is connected; 

(2) cut-off point is not set in cycle graph, corresponded to trip; 

(3) collection is not started yet. 

Figure 7 is an example, derived from the road network shown in Fig.6: the cycle in 
trip t1 is reassigned into trip t2, and these trips are updated. Though Fig.7(a) is an ex-
ample which looks upon the cycle c1 as reassignment target, this does not satisfy with 
condition 1. Like this example, the trip attended with reassignment target may be-
come un-connective when the cycle which is not connected to external link was reas-
signed. On the other hand, the condition 2 is not satisfied though Fig.7(b) is an exam-
ple in which the cycle c4 was looked upon as reassignment target. The cut-off point is 
a node which makes the corresponding graph disjoint when it was gotten rid of. 
Fig.7(c) is an example in which the cycle c2 is reassigned and satisfies conditions 1 
and 2. However, if the collection operation for c2 has already started this updated pat-
tern is not allowed concerning to the condition 3.   

 

Fig. 6. Inner links and external links 

 

Fig. 7. Example of trip update 

4.3 Cycle Tree 

Trips are constructed as Euler graphs. It is necessary to trace all Euler cycles which 
cover through all arcs in the given Euler graph without any duplication so that all arcs 
in a trip can be assigned to each vehicle. Such an Euler cycle ec is generated from a 
partial graph sgC(tm) of cycle graph, assigned to each trip, as follows: 

(1) Select start node n0 and start cycle c0∈Ct
m.  Here, n0 is included in a set of nodes 

for c0; 

(2) Initialize ec as a cycle, corresponded to c0 after starting from n0; 

 

(a) with condition-1 (c) with conditions 1and 2(b) without condition-2
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(3) Select a cycle cm which connects to ec and is not included in ec as for any node ni 

in ec; 

(4) Insert cycle, surrounded in cm from ni to ec; 

(5) Finish if ec includes all cycles in sgC(); Otherwise, goto (3). 

A set of links, which represents neighboring relationship used to select the cycle in 
step 3, is a set of edges in global tree of cycle graph GC. We call such a global tree the 
cycle tree, here. 

Examples are shown in Figure 8, Figure 9, and Figure 10. Fig.8(a) shows a directed 
Euler graph GE, and Fig.8(b) shows an example of cycle graph GC derived from GE. 
Fig.9 illustrates the transition sequence of Euler cycle ec when the above operations 
have been repeated sequen-tially in GE. The grey symbols on arcs indicate the order of 
ec. Fig.10 is the result when we applied these operations to the cycle graph GC: grey 
nodes are basically contained in ec and real line segments represent the neighboring 
relationship used in step 3.  In Fig.9 and Fig.10, the figures in (a)-(e) have their mu-
tual correspondences. ec becomes Fig.9(a) when c1 is selected as the start cycle c0 

 

and n1 is chosen as the start node n0. Next, ec becomes Fig.9(b) when the cycle c2 is 
inserted by regarding n2 as the start node. In this case, the neighboring relationship 
between cycle c2 and partial graph, which was passed through ec, is indicated by the 
link l1,2,2 on GE. l1,2,2 is depicted by real line segment in Fig.10(b). When we insert into 
ec by the order “c5 as the start node n7; c4 as the start node n5; c3 as the start node 
n9” ec is updated in the order such as Fig.9(c), Fig.9(d), and Fig.9(e). They are 
represented in GC by the order of Fig.10(c), Fig.10(d), and Fig.10(e). In Fig.9(e), the 
procedure is finished because ec has all cycles in GC. In Fig.10(e) partial graphs gen-
erated by the links with real line segments are a global tree in GC.   

 

Fig. 8. Example of directed Euler graph and cycle graph 

Our method generates the cycle tree on partial graph sgC
m(tm) of cycle graph for 

each trip tm after a set T of trips has been generated. Expression (8) shows a cycle tree 
ctm for trip tm: 

ctm = ( Ct
m, Lb

m⊆Lt
m, croot

m )                                                      (8) 

Here, Lb
m⊆Lt

m is a set of links which were selected as edges of cycle tree ctm from the 
inner link in the trip tm. Also, croot

m is the root cycle in a cycle tree and corresponds to 
the start cycle c0 in the generation of Euler cycle. The collection of cycle tree is started  
 

(a) directed Euler graph (b) cycle graph
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Fig. 9. Example of constructing Euler cycle 

 

Fig. 10. Example of constructing cycle tree 

from the root cycle croot
m and the cycle, which contains the nearest node from depot, is 

desirably selected as croot
m. Two features are observed by planning the collection order 

of vehicles in the cycle tree: it is easy to update the trip which satisfies constraints 
with time-effective management; and it is possible to optimize the collection order 
even by changing tree structure. 

Euler path from the current position of vehicle to the depot must be constructed in 
the trip update operation in order to avoid the redundancy of route. Here, Euler path is 
defined as the path whose edges are only once passed through.  Since the cycle tree 
ctm corresponds to the Euler cycle of partial graph in GE, indicated by sgC(tm), it is 
sure that if the vehicle collects according to ctm Euler path is always passed. Thus, if 
the cycle tree was constructed in advance, it is not necessary to construct Euler path 
initially as only the simple update of cycle tree is allowable even in the trip update. 
When the trip tm was updated, the update procedure of ctm is: 

Step 1: insert into ctm: the cycle tree ck as leaf and the external link lijk as edge, in case 
that ck was added by lijk; 

(a) (b)

(e)

(c)

(d)

(a)

(e)(d)

(c)(b)
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Step 2: delete ck and edges, connected to ck, from ctm, in case that the allocation of 
cycle ck∈Ct

m to other trips is executed again; 

Step 3: add l∈Lt
m/Lb

m, which connects between disjointed partial trees, into ctm, in 
case that the cycles deleted in Step 2 are not leaves; 

4.4 Trip Update 

During the refuse collection, the overworks in individual trips are monitored. The 
overwork means that the amount of currently collected refuses is more than the finally 
predicted volume.  The overwork in the trip tm is EXp(tm, vk) if the vehicle vk is in the 
collection phase; Otherwise, EXp(tm) is for tm: 

  EXp(tm, vk) = load(vk)+demp(tm) – capk                                        (9) 

  EXp(tm) = demp(tm) – capk                                                    (10) 

Here, demp(tm) is the sum of predicted demands in tm, and is expressed as follows: 

demp(tm) = ∑ ai,j∈A(tm)∩A
R qp

ij                                                                             (11) 

The arc aij∈AR, whose demand process has already finished, is deleted from AR, and 
load(vk) increases by the real demand qr

ij of aij. Thus, demp(tm) means the volume of 
predicted demands remained in tm. Also, EXp( ) becomes the difference between the 
volume and a sum of real demands since load(vk) increases and demp(tm) decreases. 
When the value of overwork is positive in the trip, we must check the situation and re-
plan the trip.   

The processing flow in the trip update is shown in Figure 11. First, the counter 
count for reassignment number is set to 0 and the update target trip list Tcand is initia-
lized by all trips T. The trip tm is selected so as to maximize the overwork EXp( ) in 
Tcand. The cycle which satisfies reassignment condition is regarded as Csat

m from a set 
of cycles Ct

m, contained in the partial graph sgC(tm) of the cycle graph in tm. It is not 
sure that there are constantly cycles which satisfy the conditions: if Csat

m =φ, tm is 
deleted from Tcand, and other candidate trips are selected. If candidate trips cannot be 
found out, the operation finishes as failure of reassignment. Of course, if Csat

m satis-
fies the condition of reassignment, the reassignment target cycle cra is always selected 
from the cycles. In this case, the cycle whose predicted demand demp(c) is nearest to 
the overwork EXp ( ) is selected. This is because a means makes the operation finish as 
soon as possible. Next, the reassignment trip tra∈T/tm of cra is selected at random 
from the cycles which are adjacent to cra. cra is assigned to tra again. In this case, the 
cycle tree is updated at once. If all trips of EXp( ) > 0 were exhausted by the reassign-
ment procedure, the operation is finished. Otherwise, count is incremented by 1; Tcand 
is again initialized by all trips. The operation is continued. However, when all trips 
did not satisfy EXp( )≦0 and count reached to the constant σ, the reassignment is 
regarded as failure and the procedure finishes. 
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Fig. 11. Trip update 

4.5 Optimization of Collection Sequence 

In order to avoid the overwork in dynamic refuse collection, the collection plan, 
which makes it possible to update trips every time, is desirably composed. EXp( ) can 
be accordingly evaluated as reliable information with the difference between the ca-
pacity and practical demand in the latter phase of collection operation. Since the trip 
is updated on the basis of EXp( ), we can regard as the flexible collection plan when 
the possibility of trip update is kept high until the final point. The possibility in our 
trip update method is regarded as the number of cycles. Thus, in order to keep the 
possibility of trip update continuously until the final stage, it is better to decrease 
smoothly the cycles which satisfy reassignment conditions. 

To compute the path in which the reassignment target cycles decrease smoothly, 
we define the evaluation value EF(ctm) of cycle tree ctm as follows: 

EF(ctm) = WOL ∑ l∈LOUT (1/time Dm(l)) + WIL ∑ l∈LIN (1/time Dm(l)) 
+ WC ∑ c∈C (1/time Vm(c))                                                      (12) 

WOL, WIL, and WC are weight values of number of external links, number of inner links 
and number of un-visited cycles. Also, timeD

m(l) represents the time-cost in which 
link l in the cycle tree is deleted from the start of collection work when the vehicle 
works independently according to ctm. timeV

m(c) indicates the time period that the 
vehicle at first reaches at the cycle c from the start of work. 

START

count ←0

Tcand ← T

Select tm∈Tcand in 
maximum EXp()

Select Csat
m⊆Ct

m

Csat
m =φ?

Delete tm from Tcand

Tcand =φ?

Is t∈T in 
EXp()>0 ? 

count<σ?

count←count +1

Select cra∈Csat

Select tra

Reassign cra to tra

END

NO
YES

NO

YES

YES
NO

NO
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We optimize the cycle tree ctm in order to compute the optimal collection order 
with respect to the evaluation function EF(ctm). Namely, we solve a sub-problem 
which computes ctm to minimize EF(ctm) concerning to a trip tm and then optimizes 
the collection plan based on the collection order. Our cycle tree is a global tree, which 
is derived from the partial graph of cycle graph included in the trip. When the number 
of nodes in the graph is |v|, the number of edges included in the global tree is |v|-1. In 
this case, the number of combinations with all edges is aCb (e.g. a=|Ltm|, b=|Ctm|-1) 
with respect to the partial graph sgC(tm) = (Ct

m, Lt
m) corresponding to tm in cycle graph. 

However, all search means of this combination are not realistic when the size is too 
larger. Concerning to the global tree, the minimum global problem [13] has been in-
vestigated, and Classical method, Prim method, etc. are well known as effective solu-
tion means.  

5 Computer Simulation and Evaluation 

We experimented by computer simulation and evaluated the experimental results in 
order to attain the subject “effective routing and overwork avoidance”. Our method 
assumes that the effective cost is not invariant even after the update because the trip 
update process is constrained by the cycle graph. Using the same initial route, we 
evaluated how many risks of overworks can be avoided/decreased by comparing the 
occurrence probability of overworks in the updated trip with that in the un-changed 
trips. 

5.1 Experimental Setting 

In our experiment, we used lpr, which Belenguer et al. have published as mixed-
CARP standard data set [14]. lpr is a set of graphs, which organized virtually road 
networks for collecting refuses in local governments, and consists of three groups of 
datasets: lpr-a, lpr-b and lpr-c.  lpr-a is a model for modern-type of city where each 
road is comparatively wide in bi-directional ways. Namely, this group has many pairs 
of arcs in bi-directional connection between two neighboring nodes. lpr-b is a model 
for old-type of city in which graphs in this group are in one-way: all arcs between two 
nodes are in a uni-directional connection. lpr-c is a model for urban-type of village 
without heavy traffics and consists of narrow-type in bi-directional paths. Each group 
contains five kinds of instances which are distinguished by the numbers 1-5. The 
more the number of instances is, the larger the size of graph is.  The cycle tree is 
generated by ILS, using an initial solution computed by the breath-first search for the 
cycles being nearest to depot, and the weight in the evaluation function EF(ctm ) is set 
to 1/3. 

5.2 Experimental Result 

Figure 12, Figure 13 and Figure 14 show experimental results. Vertical axis indicates 
the occurrence ratio of overworks, and the horizontal axis is the distribution ratio α (= 
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0.0 -- 1.40) of real demands. Each diagram indicates the ratio that the collection work 
was finished by overworks in 200 trials: the real line segments without plotting points 
represent a set of static trips without update operation, and the line segments with 
plotting points represent our result. 
  In the static trip, we can observe that the more the sizes of instances in all groups 
lpr-a, lpr-b 

 

Fig. 12. Experimental result: lpr-a 

 

Fig. 13. Experimental result: lpr-b 

 

Fig. 14. Experimental result: lpr-c 

and lpr-c are, the larger the slopes of individual graphs are. Namely, the occurrence 
ratio of overworks, attended with α, becomes large owing to the size of problem. Of 

(a) lpr-a-01 (e) lpr-a-05(d) lpr-a-04(c) lpr-a-03(b) lpr-a-02

(a) lpr-b-01 (e) lpr-b-05(d) lpr-b-014(c) lpr-b-03(b) lpr-b-02

(a) lpr-c-01 (e) lpr-c-05(d) lpr-c-04(c) lpr-c-03(b) lpr-c-02



256 T. Watanabe and K. Yamamoto 

course, in our method when α is small, this increasing trend is reduced. Many results 
in our method are improved in comparison with those in the static trips. Also, the 
large difference between our method and the static trip method is observed in the 
scope that α is small in the large size of instances. In this observation lpr-a-01 and 
lpr-b-01 are not almost improved. Our method could not apply well, we think, be-
cause these are instances in the small size and the means for trip update are very li-
mited at the start of collection work. Moreover, when we focus on the large size of 
instances, we can acquire good results for groups lpr-a and lpr-b, in particular. 

6 Conclusion 

In this paper, we proposed the dynamic refuse collection algorithm with cycle reas-
signment in order to select effective collection routes and avoid overwork from a 
viewpoint of the uncertainty of exhausted volume in the refuse collection. From our 
evaluation and experiment, we made it clear that the risk of overworks can be well 
controlled in accordance with the feature of road network and the distribution of ex-
hausted refuses. In our experimental results, it is successful to reduce the risk of 
overworks in case of bi-directional way, wide road, and many one-way roads. Of 
course, it is hopeful to improve the performance by transforming edges into arcs even 
if the graph is composed of undirected edges in the initial routing step. In this experi-
ment, we evaluated the risk of overworks, but it is necessary for us to investigate the 
framework under the constraints, which the overwork does not occur in order to apply 
our method to practical cases. As our future work, it is important and necessary to 
deal with such a problem. 
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Impact of Indoor Location Information Reliability  
on Users’ Trust of an Indoor Positioning System 
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Abstract. Indoor positioning systems are used as a supplement to GPS where 
the satellite based technology does not work appropriately. However, 
positioning accuracy varies among techniques and algorithms used; system 
performance is also affected by local traffic and environmental structure. A 
relatively little studied topic is the effect of positioning variance on a user’s 
opinion or trust of such systems (GPS as well, for that matter). An experiment 
was designed to examine how trust changes with positioning accuracy and 
whether trust can be built and maintained over time despite changes in 
positioning accuracy. We used a simulated version of our existing indoor 
positioning system to present groups of users with a series of positioning results 
with varying accuracy. Positions fell into one of three categories: 1. 
ACCURATE (<5 meters of error), 2. INACCURATE (>15 meters), and 3. 
WRONG BUILDING (outside current building). When a user experiences a 
series of accurate results first their trust of later inaccurate positioning is 
different from users who experience inaccurate locations first.  

Keywords: Positioning systems, trust, individual differences. 

1 Introduction 

The Global Positioning System (GPS) provides accurate, reliable, and ubiquitous 
positioning in outdoor environments but unfortunately fails to provide reliable 
positioning indoors. As a result, several supplementary techniques have been used 
(Bluetooth, Cellular, wireless internet (WiFi), Radio Frequency ID (RFID), Ultra Wide 
Band (UWB), etc.) to provide positioning in settings where GPS does not function 
properly [1, 2]. Such systems can provide accurate locations, but all have 
characteristics that result in uncertainty (both between and within-system variation). In 
addition, improving accuracy requires one or more of the following: additional power, 
additional equipment/infrastructure, and/ or additional system latency [3], none of 
which can be increased infinitely or without additional cost. Under these relatively 
uncertain conditions a user’s trust in positioning results may vary in conjunction with 
accuracy or might vary in a more complicated way related to their personal knowledge, 
experience, or the pattern of results they have experienced while using the system.  

Trust is a relatively new concept to GIS, GPS, and the use of geographic 
information; however, it has been widely used for evaluating the usability of 
computer programs and related technology, such as our trust of web-based services 
[4-6] and collaborative computing systems [7]. Trust has been defined differently by 
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researchers depending on the entity to be trusted, the definition of the entity, and user 
characteristics [8]. Trust is an essential consideration for human computer interaction; 
research suggests there are many variables that affect user trust in computational 
settings [9]. To make matters more complicated, a user may initially trust a 
computational system only to distrust it later; it is also possible for a user to regain 
trust after initially distrusting a system [10]. While the reliability of a system might 
not immediately affect a user’s trust, it seems safe to suggest that a user’s trust of a 
system is dynamic, ongoing, and complicated [11]. For positioning systems, there 
lacks a clear definition of trust or a model that clarifies factors that can help establish 
user trust. In our first paper on this topic [12] we use the following positioning 
specific definition of trust: “a user’s opinion of the positioning results which will 
affect their adoption and commitment to the system and their use of the information it 
provides.” In addition, we suggest using four elements for modeling trust: Calculation 
method, Source data, User, and Graphic User Interface (GUI). Trust can be increased 
by improving perceived accuracy (from a user’s perspective), which not only requires 
an accurate calculation with high quality data, but also a clear interface that 
communicates position as well as uncertainty (or accuracy) [12].  

Research on in-car navigation systems indicates that accuracy affects users’ 
opinions of system credibility as well as their attitudes to the car [13,14]. 
Interestingly, it was found that user trust increases with risk, that is to say, the user 
still trusts the system even as it puts them at risk [15]. This is related to the systems’ 
role in a user’s search for solutions to problems (such as being lost) and our 
increasing reliance on external solutions as problem complexity increases and our 
personal resources prove inadequate [16]. For indoor positioning systems, as 
mentioned before, the system is not always accurate and/or reliable. Inaccuracies 
caused by inadequate and inaccurate positioning source data, deficient techniques or 
algorithms, or an unclear GUI make it difficult to control or predict accuracy in real 
world settings. In addition, indoor spaces are generally considered qualitatively 
different from outdoor spaces [17]. Structural elements constrain navigation freedom, 
limit available decisions, and reduce visual extent. Systems currently available to 
support indoor navigation are just now beginning to incorporate complete and 
accurate floor plans; unfortunately, such systems are only available for a limited set of 
spaces and do not incorporate positioning information with the same accuracy or 
reliability as is available with GPS outdoors. These two characteristics of indoor 
navigation support (basemap data and positioning) result in much greater uncertainty 
in location information and highly unreliable positioning information. As a result, it is 
important to understand how user trust changes with system performance as well as 
develop models for indoor positioning systems to predict when results might be more 
uncertain. GPS is not immune to such trust issues, but we assume they are more 
infrequent; here we are most interested in emerging systems that may appear to 
function like GPS (accurate positioning with accurate and complete road network 
data). It is our strong opinion that indoor and outdoor systems are quite different in 
that indoor positioning systems are error prone, to the point that our research with 
various commercial systems (Google, SkyHook, and iOS) will place a user outside 
(beyond a buildings boundaries), when such a location is impossible. This result is 
highly egregious since almost all mobile devices that would provide such results 
include an Assisted-GPS chip and should be able to establish that the device is NOT 
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outdoors. However, most research treats trust as synonymous with accuracy or 
usability without considering the dynamic nature of system accuracy and user needs 
and their interaction with the surroundings of the individual. In addition, people do 
not think or respond identically under similar environmental conditions; for instance, 
personal navigation experience, individual differences, and spatial abilities might play 
an important role in the way trust changes during system use.  

We designed an experiment to evaluate the impact of varying accuracy and reliability 
in indoor positioning on user trust. The simulated positioning system (embedded in the 
SaskEXP experimental design software and installed on an iPad) used for this experiment 
provided 10 priming positioning results at a specific level of accuracy (ACCURATE, 
INACCURATE, and WRONG BUILDING, see below for details) before a larger 
random series of positioning results from the same categories. Participants were given an 
iPad running the simulated positioning system that included the presentations of 
positioning results at pre-selected sites in the experimental area. At each point, 
participants were asked to rate their confidence in the positioning results. Our expectation 
(hypothesis) was that starting with accurate results would cause higher trust ratings for 
inaccurate results presented later in the experiment. This hypothesis is based on the 
premise that a set of consistently accurate results presented in series would communicate 
to the user that the system is reliable to the extent that the user would “overlook” (have 
less distrust for) inaccurate positioning results presented in a following series that 
included results across a range of accuracies. Furthermore, we anticipated that starting 
(priming) with inaccurate results would negatively affect trust; users would continue 
using the system but would rate all subsequent results less trustworthy. Therefore trust 
will be lower if initial location information is deemed untrustworthy. 

2 Methods 

2.1 Participants 

54 students (27 males and 27 females) between the ages 19 to 32 (Mean: 23.56, SD: 
3.04) participated in the experiment during the fall term of 2011. Students recruited 
from a geography course were given bonus credit, others were given an honorarium 
after the experiment. There were 18 participants in each of three experimental groups 
(described below), the number of males and females in each group were equal. All 
participants had some experience with the university campus used in the study. 

2.2 Materials 

As WiFi signals are dynamic (even when a sensor is stationary [18]), the positioning 
results calculated by our existing system (Saskatchewan Enhanced Positioning 
System (SaskEPS)) fluctuate over time. While accuracy is high (for one location the 
error will range from 4 to 7 meters, with the calculated location shifting slightly, as 
with GPS) using such results would mean each participant would be rating a slightly 
different positioning result. It is therefore impossible to completely control the 
positioning error of the presented location (result location). In this study, the 
positioning error was too important as an independent variable to be allowed to 
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fluctuate (each participant should experience the same amount of error for a trial they 
are all experiencing). Therefore, a simulated positioning system (installed on an iPad) 
was used instead of our existing positioning system during the experiment. From an 
interface perspective the simulated system functioned like our existing system. With a 
basemap including building shapes, hallway outlines, and roads on campus, the 
simulated system presented the calculated locations (pre-determined points) on top of 
the basemap in the form of a green dot with green lines indicating the outline of the 
hallway in our experimental area (see Fig. 1 in section 2.5). Participants were not 
aware that locations were pre-determined or simulated.  

2.3 Experiment Data 

The experiment was conducted on the second floors of three connected buildings on 
campus (Kirk Hall, Agriculture Building, and Engineering Building). 75 experimental 
points (visited by participants in real time) were randomly generated in ArcGIS using 
building hallways as a constraint. Not all 75 points were used for each participant, a 
subset of 10 (of one type) were used in a priming activity so 20 of the 75 would not be 
seen by each participant (see below). These 75 locations represented trials in one of 
three “location accuracy” categories: 1. ACCURATE Locations (25 locations): these 
locations represent places for which the system provides accurate location 
information (the presented points are within 5 meters of their actual position); 2. 
INACCURATE Locations (25 locations): these locations are inaccurate in absolute 
terms (positioning error is larger than 15 meters) but accurate in nominal/relative 
location (correct building); and 3. WRONG BUILDING Locations (25 points): these 
locations are inaccurate in nominal terms (outside the correct building’s boundaries). 
Either 10 ACCURATE, 10 INACCURATE, and 10 WRONG BUILDING locations 
were used as priming locations for three experimental groups respectively (a 
participant only visited one category of locations); the remaining locations in each 
category make up 45 post-priming location trials which were visited by all 
participants after priming. Based on the hallway area of the three buildings, 15 points 
were selected from Kirk Hall, 30 from the Agriculture Building, and 30 from the 
Engineering Building. Similarly, the number of ACCURATE locations, 
INACCURATE locations, and WRONG BUILDING locations for each building were 
based on the same ratio. Each experimental point was moved in order for it to fall 
within its designated accuracy category (this was accomplished by applying a buffer 
equivalent to the inaccuracy necessary (less than 5 m, more than 15 m, etc.). For 
WRONG BUILDING locations, each experimental point was moved outside the 
building outline using the actual location as a reference. Experimental locations (the 
positions presented to participants) were selected to be reasonable to participants (in 
the hallway or in a location outdoors where someone could stand, etc.)  

2.4 Experimental Design 

Participants were randomly assigned to one of three groups: ACCURATE priming, 
INACCURATE priming, or WRONG BUILDING priming.  Each participant visited 
a total of 55 locations in series: 10 priming locations from a single accuracy category 
followed by 45 post-priming locations across the three accuracy categories. Group 1 
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began with 10 ACCURATE priming locations; groups 2 and 3 began with 10 
INACCURATE priming locations and 10 WRONG BUILDING priming locations, 
respectively. A Latin Square design was used to establish visiting sequences of 
priming and post-priming locations within each building (to avoid moving back and 
forth among buildings), which is shown as Table 1 (“K” represents Kirk Hall, “A” 
represents the Agriculture Building, and “E” represents the Engineering Building). In 
order to improve data collection efficiency, the internal visiting sequence of both 
priming and post-priming locations for each building was based on a clockwise 
direction or counter-clockwise direction, this optimized movement between test 
locations and among experimental buildings.  

Table 1. Building visiting sequences for each group 

 Priming Locations Post-priming Locations 
Group 1 a K A E E A K 

b A E K K A E 
c E K A A E K 

Group 2 a K A E E A K 
b A E K K A E 
c E K A A E K 

Group 3 a K A E E A K 
b A E K K A E 
c E K A A E K 

 
Finally, minor modifications were made for the following reasons: 1. Locations near 

one another were presented with similar accuracy, as a user might expect from a real 
system; 2. The number of locations presented between two WRONG BUILDING 
locations was not constant as such a pattern might be evident to participants. At each 
point, participants were asked to rate their confidence in the positioning results 
(defined as “position trust”). “Positioning trust” illustrates how much they trust the 
position calculated at an individual location by the positioning system, which was 
evaluated on a 5-point likert scale (5=“Very high,” 4=“High,” 3=“Neutral,” 2=“Low,” 
and 1=“Very low”). In this way, each group allows for the examination of how 
accuracy at previously visited locations (accuracy of priming locations) affects 
subsequent trust evaluation (trust of post-priming locations). Furthermore, the overall 
body of data allows for an examination of how different levels of accuracy 
(ACCURATE, INACCURATE, WRONG BUILDING) affect trust. 

2.5 Procedures 

Before meeting each participant, the simulated SaskEPS was set to display 
positioning results in a sequence according to one of nine sub groups above (including 
building visiting sequence). The experiment was conducted on the University of 
Saskatchewan campus; each participant was engaged for approximately 100 minutes. 
After signing the consent form participants were given brief instructions about the 
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3 Results 

The ordinal data from position trust ratings were not normally distributed, violating an 
essential assumption in our preferred test, Multivariate Analysis of Variance 
(MANOVA) (we attempted several transformations to normalize the data). As a result 
we used the Kruskal-Wallis H test [19] to examine the trust variation in different  
accuracy categories (ACCURATE, INACCURATE, and WRONG BUILDING) 
regarding the 45 post-priming locations and the impact of priming location accuracy 
(starting with ACCURATE (G1), INACCURATE (G2), WRONG BUILDING priming 
locations (G3)) on users’ trust of ACCURATE, INACCURATE, and WRONG 
BUILDING locations in the 45 locations that followed priming. The Mann-Whitney U 
Test [19] was used for paired comparisons if the main effect of accuracy category was 
significant. Bonferroni corrections [20] were applied to adjust the pre-chosen 
significance level (α=0.05/3=0.0167) to make the significance test more stringent. 

3.1 Overall Results 

Table 2 provides descriptive statistics for position trust for post-priming locations, 
“A” represents position trust of ACCURATE locations, “IA” represents position trust 
of INACCURATE locations, and “WB” represents position trust of WRONG 
BUILDING locations. In general and as expected, ACCURATE locations generate 
higher trust than INACCURATE locations and WRONG BUILDING locations are 
the least trusted, which can be concluded from the Kruskal-Wallis H test results (H = 
36.054, df = 2, p < 0.001) followed by paired comparisons using the Mann-Whitney 
U Test (p < 0.001 for each pair). This is also true when applied separately to 
individual groups (p values of both tests are less than 0.001). In addition, users’ 
opinions of INACCURATE locations show more variance than that of ACCURATE 
locations and WRONG BUILDING locations (evident from standard deviation and 
between group variance). 

Table 2. Descriptive statistics for Position Trust (18 participants in each group, which includes 
15 ACCURATE, 15 INACCURATE, and 15 WRONG BUILDING locations after priming 
locations) 

Trust Accurate (A) Inaccurate (IA) Wrong Building (WB) 

 
Mean 
(SD) 

Min Max 
Mean 
(SD) 

Min Max 
Mean 
(SD) 

Min Max 

Overall 
4.46 

(0.30) 
3.55 4.83 

2.21 
(0.58) 

1.11 3.72 
1.57 

(0.41) 
1.05 2.67 

G
roup 

G1 
4.22 

(0.09) 
3.55 4.72 

1.83 
(0.11) 

1.11 2.78 
1.30 

(0.05) 
1.05 1.55 

G2 
4.53 

(0.06) 
3.94 4.83 

2.04 
(0.10) 

1.55 2.67 
1.46 

(0.07) 
1.05 2.17 

G3 
4.63 

(0.04) 
4.33 4.78 

2.77 
(0.13) 

2.05 3.72 
1.94 

(0.11) 
1.33 2.67 
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3.2 Trust by Group 

The next step was to examine the role that priming effect plays in trust. Recall that we 
expected ACCURATE priming locations would increase subsequent trust. In fact, the 
opposite is true. The Kruskal-Wallis results indicate that for Group1, who were 
primed with 10 ACCURATE positioning results in the beginning, position trust 
ratings for all three types of locations (ACCURATE, INACCURATE, and WRONG 
BUILIDNG locations) are significantly different (lower) than ratings by participants 
who were primed with 10 INACCURATE or 10 WRONG BUILDING locations 
(comparisons among groups for post-priming ACCURATE locations: H = 15.025, df 
= 2, p = 0.001; for post-priming INACCURATE locations: H = 19.617, df = 2, p < 
0.001; and for post-priming WRONG BUILDING locations: H =18.328, df = 2, p < 
0.001).  Mean values of trust of three types of locations across groups are shown in 
Fig. 2. The overall pattern indicates that users’ trust of the three location types is 
similar across groups. However, priming with WRONG BUILDING locations (Group 
3) has a stronger effect on trust than INACCURATE priming (Group 2). 

 

Fig. 2. Mean values of position trust of three location types (A: position trust of ACCURATE 
locations, IA: position trust of INACCURATE locations; WB: position trust of WRONG 
BUILDING locations; Groups, G1: ACCURATE priming, G2: INACCURATE priming, G3: 
WRONG BUILDING priming) 

The pair-wised comparisons between groups for position trust of each type of 
location were examined using the Mann-Whitney U Test. Calculated p values can be 
found in Table 3 (* indicates significant at 0.0167 level). For ACCURATE locations 
users have more trust if they start with WRONG BUILDING locations and 
INACCURATE locations than when starting with ACCURATE locations. Regarding 
INACCURATE and WRONG BUILDING locations, starting with WRONG 
BUILDING locations results in higher trust compared to groups that start with 
ACCURATE and INACCURATE locations. In addition, priming with WRONG 
BUILDING locations produces the highest ratings of trust.  
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Table 3. Calculated p values from the Mann-Whitney U Test 

 A IA WB 
 G1 G2 G3 G1 G2 G3 G1 G2 G3 

G1 - 0.005* <0.001* - 0.161 <0.001* - 0.161 <0.001* 
G2 - - 0.187 - - <0.001* - - 0.002* 
G3 - - - - - - - - - 

 
Upon closer inspection we discovered interesting patterns among types of locations 

and groups; these results are presented as a summary of significant differences in 
means of trust ratings in table 4. For ACCURATE and INACCURATE locations, the 
significant trust increase occurs in groups when priming locations are in less accurate 
categories. For WRONG BUILDING locations, as they are in the least accurate 
category, the significant trust increase occurs in groups when priming locations are in 
the equivalent category (Group 3: WRONG BUILDING priming). It can be 
concluded that experiencing less accuracy first, especially WRONG BUILDING 
locations (strongest effect), has a positive impact on users’ trust of positioning results 
that follow; conversely, when starting with ACCURATE priming locations trust in all 
following locations declines. 

Table 4. Significant scenarios of paired comparisons for trust of three types of locations across 
groups 

 Mean value comparison (significant scenarios) 
A Starting with WB (G3) and IA (G2) > Starting with A (G1) 
IA Starting with WB (G3) > Starting with IA (G2) and A (G1) 

WB Starting with WB (G3) > Starting with IA (G2) and A (G1) 

4 Discussion 

4.1 Positioning Accuracy 

For all three groups user trust is substantially higher for ACCURATE locations. Users 
trust ACCURATE locations most followed by INACCURATE locations; WRONG 
BUILDING locations are the least trusted. These results have implications for anyone 
developing a positioning system. For an individual location, it can be concluded that 
user trust is higher when accuracy is higher; when accuracy is lower the designer 
should take measures to keep the user engaged and not lose them to distrust. In this 
experiment users had little option to stop using the positioning system (they were free 
to discontinue the experiment, but as long as they were in the experiment they had to 
provide a trust rating). This is not true of positioning system use in reality; people are 
more likely to put the system away or turn it off than suffer through inaccurate results. 
In the case of WRONG BUILDING locations, we recommend the incorporation of a 
constraint that wouldn’t let a position be displayed beyond a building’s footprint. 
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Since most devices that would be running such a system (for instance, SaskEPS runs 
on Android and Windows operating systems) engaging the GPS sensor is the best way 
to determine if the device is outdoors (if the system sees several GPS signals, some of 
relatively high strength, there is a high likelihood that the device is outdoors, 
otherwise it is NOT). According to our results, although there was variability in 
ratings of WRONG BUILDING locations, this can be partially explained by the 
relatively lower absolute error in some of these cases (displayed location was outside, 
but relatively close to the user’s actual location). However, from an overall point of 
view, it is a universal law that users trust locations within building outlines more than 
those outside building outlines. 

4.2 Priming Effect 

Interestingly, our hypothesis regarding the impact of priming with locations in 
different types of accuracy was refuted by our results. As mentioned in the results 
section, priming with inaccurate locations, especially WRONG BUILDING locations, 
can increase trust of later positioning results. Users tend to have higher expectations 
when they initially see a series of accurate locations. On the contrary, seeing 
inaccurate locations first decreases users’ initial expectations, making subsequent 
locations seem more trustworthy. One way of thinking of this pattern is that seeing 
consistently accurate results initially sets the bar high, subsequent inaccurate locations 
don’t live up to expectations and are therefore rated as far less trustworthy. This effect 
extends to locations that are as accurate as the priming locations. 

In a real world setting, positioning and associated accuracy change continuously. 
When applying the above patterns, it seems unwise for a positioning system to be 
initially accurate and then lose accuracy. Specifically, if a positioning system 
functions well for a period of time users will expect to have at least equivalent 
accuracy later. When system accuracy is low for a specific and possibly knowable 
reason (e.g. out of system range, not enough available signals), user trust will decline; 
this negative impact will likely extend to subsequently accurate results as well. To 
avoid such an outcome, indoor positioning systems should target consistent accuracy. 
While our results suggest that trust can be recovered from inaccurate results, we don’t 
consider the resilience of trust as a reason to expect users will continue to use an 
inaccurate system. In fact, we advocate for using the GUI to clearly communicate to 
users as much about the positioning process to reduce the inflation of expectations. It 
is possible that most users will continue with a system with periodic and one-time 
inaccuracy, but each subsequent inaccurate location increases the likelihood that a 
user will stop using the system (and not return). As a result, the system must provide 
information explaining inaccuracy; we believe such communication offers a good 
opportunity for users to regain trust before abandoning the system. 

5 Conclusion 

Indoor positioning systems provide an alternative solution for navigating indoor 
environments where GPS does not function. Such systems are generally less accurate 
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and reliable than their GPS counterparts. Therefore, understanding how users interact 
with changes in accuracy is important for achieving a more usable positioning system 
design. The existing literature evaluates user trust of a positioning system only based 
on one-time or average positioning accuracy and does not take into account the 
dynamic interaction among the user, device/system, and trust. Results from our 
experiment provide an initial framework to understand the relationship between 
positioning accuracy and human trust, particularly how initial accuracy can affect 
users’ trust of subsequent positioning results. This pattern provides support for 
understanding the complex nature of trust and geospatial data, processes, and 
representations. Trust is not simply shaped by a single or periodic assessment of 
accuracy, but maintained by consistent positioning accuracy throughout the whole 
positioning process. Specifically, users’ trust of positioning results changes with the 
system performance over time, which is affected by their previous experience and 
current accuracy. As inaccuracy can occur indoors and outdoors and not only at 
already known locations, it is important to maintain user trust especially when the 
positioning information is less reliable. This research will help both designers of 
positioning systems and researchers alike to understand the nature of trust change and 
improve the efficiency of user-system interaction during periods of suspect accuracy. 
Future work should be built on our model of trust as well as develop increasing 
nuance in the user system trust relationship.   

Acknowledgements. The authors would like to thank the University of Saskatchewan 
Information Technology Services and Facilities Management Division for their 
willingness to share the campus map data. The authors are indebted to the Canadian 
National Centers for Excellence, GEOIDE for funding as part of both Phase IV (PIV - 
03) and Short Strategic Industrial Initiative (SSII – 107). The team would also like to 
acknowledge space and equipment provided by the Spatial Analysis for Innovation in 
Health Research (SAFIHR) Lab with funding from Canadian Foundation for 
Innovation (CFI). 

References 

1. Georgy, J., Noureldin, A., Korenberg, M.J., Bayoumi, M.M.: Low-Cost Three-
Dimensional Navigation Solution for RISS/GPS Integration Using Mixture Particle Filter. 
IEEE Transactions on Vehicular Technology 59(2), 599–615 (2010) 

2. Georgy, J., Noureldin, A., Korenberg, M.J., Bayoumi, M.M.: Modeling the Stochastic 
Drift of a MEMS-Based Gyroscope in Gyro/Odometer/GPS Integrated Navigation. IEEE 
Transactions on Intelligent Transportation Systems 11(4), 856–872 (2010) 

3. Beal, J.: Contextual geolocation, a specialized application for improving indoor location 
awareness in wireless local area networks. In: The 36th Annual Midwest Instruction and 
Computing Symposium (MICS 2003), Duluth, Minnesota, pp. 1–17 (2003) 

4. Roy, M.C., Dewit, O., Aubert, B.A.: The impact of interface usability on trust in web 
retailers. Internet Research 11(5), 388–398 (2001) 

5. Flavián, C., Guinalíu, M., Gurrea, R.: The role played by perceived usability, satisfaction 
and consumer trust on website loyalty. Information & Management 43(1), 1–14 (2006) 



 Impact of Indoor Location Information Reliability 269 

 

6. Artz, D., Gil, Y.: A survey of trust in computer science and the Semantic Web. Web 
Semantics: Science, Services and Agents on the World Wide Web 5(2), 58–71 (2007) 

7. Thirunarayan, K., Anantharam, P., Henson, C.A., Sheth, A.P.: Some trust issues in social 
networks and sensor networks. In: International Symposium on Collaborative 
Technologies and Systems (CTS), pp. 573–580. IEEE, New York (2010) 

8. Lee, J.D., See, K.A.: Trust in automation: Designing for appropriate reliance. Human 
Factors: The Journal of the Human Factors and Ergonomics Society 46(1), 50 (2004) 

9. Fogg, B., Tseng, H.: The elements of computer credibility. In: Proceedings of the SIGCHI 
Conference on Human Factors in Computing Systems: The CHI is the Limit, pp. 80–87. 
ACM, New York (1999) 

10. Tseng, S., Fogg, B.: Credibility and computing technology. Communications of the 
ACM 42(5), 39–44 (1999) 

11. Lee, J.D., See, K.A.: Trust in computer technology and the implications for design and 
evaluation. Etiquette for Human-Computer Work: Technical Report FS-02-02, pp. 20–25 
(2002) 

12. Bell, S., Wei, T., Jung, W.R., Scott, A.: A conceptual model of trust for indoor positioning 
systems. In: Proceedings of the 3rd ACM SIGSPATIAL International Workshop on Indoor 
Spatial Awareness, pp. 7–14. ACM, New York (2011) 

13. Jonsson, I., Nass, C., Harris, H.: How accurate must an in-car information system be?: 
consequences of accurate and inaccurate information in cars. In: 26th Annual SIGCHI 
Conference on Human Factors in Computing Systems, pp. 1665–1674. ACM, New York 
(2008) 

14. Jonsson, I., Nass, C., Harris, H., Takayama, L.: Got Info? Examining the Consequences of 
Inaccurate Information Systems. In: 3rd International Driving Symposium on Human 
Factors in Driver Assessment, Training and Vehicle Design, pp. 409–415, Public Policy 
Center, University of Iowa, Iowa City (2005) 

15. Perkins, L.A., Miller, J.E., Hashemi, A., Burns, G.: Designing for Human-Centered 
Systems: Situational Risk as a Factor of Trust in Automation. Human Factors: The Journal 
of the Human Factors and Ergonomics Society 54(25), 2130–2134 (2010) 

16. Ishikawa, T., Fujiwara, H., Imai, O., Okabe, A.: Wayfinding with a GPS-based mobile 
navigation system: A comparison with maps and direct experience. Journal of 
Environmental Psychology 28(1), 74–82 (2008) 

17. Li, K.-J.: Indoor Space: A New Notion of Space. In: Bertolotto, M., Ray, C., Li, X. (eds.) 
W2GIS 2008. LNCS, vol. 5373, pp. 1–3. Springer, Heidelberg (2008) 

18. Xiang, Z., Song, S., Chen, J., Wang, H., Huang, J., Gao, X.: A wireless LAN-based indoor 
positioning technology. IBM Journal of Research and Development 48(5.6), 617–626 
(2004) 

19. Heiman, G.W.: Basic statistics for the behavioral sciences. Wadsworth Pub. Co., Belmont 
(2010) 

20. Elzinga, C.L.: Monitoring plant and animal populations. Wiley-Blackwell, USA (2001) 



 

N. Xiao et al. (Eds.): GIScience 2012, LNCS 7478, pp. 270–283, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Ontology for the Engineering of Geospatial Systems 

Nancy Wiegand 

University of Wisconsin-Madison, Madison, Wisconsin 
wiegand@cs.wisc.edu 

Abstract. In this paper, a metamodel ontology is introduced to describe a 
domain of data components for geospatial data and query systems. The 
ontology satisfies the need to model the more complex environment that occurs 
within a geospatial system. For example, contrary to typical databases, 
geospatial data have additional metadata files describing the actual data. Also, a 
geospatial system may have domain ontologies in addition to semantic 
mappings. Currently, user knowledge is required to know the relationships 
between all data components (data, metadata, ontologies, mappings, etc.). 
Contrary to that, we propose a system ontology over which automatic 
inferencing can be done to determine relationships and meanings among data 
components. This work fits into the vision of the Semantic Web and interlinked 
data and knowledge networks and applies these notions to a metamodel for a 
data system.  

Keywords: Engineering design and management of geospatial information 
systems, ontology, semantics, metadata, inference, metamodel, query. 

1 Introduction 

A geospatial data and query system is already inherently more complex than other 
data systems because of the associated geospatial metadata. With the addition of 
domain ontologies and mappings, geospatial, as well as other information systems, 
are becoming more complex. Many types of data components now need to be 
managed. This paper gives an example of how to model and manage related data 
components in geospatial systems using an ontology for the software engineering 
design of the system itself. 

The architecture in which the system level ontology could be used can vary. 
Initially, this could be thought of as being within a Database Management System 
(DBMS), and this paper explores that type of system to explain the ideas. But, the 
design and deployment could be used in geospatial portals, federated systems, a 
cyberinfrastructure, or a cloud architecture.  

Geospatial data have associated separate metadata files e.g., [4, 6], possibly more 
than one per data set. In the geospatial realm, the querying of metadata files tends to 
be mainly used in searching for the associated data file. For example, geospatial 
portals, such as Geospatial One-Stop (GOS) [9] (now part of Data.gov), accept user 
keywords to search metadata to locate a data set, rather than searching the data files 
themselves [24].  
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In addition to metadata, geospatial data systems may now have ontologies and 
mapping files to manage heterogeneous attributes and values. Although resolving 
heterogeneous schemas is a long-studied issue in the database community with Local 
As View or Global As View as possible solutions, other ways of attempting to deal 
with the problem now use formal semantic technologies. That is, people create OWL 
[23] ontologies and then use reasoners to infer subclass or superclass relationships or 
to disambiguate terms. Ontologies, however, create extra files to be managed in a data 
system. In addition, there may also be multiple files of pre-set ontology mappings to 
be used for lookup at query time for query re-writing. The ontologies and mapping 
files either need to be stored in a data system or available remotely. To handle the 
growing need to manage and access different types of files, a data and query system 
needs a more complex engineering model. There should be a method in an enhanced 
information system to inherently associate files with each other. Fig. 1 shows 
different types of possible files and the relationships between them. For example, 
ontologies may describe one or more data files and/or one or more metadata files 
and/or individual attributes within data or metadata files. 

 

 

Fig. 1. Different types of files in a data system and their relationships 

A portal, DBMS, or other type of information system could now contain or need 
access to data files, metadata files, multiple ontologies for various subdomains or 
attributes, semantic mapping files, and other associated data. Portals, if they include 
semantic support, tend to be hard-coded with pre-set ontology files for a particular 
application. And, although some current DBMSs now have support for ontologies for 
use in query expansion, they still are not able to model the association or relationship 
between data and metadata, between data and ontologies, between metadata and 
ontologies, between attributes and ontologies, nor between attributes in either data or 
metadata and their ontology mapping files. Full management of all types of files, 
along with the associations between them, should be known and handled at a high 
level of abstraction. To solve this problem, we propose a system ontology to describe 
the inter-relationships among data components. 
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An ontology is a formal representation of the concepts, terms, and relationships in 
a domain. Normally, a domain might be something such as hydrography, for example, 
and an ontology would describe terms having to do with water or navigable waters. 
Here, however, the domain consists of types of files that might occur in a system. We 
use the term data component (such as data files, metadata files, ontologies, mappings, 
schemas, and other related components) to represent a type of data stored and 
managed in a data system. The data component ontology represents the engineering 
design of the system architecture regarding the ‘data’. 

The contributions of this paper are: 

• to motivate the need to handle more complex modeling within geospatial data 
and query systems,  

• to design a system level conceptual model that is extensible,  
• and to formally represent the model and show its use as to how it frees the user 

in posing queries and frees application programmers from having to know or 
write specific code to handle details of data components and their relationships. 

Section 2 gives related work. Section 3 presents a geospatial data example, and 
Section 4 presents a potential geospatial data component ontology. An instantiation of 
the ontology is queried in Section 5. Section 6 gives a discussion and conclusions. 

2 Related Work 

This work fits into the overall vision of a Semantic Web with linked data [1, 14]. In 
that vision, information is linked through relationships forming a network of 
interconnected pieces of knowledge. Inference is done through links to discover 
information not directly available. Here, we propose to use this capability within a 
data system itself to link data components to alleviate users and application 
programmers from having to know (or hard code) the names and relationships of files.  

Geographers have related ontologies to geospatial systems to be able to 
semantically describe attributes and to help resolve semantic discrepancies [e.g., 5, 8, 
12, 21, 29, 30, and 31]. In this work, however, we use an ontology to define the space 
of data components in an information system.  

To help build a Semantic Web with linked data, geographic linked data has been 
put on the Web by the U.K. Ordnance Survey as reported in [10]. The U.S. 
government has an open and linked data initiative as part of Data.gov [3] with a large 
collection of RDF data sets. 

Ontologies have been compared to DBMS schemas [27], which have a closed 
versus open world assumption. However, we use an ontology to organize various data 
components, of which a schema could be just one component. Although some 
ontology support has been added to DBMSs, an overarching model of components 
has not been added. Using ontologies in DBMS queries was introduced in [25] with 
further work of theirs on semantics in [28]. Oracle Spatial 11g [2, 17] and DB2 [15] 
have included semantic support. However, the user must know and specify the name 
of the relevant ontology. 
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Modularizing subsystems of DBMSs was proposed in [22] because of new types of 
uses for database technology. Along these lines, a DataSpace Support Platform 
(DSSP) [11] was introduced to accommodate data management for loosely connected, 
but related, data. Managing relationships between the sources, however, was not a 
focus of a DSSP. Object-Based Data Access (OBDA) systems are being developed 
that use ontologies to mediate access to data. Abstraction to this methodology is 
found in [20]. Their abstractions, however, are not similar; they are not modeling all 
data components in the system.  

3 Geospatial Example 

Geospatial data motivated this work because of the additional geospatial metadata 
files that describe data sources. A metadata file has its own schema which may be that 
of the Federal Geographic Data Committee (FGDC) metadata format [6]. The 
Theme_Keyword of FGDC metadata is often used for matches in keyword searching 
for data sources in geospatial portals such as Geospatial One-Stop [9]. 

For an example, we propose the data component instances shown in Fig. 2 and Table 
1. The ‘hydroDaneCtyWI’ dataset contains hydrography data for Dane County in 
Wisconsin. It is described by the ‘FGDC_metadata1’ metadata file. There is another 
metadata file describing it in Dublin Core format called ‘DC_metadata1’. The 
‘hydroECCtyWI’ has hydrography data for Eau Claire County, Wisconsin. Its FGDC 
metadata file is called ‘FGDC_metadata2’. The hydrography data sets have an associated 
ontology called ‘HydroOntology’, such as [13]. Terms from this ontology can also be 
associated with attributes in addition to the general data domain. Here, the 
FGDC_Theme_Keyword attribute is specifically associated with HydroOntology. 
Finally, the ‘hydroDaneCtyWI’ data set has a ‘flow’ attribute, ‘hydroDaneCtyWI_flow’, 
shown in the left bottom corner, to measure water flow, and there is an ontology for 
measurements [e.g., 16] that can be used to further describe flow. Table 1 uses the classes 
modeled in Fig. 3 to show the types of the instances from Fig. 2. 

FGDC_metadata1 hydroDaneCtyWI
describes

DC_metadata1

describes

FGDC_metadata2 hydroECCtyWI
describes

HydroOntology

isAssocWithData

isAssocWithData

isAssocWithAttr

FGDC_Theme_Keyword

MeasurementOntology

isAssocWithAttr

hydroDaneCtyWI_flow
 

Fig. 2. Diagram of data component instances and their relationships 
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Table 1. Example data component instances and their classes 

Instance Class 

FGDC_metadata1  FGDC_Metadata

DC_metadata1       DublinCore_Metadata

FGDC_metadata2  FGDC_Metadata

hydroDaneCtyWI DataSet

hydroECCtyWI DataSet

FGDC_Theme_Keyword Attribute

hydroDaneCtyWI_flow   Attribute

HydroOntology Ontology

MeasurementOntology Ontology

4 Data Component Ontology 

We modeled a basic template for a geospatial data component ontology based on our 
experiences with geospatial data (Fig. 3). The model is extensible, however. We used 
semantic technologies to create and use this model, i.e., Protégé [18] and SPARQL 
[19]. Although possible, it would be cumbersome to do this modeling using additional 
relational schema tables in a DBMS, for example, whereas OWL [23] is well suited 
for this. Using OWL enables a reasoner to discover components, their types, and 
relationships. Because Oracle, for example, already has a reasoner as part of its 
ontology system and a version of SPARQL for querying, adding a data component 
ontology to a DBMS could be done, as it could also be done in other architectures.  

Fig. 3 has a class hierarchy showing possible components of a data system. The 
example given here models metadata, data sets, attributes, auxiliary documents, 
ontologies, and ontology mappings as types of data components. Here, the class 
‘ontology’ represents a collection of data components that are each an ontology. Only 
base components are modeled in this example, but other components and 
relationships could be added or modified by a DBA. Here, we do not model schemas, 
data dictionaries, or other DBMS components. Instead, we focus on additional 
components currently not modeled. 

In Fig. 3, metadata files and data sets are declared as subclasses of Data because 
they are similar in that they both have their own schemas, contain attributes, and may 
be associated with ontologies. As an example template for geospatial applications, 
two types of metadata are shown, FGDC and Dublin Core. 

Attributes are declared as their own class because they may be independently 
associated with ontologies, separately from the data set in which they reside. There 
can be many ontologies associated with data and attributes. Attributes may also have 
ontology mappings to resolve heterogeneous values between data sources. Although 
not modeled here, schema mappings between heterogeneous schemas would be 
another type of ontology mapping.  
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Class DataComponent 
                Class Data 
                      Class Metadata 
                            Class FGDC_Metadata 
                            Class DublinCore_Metadata 
                      Class DataSet 
                Class Attribute 
                Class AuxiliaryDocument (e.g., document, 
                            spreadsheet) 
                Class Ontology 
                Class OntologyMapping 

Fig. 3. A data component ontology, as a model for ontology template classes for data components. 
Indentation shows subclassing. 

Object properties between classes are shown in Table 2.  The model is graphically 
represented in Fig. 4. 

Table 2. Relationships between data components in an ontology 

            Domain        Object Property     Cardinality      Range 
           Metadata        describes                   one                 Dataset 
           DataSet           isDescribedBy          0 or more       Metadata 

           Data               hasDataOntology       0 or more       Ontology 
           Ontology        isAssocWithData      0 or more       Data 

           Attribute         hasAttrOntology       0 or more       Ontology 
           Ontology        isAssocWithAttr       0 or more       Attribute 

5 Searching and Querying over the Data Component Ontology 

This section shows the advantages of having a data component ontology and some of 
the reasoning possible over it. Advantages include the application system being able 
to automatically determine the data components and their relationships without the 
user having to know them. Files of a certain type can be inferred from the ontology 
class hierarchy. 

To run these queries, instances for our geospatial example were added to the 
template ontology, resulting in an instantiation of the model. We used Protégé to 
develop the ontology template, create an instance of the template, and generate an 
OWL file. Then to query this file, we used Twinkle [26], a SPARQL query tool with a 
GUI interface that wraps the ARQ SPARQL query engine. The OWL file contains the 
data shown in Fig. 2 and Table 1. 

This section is divided into examples of first using the data component ontology to 
find data sets associated with a particular instance ontology. The data component 
ontology is then used for searching (versus querying, meaning that searching is being  
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DataComponent

Data Attribute Ontology OntologyMapping

Metadata

FGDC_Metadata DublinCore_Metadata

DataSet
describes

hasDataOntology

hasAttrOntology

maps

 

Fig. 4. Ontology template showing object properties with dashed arrows. Solid arrows show 
subclassing. 

done over metadata files as distinct from the data files themselves). The data 
component ontology is then used for query expansion while searching and finally 
used to query the data sources themselves when limited information is available. 

5.1 Querying the Data Component Ontology - Examples 

The OWL data component ontology with instances can be directly queried for 
information. We start with some straightforward examples. (In SPARQL, the 
SELECT clause states what is to be returned, and the WHERE clause contains one or 
more triple patterns to be matched. The stated PREFIX ‘hydro’ for the OWL ontology 
used in this paper is shown once below, then assumed for all queries and not repeated. 

Q1 and Q2 show how a reasoner as part of a query processor could automatically 
find information needed to generate queries by inferring over the instantiated 
metamodel. Q1 finds the data set(s) associated with the hydrology ontology by 
inferencing over an object property. Because ‘isAssocWithData’ has a range of type 
DataSet, ‘?d’ will return data sets. The hydroDaneCtyWI data set is returned. Q2 
automatically finds the needed ontology to consult when querying over the Theme 
metadata element. 

 
Q1. Find the data set(s) associated with the HydroOntology 

 
PREFIX 

hydro:<http://www.semanticweb.org/ontologies/2010/3/9/Ontology1270863566125.
owl#> 

SELECT  ?d 
WHERE { hydro:HydroOntology     hydro:isAssocWithData     ?d  } 

Answer: 
http://www.semanticweb.org/ontologies/2010/3/9/Ontology1270863566125.owl#hy

droDaneCtyWI 
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Q2. With what ontology, if any, is the attribute FGDC_Theme_Keyword associated? 

       SELECT  ?o 
       WHERE   { hydro:FGDC_Theme_Keyword  
                                   hydro:hasAttrOntology    ?o  } 
Answer: 
http://www.semanticweb.org/ontologies/2010/3/9/Ontology1270863566125.owl#>

HydroOntology 

5.2 Search 

In this section we show the advantages of having a data component ontology when 
searching for geospatial data sets in a more complex environment, such as shown in 
Fig. 1. Searching for geospatial data has always been a separate type of querying 
compared to querying the data sources themselves because a geospatial search query 
typically queries the metadata (and not the data itself). In a spatial data infrastructure, 
such as Geospatial One-Stop [9] for example, a prior-created combined metadata 
database is searched when the user types in a keyword and location to find data sets, 
e.g., theme keyword = ‘river’. Metadata records matching the conditions have direct 
or indirect access information to their associated data sets, such as a URL allowing 
the user to download the data. 

An enhanced information system contains many types of ‘data’. However, we only 
want to execute the search query over the metadata files. We do not expect the user to 
know the names of the metadata files. The challenge is to automatically determine 
which files are metadata files (Q3), over which the search can then be done for the 
user keyword and location (Q4). To start, we show Q3 that uses inference over the 
OWL instance ontology to find all the metadata files. Q3 is then part of Q4.  

 
Q3. Find files that are of type FGDC Metadata 

SELECT   ?m 
WHERE { ?m       <http://www.w3.org/1999/02/22-rdf-syntax-ns#type>  

hydro:FGDC_Metadata  } 
 
Answer: 
http://www.semanticweb.org/ontologies/2010/3/9/Ontology1270863566125.owl#F

GDC_Metadata1 
http://www.semanticweb.org/ontologies/2010/3/9/Ontology1270863566125.owl#F

GDC_Metadata2 
 
Query 3 selects files of an RDF ‘type’ FGDC_Metadata. As can be seen in the answer 

above and in Table 1, two files result, FGDC_Metadata1 and FGDC_Metadata2. This 
query illustrates that it is possible to find all files of a certain type without having to 
specify the names of the files. Contrary to this, in a Relational DBMS SQL query, 
there is typically no way to determine files of a certain type. 
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Q4. User search query: Find the URLs of Data Sets with Theme Keyword = ‘river’ 

Finding files of type metadata as in Q3 is the first step in the geospatial search query 
to find all data sets having to do with rivers. The full query below returns the URLs of 
the data sets for which their metadata has theme keyword = ‘river’.  

To do this query, we need the ‘hasDataSetURL’ and ‘hasThemeKeyword’ OWL 
object properties for the FGDC_Metadata class, which we have not shown so far, 
along with additional instances for the data set URLs, theme keywords for individual 
metadata files, and other values in the instantiation. Such additions were made to the 
data component ontology for this application. 

 

SELECT   ?datasetURL 
WHERE { ?m  a  hydro:FGDC_Metadata . 
        ?m   hydro:hasDataSetURL   ?datasetURL . 
        ?m   hydro:hasThemeKeyword ?tk . 
        ?tk   hydro:hasValue  "river" 
           } 
Answer: 
…FGDC_DataSetURL1 
 

Executing the above query involves reasoning over the class ontology as well as more 
typical query processing. As in Q3, finding metadata to search over is done by 
evaluating the first triple of the WHERE clause (‘a’ is a shortcut for ‘type’). The 
second triple specifies the data set URL stored in the metadata file. The third triple 
specifies the theme keyword of the metadata file, and the fourth triple matches the 
theme keyword having the value “river”. 

 

Q5. Expand on Q4 to find data sets when the data set URL is not available in the 
metadata files. This uses the relationship between data and their metadata files 

This query shows another example of the use and value of inference. Data.gov is a 
new portal holding general government data and subsumes Geospatial One-Stop. 
Because in actuality many metadata files do not contain the URL for the data sources 
they describe and because data.gov does not have other viewing services, work is 
being done to update data.gov metadata files to include the URL of the data set to 
enable download [7]. In Q5 we now show that the URL would not be needed in our 
approach because the relationship between metadata and data can be inferred in the 
instance ontology. That is, the data set described by the metadata file can be found 
using the ‘describes’ object property. With that relationship available, it is not 
necessary to have the data set URL available in the metadata file. 

Q5. Find data sets where the metadata theme keyword = ‘river’ using the 
inferred association between a metadata file and its data set 

 

SELECT   ?d 
WHERE { ?m  a  hydro:FGDC_Metadata . 
        ?m   hydro:describes   ?d  . 
        ?m   hydro:hasThemeKeyword ?tk  . 
        ?tk   hydro:hasValue  "river" 
           } 
Answer:  
…FGDC_DataSetURL1 
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5.3 Search Using Query Expansion Compared to Oracle 

The above queries do an exact match for the value of Theme_Keyword equal to 
‘river’. Contrary to this, an ontology-assisted search (query expansion) would also 
include terms that are related to the term river, e.g., stream, creek. In the geospatial 
context, ontology search was presented, for example, in [12]. 

To start this example, the syntax for semantic search using query expansion in 
Oracle Spatial 11g, a relational DBMS, is shown. Italics are used to indicate where 
the user has to supply precise names (Fig. 5). 

         SELECT DataSetURL 
         FROM a specified relational data table 
         WHERE SEM_RELATED (Theme_Keyword, ‘rdfs:subClassOf’, ‘river’, 
                                 sem_models (a specified domain ontology) ) = 1; 

Fig. 5. Semantic Search in Oracle Spatial 11g [2] 

An example for the query in Fig. 5 would be to find the data set URL from a 
metadata table, as found in geospatial portals, where not only does the theme keyword 
equal ‘river’ but a domain ontology is consulted for additional terms, here subclasses, 
such as ‘stream’ or ‘creek’. Such a query is somewhat similar to Q4 in that the data 
set URL will be returned for tuples that have theme keyword equal to ‘river’, except 
here, any theme keyword term that is a subclass of the term ‘river’ as found in a 
domain ontology will also be returned.  

Contrary to the Oracle syntax, the objective in this paper is to use data component 
ontology information to infer as much as possible so that the user does not need to know, 
for example, the existence or name of a domain ontology. For example, according to Fig. 
2, the associated ontology for FGDC_Theme_Keyword is ‘HydroOntology’. This can be 
inferred using the data component ontology instantiation so it does not need to be stated. 

The following query builds on query Q4 to do query expansion. The new parts of the 
query are to automatically find the ontology associated with theme keyword and find 
subclass terms in that ontology. An additional prefix is needed to indicate where the 
hydrography ontology is located, which here is considered to be a taxonomy of terms. 

Q6. Find data set URLs where the value of theme keyword is a subclass of ‘river’ 

PREFIX 
hydro:<http://www.semanticweb.org/ontologies/2010/3/9/Ontology127086356612

5.owl#> 
tax:http://www.taxonomy.org/etc. 
SELECT   ?datasetURL 
WHERE { ?m  a  hydro:FGDC_Metadata . 
        ?m   hydro:hasDataSetURL   ?datasetURL . 
        ?m   hydro:hasThemeKeyword ?tk . 
        hydro:FGDC_Theme_Keyword  hydro:hasAttrOntology  ?o . 
        ?o    tax:hasTerm     ?term  . 
        ?term   tax:hasValue    “river”  . 
        ?subterm   rdfs:subClassOf   ?term  . 
        ?tk       hydro:hasValue   ?subterm  . 
           } 
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The first three triples in the above query are the same as Q4 and determine the data set 
URL and theme keyword in the metadata file. The fourth triple matches the domain 
ontology associated with each theme keyword. This subquery is the same query as 
shown in Q2. After this, we make the assumption that the domain ontology is 
organized as a taxonomy in which classes are the taxonomy terms. For example, 
water as a main class could have river and lake as subclasses. River then could have 
brook and creek as its subclasses, etc. We assume a prefix for a standard taxonomy is 
defined (i.e., ‘tax’ above), and the fifth triple defines terms in the taxonomy. The sixth 
triple determines the term with the value ‘river’, and the seventh triple finds 
subclasses of the term ‘river’. The final triple matches the value of each theme 
keyword to the subclasses of ‘river’. 

The advantage of the above query is that the appropriate ontology for the theme 
keyword can be inferred rather than needing to be stated as in the ‘sem_models’ 
subclause in Fig. 5. In fact, a sem_models clause would not be needed. The user does 
not have to know the name of a domain ontology to do query expansion. This query 
was not executed because creating a domain ontology for hydrography is beyond the 
purpose of this paper, which is to show the value of having a data component 
ontology for an information system. 

5.4 Query Over All Datasets Not Knowing Attribute Names (Query the Data 
Itself Versus Search the Metadata) 

A user may want to search for the term ‘river’ within the data sets themselves instead 
of searching the theme keywords of metadata files. This is not done now in geospatial 
search systems but could greatly enhance finding geospatial data given increased data 
management capabilities. 

In this situation, the attribute name, as well as the data set name, would be 
unknown. This is contrary to a normal SQL query such as SELECT someAttribute 
FROM table WHERE attributeName = “river” in which the names of the table and 
attributes need to be specified. 

Here, we assume the term could occur within any attribute in any data set. Further 
even if the attribute name was known for one data set, independently created datasets 
could have heterogeneous attribute names even if the attributes are related. In this 
query, it does not matter. Using the data component ontology, the following query can 
be posed to return the data set(s) that contain the term ‘river’ somewhere, i.e., in some 
attribute. 

 
Q7. Find data sets containing the term “river” somewhere, i.e., in any attribute 

SELECT     ?dataset  
WHERE    { ?dataset    a    hydro:DataSet  . 
                    ?dataset   hydro:hasAttribute   ?attr  . 
                    ?attr   hydro:hasValue   “river” } 
 

Here, the query ranges over files of type DataSet. The ontology  information allows 
the user to not know the names of the data files, just as in the prior queries where the 
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names of the metadata files were not needed. Further, the WHERE clause limits 
search to attributes that are part of data sets (versus attributes that are part of metadata 
or an ontology, for example). The names of the attributes are not needed. Attributes 
with the value ‘river’ are determined using the hasValue datatype property. Currently, 
such a query would not be processable in SQL, for example, although it could be done 
in data management systems using inverted lists. 

Being able to execute such a query with limited knowledge is very powerful. This 
opens up new possibilities for the user to query over data without knowing identifiers 
for tables or attributes. This ability would be very useful within current DBMSs even 
without considering managing additional data component files. 

6 Conclusions 

With the increased interest in and need for geospatial data, more comprehensive data 
component management is needed in geospatial information systems. We applied 
Semantic Web technologies, e.g., OWL and SPARQL, to design a generic system 
level ontology to model the types of data components that may now be found in a full 
data system. The types of data relevant to an application have expanded beyond the 
typical tables in a Relational Database Management System, for example, such that an 
upper layer of meta-information is now needed to manage relationships between the 
components as part of the engineering design in various architectures. 

Geospatial data with its associated metadata motivated this work, but other types of 
data now have associated separate metadata files. Currently, if data sets and their 
metadata are both stored in a data system, there is no way to create a relationship 
between them and use this knowledge. In addition, data systems are now including 
ontologies for query expansion, but certain ontologies are only relevant to particular 
data sets and/or to particular attributes. This more precise knowledge of relationships 
should be available in a high level manner.  

We showed the advantages of the meta ontology by posing queries that allowed the 
user to not know as much as would otherwise be needed to pose queries. For example, 
the names of files and attributes are not needed because they can be inferred. This 
capability would be useful in current DBMSs, even without additional types of data 
components. As verification, we used SPARQL and Twinkle to run the queries. 

We showed that searching for geospatial data can be done by automatically finding 
the metadata files to search, which also eliminates the need to put selected metadata 
fields into one large database, as is currently done in geospatial clearinghouse portals. 
The ability of the user not to have to say which ontology to use for query expansion, 
as is currently needed in Oracle, for example, was also shown. Finally, we showed 
how it is possible to expand search (or query) over the content in geospatial data sets 
themselves, rather than just being limited to searching metadata files to find data files. 
This enables values in actual data sources to be included as search criteria, which will 
likely offer more precision in searching. The latter example also showed how to do 
keyword search in a database, without knowing the schema. 



282 N. Wiegand 

 

Future work includes extending the model for a large cyberinfrastructure that 
would include many more kinds of data as well as processes. 

We believe that geospatial information systems, DBMSs, cyberinfrastructures, 
portals, and other types of architectures now need to accommodate various types of 
data components at a high level of abstraction. Similar to the evolution of a logical 
data model for Relational DBMSs to hide physical storage details from the user, a 
data component ontology for information systems provides another needed logical 
abstraction as more types of data become part of a data system. This work helps 
provide management and query of geospatial data and associated files. 
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Abstract. Resolving land use codes between jurisdictions has been an on-going 
problem due to differences in terms and the nuances of partial similarity of 
concepts. This paper reports on creating a land use ontology that, contrary to 
being limited to the highest level of codes or to the most-often used codes, 
retains all codes. It is also novel in that it records the more subtle relationships 
between codes rather than just using subclassing. The purpose of creating this 
comprehensive type of ontology is to provide precise answers to searches of 
heterogeneous land use codes across jurisdictions. Land use affects important 
planning decisions, and detail is critical. To query the ontology, custom Java 
code was written, rather than using SPARQL, to be able to traverse down or up 
the tree to find the closest matching code when an exact match does not occur. 

Keywords: Land use codes, ontology, Semantic Web, programming. 

1 Introduction 

Land use is an example of a geospatial domain in which there do not tend to be state-
wide or national standards. Instead, individual jurisdictions, such as cities, counties, 
and regional planning commissions, create their own land use coding systems to 
describe their particular local or regional land uses. Land use codes may be recorded 
as an attribute as part of individual parcel descriptions, that is, occur in parcel 
databases, or sometimes land use is recorded in separate shapefiles as polygons 
forming contiguous land uses, similar to the representation of land cover data. Land 
use coding systems are typically hierarchical with top levels such as agriculture or 
residential and subcategories such as cropland or single family. Land use differs from 
land cover in that land use describes how the land is used rather than describing its 
vegetative cover, for example. Land use code systems range from extensive detail to a 
minimal list. Example residential codes are given in the Appendix. 

Because of the local jurisdictional differences in land use codes, it is currently 
difficult to do land use queries over geographic areas that cross jurisdictional 
boundaries. For example, it is hard to find the cumulative assessed value for each type 
of land use over multiple counties because the categories of land use vary.  

Various approaches have been tried to solve the problem of semantic heterogeneity 
between land use codes. One solution is to do ‘one time’ matches between code 
systems involved in a particular application. This approach requires someone making 
comparisons by hand for the current application, usually just across a couple code 
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systems. The resulting matches are not typically reused, nor is there usually a way to 
make the result mapping known to others for potential reuse.  

Another possible solution that is more recently being used in other domains to 
achieve semantic interoperability is to create a global or reference ontology that 
covers the conceptual space usually in a high level or general manner or using certain 
agreed upon categories. With this approach, various heterogeneous terms can then be 
resolved across applications by individually matching each set of terms to the 
reference ontology. This is contrary to the above solution in which each code set is 
matched to another code set rather than to a reference ontology.  

Creating a reference ontology works well in some domains especially if domain 
experts can come to agreement on a selected subset of concepts. The problems with 
this approach, however, include the generality of the ontology, which likely means 
losing the detail of the local code sets because many terms are lumped into a few high 
level categories. Also, there is the difficulty of agreeing on what concepts and terms 
to include in the ontology. 

As a conclusion, solutions to compare heterogeneous code sets in other domains do 
not met the needs regarding land use codes. ‘One-time’ solutions are time-consuming 
and limited in scope, both in the numbers of codes compared and in geographic 
extent. Also, reference ontologies have not been created for land use. In any case, a 
general or global land use ontology would only be useful for comparing broad 
categories. Further, land use codes are used in making important decisions about land 
in planning and assessment, for example. Because of this, as much detail as possible 
should be preserved. 

In this paper, we take an ontology approach that is different from the above 
solutions. We preserve detail by creating a comprehensive combined land use 
ontology by merging all the local codes into the final ontology. Although this effort is 
initially time-consuming and difficult, it is established once and is then available for a 
myriad of future uses. Keeping all codes eliminates the need for domain experts to 
meet and agree on terms for a land use ontology, which is often difficult. 

As part of merging, we started to incorporate various types of relationships, not 
just sub or super classing, to add more knowledge as to how the codes are related to 
each other. In this way, our ontology is becoming an ontology in the true sense of 
being an interconnected graph that forms a complete knowledge base that holds all 
codes and their inter-relationships. Such background knowledge bases will help form 
a geographic linked data cloud for land use that could stand alone or be linked to the 
Linked Open Data Cloud [7]. Such knowledge will contribute to building the 
Semantic Web. A small example of the type of ontology we are creating is shown in 
Fig. 1. Additionally, codes may be connected between subtrees. 

To search for a land use code in our ontology that combines jurisdictions, it was 
necessary to write custom Java code rather than using the SPARQL RDF query 
language [19]. This is because we want our output to return the closest term to the 
query term, along with its relationship, rather than not returning any results if an exact 
match does not occur. To do this involves programming to traverse down or up the 
ontology until certain conditions are met. 
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Fig. 1. A small ontology with relationships additional to subclassing 

A purpose of this work, in addition to creating a land use ontology, is to present the 
idea of creating a combined ontology to accomplish semantic interoperability rather 
than creating a reference ontology or standard that is only a subset of the space. In 
addition to the combined hierarchy, we started adding meaningful relationships to 
create a knowledge base. We anticipate that this idea could be applied to other 
geographic domains when appropriate such as when it is difficult to create a standard 
or achieve agreement and when it is necessary to preserve local detail. 

In the rest of this paper, Section 2 gives related work. Decisions involved in 
creating the combined ontology are discussed in Section 3. Section 4 presents our 
software design to access the ontology and shows sample output. Section 5 gives a 
discussion, and Section 6 has a summary. 

2 Related Work 

There is no standard land use coding classification. As a result, land use codes are 
very heterogeneous between jurisdictions. The American Planning Association 
developed the Land Based Classification Standards (LBCS) to broaden land use to 
cover various dimensions, such as activity and function [3]. However, LBCS has not 
been broadly adopted. 

Not much work has been done on semantics or ontologies for land use codes. Work 
on land cover/land use is the closest related work although land cover categories are 
much more broad because usually a country level area is being categorized, as 
compared to parcel level local codes. But, similar to land use, land cover 
classifications are mainly hierarchical and also vary across agencies and countries 
defining them and through time. For example, in the U.S., the USGS has a 1992 as 
well as a 2001 National Land Cover Data (NLCD) set. Others have worked on 
comparing land cover classifications. Work has been done on automated similarity 
measures [1, 2]. In Gahegan et al., web services are used to mediate between legends 
of different land cover data sets [8]. The approach taken in this paper is to create a 
large land use ontology that keeps detail along with nuanced associations. This 
ontology can then be used as a method for semantic integration to resolve code 
differences. It is not a standard but serves as a reference knowledge base. 

Prior work of the author involved designing and building a query module for 
resolving heterogeneous land use codes across jurisdictions in Wisconsin. This was a 
complete end-to-end system [22] embedded into the Niagara XML DBMS [14]. Users 
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selected a land use code, and, through query re-writing that consulted mappings, 
subqueries were generated for local parcel data and sent into the Niagara query 
engine. With access to the local parcel data, aggregated values such as number of 
acres having a particular land use could be returned. In addition, the locations of 
actual parcel polygons having a specified land use code were shown on a map. 
However, in that project, query terms were limited to a drop down list, and query 
expansion could only retrieve subclasses. This new work, although not an end-to-end 
system, builds on the prior work to allow a user to query any code at any level of the 
hierarchy. Resolution of codes across jurisdictions is now done using a full land use 
ontology that includes synonyms and nuanced relationships, not just subclassing. 

There are a number of large projects in the geospatial domain using ontologies to 
resolve semantics, e.g., CUAHSI [6], iPlant [11], ICAN [10], and Mercury [16]. 
Some of these ontologies, however, relied on experts meeting to agree on select 
terms. Instead of that approach, we are keeping all local terms but adding 
relationships. 

Regarding using automated alignment or merging software [e.g., 4, 5, 17] to create the 
combined ontology, we found that string matching is not reliable regarding the meaning 
of land use codes. For example, even a more straightforward code, such as ‘Single 
Family’, could involve mapping choices that include ‘Single Family + Garage’, ‘Single 
Unit in a Duplex’, and ‘One Family Unit’. Here, for example, the string ‘Single’ does not 
always occur in related codes or may mean something different. In prior work, we ran 
several land use code sets through the 2007 version of the AgreementMaker [21]. 
Although the results were quite interesting and worthwhile, much hand labor was still 
needed to match code sets. Thus, to create our initial combined ontology, we matched by 
hand, but, in the future, to add additional code sets, we will likely use merging and/or 
alignment software to help with a first pass, now that we have a strong base ontology to 
which most codes will match. 

3 Combining Land Use Codes to Make a Comprehensive 
Ontology 

In this section, we discuss the effort and decisions made to create a combined land use 
ontology that incorporated all the codes. All detail was kept rather than only using a 
subset of select codes as may be done in other domains. Also, we started to explicitly 
record nuance relationships in addition to subclass relationships. A large part of the 
work was human decision-making as to how codes related to each other; this cannot 
be done automatically when first building the combined ontology. 

3.1 Overview 

For an example geographic area, we used the state of Wisconsin and obtained code 
sets from cities, counties, or regional planning commissions (RPCs) (Fig. 2). Each 
RPC or other jurisdiction developed its own land use codes to classify how land is 
used in that region. The different ways in which land has been classified across 
Wisconsin make cross referencing between these regions very difficult.  
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Table 1. Land use code sets 

Code set Acronym or short name 
Bay Lakes Regional Planning Commission Bay Lakes 
City of Madison Madison 
County of Dane Dane 
East Central Wis. Regional Planning Commission ECWRPC 
North Central Wis. Regional Planning Commission NCWRPC 
South East Wisconsin Regional Planning Commission SEWRPC  
County of Eau Claire Eau Claire 

 
Each of the first four code sets is very different from each other, but we wanted to 

choose one to serve as a basic backbone of the ontology. We decided to use Bay 
Lakes as the basic structure because it had the most obvious and easy to read structure 
out of the initial four sets. It was easy to see the subclasses and superclasses without 
much familiarity with the code set itself. As such, the entire Bay Lakes code set was 
the first of all the code sets to be incorporated into the ontology.  

The next step was to match the other code sets to the Bay Lakes code set. The 
Madison and Dane County code sets, however, were much more detailed than Bay 
Lakes. Incorporating the Madison codes into the ontology was a long process. 
Madison has over 1000 separate codes due to continued refinement of the codes from 
a single digit up to 4 digits (e.g., 1 digit [1 Residential]; 2 digit [11 Household units, 
12 Group quarters, 19 Other residential, NEC]; 3 digit [e.g., 111 One-family unit, 112 
Two-family unit, etc.]; 4 digit [e.g., 1511 Hotels and motels, 1512 Bed and Breakfast, 
etc.]). 

To incorporate Madison and Dane County codes into the ontology, many new, ever 
more detailed, classes were created. Some of the Madison codes matched the Bay 
Lakes classes, but many had to become their own classes, being super and sub-listed 
appropriately. A couple issues included repeats of codes as specificity increased, such 
as the Madison class name ‘Other Resource Production and Extraction’ which appears 
three times in the code set under three separate codes: 89, 890, and 8900. Another 
example was the over-use of ‘Other’. It was common to find a set of subclasses in the 
Madison code set whose last class was ‘Other’. Further, in some cases, this ‘Other’ 
class has its own set of subclasses that might include an ‘Other’ category, essentially 
creating an ‘Other’ subclass of an ‘Other’ class. It was decided to absorb this second 
‘Other’ into the first ‘Other’ class to stop this pattern. 

The third code set to be merged was Dane County. Because of the similarity between 
Madison and Dane County codes, it was much easier to see where to fit in Dane County 
codes. A difference between the Madison and Dane County code sets, however, was that 
Dane County used the same code for many items (i.e., for a set of items). For example, 
Dane has one code 53 (‘General Merchandise’) that consists of ‘Department Stores’, 
‘Mail Order Houses’, ‘Limited Price Variety Stores’, ‘Merchandise Vending Machine 
Operators’, ‘Direct Selling Organizations’, and ‘Other Retail Trade - General  
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Merchandise, N.E.C.’ Contrary to this, Madison has code 53 (‘Retail trade – general 
merchandise’) but also 531 for ‘Department stores – retail’, 532 for ‘Mail order houses – 
retail’, etc. To be able to find, for example, ‘Department Stores’ in Dane County in the 
combined ontology, (Dane, 53) was listed under ‘Department Stores’. However, the ‘53’ 
needs to be flagged as a set-valued code because it contains many other items than just 
‘Department Stores’. 

ECWRPC was the fourth code set incorporated. Much like Dane County, the 
ECWRPC grouped many items into one code, but with ECWRPC, the codes did not 
fit into the same superclass in the combined ontology. For example, the ECWRPC 
set-valued code 9441 is a grouping of ‘Apartments’, ‘Three or More Households’, 
‘Condos’, and ‘Rooming and Boarding Houses’. These terms were already in the 
combined ontology but with different superclasses. ‘Apartments and Condos’ is 
already a category, but ‘Three or More Households’ is under ‘Multiple Family/Three 
or More Family’. And, there was already a “Rooming and Boarding Houses’ class 
under Commercial (versus Residential). So, the individual codes ended up split under 
different minor and major superclasses. 

The fifth data set acquired was NCWRPC, which was very general and extremely 
short, consisting of just twelve codes. Most of these were of the nine upper-most 
classes mentioned earlier. No new classes had to be created to incorporate this region 
into the combined ontology.  

The next code set incorporated into the combined ontology was the SEWRPC 
codes. This code set was also not extremely difficult to incorporate because by now 
there were many classes to which the SEWRPC codes matched. However, there were 
a few new subclasses that needed to be added, such as Public and Private and Local 
and Regional. Also problematic is that SEWRPC combines service and sales into 
‘Retail Service and Sales’ under Commercial, whereas other code sets separate 
service from sales. Both  ‘Retail Sales’ and ‘Retail Services’ already had their own 
long list of subclasses in the combined ontology, so they could not be combined in 
anyway. Further, SEWRPC distinguishes Intensive (210) and Nonintensive (220) 
subclasses for ‘Retail Service and Sales’. To handle this, we decided to make separate 
classes for Intensive and Nonintensive under each of the existing codes of ‘Retail 
Sales’ and ‘Retail Services’. This meant that SEWRPC’s service and sales codes were 
duplicated. If we had been able to obtain written definitions for these two terms, we 
may have done some orderings differently, but this was the best we could do. 

The last code set incorporated into the ontology was the Eau Claire region. This set 
presented few new issues, as many of the codes simply needed to be added to their 
appropriate classes in the combined ontology. There were a few instances in this code 
set, however, where the Eau Claire region did some grouping that needed to be split in 
order to fit properly into the combined ontology. There was also the situation with 
mobile home parks. Eau Claire gave each mobile home park in the region its own 
separate code. Although an ontology such as we are creating should not really contain 
particular instances of this sort, we did create separate classes for these mobile home 
parks to satisfy local queries, as per the local land use code set. 
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deciding what relationships to model, we could limit relationships to those of SKOS 
(http://www.w3.org/TR/2009/REC-skos-reference-20090818/). Or, we could develop 
a myriad of types of relationships, such as ‘possiblyTheSame’, ‘likelyTheSame’, 
relatedSubsetOf, ‘duplicatedSubsetOfBoth’, ‘hasSomeRelationTo’ (as a bit weaker 
than ‘relatedTo’) and other kinds of connecting relationships. We found that a 
compromise approach was the most practical. Just using simple relationships was too 
limited, but if we incorporated too many precise kinds of relationships, the graph 
became too difficult to understand and work with. However, we do think relationships 
that connect codes between subtrees are worthwhile, such as a ‘work’ relationship 
connecting ‘Farm Residence’ under Residential with ‘Home Occupation in Farm 
Residence’ under Commercial. Relationships such as these help turn the tree into a 
graph (in addition to modeling multiple parents). We also propose that additional 
subtrees could be formed to group codes, such as, under Residential to split codes into 
those ‘Related to Farms’ versus those ‘Not Related to Farms’. In this way, multiple 
kinds of subtrees could exist over the same basic set of codes. We did some of these 
kinds of relationships but anticipate that more will be set incrementally as people use 
the ontology for various applications. 

Our intent here is to create a prototype so that domain people get an idea of the 
potential of using an ontology to resolve land use codes. Rather than waiting for 
domain experts to assemble and agree, which is difficult for busy professionals, we 
created an ontology with enough detail to avoid contention on content. In choosing 
subtrees and relationship types, we made educated decisions, which could be 
changed, and we intend to allow domain experts to vet the decisions made. We 
anticipate that adjustments will be done over time, given the size and complexity of 
the ontology. 

4 Querying the Ontology 

The motivation for this work is to solve the problem of resolving heterogeneous land 
use codes across multiple jurisdictions. We wrote custom Java code to access and 
traverse the ontology to find the closest matching code. 

4.1 Scenario 

A typical query is “Find all the parcels in multiple counties that have a particular type 
of land use, such as cropland”. Our system, written in Java, inputs a land use code and 
the jurisdictions over which to query. Our program returns each jurisdiction along 
with its closest matching code to the query term and the relationship of that code to 
the query term. The result may or may not be an exact match. The local value (e.g., 
111) for the closest match is also returned (to be able to later search for parcels with 
that code value in the appropriate parcel data set).  

An empty result will not occur for any input area because, if there is not an exact 
match, we find the closest matching code. For example, the code ‘cropland’ may not 
exist by itself in some particular county but may be combined with another code, such 
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as ‘cropland/pasture’. In this case, cropland/pasture would be returned for that  
county and noted as being a superset of the query term. This level of detail enables 
decision-makers to have precise information. 

4.2 The Software 

Although not implemented as such, the conceptual design for the main data structure 
in the software is mostly a tree. This is because many of the land use coding systems 
are organized hierarchically. But, the storage structure is not limited to a strict tree; 
we allow for multiple parents. We also programmed to accommodate many different 
kinds of relationships other than parent/child (superclass/subclass) relationships. 
Other kinds of relationships are not limited and may be ‘synonym’, ‘similar to’, 
‘superset’, ‘associated with’, and others. We allow any possible relationship name. 

As currently implemented, each main class object in the data structure holds a 
string for a land use code along with a linked list of all areas (jurisdiction names) 
containing that code.  The actual alphanumeric value of the code for each code set is 
also stored with each area.  For example, the main class node for the code Group 
Quarters contains the string ‘Group Quarters’ along with a linked list of jurisdictions 
with their actual code values, such as  (Bay Lakes, 170), (ECWRPC, 942), etc. Also, 
in keeping with the basic tree structure, each class object has pointers to a parent node 
and to an arbitrary number of children. Therefore, subclass and superclass 
relationships are inherent in the tree structure. Multiple parent nodes are handled 
separately. The main class node also stores synonyms for that code. In addition, an 
arbitrary number of other kinds of relationships (other than subclass and superclass) 
are stored in each object. 

The program fulfills the project’s goal to create and access a knowledgebase where 
a user can search for land use codes and get results based on relationships with other 
categories. The search algorithm is explained using an example. Suppose the query is 
to search for the category ‘Apartments and Condos’ in the region ‘Madison’. After 
finding the node with the code ‘Apartments and Condos’, a check is done to see if the 
query region is listed for that code. If it is not found, a search is done for the region in 
the synonym list. If not found there, the list of other kinds of relationships is checked 
next. If the region still is not found, the tree is searched downward for subclass terms 
that may contain the region ‘Madison’. Downward (and upward) search is done 
recursively using the inherent parent/child relationships. The downward search 
continues lower and lower until it either finds ‘Madison’ or hits the bottom of the tree. 
If the region is still not found through the downward search, an upward search is 
started, again recursively going up until a main category is found, e.g., Residential. 

4.3 Query Output 

This section shows the input and output for queries. Input consists of a land use code 
and list of jurisdictions. Output returns the closest code to match the query term along 
with the relationship and the local numerical or alphabetical value in each 
jurisdiction’s code set. 
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1. The following query to find ‘Group Quarters’ over all the data sets shows results 
for exact matches, superclass, and subclass relationships. As shown, for Eau Claire 
and NCWRPC, the main category of Residential is returned because the specific code 
‘Group Quarters’ does not occur. Contrary to that, for SEWRPC, ‘Group Quarters’ 
has subclasses, which are returned. 

 
2.  This next query shows a synonym relationship returned for ECWRPC. 

 
3.  This last query shows that any other kind of relationship will be returned, here 
‘similar to’. 

 

4.4 Discussion 

Our system is designed to be an intercepting subsystem for a database management or 
other storage and query system that holds the actual parcel data. Our system provides 
the information to generate subqueries that would then be sent into a query engine to 
be executed, although we do not yet generate those subqueries. For example, as in 
Query 3, to find Multiple Family parcels in the NCWRPC and Eau Claire areas, we 
return the codes ‘6’ and ‘RM’ respectively, which are necessary to query the parcel 
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data sets. A DBMS with access to the actual parcel data would then be able to return, 
for example, the total number of acres or total assessed value of lands having a certain 
land use code. 

Custom Java code was needed because, although the combined ontology could be 
recorded in OWL, an OWL/RDF query language (i.e., SPARQL) is not able to 
traverse the tree to be able to return the closest matching code when an exact match 
does not occur. A programming language with conditional statements is needed. This 
work was inspired, however, by the new modeling capabilities of Semantic Web 
technologies. Working with OWL ontologies formed the motivation to create an 
interconnected land use ontology. 

As to future work, we are finishing putting the codes and relationships into OWL. 
That way the ontology will be formally represented and available to all for various 
uses. We also plan to put the OWL code into Knoodl (knoodl.com) or Collaborative 
Protégé, for example, so that it is Web accessible and able to be viewed, vetted, or 
changed by domain experts. For our Java program, we experimented mostly with the 
Residential subset of codes, so we will work with more of the codes. We may 
continue the project to be end-to-end and integrate our code with an open source 
spatial DBMS to be able to retrieve additional parcel information. 

5 Summary 

Land use is a very rich and important domain. But, land use coding systems are quite 
diverse. Combining or comparing codes across jurisdictions is extremely difficult. 
The emergence of the idea of ontologies to store background knowledge inspired this 
work, but not in the sense of creating a global agreed-upon land use coding standard 
for which it would be difficult to get agreement and which would lose local specifics. 
Instead, we present the idea of keeping all detail and storing innumerable kinds of 
relationships to create an interconnected graph of knowledge of land use categories.  

This paper makes a contribution to the area of semantic interoperability by using 
ontology merging to create a comprehensive domain ontology that is then used to 
resolve terms. This avoids relying on domain experts for the difficult task of creating 
a reference ontology from scratch. Domain experts can much more easily vet an 
existing ontology. Also contention is avoided by including all local codes. The 
approach of keeping detail and recording relationships can also be applied to other 
domains. 

The value of our system is that it returns the most precisely related terms across  
the geographic query space. It does so by searching a novel (for land use) combined 
ontology that is a combination of all land use code sets containing specific  
inter-relationships.  

Our ontology can continue to be expanded to include codes from other states. 
Initially, our goal is a state-wide land use ontology, but ultimately, it could be a 
national land use ontology and used for nation-wide land use analyses and decisions. 
It could be integrated into a National Land Parcel Data initiative [e.g., 13]. Again, the 
idea is that, instead of having a national land use standard with a limited set of codes, 
a combined ontology with relationships can be ubiquitous and able to be continually 
expanded as new code sets are added. 
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Appendix:  A Few Code Sets Showing Residential Codes 

Bay Lakes Regional Planning Commission       Dane County RPC 
100 Residential                                          
110 Single Family Residential                      111 Single Family 
111 Single Family Residential Garage                       
130 Two Family                                    113 Two Family  
150 Multi-Family                                   115 Multiple Family 
170 Qroup Quarters                                 129 Group Quarters 
180 Mobile Homes                                  140 Mobile Home 
190 Land Under Residential development            142 Mobile Home Park 
195 Residential Open Space/Vacant Lot             116 Farm Unit 
199 Vacant Residence                               190 Seasonal Residence 

 
East Central Wisconsin Regional Planning Commission (ECWRPC) 
94   Residential, vacated, other or unknown 
9411 Single Family Structures/Duplexes – includes the mowed land surrounding 
      house and Bed & Breakfast Houses 
9413 Farm Residences, includes mowed yard 
9414 Mobile Homes Not in Parks, includes mowed yard 
9416 Accessory Residential Uses/Buildings (ECWRPC CODE) i.e., garages/sheds, 
      includes mowed land surrounding the unit. If the garage is attached to a single 
      family dwelling and is coded 9411 with the house. (sic) 
942  Resident Halls, Group Quarters, Retirement Homes, Nursing Care Facilities, 
      Religious Quarters, includes parking 
943  Mobile Home Parks 
9441 Apartments, Three or More Households: includes condos, Rooming and Board 
      ing Houses – includes parking and yard 

Eau Claire County 
RB  Boarding house 
RC  Condominium complex 

     RCD Residential unit in condominium, duplex 
     RCU Ind unit in condominium complex 

RD  Duplex or other two-family residence 
     RDU  A single unit in a duplex 

RF  Four unit dwelling or fourplex 
Etc. 
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Abstract. This paper introduces a new formal structure, called the
maptree, that is shown to uniquely specify, up to homeomorphism, the
topological structure of embeddings of graphs in orientable, closed sur-
faces. A simple modification is made to show that the representation also
works for planar embeddings. It is shown that the maptrees are capable
of providing a rich representation of the topology of 2D spatial objects
and their relationships. The maptree representation is then used to char-
acterize some properties of topological change in these embeddings.

Keywords: maptree, topology, topological change, geographic informa-
tion science theory.

1 Introduction

Although there is a considerable body of research on topological relationships
between spatial objects (see, for example, [6,3]), there is much less that takes
into account the finer topological details of these objects and their relationships.
For example, in the region connection calculus, connection between regions at
a point, at several points, at a line, or at several lines, cannot be distinguished
by the basic theory. Similarly the theory of topological change developed by the
author and colleagues in [5,4] presents a theory of topological change that can
distinguish, for example, between a hole emerging from a point in the center of
a region and the same region merging with itself to create a hole, but cannot
distinguish a merge of two regions at a point, or at a linear boundary.

The purpose of this paper is to describe research that brings together two
separate formal descriptions of topological configurations, namely combinatorial
maps [2,8] and adjacency trees [1,7] to provide a fine-grained representation of
spatial objects and their relationships. The structure presented in this paper is
an edge-labelled, node-colored tree, that we name a maptree The spatial objects
under consideration are configurations of regions, and it is convenient to consider
such configurations as embeddings of graphs in orientable closed surfaces or the
plane.

A graph is defined in the usual way as a set of vertices and edges between
vertices. In this paper we allow loops, that is edges that connect a vertex to itself,
and also multiple edges between two vertices. Often, such structures are referred
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to as pseudographs, but we continue to use the term “graph” throughout this
paper. A graph is connected if any pair of its vertices may be linked by a chain
of adjacent edges.

Informally, an embedding of a graph in a surface is a drawing of the graph on
the surface in such a way that its edges may intersect only at their endpoints.
The surfaces of interest here are the orientable closed surfaces in n, and it is
well known (Möbius classification theorem for orientable, closed surfaces, 1863)
that such a surface is homeomorphic to a sphere with g handles (g-holed torus),
for g ≥ 0. The non-negative integer g is referred to as the genus of the surface.
We shall usually only be concerned with the sphere (of genus zero). As well
as these closed surfaces we also shall consider the Euclidean plane 2 (not a
closed surface). From now on, we shall assume all surfaces under consideration
are orientable, and omit that term from their descriptors.

Graph embeddings in closed surfaces have the property that the complement
in the surface of an embedding of a connected graph is a collection of regions or
faces, and each of these faces is a 2-manifold. If, furthermore, each of the faces
is homeomorphic to a disc, the embedding is called a 2-cell embedding. When
the graph is embedded in the Euclidean plane, then one of the faces will be of
infinite extent, and called the external face. Of course, not all graphs can be
embedded in the plane.

2 Permutations and Combinatorial Maps

In this section we review the basic concepts around the combinatorial map.
Such a map provides a unique (up to homeomorphism) symbolic representation
of an embedding of a connected graph. By way of introduction, we review some
material on permutations.

Let A = {a, b, . . . , k} be a finite collection of elements. We call any bijective
function φ : A → A a permutation of A. Essentially, we can think of φ as
rearranging the elements of A. Now, any permutation can always be written as
a collection of cycles (a1a2 . . . an), where a2 = φa1, a3 = φa2, and so on, and
a1 = φan. So, for example, suppose A = {a, b, c, d, e}, and b = φa, c = φb, a = φc,
e = φd, and d = φe. Then φ may be written in cycle notation as φ = (abc)(de).

Suppose now that we have a collection of permutations of A, Φ = φ1, . . . , φm.
Then Φ is transitive if, given any elements x, y ∈ A, we can transform x to y by
a sequence of permutations from Φ. That is,

x
φi1−−→ x1

φi1−−→ . . . xp

φip−−→ y

We have now sufficient preliminaries to define a combinatorial map.

Definition 1. A combinatorial map M〈S, α, τ〉 consists of:

1. A finite set S of elements, called semi-edges, where the number of semi-edges
is even. We can write S as S = {a, a, b, b, . . . , k, k}

2. A permutation α of S
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3. A permutation τ of S, which in cyclic form is τ = (aa)(bb) . . . (kk)

subject to the constraint that {τ, α} is transitive.

An example of a combinatorial map that we shall use again is given byM1〈S, α, τ〉,
where S = {a, a, b, b, c, c}, α = (acbc)(a)(b), and τ = (aa)(bb)(cc). It is easy to
check that {τ, α} is transitive.

We are now able to relate combinatorial maps to graph embeddings using the
following key result due to Edmonds [2] and Tutte [8].

Theorem 1. (Edmunds, Tutte) Each combinatorial map provides a topologi-
cally unique (up to homeomorphism of the surficial embeddings) representation
of a 2-cell graph embedding in a closed surface. Conversely, every 2-cell graph
embedding in a closed surface can be uniquely (up to permutation group isomor-
phism) be represented by a combinatorial map.

We do not repeat a formal proof of this result, but indicate the construction.
Given a combinatorial map M〈S, α, τ〉 , the 2-cell embedding is constructed as
follows. Each edge of the embedded graph is represented by a pair of semi-edges,
called a facing pair, transposed by τ . Each cycle of α defines the ordering of
semi-edges around each face of the embedding. Each face is defined as the region
on the left while traversing the semi-edges of a cycle of α. We may note that
the constituent cycles of α are sufficient to uniquely reconstruct the embedding.
The constituent cycles of α are termed the α-cycles of M.

a

a

b

b
c c

1 2

3

Fig. 1. Embedding of M1 in the sphere

Figure 1 illustrates this construction using combinatorial map, M1〈S, α, τ〉.
We observe that the three α-cycles (acbc),(a), and (b) define the three faces,
labelled 1,2, and 3. For example, the face labeled 1 is defined as the region
to the left while traveling the semi-edge a, while the “outer” face labeled 3 is
the region to the left while traversing the directed path given by the cycle of
semi-edges a → c → b → c → a.

We note that although the configuration is of necessity reproduced on the
plane paper, it is actually a spherical embedding. This can be seen by observing
figure 2, where we show two homeomorphic embeddings of M1〈S, α, τ〉 in a
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a ab
b

c

c

Fig. 2. Two homeomorphic embeddings of M1 in the sphere

sphere. Note also, for reason of clarity, we show only one of each pair of semi-
edges.

We now focus on the nature of the closed surface in which the configuration
represented by a combinatorial map is embedded. This surface must be unique
by Theorem 1. To determine the surface from the combinatorial map, we need
to determine the number of vertices of the embedded graph. To do this, we
calculate a further permutation β by the formula β = τα−1 where the product
is a composition of functions, and α−1 denotes the inverse function of α. In our
example β = (aac)(bbc). Now we note that each cycle of β represents a vertex,
and the cycle itself represents the ordering of semi-edges around the vertex.

Now we invoke the famous result of Euler and Poincaré:

Theorem 2. (Euler-Poincaré) Given a 2-cell embedding of a graph in a sur-
face of genus g. Suppose that V , E, and F are the numbers of the embedding’s
vertices, edges, and faces, respectively. Then:

V − E + F = 2− 2g

Given a combinatorial map, M〈S, α, τ〉, the genus of it’s embedding surface can
then be calculated as follows.

V = the number of constituent cycles of β

E = the number of constituent cycles of τ

F = the number of constituent cycles ofα

and then, by Theorem , the genus g is given by V −E+F = 2−2g. We sometimes
refer to the genus of the combinatorial map, meaning the genus of its embedding
surface.

For our example, V = 2, E = 3, F = 3, and so 2 − 2g = 2, and g = 0 which
accords with our knowledge that the embedding surface is a sphere.

2.1 Planar and Spherical 2-Cell Embeddings

For practical purposes, the embedding surfaces of interest are the sphere (closed
surface of genus zero) and the Euclidean plane. The above results on combi-
natorial maps apply to closed surfaces, and therefore do not apply directly to
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the Euclidean plane. However, any graph that is embeddable in the sphere is
embeddable in the plane, and conversely. The Euclidean plane is topologically
equivalent to a punctured sphere. Suppose we have a map that is 2-cell embed-
dable on the surface of a sphere. We now puncture the sphere, taking care that
the puncture does not lie on an edge or vertex of the embedding. (The cases
where the puncture lies on an edge or vertex does not concern us, as we are
not concerned with unbounded embeddings in the plane.) We now have a planar
embedding of the map, and the face in which the puncture occurs is the infinite
external face. Of course, the topological nature of a planar 2-cell embedding is
dependent upon in which face of the spherical 2-cell embedding the puncture
occurs. The plane places an extra piece of structure on the 2-cell embedding in
that we have the notion of the infinite face. So, a 2-cell embedding in the sphere
may correspond to many topologically distinct 2-cell embeddings in the plane.
We can see this by re-examining figure 2, where the left and right embeddings
are the same on the sphere but distinct on the plane.

In order that a combinatorial map can uniquely specify a planar 2-cell em-
bedding, all we need to do is specify which cycle represents the boundary of the
external face. We indicate the distinguished external boundary cycle in α by
square brackets. In our example, the lefthand and righthand planar 2-cycle em-
beddings are given by [acbc](a)(b) and α = (acbc)[a](b), respectively. We can then
invoke a slightly extended version of Theorem 1(Edmunds, Tutte) to guarantee
topological uniqueness of the representation.

3 Representations of Non-connected Graph Embeddings

Up to now, the focus has been on connected graphs, because only connected
graphs have 2-cell embeddings and are representable by combinatorial maps.
In this section we extend the algebraic representation of graph embeddings as
combinatorial maps to also represent embeddings of non-connected graphs. In
our examples, we focus on the Euclidean plane and sphere, as these are the
important cases in practice. However, our results carry over to surfaces of any
genus.

When we remove the constraint that the graphs are connected, we have to add
some extra structure to the algebraic representation. To see this, consider the
two graphs, each embedded in the surface of a sphere, shown on the lefthand and
righthand sides of figure 3. Both embeddings would have the same representation
as a collection of three combinatorial maps. However, it is easy to see that these
embeddings are not topologically equivalent, in the sense that there does not
exist a homeomorphism of the sphere that maps one embedding to the other. How
graph embeddings stand with respect to one another becomes an issue, and we
cannot just represent the embedding of a non-connected graph as a set of maps.
In this section we develop the extra structure needed to provide topologically
unique representations for planar and spherical embeddings of non-connected
graphs.

As a preliminary to our main result, we revisit a known representation of a
collection of closed curves embedded in a surface as a tree.
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Fig. 3. Two non-homeomorphic embeddings in the sphere

3.1 Regions Created from Nested Closed Curves

Consider a closed surface in which is embedded a disjoint collection of closed
curves. An example of such a configuration is shown in the left-hand part of
figure 4. Given any such configuration, we may define an associated tree as
follows:

Definition 2. Suppose given a disjoint collection C of closed curves embedded
in a closed surface, such that each closed curve viewed on its own results in a two-
cell embedding in the surface. Such a collection of curves partitions the surface
into a set of regions. We define the adjacency tree of C as a graph TC = 〈N,E〉,
where N is a set of nodes, each node representing one of the regions and E is a
set of edges. Two nodes are joined by an edge if their associated regions share a
common boundary.

Note that this definition begs the question whether or not TC is a tree. To see
this, consider the number of nodes and edges in the graph. The smallest possible
such graph has no edges, and a single node, representing the case where the
region covers the entire surface. In the general case, if we add another closed
curve (edge) to our configuration, because of the two-cell embedding property of
the curve, adding the curve adds one more region (node) to TC. So, by induction,
TC has one more node than edges. Because TC must be connected, it follows
that TC is a tree.

It is known that that an adjacency tree characterizes the configuration of
regions in the plane uniquely, up to homeomorphism from the surface to itself
(see, for example, [1,7]).

Note that if the embedding is planar, then we can distinguish the infinite
external region by making the node representing it in the adjacency tree the
root of a rooted tree. So, in the example in figure 4, the node labelled 1 will be
the root.

3.2 Maptrees

The key insight of research reported in this paper is that a combinatorial map
provides a symbolic representation of the 2-cell embedding of a connected graph
in a closed surface (a connected, complex structure), while an adjacency map
provides a symbolic representation of a collection of closed curves embedded in
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Fig. 4. A collection of nested closed curves and its tree

a closed surface (a non-connected, simple structure). We now show how these
constructions can be combined.

Definition 3. A bw-tree X is a colored tree with the nodes colored black or
white, respectively, subject to the condition that no two adjacent nodes have the
same color. A bw-tree is called a star if it contains exactly one black node.

So as to more easily follow the construction that follows, we illustrate with the
embedding shown in figure 5. We assume to begin with that the embedding
surface is a sphere. We have omitted the directions of arcs for simplicity.

As a first step, we use a bw-tree to represent the nesting properties of the
components of the graph. Figure 6 shows this for our example. The components,
labelled M1, . . . ,M6 in the lefthand side of the figure can each be conceived as
a black region, represented by the black nodes in the bw-tree on the righthand

a

b

c

d

e

f

g
h

i
j

M
1

M
2

M
3

M
4

M
5

M
6

Fig. 5. Embedding of a non-connected graph
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side of the figure. The regions labelled 1, . . . , 9 delineated by the edges of the
graph are represented by white nodes in the bw-tree.

This bw-tree uniquely represents how the components and regions stand in the
relation to each other, but does not provide details about the topology of the com-
ponents themselves. To provide this information, we need to consider the combi-
natorial maps of the components. The graph has six components, and each embed-
ded component M1, . . . ,M6 considered alone is a 2-cell embedding and so can be
represented by a map (using the permutation α to represent each map), as follows:

M1 = (acab)(b)(c)

M2 = (e)(e)

M3 = (d)(d)

M4 = (f)(f)

M5 = (gi)(gh)(hi)

M6 = (j)(j)

The final stage of the construction is shown in figure 7. Each of the components
is represented by a star, labelled with α-cycles from its combinatorial map. The
stars are joined together in such a way that the edges connecting a white node
form the boundary of the region represented by that node. This structure we
term a maptree.

We are now ready to give the formal definition of a maptree.
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Fig. 6. Region-oriented view of the embedding in figure 5
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Fig. 7. Maptree of the embedding in figure 5

Definition 4. Let M be a finite collection of combinatorial maps. A maptree
is an edge-labelled bw-tree TM such that the edges of each star are labelled by the
α-cycles of one of the combinatorial maps in M.

It is clear from the above example how we should interpret a maptree as a
collection of 2-cell embeddings. However, let us just spell out the details. The
interpretation of maptree TM is that each black node of TM represents the 2-
cell embedding of the map associated with that node. If two black nodes are
connected via a white node, then the two cycles labeling the two edges joining
the nodes represent the regions that “face up to each other” in the embedding.

We have the following proposition.

Proposition 1. Let M be a finite collection of combinatorial maps of genus
zero, and TM be a maptree. Then TM provides a unique representation (up
to homeomorphism of the sphere) of the non-connected graph embedding of the
connected components represented by M.

We sketch the proof of this result by indicating the steps in the construction of
the graph embedding from a map tree, and note that there are no topological
‘degrees of freedom’ in the process. The process is essentially the reverse of
the process described above, where the maptree is constructed from a graph
embedding.

Suppose given a maptree TM, where M is a finite collection of combinatorial
maps.

Step 1: Consider TM as specifying the topological configuration of black and
white regions on the sphere. As already discussed, such a configuration is
unique up to homeomorphism of the sphere.

Step 2: For each black region consider the node n of TM that represents it.
Then, there is some mapM ∈ M such that n is said to be the node associated
with M. Replace this region with the graph embedding represented by M.
This replacement also results in a topologically unique embedding.
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Step 3: The resulting graph embedding, formed as the composite of all the
embeddings in Step 2, is the result, and is unique up to homeomorphism of
the sphere.

The proposition can be generalized to the case where the maps in M embedded
into surfaces of any genus. In that case, the genus of the embedding surface of
the maptree is the sum of the genera of the constituent combinatorial maps.

3.3 Maptrees for Planar Embeddings

The maptree construction is based on the notions of adjacency trees and com-
binatorial maps, both of which work for embeddings in closed surfaces. Many
practical cases are concerned with embeddings in the plane. In the same way
as combinatorial maps are modified, we can modify the map tree construction
to account for planar embeddings. As before, we need to distinguish the infinite
exterior region, represented by one of the white nodes. We do this by making
this the root of a rooted tree. The formal definition follows.

Definition 5. Let M be a finite collection of combinatorial maps. A planar
maptree is an edge-labelled rooted bw-tree TM such that the edges of each star
are labelled by the α-cycles of one of the combinatorial maps in M, and the root
of the tree is a white node.

As an example, the planar maptree for the planar embedding shown in figure 5
is shown in figure 8, where the root is at the top of the figure.
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Fig. 8. Maptree of the planar embedding in figure 5



308 M. Worboys

4 Maptrees and Topological Change

The previous sections have shown how the maptree construct provides a topo-
logically complete representation of configurations of regions in a surface. In this
section we provide a few examples that demonstrate how maptree operations
serve to represent varieties of topological change. We assume that the embed-
ding surfaces is the plane. However, all the results carry forward to any closed
surface. The examples are illustrative of general results, not proved here, but the
important concepts are illustrated.

4.1 Merge of Two Regions at a Point

The top portion of figure 9 shows the merger of two regions at a common point,
while the bottom of the figure shows the corresponding maptree transformation.
We can note that the merger is represented by a folding together of the edges
labeled a and b. This is a general principle that holds for more complex examples
– a point merger is represented by a folding about a white node, thus merging
two black nodes. The labels of the components of the fold are concatenated. In
general, where the labeling is more than a single edge, there are many ways of
performing the concatenation of cycles, each corresponding to a distinct point
merge.

4.2 Merge of Two Regions at an Edge

The first transition of the top portion of figure 10 shows the merger of two
regions using the region edges a and c. Edges a and c merge together forming
new edge e. Strictly speaking, we should say that semi-edges a and c merge to
semi-edge e, and semi-edges a and c merge to semi-edge e.

The first transition of the bottom part of the figure shows the action on
the corresponding maptrees. As with point merge, edge merges are represented

a b a b

ab

a ba

a

b

b

Fig. 9. Two regions merging at a point
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cd

bd
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Fig. 10. Two regions merging at an edge and then the edge is deleted

by foldings and concatenations in the maptree. The merge between edges a
and c is represented in the maptree as a fold about the maptree root with
concatenation of ab with cd. Now, some algebraic structure comes into play. The
elements a, b, c, d, e, . . . , and a, b, c, d, e, . . . generate a group, where the operation
is concatenation, the identity is the empty word Λ, and the inverse of x is x. In
our case, bearing in mind the cycle structure, we have:

bacd = bΛc = bc

because a = c and so ac = Λ. Also, we substitute e for a in label eb and and e
for c in label cd.

Because the labels on maptree edges are cycles rather than plain words, there
are other allowable concatenations, and these will result in other possible trans-
formations of the regions.

4.3 Edge Deletion

Both types of merge in the preceding subsection were represented by folding two
edges of the map tree together, where the fold was made at a white node. We
now give an example of an edge deletion and its representation, which turns out
to be a fold about a black node. Continuing on from the merger shown in figure
10, we now delete edge e, as shown in the second transition of the top portion of
figure. The second transition of the bottom part of the figure shows the action
on the corresponding maptrees. In this case, the edges labeled eb and eb fold into
the single edge labeled bd. This label also follows the operations of edge group,
as defined in the previous section, where:

beed = bΛd = bd
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5 Conclusions

This paper has developed a topological representation of closed surficial em-
beddings. We have demonstrated that the representation does indeed contain
sufficient information to generate unique embeddings, up to homeomorphism of
the embedding surface. We have also shown how a simple modification provides
a representation for planar embeddings.

One strand of this research continues earlier work on spatial relationships
(see, for example, [6,3]). While RCC and the n-intersection methods are able to
represent some level of topological detail of the relationship between two regions,
the maptree goes further in dealing with multiple regions and providing a full
topological representation.

The theory of topological change is a complex one, and was merely sketched
out in section 4, using some illustrative examples. Further work, currently in
progress, is developing a comprehensive theory of the role of maptree transfor-
mations. In particular, we are developing a classification of kinds of folds, as
well as the underlying structure of the labels (a group under concatenation).
This forms part of a larger mission, outlined in [9] to develop an event-based
approach to dynamic geospatial phenomena.

Acknowledgments. This material is partly based upon work supported by the
US National Science Foundation under grant number IIS-0916219.
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Abstract. Geospatial metadata is very important for describing, managing, 
querying, retrieving, exchanging and transmitting geospatial data and information 
resource. As the number, size and complexity of the geospatial metadata standards 
grow, the task of facilitating greater interoperability between different metadata 
standards becomes more difficult and important. Crosswalk is the key point to 
reach interoperability over geospatial metadata standards. Our goal is to provide the 
automatic creation of crosswalk for heterogeneous geospatial metadata standard 
interoperability. We introduce a brief but comprehensive overview of the various 
geospatial metadata standards and describe the related work of geospatial metadata 
crosswalks. Next, we design a series of formal definitions for geospatial metadata 
standard mapping. Then, we discuss the multiple attributes similarity of geospatial 
metadata standard. Next, we introduce the method of automatic creation of 
crosswalk and mapping based on multiple attribute similarity. Finally we 
demonstrate our approach and its accuracy using an established crosswalk 
(CSDGM and ISO 19115). 

Keywords: Geospatial metadata standard, interoperability, crosswalk, multi-
attribute similarity. 

1 Introduction 

Geospatial metadata is a type of metadata that captures the content, quality, condition, 
authorship, and any other basic characteristics of geospatial data and information 
resource. It is best defined as a formally structured and documented collection of 
information about geospatial data that represents who produced the geospatial data, 
what is in them, when they were produced and modified, where the geospatial data 
originated from, why they were produced, and how the geospatial data can be 
obtained [1]. The foremost aim of the geospatial metadata standards is to facilitate the 
ability to describe, manage, query, exchange, transmit, share and integrate geospatial 
data and information [2].  
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There are many geospatial metadata standards that have consistently arisen at a 
regional, national or global level like: The Content Standards for Digital Geospatial 
Metadata (CSDGM) [3] is the current US Federal Metadata Standard. The FGDC 
originally adopted the CSDGM in 1994 and revised it in 1998. ISO 19115 
"Geographic Information - Metadata" [4] is a standard of the ISO/TC 211 Geographic 
Information/Geomatics. The committee CEN/TC 287 determines the European 
standards for geographic information (CEN ISO/TS 19139:2009) [5], and these will 
be carried out in close co-operation with ISO/TC 211 in order to avoid duplication of 
work. China's geographic information metadata standards development work is also 
actively carried out [6], including NREDIS information sharing metadata content 
standard draft [7], national foundation geographic information system (NFGIS) 
metadata standard draft [8], etc. 

As the number, size and complexity of the geospatial metadata standards grow, the 
task of facilitating metadata interoperability in different standards becomes more difficult 
and tedious [9]. The alternative solution is: different organizations still use their own 
geospatial metadata standards, build mapping relations (Metadata Crosswalks) between 
two related metadata standards in order to organically combine the heterogeneous 
geospatial metadata together, which currently is the more commonly-used 
implementation method to realize geospatial metadata interoperability. 

The objective of this paper is to propose an automatic creation of crosswalk 
approach for geospatial metadata standard interoperability. Based on a series of 
formal definitions for geospatial metadata standard mapping, the approach is 
developed through two phases. Firstly, a list of geospatial metadata element name, 
description and structure, is discussed as multiple attributes similarity. Secondly, the 
method of automatic creation of crosswalk is performed in order to discover the 
mapping relationships between two heterogeneous geospatial metadata standards. 

The remainder of this paper is structured as follows. First we introduce related 
work on geospatial metadata crosswalks and standard mapping. Then, we discuss the 
multiple attributes similarity of geospatial metadata standard. Next, we introduce the 
method of automatic creation of crosswalk and mapping. We then demonstrate our 
approach and its accuracy using an established crosswalk (CSDGM and ISO 19115). 
Finally, the conclusions are given.  

2 Related Work 

This section introduces related work on geospatial metadata crosswalks and provides 
a series of formal definitions for geospatial metadata standard mapping. 

2.1 Geospatial Metadata Crosswalks 

Crosswalk is often-used approach for geospatial metadata interoperability. A 
crosswalk is a table that maps the relationships and equivalencies between two or 
more metadata formats. Crosswalks or metadata mapping support the ability of search  
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engines to search effectively across heterogeneous database, i.e. crosswalks help 
promote interoperability [10].  

Currently some geospatial metadata provide many crosswalk technologies, which is 
usually made into tables, namely the metadata mapping table, or metadata mapping 
dictionary. Metadata Architecture and Application Team (MAAT) has collected 
international metadata standards and provided mapping for different metadata elements 
[11]. FGDC has conducted the study of the mapping between two kinds of metadata 
standards, CSDGM and ISO 19115, and the published FGDC CSDGM to ISO 19115 
Crosswalk [12] is the specific embodiment of the mapping relation. The Alexandria 
digital library provides FGDC to USMARC and ADL to FGDC [13] crosswalks. 

The international cooperation project--Dublin Core Metadata Initiative from Ohio 
University Library Center (OCLC) [14] has launched a Web service that solves the 
problem of metadata interoperability in the network environment: metadata mapping 
service (CWS, Crosswalk Web Services). The service employs technology of XML 
and XSLT to transfer any two metadata Schema and the prototype system supplied 
provides a flexible environment for the transformation of metadata model [15]. 
However, the grammar and semantic of the metadata is completely separated in this 
approach, which is also the limitation of this method; therefore, the multiple 
information that metadata contains should be considered in a more comprehensive 
way so as to proceed multi-type automatic mapping discovery. Tang, etc put forward 
ontology mapping method called RiMOM [16] based on Bayesian decision theory, 
which formalizes the ontology mapping problem to risk decision making and 
proposed multi-strategy mapping discovery mechanism with the combination with a 
variety of metadata information. However, the method fails to take the characteristics 
of geographic information into consideration, which makes it inappropriate and 
impossible to be directly applied into the automatic creation of metadata crosswalk. 

2.2 Formal Definitions of Geospatial Metadata Standard Mapping 

The geospatial metadata standard is a collection of hierarchically organized elements that 
define the content of metadata record. These elements fall into one of three categories – 
sections, compound elements or data elements. Each section begins with the name and 
definition of the compound elements. The compound element is composed of a group of 
other compound elements and data elements. The data element is a logically primitive 
item of geospatial metadata. They simply describe the relationship among other elements 
giving an overall structure to the geospatial metadata standard. 

Geospatial Metadata standard can be defined as a 4-tuple 

 { }, , ,M S C D H=   (1) 

Where, 

- S is the set of sections, 
- C is the set of compound elements,  
- D is the set of data elements,  
- H is the set of hierarchical structure, ( ) ( )DCSDCSH  ×⊆ .  
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An element ( )( )DCSee ∈ is the logically primitive item of geospatial metadata 

standard, which can be one of three possible types: data element, compound element, 
or a section. In a section, compound elements can be defined by data elements or 
other compound elements. Compound elements represent higher-level concepts that 
cannot be represented by individual data elements.  

To handle the hierarchical structure of section, compound element and data 
element, a conventional 4-tuple is not expressive enough. Thus, we define the 
hierarchical tree structure with a set of linked elements, which are the extension 
definitions of geospatial metadata standard.  

Therefore, the hierarchical relation between elements can be defined as a 2-tuple 
( ) Hee ji ∈, , where 

ie  
is the sub-element of je . Each element in geospatial metadata 

standard has zero or more child elements. An element that has a child is called the 
child’s parent elements. An element has at most one parent. The elements with the 
same parent are called sibling elements. 

Given ( )CSe ∈ , and the parent element is defined as ( )eP  

 ( ) ( ) ( ){ }| ,i i iP e e e S C e e H= ∈ ∧ ∈  (2) 

Given ( )DCe ∈ , and the child element is defined as ( )eC  

 ( ) ( ) ( ){ }| ,i i iC e e e C D e e H= ∈ ∧ ∈
 (3) 

Given ( )DCSe ∈ , and the sibling element is defined as ( )eB   

 ( ) ( ) ( ) ( ) ( ){ }| , , ,i i i iB e e p S C e S C D e p H e p H e e= ∀ ∈ ∈ ∧ ∈ ∧ ∈ ∧ ≠  
 (4) 

The mapping of geospatial metadata standards is “lateral” mapping from one 
standard to another. 

 1 2:Map M M→  (5) 

Where, 
1M  is the source geospatial metadata standard, 

2M  is the target geospatial 

metadata standard, and Map  means the mapping from 
1M  into 

2M .  

The crosswalk is to make a comparison between the elements of two 
heterogeneous geospatial metadata standards and to build relative conceptual and 
structural association for elements in the two standards. The crosswalk between 
geospatial metadata standards is a mapping function, which can also be represented 
by: 

 { }( ) { }1 2Map e e=  (6) 

The crosswalk is a table that shows equivalent in more than one geospatial metadata 
standard. It maps the elements{ }1e in  

1M  to the equivalent elements{ }2e in another 

geospatial metadata standard
2M . 
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3 Automatic Creation of Crosswalk 

On the basis of the formal definitions of geospatial metadata standard, it is possible to 
point out multi-attribute similarity between elements, such as element name, 
description and structure. Based on these conceptual and structural attributes, the 
calculation method of similarity is defined. Finally, the automatic mapping 
discovering method that synthesizes multi-attribute similarity value is presented. An 
overview of this process is given in Figure1. 

 

Fig. 1. Automatic creation of crosswalk process 

3.1 Multi-attribute Similarity 

In order to know what to consider when mapping two elements of different geospatial 
metadata standards, in this section we define three kinds of attribute similarity that 
should be taken into account when comparing metadata elements, both at the 
conceptual-level and at the structural-level respectively.  

Element Names 
Name is the label for the metadata element. It is easily comprehended and 
unambiguous. The most intuitive method maybe that of exploiting element names to 
discover the mapping. The name of an element usually contains one or several words. 
Therefore, before calculating the similarity value of the two names, the segmentation 
of words is the first priority to do. For example, if the name of a metadata element is 
“Time Period of Content”, after separating, we can get {Time, Period, of, Content}. 
Through this pretreatment, the name of an element can be simply viewed as a set of 
multiple words and the similarity of names can be defined as name similarity 

nsim

between elements 
1e  and 

2e  as: 

 ( ) ( ) ( )1 2 1 2 1 2, . , . ,ssim e e sim e name e name sim name name= =  (7) 
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 {e1} in M1 
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Mapping
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Where, ( )21,eesimn
 denotes the name similarity between elements 

1e  and 
1e , 

{ }niwname i ,,2,111 == and { }njwname j ,2,122 ==
 
is the acquired word set after 

segmentation, which can be processed into two token sets as { }iw1  
and { }jw2

.  

Then the similarity matrix of all the words that the two element names contain is 
calculated. Each value in the matrix means the similarity of some two words in the 
elements names after scanning, comparing and calculating character by character. 
However, two element names with similar sense might be absolutely differently 
spelled. E.g. “Browse Graphic” in FGDC is equivalent to “Graphic Overview” in 
ISO. So for every word iw1  in 

1name , a word that shares the maximum word 

similarity with ( )jin wwsim 21 ,  is chosen from 
2name  as the similarity between iw1 and  

2name , generating ( ) ( )( )jinin wwsimnamewsim 2121 ,max, = . And the name similarity is 

finally defined to be:  

 ( ) ( ) ( )( )1 2 1 2 1 2
1 1

1 1
, , max ,

n n

s i i j
i i

sim name name sim w name sim w w
n n= =

= =   (8) 

Where, n  is the number of words in 
1name . The similarity value of two words is 

calculated by combining conceptual similarity and statistical similarity: 

 ( ) ( ) ( )1 2 1 2

1 2

, ,
,

2
c i j s i j

n i j

sim w w sim w w
sim w w

+
=  (9) 

Where, ( )jic wwsim 21 ,  denotes the conceptual similarity between 
iw1

 and 
jw2
 

according to the thesaurus.  ( )jis wwsim 21 ,  is the statistical similarity which will be 

described later. 
With the rapid development of language processing technology, many thesauruses 

such as EuroWordNet [17], HowNet [18], and Russian WordNet [19] have been 
developed with reference to WordNet [20] which is developed by Princeton 
University. WordNet has a semantic network of word senses, in which each semantic 
node is a synset, represents a set of synonymous words.  

That is to say, a semantic node contains words with same sense and a word can 
occur in different nodes indicating that the word has multiple senses. According to 
WordNet, Lin defines the conceptual similarity between two words as the maximum 
semantic similarity between their senses [21]: 

 ( ) ( )( ) ( )
( ) ( )1 2 1 2

1 2

2 log
, max ,

log logc i j c

P s
sim w w sim s s

P s P s

×
= =

+
 (10) 

Where,
1s  and 

2s  is the semantic nodes of 
iw1  

and 
jw2  

respectively. Semantic node 

s  is the shared parent node of 1s  and 2s . ( ) ( ) totalscountsP = , is the probability of 
a randomly selected word occurring in semantic nodes s  or any semantic nodes 
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below it. total denotes the number of words in WordNet, and ( )scount  is the word 

count in s  and its child nodes. 
Based on statistical method, Pantel and Lin [22] build an electronic dictionary, in 

which similarity between two words is defined to be their distribution in a corpus. The 
statistical similarity of two words ( )jis wwsim 21 ,  can be acquired by directly looking 

up the dictionary. 

Element Description 
The standardization organizations usually provide their own corresponding terms or 
glossary table in the development of geospatial metadata standards, and these tables is 
the set of a variety of words and descriptor of geospatial metadata. Element descriptor 
refers to the text description information of elements that exist in form of natural 
language, which is also important mapping discovery information that can help find 
mapping relation between the elements that have different names but share some 
semantic associations. 

The descriptor of each element can be seen as a “text”. The mapping between 
elements can be found by using the word and its frequency information appeared in 
the “text”, thus the problem is transformed into a text classification problem. As for 
the two given geospatial metadata 

1M  and 
2M , { }ii dD 11 = , { }jj dD 22 =  are the 

descriptor set of element 
ie1  

and 
je2  

respectively. In text classification method, the 

descriptor of 
2M  is viewed as training sample and that of 

1M  is test sample. The 

mapping discovery is reached by predicting the classification of the test sample.  
There are many ways to realize text classification. In this paper, Naive Bayesian 

classifier (NB) [23] is adopted. NB learns classification model from training text and 
then choose the maximum posterior probability 

( )( )ije Dep
j 12maxarg

2  
to predict the 

category of descriptor iD1  (corresponds to je2  
in 

2M ). That is, to all the possible 

candidate mapping of ie1 , this method can calculate the predictive value of this 

mapping and the maximum predictive value is taken as the description similarity 

dsim . 

 ( ) ( )( )ijed Depeesim
j 1221 maxarg,

2
=  (11) 

Where, the posterior probability ( )ij Dep 12
 is defined to be: 

 ( ) ( ) ( )
( )i

jji

ij Dp

epeDp
Dep

1

221

12 =  (12) 

Where, ( )iDp 1  
is a normalization constant, which can be neglected. ( )jep 2  

is the 

proportion that the number of
 
training instances takes in 

je2
. For the given 

je2
, with 

the hypothesis that the distribution of words appeared in the description iD1  are 
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independent of each other. Thus we can rewrite the equation by define the ( )ji eDp 21  
as 

( ) ( )∏ ∈
=

iDw jji ewpeDp
1

221 .  

 ( ) ( ) ( )∏ ∈
=

iDw jjij epewpDep
1

2212  (13) 

In the equation, ( ) ( ) ( )jjj enewnewp 222 ,= . ( )jen 2  
is the total number of words appeared in 

all the descriptions of 
je2
, and ( )jewn 2,

 
is the number of times that word w  appears 

in the description of 
je2
. 

Element Structure 
Element structure mapping describes the structural similarity between two elements. 
If two given elements have the same or similar contextual structure, then they may be 
matchable. For example, if the parent and child elements of the two elements have 
mapping relation respectively, then the possibility that the two elements have 
mapping will be greater. That is to say, two parent elements match if their child 
elements match. 

The contextual structure of elements includes its parent, child and sibling elements. 
Thus, the structural similarity

ssim  of two elements can be defined to be the average 

similarity of structural elements in their contexts. At present this paper only takes 
immediately associated elements such as parent, child and sibling elements as its 
contextual elements. 

 ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( )1 2 1 2 1 2

1 2

, , ,
,

3s

sim P e P e sim C e C e sim B e B e
sim e e

+ +
=  (14) 

Where, ( ) ( )( )21 , ePePsim , ( ) ( )( )21 , eCeCsim ,and ( ) ( )( )21 , eBeBsim  is the similarity 

between parent elements, child elements, and sibling elements of  
1e  and 

2e  

respectively. The similarities of the contextual elements can be acquired by 
calculating element name or description similarity.  

3.2 Mapping Discovery Based on Multi-attribute Similarity 

After the determination of multiple attribute similarity, the immediate approach is to 
determine the weight of each attribute similarity. That is, we need to estimate the 
relative importance granted to each attribute similarity. This paper first constructs 
pairwise comparison matrix, then calculate the weight of each attribute similarity by 
adopting sum value method which possesses high reliability and small error. The 
process of weight determination is as follows: 

The first step is the comparison of the multi-attribute similarity. The multi-attribute 
similarities are compared pairwise according to their importance of influence and based 
on the standardized comparison scale. The result of the pairwise comparison on multi-
attribute similarity can be summarized in an evaluation matrix S  in which every 
element ijs  is the quotient of weights of the attribute similarity, as shown below. 
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Where, for the selected three multi-attribute similarity , 
dsim  

and , the 

comparison matrix S will be 3×3 and the entry 
ijs  will denote the relative 

importance of attribute similarity i with respect to the attribute similarity j. In the 
matrix ( )

33×
= ijsS , 1=iiS  

if when i=j and 1=× jiij SS . 

Specific to the reciprocal comparison matrix S , specification column sum method, 
latent root value method (geometric method) and characteristic root method are the 
more used method to determine the weight of the attributes. Specification column 
method is adopted in this paper in allusion to the study content: first, normalize the 
rows, and then calculate the column average [24]. 
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Where, 
1w , 

2w  and 
3w  are the weight of multi-attribute similarity 

ssim , 
dsim  

and 

asim  
respectively. Last but not least, the weighted sum function is chosen as the 

evaluation function of multiple-attribute synthetic similarity 
iS , the bigger the 

function value is, the more rational the corresponding candidate mapping is. 

 sdni simwsimwsimwS ×+×+×= 321  (17) 

There is no two geospatial metadata standards that are 100% equivalent. One standard 
may have an element that doesn’t exist in another standard, or it may have an element 
that is split into two or more different elements in another standard. Therefore, there 
are six types of mapping among elements between two different geospatial, including 
one-to-one, one-to-null, null-to-one, one-to-many, many-to-one and many-to-many.  

One-to-one mapping is the simplest and most frequently-used mapping type, 
whose mapping discovery can be realized by choosing the mapping element that the 

nsim
ssim
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maximum of all the similarities (name 
nsim , description 

dsim , structure 
ssim , and 

synthesized similarity) correspond to respectively for every element in 
1M . 

One-to-null mapping means as for every element in 
1M , there is no direct 

corresponding element in 
2M , nor corresponding element combination. One-to-null 

is a special mapping, which can be discovered through the following heuristic rule: 
(1) As for 

ie1
, if the maximum name similarity or structure similarity is smaller than 

the smallest given threshold value. (2) For one element 
ie1
in 

1M , if both the parent 

element ( )i
p
i ePe 11 =  

and child element ( )i
c
i eCe 11 =  

have the mapped target element 
p
ie1  

and c
ie1  

and there is no other element between p
ie2  

and c
ie2
, that is, ( )c

i
p
i ePe 22 =  

or 

( )p
i

c
i eCe 22 = . 

As for the discovery of one-to-many mapping, when there is no direct element in 

2M  that correspond to certain element in 
1M , the next step is to search the entire 

mapping space; If multiple target elements are mapped into the same source element, 
then the combined target element set are to represent a mapping. When the concept 
element in source metadata standard is rough and broad, and element definition in the 
target metadata standard elements is more detailed and clear, that is, the discovery of 
one-to-many mapping only exist when the semanteme that one certain element in 
source metadata standards expresses may include the semanteme that multiple 
elements in the target metadata standards express. 

Null-to-one can be viewed as the anti-type of one-to-null, that is, the mapping of 
null-to-one can be found through reverse mapping. But once we have mapped many-
to-one we can’t map them back into one-to-many. So separate crosswalk would be 
required to map from standard 

1M  to 
2M  and from standard 

2M  to 
1M  [25]. 

While the discovery of one-to-many, many-to-one, and many-to-many mapping is a 
very complex issue, which will not be considered as a priority in this paper.  

4 Experimental Results 

Two types of metadata mapping discovery, namely one-to-one and one-to-null were 
conducted on the geospatial metadata standard data set（CSDGM）of FGDC and 
geographic information metadata standard (ISO 19115) of ISO/TC 211. The statistical 
data of two experimental data sets is as shown in table 1. 

Table 1.Statistic data for element sets of CSDGM and ISO 19115  

geographic information 
metadata standard 

Element 
Element 
section 

Compound 
element 

Simple 
element 

CSDGM 351 10 123 218 
ISO19115 419 10 95 314 
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Two kinds of mapping (one-to-one and one-to-null) assessment methods based on 
name, descriptor, and contextual structure of elements and automatic mapping 
discovery were conducted on the two geospatial metadata element sets. Element 
name-based, element descriptor-based and element structure-based single-attribute 
decision-making was chosen as a baseline method for validating mapping 
performance of the method of automatic mapping discovery based on multi-attribute 
similarity. The mapping that FGDC-released FGDC CSDGM to ISO 19115 
Crosswalk expresses was taken as the evaluation criteria from this mapping discovery 
software is as shown in Figure 2.  

 

 

Fig. 2. Geospatial metadata automatic mapping discovery software 

Table 2 is the comparative analysis of mapping results obtained from the four 
decision-making criteria and that of Crosswalk respectively; precision and recall were 
adopted to assess experimental results. The precision is the percentage of correct 
discovered mapping, and the recall is the percentage of the discovered mapping. 

Table 2.Contrast of experience results 

Criteria one-to-one one-to-null 
Precision Recall Precision Recall 

Element name 73.34% 76.17% 71.93% 78.71% 
Element description 54.58% 61.46% 59.31% 66.28% 
Element structure 76.45% 79.07% 74.57% 79.30% 

Multi-attribute similarity 87.83% 90.89% 86.35% 88.17% 
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The experimental result shows: 
1. Preferable mapping result. In the mapping of Geographic information metadata 

standard data set of CSDGM and ISO19115, one-to-one mapping: the precision is 
87.83%, the recall is 90.89%; one-to-null mapping: the precision is 86.35%, the recall 
is 88.17%. The results show that the proposed automatic metadata mapping method is 
effective; in the experimental mapping tasks of one-to-one and one-to-null, this 
method can achieve good results and the average precision and recall of the two are 
87.09 % and 89.53%. 

2. Superior to the result from three single-attribute methods. Compared with the 
element name-based method, automatic mapping model based on multi-attribute 
group decision-making improved the mapping results; the precision of one-to-one 
mapping increased 14.49%, the recall is 14.72%; while the precision of one-to-null 
mapping put up14.42%, the recall 9.46%. The improvement of the mapping effect is 
more obvious compared with element description-based method: for one-to-one 
mapping, the precision increased 33.25%, the recall 29.43%; for one-to-null mapping, 
the precision reached an increase of 27.04%, the recall an increase of 21.89%. As for 
the comparison with single-attribute decision-making based on elements structure, the 
mapping result was also improved. For one-to-one mapping, the precision realized a 
rising of 11.38%, recall of 11.82%; while for one-to-null mapping, the precision 
achieved a climbing of 11.78%, the recall of 8.87%. The above data shows that Multi-
attribute group decision making method is better than three types of baseline methods 
with an average precision and recall improvement of 18.73% and 16.03% 
respectively. 

3. The experimental result of mapping one-to-many and many-to-one is not 
provided. CSDGM, ISO19115 and FGDC CSDGM to ISO 19115 Crosswalk are 
developed by the International Organization for Standardization, ensuring good 
representation and favorable evaluation reference value, which is taken into 
consideration in the selection of experiment result. The elements definition of 
CSDGM and ISO19115 are relatively detailed and clear, providing no one-to-many 
mapping, which also shows that the application of automatic mapping method based 
on multi-attribute similarities is in need of more experiments data set in the discovery 
of complex mapping to realize supplement and perfection of the experiment analysis 
and evaluation. 

5 Conclusions 

Based on multi-attribute similarity, automatic creation of crosswalk for geospatial 
metadata standard interoperability is put forward in this paper. With the utilization of 
all sorts of information of geographic information metadata, multi-attribute 
similarities based on element name, description and structure is implemented, which 
can support the two types mapping discovery of one-to-one and one-to-null. In the 
comparison with FGDC CSDGM to ISO 19115 Crosswalk mapping table completed 
by FGDC, the experiments show that the automatic creation of crosswalk for 
geospatial metadata standards interoperability based on multi-attribute similarities has 
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good precision and recall. It is superior to single-attribute similarity method based on 
elements name, description and structure. Therefore, the study will promote effective 
management and interoperation of heterogeneous geospatial metadata and facilitate 
the in-depth study of geographic information sharing. 
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Abstract. Given a transportation network, a population, and a set of
destinations, the goal of evacuation route planning is to produce routes
that minimize the evacuation time for the population. Evacuation plan-
ning is essential for ensuring public safety in the wake of man-made or
natural disasters (e.g., terrorist acts, hurricanes, and nuclear accidents).
The problem is challenging because of the large size of network data,
the large number of evacuees, and the need to account for capacity con-
straints in the road network. Promising methods that incorporate capac-
ity constraints into route planning have been developed but new insights
are needed to reduce the high computational costs incurred by these
methods with large-scale networks. In this paper, we propose a novel
scalable approach that explicitly exploits the spatial structure of road
networks to minimize the computational time. Our new approach accel-
erates the routing algorithm by partitioning the network using dartboard
network-cuts and groups node-independent shortest routes to reduce the
number of search iterations. Experimental results using a Minneapolis,
MN road network demonstrate that the proposed approach outperforms
prior work for CCRP computation by orders of magnitude.

Keywords: evacuation route planning, spatial network, dartboard net-
work cut, routing and scheduling algorithm.

1 Introduction

Hurricane Rita and the recent Tohuku tsunami that hit Japan are reminders that
evacuation planning is an essential component of civic emergency preparedness.
One of the most important requirements of evacuation planning is to protect
population during a disaster. Ensuring the safety of all residents of a structure,
city, or region during a disaster requires evacuation planning tools to produce
the safest and most efficient route schedules for large scale road networks and
populations within limited time constraints. Consider a hurricane evacuation
planning problem. Low lying riverside and coastal regions, are especially at risk
for a major storm or flooding as shown in Figure 1(a). The speed and direction

� Corresponding author.

N. Xiao et al. (Eds.): GIScience 2012, LNCS 7478, pp. 325–339, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



326 K. Yang, V.M.V. Gunturi, and S. Shekhar

of a hurricane can change rapidly, so the threat to particular areas of the coast
may come up suddenly. Massive emergency evacuation from these areas brings
more challenges for civic authorities due to the large and unpredictable shape of
evacuation zones (EZs) along coastal areas. In 2005, the approach of hurricane
Rita provoked one of the largest evacuations in U.S. history, resulting in three
million evacuees. During the evacuation, the enormous number of people fleeing
from the Houston area coupled with a number of shortcomings in exit routes
for residents caused massive traffic jams. In 1992, Hurricane Andrew, the third
most powerful storm to hit the Florida coast caused massive delays and major
congestion [1].

(a) Houston Hurricane EZs. Courtesy:
http://www.hcoem.org

(b) Congestion From Rita on I-45. Cour-
tesy: FEMA

Fig. 1. Houston EZ and Congestion from the hurricane Rita

Previously, disasters like Rita and Andrew demonstrated the inadequacy of
hand drawn plans for evacuating populations after a disaster. They also demon-
strated the need to account for the capacity constraints of road networks.
Computational methods of evacuation planning promise more efficient route
schedules in the face of massive storms. These methods must be scalable and
able to produce results easily in a short time frame. Furthermore, they must be
able to handle dynamic environments.

Over the last two decades there has been a considerable amount of research on
route planning for evacuation zones and other event scenarios. Recent work on
evacuation route planning can be divided into three categories: (1) Linear Pro-
gramming (LP) methods that use a network flow problem to minimize the total
evacuation time [4,17,11,10], (2) Simulation methods that model the evacuation
route as individual movements [5,10] or a traffic assignment problem [16], and
(3) Heuristic methods that use an approximate optimization technique to min-
imize the computation time. The LP approach uses iterative algorithms (e.g.,
simplex or ellipsoid method) to minimize the cost function based on given con-
straints [4,17,11]. This approach requires using a static network model for a
dynamic environment to generate optimal evacuation plans. Consequently, the
transportation network needs to be transformed into a time-expanded graph
(TEG) by constructing T + 1 copies of nodes and edges [8]. Unfortunately, the
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number of variables and iterations in this linear program is in general expo-
nential in the size of the underlying network, limiting its usefulness for large
scale networks [7]. Simulation methods use individual traveler behaviors or traf-
fic assignment in greater detail including the interaction between vehicles. One
problem with this model is that regulating individual movements or assigning
traffic flow associated with Wardrop’s equilibrium model [22] in emergency evac-
uation is very complicated, making it inappropriate for large evacuation scenar-
ios. Finally, heuristic methods can be used to incorporate capacity constraints
into route planning and find near-optimal evacuation plans with reduced com-
putational cost. This is useful for medium-size transportation networks within a
limited amount of time. A well known approach for this category is the Capacity
Constrained Route Planner (CCRP) [24,15]. However, CCRP incurs excessive
computational cost for large network and population datasets.

Recent approaches may not be able to scale up to large size transportation
networks on densely populated regions due to the limited capacity constraints
of road networks and large numbers of evacuees. New insights are needed to
reduce the high computational costs where these methods incur with large-scale
networks. Our work focuses on minimizing computation time and enhancing
scalability for large transportation networks. We explore a novel routing algo-
rithm that exploits the underlying spatial network structure of road networks.
A common evacuation scenario displays dartboard network structure leading to
be partitioned by dartboard network cuts (DBN-cuts). We introduce the notion
of dartboard network structure and explain how to organize and group evacu-
ation routes. Our new approach accelerates the routing algorithm by grouping
multiple node-independent shortest routes to reduce the number of search iter-
ations. For example, instead of a single-route shortest-path algorithm, we use
a node-independent shortest-paths algorithm to aggregate evacuees on different
spatial locations and evaluate evacuation routes without sacrificing the quality
of the evacuation route plan.

Our Contributions: In this paper, we propose a novel algorithm that uses an
underlying dartboard network structure driven by DBN-cuts. DBN-cuts group
multiple node-independent shortest routes and reduce iterations of an evacuation
routing algorithm. We use a generalized node-independent shortest path algo-
rithm to obtain these node-independent routes and minimize the computational
time. Specifically, our contributions are as follows:

– We propose a dartboard network structure based on common evacuation
scenarios.

– We propose a dartboard network-cut for evacuation route planning (DBNC-
ERP) algorithm to group multiple node-independent routes based on DBN-
cuts.

– We provide a cost model for the DBNC-ERP.
– We experimentally evaluate the proposed algorithm and validate the cost

model using real road network datasets.
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Scope and Outline: This paper proposes a novel evacuation route planning
algorithm for large scale network datasets based on dartboard network structure.
Our approach uses node-independent shortest routes for DBNC-ERP. The rest
of the paper is organized as follows: Section 2 provides the problem definition.
Section 3 presents our proposed approach. In Section 4, we discuss how our
cost model to predict the performance could be derived. Section 5 describes
the experiment design and presents the experimental observations and results.
Finally, Section 6 concludes the paper.

2 Problem Definition

The problem of evacuation route planning can be formalized as follows: Given
a transportation network with maximum node and edge capacity constraints,
initial node occupancy, and destination locations, our objective is to find evac-
uation route scheduling that minimizes the evacuation time and minimizes the
computational cost. We formally define the problem as follows:
Input: A transportation network with

- non-negative integer capacity constraints on nodes N and edges E,
- the total number of evacuees and their initial location, and
- location of evacuation destination

Output: An evacuation plan consisting of a set of origin-destination routes and
a scheduling of evacuees on each route.

Objective:
- Minimize the computational cost of producing the evacuation plan
- Minimize the evacuation time.

Constraints:
- Edge travel time preserves FIFO (First-In First-Out) property.
- The scheduling of evacuees on each route observes the capacity constraints.
- Limited amount of computer memory

3 Dartboard Network Cuts for Evacuation Route
Planning

Basic Concept: Spatial networks are represented and analyzed as a graph
composed of nodes N and edges E. Every node N represents spatial location in
geographic space with a number of evacuees and a node capacity. Every edge E
represents a connection between two nodes and has a travel time with an edge
capacity. A sequence of nodes n1, n2, n3 . . . , nn is called a path (or route) if there
is an edge between two consecutive nodes. A tree is an undirected graph in which
any two nodes are connected by exactly one simple path. A forest is a disjoint
union of trees. A set of paths from a source node s to a destination node d is node-
independent path if none of the paths share any nodes aside from s and d. In
Figure 2(a), for example, there are two node-independent paths traversing from
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Fig. 2. Node-independent routes in a grid-like network

S1 to T 1 (S1 −→ F −→ B −→ C −→ T 1, S1 −→ K −→ L −→ H −→ T 1). Figure 2(b)
shows four node-independent paths based on two pairs of source and destination
nodes (S1 −→ I −→ T 2, S1 −→ N −→ T 2, S2 −→ C −→ T 1, S2 −→ H −→ T 1). These
node-independent paths are not necessarily unique so that there may be more
than one way of choosing a set of independent paths.

Theorem 1. Given a pair of nodes u, v, the upper bound of the number of
node-independent paths is min(the degree of a node u, the degree of a node v).

Proof. Let m be degree(u) and n be degree(v). First, assume that m ≥ n
and there exist n independent paths. When we add one more independent
path, no incoming edge of n exists to obtain the independent path. Second,
assume that m < n and there exists m independent paths. Again, we cannot
add one more independent path because there is no available outgoing edge
of m. Consequently, the maximum of node-independent paths is bounded by
min(degree(u), degree(v)).

Why are node-independent routes important for capacity constrained route plan-
ning algorithms ? The key idea is that node-independent routes never share each
other’s capacity constraints at the same time during the route evaluation process.

3.1 Dartboard Network Structure

Spatial road networks were shaped in response to socioeconomic activities max-
imizing ease of navigation in the areas. The structures are neither trees nor
perfect grids, but a combination of these structures that emerges from the social
and constructive processes. The networks may be broken down into indepen-
dent routes: most simply, routes that do not share any local parameters, such
as node and edge capacity. These independent routes can partition evacuees and
use discreet flows to compute the evacuation routes. Consider, for example, the
grid-like road network in Figure 2. Because independent routes do not share the
capacity constraints of other roads in the network, one node-independent short-
est path algorithm for these independent routes can minimize the computational
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time. Unfortunately, many road networks have low degree intersections, making
it hard to retrieve many node-independent routes. It is known that the mean
degree of intersections in the US interstate road network is only about 2.86 [9].
By Theorem 1, we can retrieve at most 2.86 node-independent routes. One way
to remedy the low degree issue is to use super nodes for source nodes and desti-
nation nodes. For instance, in Figure 2(b), S1 and S2 are grouped into a super
source node S, and T 1 and T 2 are grouped into a super destination node T .
Consequently, one node-independent shortest path algorithm for S and T can
compute four node-independent shortest routes as increasing node degree of S
and T .

The spatial network organization of a place has an extremely important effect
on the way people move through space and time. Evacuation route planning
involving large numbers of evacuees has a well defined evacuation zone (EZ) (e.g.,
entire cites or coastal plains), making it possible to find the spatial movement
patterns on transportation networks. For example, in Figure 3(a), the circular
EZ encloses 12 nodes and all the travelers on these nodes need to move out of
the circle. The network has one unit of capacity with one unit of travel time
and two evacuees per node. Figure 3(b) shows the network model for the EZ;
The nodes inside of the EZ are (A,B,C,D,E, F,G,H, I, J,K, L) and the nodes
outside of the EZ are (X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11, X12).
The nodes in the EZ are divided into two groups by a DBN-cut. The outside
nodes (A,B,C, F,G, J,K,L) have more shorter available routes compared to the
inside nodes (D,E,H, I), reflecting an “outer first, inner last” flow pattern. That
means, after evacuees from boundary areas move out of outer boundary areas,
there is a secondary wave of evacuees from inner regions into boundary areas
that will prepare to move out of the EZ. To characterize this pattern, dartboard
network structure is defined as a network organization partitioned according to
Dartboard Network Cuts (DBN-cuts), shown in Figure 3(b). To explain how this
structure happens, look at the arrows in Figure 3(b). Given the EZ and number
of evacuees, the evacuation plan needs to maximize the number of evacuees using
the available shortest routes shown as arrows at each time step t ∈ T . As can be
seen in Figure 3(b), the outer group (A,B,C, F,G, J,K,L) is poised to flee first
from the EZ to maximize the number of evacuees, followed by the inner group
(D,E,H, I), which takes its place and is similarly set to flee to maximize the
number of evacuees again. We define a dartboard network cut (DBN-cut) as a
cut in the flow of travelers in an evacuation network such that all the travelers
in a single group are removed at the same time.

Theorem 2. In a dart board network structure with FIFO property and a limited
capacity constraint, a maximal dynamic flow algorithm for evacuation planning
moves the outside nodes first and goes to inside nodes incrementally.

Proof. Assume that evacuees from inside nodes arrive at the destination before
evacuees at outside nodes. This means that some outside nodes must have had to
wait to exit the boundary area in order to make sure there is available capacity
for evacuation of inside nodes. Otherwise, there would not have been enough
capacity available for the inside nodes to exit the EZ through the outer boundary
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(a) EZ in Minneapolis. Courtesy:
http://maps.google.com

D E FC X6X5

H I JG X8X7

K L X10X9

X11 X12

A B X4X3

X1 X2

DBN-cut 1DBN-cut 2

(b) Network Model for EZ

Fig. 3. Dartboard network structure in road networks

Table 1. Evacuation route plan based on dartboard network structure in Figure 3(b)

Group Source
# of Route Arrival

Group Source
# of Route Arrival

Evacuees Node Id(Time) Time Evacuee Node Id(Time Time

1

A
1 A(0)-X1(1)

1

1
K

1 K(0)-X9(1)

1
1 A(0)-X3(1) 1 K(0)-X10(1)

B
1 B(0)-X2(1)

L
1 L(0)-X10(1)

1 B(0)-X4(1) 1 L(0)-X12(1)

C
1 C(0)-X3(1)

2

D
1 D(0)-A(1)-X1(2)

2

1 C(0)-X5(1) 1 D(0)-C(1)-X5(2)

F
1 F(0)-X4(1)

E
1 E(0)-B(1)-X2(2)

1 F(0)-X6(1) 1 E(0)-F(1)-X6(2)

G
1 G(0)-X7(1)

H
1 H(0)-G(1)-X7(2)

1 G(0)-X9(1) 1 H(0)-K(1)-X11(2)

J
1 J(0)-X8(1)

I
1 I(0)-J(1)-X8(2)

1 J(0)-X10(1) 1 I(0)-L(1)-N12(2)

area. This implies an increase in the total time required to evacuate all people,
thereby violating our objective to minimize the evacuation time.

Table 1 shows the results of an evacuation route plan with dart-board network
structure. Each row in the table describes the schedule of a group of evacuees
moving together to arrive at destinations at time step t ∈ T . During each iter-
ation, the algorithm tries to group the node-independent routes and maximize
the number of evacuees. For example, group 1 aggregates 16 node-independent
shortest routes for 32 evacuees and group 2 aggregates 8 node-independent short-
est routes for 16 evacuees. Note that each group aggregates evacuation routes
on different spatial locations and reaches destinations at the same time.

Given the number of routes and the evacuation time, our principal objective
is to maximize the number of evacuees for each time step t ∈ T . To achieve
this end, an evacuation routing algorithm attempts to maximize the available
shortest routes at each time step t ∈ T . Given this basic assumption, in each
time step t, many node-independent routes may exist to maximize the number of
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available shortest routes. In the next subsection, we introduce our new algorithms
to efficiently create DBN-cuts on evacuation networks.

3.2 DBNC-ERP Algorithm

In this subsection, we describe our node-independent shortest paths approach
for a dartboard network structure. A naive approach is to enumerate all available
routes and remove node-dependent routes. However, the search space becomes
exponential for combinations of the available multiple routes. General approaches
for node-independent shortest paths construct a shortest path tree (SPT) and
check the node dependency for each route [20,19,12]. The SPT of order n nodes
has size n − 1, resulting in reduced search space by examining the boundary
nodes [13]. In our problem, there are many source nodes to traverse in order to
reach destination nodes. Instead of a SPT, we consider a shortest forest where
each tree has a different root to handle multiple source nodes and iteratively
choose node-independent shortest routes having available capacity. A forest of
order n with k roots (or source nodes) has size n − k since not every forest
shares nodes. We allow SPTs in the forest to share the same destinations be-
cause evacuees from different sources may reach the same destination. For each
route, possible waiting time at each node is considered due to limited capac-
ity constraint. Algorithm 1 shows a way to identify the evacuation routes with
node-independent shortest paths. The input for the pseudo code is an evacua-
tion transportation network consisting of nodes, edges, source nodes, sink nodes,

Algorithm 1. Pseudo code for DBNC-ERP

Inputs: - A set of nodes N and edges E with capacity constraints C
- Each edge e ∈ E has a travel times t.
- A set of source nodes S including initial evacuee occupancy O and
a set of destination nodes D

Outputs: Evacuation plan including route schedules of evacuees on each route r
DBNC-ERP Algorithm:

1: while any source node s ∈ S has evacuees do
2: group all source nodes with a super source node ss and group all sink nodes with

a super sink node sd.
3: construct a shortest forest from S to D based on ss and sd. Every tree can share

the destination D.
4: find all routes R that are shortest node-independent paths from S to D.
5: for r ∈ R do
6: compute the minimum route capacity Cmin with the edge and node capacity

c along the route r.
7: evacuee flow f = min(number of remaining evacuee at s in r , Cmin).
8: reduce the node and edge capacity c along the route r using f .
9: remove evacuees from O using f .
10: end for
11: end while
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and capacity constraints. The output is an evacuation route schedule contain-
ing a sequence of nodes and edges. All source nodes and destination nodes are
grouped by two super nodes to increase the node degree (Line 2). A shortest
forest is constructed to find node-independent routes (Line 3,4). After retriev-
ing the node-independent routes, the capacity constraints are applied to these
routes and available routes for evacuees are chosen (Line 5,6). The next step is
to reduce node and edge capacities along the routes (Line 7,8) and repeat the
above process until we finish finding the routes for all remaining evacuees.

The DBNC-ERP algorithm based on node-independent routes may need sev-
eral iterations before obtaining available routes at each time step t ∈ T . Our
greedy approach is related to an aspect of DBN-cuts that attempts to maxi-
mize the evacuation routes for each time step t. Line 4 in Algorithm 1 evaluates
all available routes based on the “share-nothing” property of node-independent
routes and reduces iterations for constructing the shortest forest.

4 Algebraic Cost Model of DBNC-ERP

The goal of this section is to present cost models for DBNC-ERP for estimating
computational cost based on node-independent routes. The transportation road
network can be modeled as a grid-like network that has many alternative short-
est routes [23,18]. In general, there are at least two node-independent routes
between any pair of nodes [14]. In our analysis, we use 2 as a lower bound of
road network connectivity. Assume that n is the number of nodes, m is the
number of edges, and p is the number of evacuees. The DBNC-ERP iteratively
chooses k node-independent shortest routes and reserves the capacity for these
routes. In the worst case, one evacuee can traverse the route, resulting in p/k
iterations. DBNC-ERP constructs a shortest forest using a modified Dijkstra’s
algorithm and super nodes. The worst case computational time for a dense graph
is O(n2). For sparse networks, Dijkstra’s algorithm can be implemented in time
O(n log n) [4,17]. Basically, the node-independent shortest routes are computed
as the same bounds for Dijkstra’s algorithm [21,6]. In our approach, we put super
nodes to group the source nodes and destination nodes, then construct a shortest
forest instead of a SPT. Capacity constraint checking and updating takes O(kn)
for k node-independent shortest routes. The cost model of the DBNC-ERP al-
gorithm is O((p/k) · n logn). In transportation road networks, we can compute
the lower bound of DBNC-ERP as O((p/2) · n logn).

The cost model shown above is the strictly lower bound. This is because this
model does not consider the DBN-cuts which group source nodes in different
spatial locations, leading to increase degree of a source node. If the network
has sufficiently large numbers of destination nodes, then the number of node-
independent routes is bounded by the degree of a super source node, according
to Theorem 1. This point is easily illustrated by a circular evacuation zone in
Figure 3. From the boundary of the EZ to its center, DBNC-ERP incrementally
groups source nodes using DBN-cuts and attempts to find the available evac-
uation routes for each source of the group. This reduces iterations of DBNC-ERP
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by the number of DBN-cut groups. However, the number of groups for DBN-cuts
is highly dependent upon the underlying network structure of the EZ.

5 Experimental Evaluation

Figure 4(b) shows our experimental setup. Our experiments used a Minneapo-
lis, MN road map consisting of 8, 868 nodes and 24, 126 edges, taken from
TIGER/Line [2]. The software was implemented in Java 1.7 with 1 GB mem-
ory run-time environment. All experiments were performed on an Intel Core
i7-2670QM CPU machine running MS Windows 7 with 8 GB of RAM. We used
two evacuation zones (EZs): one for a circular area and the other for a riverside
area. Given the location of an incident and its scope R, we defined a circular
EZ as the circular area centered at the incident with radius R and a riverside
EZ (or coastal EZ) as the buffer area with R adjacent to rivers. We tested
three different approaches. The first two are CCRP [15] and DBNC-ERP with
node-independent shortest paths (DBNC-ERP with NI). The third approach
was DBNC-ERP with a shortest forest, as a candidate for DBNC-ERP to at-
tempt to maximize the number of evacuees at each time step t ∈ T . The prop-
erty of node-independent routes is easily exploited to reduce the computational
time by reducing each iteration. However, the DBNC-ERP algorithm with node-
independent shortest paths uses two route scans to evaluate the availability: one
scan for node dependency and the other for capacity constraints. Intuitively,
the forest for node-independent routes displays partially node-independent. We
may relax the node-independent constraints and remove the node-dependency
check for the forest. We call this method DBNC-ERP with a shortest forest.
The strength of this approach is that it reduces route checking time when the
number of available routes is large. The main disadvantage is that it may yield
false-positive node-independent routes, which will be removed during capacity
checking time.

(a) Minnesota Road Network

CCRP

Evacuation transporation network
with the number of evacuees

DBNC-ERP

Evacuation Time

Run Time

Evacuation Time

Run Time

Comparative analysis

Evacuation scenarios
with evacuation zone(EZ)

node-independent paths Forest

Evacuation Time

Run Time

(b) Experiment layout

Fig. 4. Experiment setup for evacuation routing planning
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5.1 Experimental Observation and Results

Experiment 1: Effect of the number of evacuees
The purpose of the first experiment was to evaluate the effect of number of
evacuees on the performance of the algorithms. We fixed the number of source
and destination nodes and multiplied the evacuees of each node. The experi-
ment was done using networks of 246 source nodes, 109 destination nodes, and
1, 847 nodes for a circular EZ. We incrementally increased the number of evac-
uees from 766, 123 to 3, 064, 492. Figure 5(a) shows that the two DBNC-ERP
approaches outperform CCRP. As increase of number of evacuees, the perfor-
mance gap also increases. This is because the DBNC-ERP approaches group
the node-independent routes to minimize the iterations. DBNC-ERP with a for-
est shows slightly better performance compared to DBNC-ERP with IN due
to the longer node-dependency checking time. Figure 5(b) shows that all three
algorithms were not distinguished in terms of evacuation time results. As the
number of evacuees grows, the egress time increases.

Experiment 2: Effect of the number of source nodes
The second experiment evaluated the effect of the number of source nodes on
the performance of the algorithms. We fixed the number of destination nodes
and the number of evacuees. To increase the number of source nodes, source
nodes were made to share the evacuees to new source nodes. The experiment
was done using networks of 109 destination nodes, 1, 847 nodes for a circular EZ,
and 766, 123 evacuees. We incrementally increased the number of source nodes
from 246 to 984. Figure 6(a) shows that number of source nodes has little effect
on algorithm performance. Nevertheless, the two DBNC-ERP approaches run
faster than CCRP.

Experiment 3: Effect of the number of destination nodes
The third experiment evaluated the effect of the number of destination nodes
on the performance of the algorithms. We fixed the number of source nodes,
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Fig. 6. Effect of the number of source and destination nodes

and the number of evacuees and decreased the number of destination nodes.
The experiment was done using networks of 246 source nodes, 1, 847 nodes for
circular EZ, and 766, 123 evacuees. Figure 6(b) shows that as the number of
destination nodes grows, the runtime decreases. As the number of destination
nodes increases, the performance gap also increases according to Theorem 1.
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Fig. 7. Scalability on different EZ shapes

Experiment 4: Scalability for large network datasets
The fourth experiment evaluated scalability for large network datasets. We incre-
mentally increased the radius of the circular EZ from 5km to 30km. Figure 7(a)
shows that the runtime of DBNC-ERP scaled well to these large network sizes.
These results show that runtime can be reduced by up to 80%

Experiment 5: Effect of shape of EZ
The fifth experiment evaluated the effect of the shape of the EZ on the per-
formance of the algorithms. If we put the destination nodes as boundary nodes
of the EZ, a circular EZ will have a least possible number of boundary nodes
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due to its small surface area. If the EZ shows irregular shape (e.g., coastal ar-
eas), the number of boundary nodes increases as the surface area of the EZ
increases. In our experiment, we chose evacuation zones along rivers as shown
in Figure 1(a) and incrementally increased the length of the non-circular EZ to
cover the entire length of MN rivers. Results showed that the two DBNC-ERP
approaches ran faster on the riverside EZ (Figure 7(b)) than on the circular EZ
(Figure 7(a)). This is because the number of boundary nodes of the irregular
shaped EZ is greater than of the circular EZ. Our results show that the runtime
can be reduced by up to 90% when our approach is applied to irregularly shaped
evacuation zones.

Experiment 6: Effect of spatial network structure of EZs
The last experiment explored the effect of different spatial structures of EZs. We
chose five different coastal or isolated regions taken from OpenStreetMap [3] and
assigned a synthetic population for each EZ. Table 2 shows that the maximum
speed up in DBNC-ERP algorithms is bounded by the number of dartboard net-
work cuts enclosing the EZ (i.e., the number of destination nodes). Once again,
the fewer the destination nodes (e.g., Key West and Galveston) for EZs, the
fewer the node independent routes to speed up.

Table 2. Experimental Result for other regions

Region
Runtime # of # of # of #
reduction nodes edges dart board network cuts of evacuees

Key West, 64% 1,291 3,809 3 25,820

Galveston, TX 82% 4,146 12,368 3 36,675

Jackson, WY 85% 673 1,696 13 9,422

Cape Cod, MA 92% 32,257 80,438 30 225,799

San Francisco, CA 96% 16,409 48,058 78 810,084

5.2 Discussion

The proposed DBNC-ERP algorithm advances the state of the art computational
techniques for evacuation route planning. The proposed algorithm achieves a sig-
nificant computational performance gain over current techniques. This improve-
ment was obtained using three key features of the underlying road networks: (1)
FIFO with limited capacity, (2) “outer-first” flow pattern, and (3) dartboard
network structure.

The first, two features implicitly assume that the risk in a given EZ is dis-
tributed uniformly. The DBNC-ERP algorithm uses an incremental strategy for
such EZs, where people in the outer region of the EZ are evacuated first. This
leads to reductions in overall evacuation time. However, an incremental strategy
may not be suitable for EZ’s with non-uniform risk (e.g. point based threats
such as bombs). Typically, in such scenarios, the evacuation proceeds in phases,
where evacuees on the inner ring of nodes are evacuated first. This type of pro-
tocol may violate the “outer-first” and FIFO assumption. We plan to explore
such multi-phase evacuation scenarios in the future.
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The third feature, dartboard network structure, allows the DBNC-ERP algo-
rithm to reserve capacities along k paths per iteration. Here, k is the number
of node-independent routes. During the execution of the algorithm, parameter
k manifests itself as the number of dartboard network cuts in the given EZ.
Our results to date provide evidence for a correlation between the size of dart-
board network cuts and performance gain. For example, the proposed algorithm
achieved a reduction of 92% in runtime for Cape Cod which had a cut set of size
30. On the other hand, the Key West dataset with a cutset size of 3, allowed a
reduction of 64%.

Due to time limitations, we have only used five geographic areas for prelim-
inary evaluation of the proposed algorithm. In the future, we plan to test our
algorithm on a larger number of geographic areas to characterize this correlation
between the spatial structure (dartboard network cuts) of the road network and
the computational running time.

6 Conclusion and Future Work

Evacuation route planning for large transportation networks is becoming in-
creasingly important for dealing with man-made and natural disasters, such as
hurricanes, terrorist acts, and nuclear accidents. An important component of
evacuation planning methods is the ability to account for capacity constraints
of the road network with manageable computational cost. In this paper, we
introduced dartboard network structure to reflect evacuee flow pattern for com-
mon evacuation scenarios by exploiting the spatial structure of the road network.
Based on dartboard network structure, our DBNC-ERP algorithm partitions the
network using dartboard network cuts (DBN-cuts) and groups source nodes in
different spatial locations to maximize the number of evacuees. We also showed
the cost model to explain how to reduce the computational cost based on dart-
board network structure. Experimental evaluation of DBNC-ERP demonstrated
significant improvements over previous work.

In the future we plan to further explore the observed relationship between
the spatial structure of the road network and computational performance gain.
Also, we plan to study computational techniques for evacuation planning sce-
narios with non-uniform risk. Additionally, we would like to explore evacuation
route planning algorithms for cloud environments which can handle much larger
networks.
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Abstract. Semantic Web resources such as DBpedia provide a rich source of 
structured knowledge about geographical features such as towns, rivers and 
historical buildings. Retrieval from these resources of all content that is relevant 
to a particular spatial query of, for example, containment or proximity is not 
always straightforward because there is considerable inconsistency in the way 
in which geographical features are referenced to location. In DBpedia some 
geographical feature instances have point coordinates, some have qualitative 
properties that provide explicit or implicit locational information via place 
names, and some have neither of these. Here we show how structured geo-
spatial query, a form of question answering, on DBpedia can be performed with 
a hybrid strategy that exploits both quantitative and qualitative spatial 
properties in combination with a high quality reference geo-dataset that can 
help to support a full range of geo-spatial query operators.  

Keywords: GIS, maps, question answering, query, linked data, sparql. 

1 Introduction 

The Web can be regarded as a rich source of geographical information but much of 
that information can be difficult to retrieve because it is embedded in natural language 
text. Conventional search engines can access documents that contain place names in a 
user’s query but unless the required content is a yellow pages listing, which may be 
picked up with so-called local search methods, it remains for the user to sift through 
the retrieved documents to find relevant information. Research into spatially-aware 
search engines has produced systems that can improve the quality of retrieval results 
but those results are still typically unstructured text documents (Purves et al, 2007). 
Semantic Web technologies have been motivated by the objective of machine-
readable access to structured data on the Web, which holds the promise of much more 
focused responses to user queries. The SPARQL query language for example can be 
used to formulate queries on RDF (Resource Description Framework) data records on 
the Web in the form of subject-predicate-object triples. If semantic equivalence 
between the data items in different triple stores can be asserted then they can be 
linked together to support more complex queries across multiple RDF data sources. 
As increasing amounts of geo-referenced information become encoded in this way the 
Semantic Web is becoming a valuable source of structured geo-information. 
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Probably the currently richest source of geo-referenced information on the Web, 
with regard to the semantics, is to be found in Wikipedia and its Semantic Web 
version DBpedia (an RDF resource: http://dbpedia.org/) which contains hundreds of 
thousands of entities that are geo-referenced with point geometry, but not with lines 
or polygons. Increasing quantities of digital map data that can complement the geo-
semantic content of RDF resources such as DBpedia are also appearing, with 
OpenStreetMap (OSM) being perhaps the most substantial source of freely available 
topographic features encoded as points, lines and areas. OSM has been converted to 
RDF format and links have been determined between some of its geometric features 
and corresponding topics in DBpedia in the LinkedGeoData project (Stadler et al. 
2011). That project has exploited the links with a mapping system that supports pan 
and zoom of maps annotated with DBpedia features, but not structured spatial query. 

The work presented in this paper is motivated by the objective of supporting high 
quality spatial query to rich semantic RDF content, such as DBpedia, which has many 
records describing the semantics of geographical features but has limited geo-spatial 
data. Thus we wish the user to be able to perform typical geo-information queries 
such as to find specified types of content within named regions, such as a city, or 
within a specified distance of the centre or the boundary of a region and to find 
features that hold overlap and crossing relations with a reference place or feature. 
Such queries cannot be performed using only the single point geometry associated 
with geo-referenced features in DBpedia. To achieve our objective we maintain a high 
quality, detailed reference digital map dataset for the entire region of interest, so that 
queries that name any feature in the region can be instantiated with the relevant 
feature geometry. The reference geo-data are stored in a spatially indexed database in 
combination with a spatial index of geo-referenced entities in RDF content, i.e. 
DBpedia.  

The approach may be seen as a spatially intelligent index of Semantic Web content 
comparable with the role of an inverted index in a conventional web search engine, but in 
the work presented here we only currently access the single RDF resource of DBpedia. 
The analogy is with regard to the need for fast access to Web resources that satisfy the 
user’s query constraints, which in our case can include spatial qualifiers. Unlike a 
conventional search engine for web documents which returns the URLs (uniform 
resource locators) of matching documents, we use the URIs (uniform resource 
identifiers) retrieved from the local index to formulate SPARQL queries on the DBpedia 
endpoint (a URL) if that is required to provide an explicit answer to the query.  

In the present version of our experimental system the spatial index of DBpedia 
content is based on the point coordinates associated with DBpedia instances. Because 
not all geographical DBpedia instances actually have coordinates, we exploit other 
qualitative properties of the instances to associate them with contained places. Thus 
there are multiple properties that name the containing town, city or other 
administrative area, such as dbpo:administrativeDistrict1, dbpo:location and 

                                                           
1  The prefix dbpo stands for http://dbpedia.org/ontology/, while dbpedia stands 

for http://dbpedia.org/resource/ and dbpp for http://dbpedia.org/ 
property/ 



342 E.M.G. Younis et al. 

dbpo:locatedInArea in which the property name is either implicitly or explicitly 
spatial. These types of properties are particularly valuable in processing containment 
queries where the user-specified containing place may match the object of one of 
these DBpedia properties. There are also properties that indicate other spatial relations 
such of cardinal direction and proximity, but these latter properties have no consistent 
spatial interpretation and are not used in any consistent way. It is also the case that, 
just as many DBpedia place instances do not have coordinates, there are many place 
instances that do not have properties that imply containment at a useful granularity. 
For purposes of containment search our approach is therefore a hybrid one that 
combines exploitation of the qualitative spatial properties with results obtained from 
geo-spatial processing methods that test for containment of DBpedia point 
coordinates within polygons provided by the reference geo-data. Exploitation of 
coordinates and spatial properties cannot be guaranteed to find all place instances that 
may be relevant to a containment query, as some instances have neither of these types 
of property. Successful access to such instances may depend upon automated geo-
referencing using methods such as those described in De Rouck et al. (2011), which 
was applied to Wikipedia articles. Our system is designed on the assumption that this 
will be achieved in the future, enabling DBpedia instances to be maintained in the 
local spatial index.  

It should be noted that because the approach we present depends for its 
effectiveness upon the presence of rich and detailed digital map data corresponding to 
the RDF semantic content, we employ a national mapping agency dataset, with 
consistent high quality spatial coverage, to demonstrate the approach for a single 
country. As OSM evolves it may well be able to serve that role and is of course 
international in coverage.  

In the remainder of the paper we summarise related work in section 2 before 
providing an overview in section 3 of the architecture of our experimental system. 
Section 4 presents some experimental results that demonstrate the effectiveness of the 
approach including an analysis of the availability of coordinates and qualitative 
spatial containment properties. The paper concludes in Section 5 with a summary of 
the progress to date and directions for further development of public access spatial 
query of geographical information on the Semantic Web.  

2 Related Work 

Our work on structured query of geographic information can be regarded as a form of 
geographic question answering system (GQAS), but it differs from much existing 
work in that area in focusing on structured data rather than free text and in the use of 
geo-spatial processing in addition to exploiting some qualitative data.  We review first 
briefly some work in this area that is largely based on language processing. The 
START system (Katz and Lin, 2002; Lin and Katz, 2003) accepts natural language 
questions and can provide some properties of geographic places such as their 
population and distances between places, but it is not able to satisfy typical geo-
spatial questions regarding proximity and topological relationships between places. 
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The Geo-Logica system (Waldinger et al, 2004) incorporates an automated deduction 
system with spatial and temporal reasoning capabilities, whereby having formulated 
the natural language query in a logical form, geographic information is extracted from 
text documents from various sources. It cannot process spatial relations explicitly or 
compute spatial properties from geo-data. A voice activated GQAS is proposed in 
Luque et al (2008) that allows speech input of questions about Spanish geography.  It 
is based on language analysis of free text Web resources in combination with place 
name gazetteers and a training corpus of geographical questions. The QUASAR 
system (Buscaldi, 2007) uses language processing to access free text sources, 
including use of Wikipedia, to extract geographic information, with a focus on word 
sense disambiguation. The GeoCLEF and GikiCLEF events have resulted in 
publication of geographic question answering systems but these are mostly based on 
information extraction from free text documents. The work described by Hartrumpf 
and Leveling (2010) combines text information extraction with geographical 
information retrieval (GIR) methods that work with a spatial index of documents, and 
does exploit DBpedia, alongside Wikipedia, as a source, but it converts the RDF to 
natural language expressions for processing by the non-GIR methods. Mishra et al 
(2010) employ the user’s query to retrieve documents from a search engine that are 
then subject to information extraction, results of which can be viewed on a map.  

The increasing quantity of Semantic Web resources, including the Geonames 
gazetteer, OSM and DBpedia, has led to several initiatives to provide spatially 
enabled access to their content. The LinkedGeoData project (Stadler et al, 2011) 
contributed to the transformation of OSM to RDF and has presented methods to 
determine links between map features in OSM and equivalent instances documented 
in DBpedia, as well as between OSM and Geonames. Their matching is based on a 
combination of the Jaro-Winkler string distance between the text of the respective 
place names and the geographic distance between the entities. They have illustrated 
exploitation of the links with an interactive map that supports pan and zoom but that 
application does not support geo-spatial query with conventional spatial relationships. 
Linking between equivalent entities is a critical issue in exploiting Semantic Web 
data. Examples of other work on linking geo-data on the Semantic Web are Hahmann 
and Burghardt (2010), which uses Levenshtein string distance, and Sala and Harth 
(2011) which employs the Hausdorff distance to establish similarity between spatially 
extensive linear or polygonal features. We employ similar methods in our work to 
establish links between DBpedia place instances and geo-features in our reference 
geo-data store.  

The availability of geospatial data on the web has motivated various developments 
to enhance SPARQL, the main language for access to RDF, with spatial functionality 
which may be supported by the various triple stores of RDF content. GeoSPARQL 
reflects a W3C supported initiative to create such a language (Battle and Kolas, 
2011). It provides a full range of spatial operators accessed via a spatial index of the 
corresponding RDF data store. Rather than modifying the SPARQL language for geo-
spatial query, Brodt et al (2010) present an approach that confines spatial 
functionality to SPARQL filter functions. A hybrid approach is presented in Della 
Valle et al (2010) in which spatially enhanced SPARQL queries are mapped to a 
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PostGIS spatial database that implements spatial indexing and spatial query operators.  
They demonstrated the approach with queries that employ a mix of polygonal data 
from OSM data with point referenced data such as from DBpedia. Our work differs 
from such approaches in creating a centralized spatially-enabled index of Semantic 
Web content, in the manner of a web search engine, and employing a locally-stored 
reference geo-dataset to mediate queries that require line and polygonal 
representations of named features. We implement hybrid query methods that exploit 
qualitative spatial properties in addition to quantitative geo-data. The system also 
performs queries on an RDF triple store if required  

Because many Semantic Web resources such as Geonames, OSM and DBpedia are 
volunteered resources, contributed to by individuals with only informal procedures for 
validating the content, there can be considerable variation in the quality and coverage 
of the data (see for example Hackley 2010 and Mooney et al 2010, for some analyses 
of OSM). Although OSM is improving greatly in coverage, for the purposes of our 
experimental system we have used a national mapping agency dataset which, while 
restricted to a single country for purposes of our experimental system, has high 
quality linear and polygonal geometric representation of many map features including 
city boundaries. For international coverage, OSM clearly has tremendous potential to 
serve a similar function.   

3 System Architecture 

The key components of the architecture we present (see Figure 1) consist of a query 
interface, a query processor, a local spatially indexed geo-data repository (referred to 
as the reference geo-data or reference geometry), a local spatially indexed store of 
place URIs extracted from DBpedia, and access via SPARQL to the external  RDF 
store which is DBpedia.  

The current version of the experimental user interface supports structured query for 
question answering enabling the user to enquire about properties of places, and to find 
places subject to spatial constraints of containment, crossing and proximity. When 
enquiring about properties of places the user is given a drop down menu that lists the 
DBpedia properties associated with the place the user names. A SPARQL query to 
DBpedia is used to retrieve the answer. For spatial queries, that may include a feature 
type constraint, the following methods have been implemented for comparative 
purposes: 

─ Within distance of a point, line or area geometry object, where the buffer is created 
from reference geo-data; 

─ Crossing a line or area feature, where the DBpedia instance may be represented by 
reference geo-data, such as a line, and the feature is also represented by reference 
geo-data; 

─ Containment using a hybrid approach that combines the results from geo-data 
search in which the containing area is represented by reference geometry, with 
results from a SPARQL query that uses qualitative spatial (or implied spatial) 
properties.  
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In all the above, feature types may be selected from available types used with 
DBpedia.  

 The query processor performs tasks of query planning according to the nature of 
the user query, generation of a query footprint, retrieval of relevant URIs from the 
local spatial index of DBpedia content and formulation and execution of SPARQL 
queries to the external RDF store, followed by return of the result to the user 
interface. 
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Fig. 1. Architecture of system for geo-spatial structured query of DBpedia 

Query planning classifies a user query into one of  three types:  

1. A non-spatial query selecting by properties of places: requires SPARQL access to 
DBpedia only; 

2. A proximity (within distance) and crossing/overlap query that selects relative to 
named geo-features: requires reference geo-data, and spatial access to local 
DBpedia index and may require a SPARQL query for DBpedia properties; 

3. A containment query that selects within a named region: combines results from a 
spatial query that uses reference geo-data, with results of SPARQL queries using 
spatial containment properties. May require SPARQL query to access specialised 
properties of retrieved place instances. 

The first situation is relatively trivial in that it requires only a SPARQL query to 
retrieve required properties of the named DBpedia instances. The second situation for 
proximity and overlap/crossing queries requires the creation of a query footprint 
based on the local reference geo-data store. Thus, for example, a query for DBpedia 
instances within a specified distance of a named river requires access to the river 
geometry from the local geo-data. This is then used to issue a query to the local  
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spatial index of DBpedia instances corresponding to the river objects, in combination 
with constraints on feature type (which is recorded in the index). If some specialised 
property of the retrieved places is required then a SPARQL query to DBpedia is 
performed using the URIs of relevant instances that were previously retrieved.  

The third situation of a containment query relative to a named regional place (such 
as a city) will find results using both local spatial indexing of geo-referenced content 
and deduction of containment from appropriate DBpedia properties via a SPARQL 
query. The results are then merged, as there may be some duplication for instances 
that maintain both coordinates and the implied spatial properties. The use of the local 
geo-spatial data is similar to the previous strategy in that, having disambiguated the 
query place name, a boundary for the place is retrieved from the local geo-data if 
there is one. Our local geo-data is notable for maintaining boundaries for a large 
number of named settlements. The boundary is then used to perform a PostGIS query 
on the spatially indexed DBpedia content in combination with feature type 
constraints.  

Identification of properties that specify or imply containment is a semi-automated 
process. For given feature classes that correspond to regions of space, such as a city, 
we select representative, well known place instances in DBpedia and retrieve all 
properties for which the respective place is the object of the property. The resulting 
properties are then filtered manually to remove those which do not in fact imply 
spatial containment, such as dbpedia:birthPlace. To perform a containment query the 
resulting list can be used to filter the results from a SPARQL query in which the 
object is the named place and the subject is constrained to a user specified type. Our 
strategy is to perform the filtering on the results of the SPARQL query, in the query 
processor, though it would also be possible to formulate a more complex SPARQL 
that included this filtering process.  

The results from both types of containment query are then merged and if the query 
requires some other named property of the retrieved places then a further SQARQL 
query is executed to retrieve those properties of the previously found place instances.  

The local store of reference geo-data consists in our experimental system of UK 
Ordnance Survey named features which are stored in a PostGIS spatial database that 
provides OGC compliant spatial queries for topological relations as well as distance 
(buffer) searches. When the query processor obtains a reference toponym from the 
user’s query this must be matched to a name in the local reference geometry database 
(which may require disambiguation via the user interface). Using PostGIS we have a 
full set of OGC spatial operators and by maintaining the index locally we have faster 
response than if the reference geo-data needed to be retrieved from a spatially-enabled 
SPARQL endpoint.  

The local store of georeferenced DBpedia content was obtained by performing 
SPARQL queries on DBpedia to access all places of particular types, which were 
filtered via their coordinates, where present, to confine much of the content for our 
experimental system to the British Isles. To do this requires knowledge of all feature 
classes of geographical instances. Our approach to this was to identify representative 
instances of different broad classes of place and to ascend the hierarchies of their  
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respective class properties in order to identify relevant parent classes. For each 
general category we then performed SPARQL queries to retrieve all instances of these 
parent classes and their children as illustrated by the following query for the category 
Museum.  

define input:inference 

"http://dbpedia.org/resource/inference/rules/yago#" 

PREFIX yago:    <http://dbpedia.org/class/yago/> 

PREFIX dbpo:    <http://dbpedia.org/ontology/> 

SELECT DISTINCT ?s ?lat ?lon ?geom ?point 

FROM <http://dbpedia.org> 

WHERE { 

 {?s a dbpo:Museum }  

 UNION  

 {?s a ?t . ?t rdfs:subClassOf dbpo:Museum} 

 UNION 

 {?s a yago:Museum103800563}  

 UNION  

 {?s a ?t . ?t rdfs:subClassOf yago:Museum103800563} 

 OPTIONAL { ?s geo:lat ?lat} 

 OPTIONAL { ?s geo:long ?lon} 

 OPTIONAL { ?s geo:geometry ?geom} 

 OPTIONAL { ?s grs:point ?point} 

} 

Note that the query uses both YAGO (Suchanek et al. 2007) and DBpedia ontology 
parent classes and retrieves coordinates, if present, in whatever form they may be 
stored. 

The resulting data for inclusion in the local index, which includes the URI that 
contains the place name, are stored similarly to the local geo-data, within a PostGIS 
database. For the purposes of our experimental system the DBpedia coordinates were 
converted to the UK National Grid map projection (i.e. in metres) to match the native 
coordinates of the geo-spatial data. In order to scale the system to work globally all 
coordinates could be geodetic (latitude and longitude), which systems such as 
PostGIS can support for purposes of spatial query.  

Our system is designed to maintain links between DBpedia objects and 
corresponding features in reference geo-data. These links are required for automated 
processing of queries where SPARQL queries are required to determine properties of 
DBpedia instances that are represented in the spatial aspect of the query by reference 
geometry. This occurs for example when querying the properties of linear or area 
objects that hold a specified spatial relationship to some other named feature. 
Currently implemented methods for matching are similar to those described by 
Stadler et al (2011) in their work on linking OSM to DBpedia, being a combination of 
name matching and distance between to the two geometries, of which the DBpedia  
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geometry will always be a point. In our method, place names are normalised before 
performing an exact match, as the use of methods such as Levenshtein edit distance 
was found to result in too many false positives. These methods will continue to be 
refined through exploitation of additional evidence such as feature type.  

4 Example Queries and Experimental Results 

In this section we present examples of the different sorts of query that can be 
processed using the various methods that we employ, specifically for proximity from 
lines and areas, crossing (overlap) and containment. The method of combining 
qualitative DBpedia properties that infer containment with quantitative methods based 
on reference geo-data are examined in more detail than the others in order to reveal 
the balance between the numbers of results produced by the two containment 
methods.  

4.1 Non-spatial Queries to DBpedia 

Here the user can specify a property, selected from a drop down menu, and a target 
location. To find such properties for the query “Find the Capital of the United 
Kingdom”, a simple SPARQL query is constructed as follows,  

PREFIX dbpedia: <http://dbpedia.org/resource/> 

PREFIX dbpo:    <http://dbpedia.org/ontology/> 

SELECT ?o WHERE {dbpedia:$s dbpo:$p ?o} 

where to $s and $p are substituted by ’United_Kingdom’ and ’capital’, respectively. 

4.2 Proximity Queries  

The use of detailed geo-data enables proximity queries on DBpedia geographic 
instances to be performed relative to point, line and area features representing 
geographical features named by the user in the query. In this procedure the reference 
feature named in the query is represented by the reference geo-data, while the subject 
of the query is represented geometrically either by the point coordinate geometry of 
georeferenced DBpedia features or reference geo-data geometry that has been 
matched to the DBpedia instance.  Here will illustrate examples of both situations.  

For the query “Find churches within 1km of the River Thames” (i.e. return the 
references to the relevant DBpedia instances), the user’s query term “River Thames” 
is represented by geometry from the reference geo-data, while the locations of the 
churches are those from DBpedia, found here via the local spatial index of DBpedia 
instances. Figure 2 illustrates a map of the results with some of the retrieved instances 
listed.            
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Fig. 2. Some results for a query to find DBpedia churches within 1km of the River Thames. 
Geometry data courtesy UK Ordnance Survey. 

Another example of using point geometry from DBpedia in combination with 
reference geometry is for the query “Find hospitals outside and within 10km of  
the city of Cardiff”. Here the polygonal boundary of Cardiff is obtained from the 
reference geo-data and the point locations of the hospitals are obtained from the 
spatial index of DBpedia. The spatial query with PostGIS uses a combination of a 
distance constraint and a negation of inside in order to obtain locations that are 
outside the city. Figure 3 illustrates the results. 

 

Fig. 3. Results for query for DBpedia hospitals outside and within 10km of the city of Cardiff. 
Geometry data courtesy UK Ordnance Survey. 

4.3 Crossing Queries 

We illustrate the use of reference geo-data to represent the retrieved DBpedia 
instances with the query “Find the mouths of the rivers that cross Oxford”. Here the 
PostGIS spatial database is used to find rivers that satisfy the spatial constraint, where 
the geometry of the rivers and the city boundary come from the reference geometry, 
while the corresponding DBpedia instances, that match the river names, are queried 
with SPARQL to find the mouths of the rivers. Automation of this query requires 
links between reference geo-data features and corresponding DBpedia instances as 
explained in Section 3.  

dbpedia:Royal_Gwent_Hospital, 
dbpedia:Royal_Glamorgan_Hospital 

dbpedia:Dorchester_Abbey, dbpedia:Greyfriars_Church,_Reading, 
dbpedia:Kings_Road_Baptist_Church,_Reading, dbpedia:Reading_Minster, 
dbpedia:St._George’s_Chapel,_Windsor_Castle, … 
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Fig. 4. Results for query to find the mouths of the rivers that cross Oxford. Geometry data 
courtesy UK Ordnance Survey. 

4.4 Containment Queries 

Containment queries relative to named regions with known boundaries can be 
performed by a combination of quantitative and qualitative methods and, as indicated 
previously, in the absence of full quantitative geo-referencing of geographical 
DBpedia instances both methods are required to maximise the completeness of the 
response. In order to gain some insight into the balance between the use of 
coordinates and of properties that imply spatial containment, we selected ten UK 
cities (Bath, Birmingham, Bristol, Cardiff, Durham, Leeds, Liverpool, Manchester, 
Newport (South Wales), Nottingham) as the target of a set of queries to retrieve 
instances of the following eight feature types: Churches, Historic Buildings, 
Hospitals, Hotels, Libraries, Museums, Shopping Malls, and Stadiums.  Spatial 
queries used the DBpedia coordinates to determine containment in city boundaries 
obtained from the reference geo-data, while qualitative containment was determined 
as explained previously, using all properties that have the respective city as object, 
subject to filtering via the predetermined list of non-containment properties. The 
containment properties (after filtering) that were used in this study are listed below: 

Containment = {dbpo:district, dbpo:homeport, dbpo:location, dbpo:locationCity, 
dbpo:municipality, dbpo:owner, dbpo:principalArea, dbpo:region, dbpp:district, 
dbpp:city, dbpp:location, dbpp:locationTown, dbpp:mapCaption, dbpp:municipality, 
dbpp:owner, dbpp:parish, dbpp:postTown, dbpp:region} 

Note that some of the results from the second method could duplicate instances in 
the local spatial index, where a DBpedia instance has both coordinates and spatial 
containment properties. Table 1 presents a summary of the results in which we report, 
for each place type, the numbers of instances found within the respective containing 
city using spatial containment relations (S) and geographic coordinates (G). For a set 
of instances retrieved using spatial containment relations (S), the sets SG, SGi and 
SGn are constructed by filtering the proportion of S with geographic coordinates 
(SG), then using the coordinates to test those which fall within the boundaries of the 
reference area (SGi) and those which do not (SGn). 
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Table 1. Per feature and per settlement area, number of features related to the area with spatial 
containment relations (S), those of S with geographic coordinates (SG), those of SG that fall 
within the boundaries of the reference area (SGI), those  and that do not (SGN). G represents all 
features with geographic coordinates which fall within the boundary.  

 Bath    Birmingham Bristol Cardiff Liverpool   

 S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G 

churches 9 7 7 - 8 3 3 3 - 18 35 2 2 - 2 2 2 2 - 4 22 18 18 - 38 
historicbuildings 3 3 3 - 3 2 1 1 - 28 - - - - - 1 1 1 - 3 16 16 16 - 22 

hospitals 2 1 1 - 1 4 3 3 - 13 10 7 6 1 9 3 3 3 - 4 3 3 3 - 6 
hotels 1 1 - 1 1 3 3 3 - 7 1 1 - 1 - 2 2 2 - 3 3 3 3 - 9 

libraries - - - - - 2 2 2 - 3 1 1 1 - 1 - - - - 1 - - - - 1 
museums 13 11 9 2 9 7 6 6 - 24 17 11 10 1 8 8 7 4 3 4 10 9 4 5 9 

shoppingmalls 1 1 1 - 1 3 2 2 - 11 3 3 3 - 3 5 5 5 - 5 5 4 4 - 5 
stadiums 2 2 2 - 2 10 9 8 1 13 2 2 2 - 2 12 12 12 - 12 4 4 3 1 6 
theatres 5 5 5 - 5 6 6 6 - 13 5 3 3 - 5 3 2 2 - 5 3 3 3 - 7 

Total: 36 31 28 3 30 40 35 34 1 130 74 30 27 3 30 36 34 31 3 41 66 60 54 6 103 
          
 Durham    Newport Leeds Manchester Nottingham   

 S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G S SG SGi SGn G 

churches - - - - 2 1 1 1 - 1 6 5 4 1 7 2 2 2 - 33 14 13 13 - 46 
historicbuildings - - - - - 1 1 1 - 1 9 9 7 2 8 2 2 2 - 25 16 16 16 - 53 

hospitals 3 2 2 - 2 2 2 1 1 1 5 5 5 - 5 5 5 5 - 18 3 1 1 - 2 
hotels - - - - - 1 1 - 1 1 2 2 2 - 4 5 2 2 - 6 - - - - - 

libraries 1 1 1 - 1 - - - - - 1 1 1 - 2 2 1 1 - 6 - - - - - 
museums 1 1 - 1 3 - - - - 2 1 1 1 - 7 8 7 6 1 19 3 2 2 - 2 

shoppingmalls 2 2 1 1 1 2 2 2 - 2 4 2 2 - 5 4 2 2 - 10 - - - - 2 
stadiums - - - - - 4 4 3 1 3 4 4 4 - 4 9 8 8 - 27 4 3 3 - 3 
theatres - - - - - - - - - 1 2 2 2 - 2 13 7 7 - 16 4 3 3 - 3 

Total: 7 6 4 2 9 11 11 8 3 12 34 31 28 3 44 50 36 35 1 160 44 38 38 - 111 
  

Table 2. Totals for each category for all cities and associated percentages. |G/(G+S-SG)| are the 
instances retrieved using spatial coordinates and geographic boundary only, |SG/G| the 
percentage of instances with coordinates that also have spatial relation properties. |SG/S| the 
percentage of instances with spatial relations that also have coordinates. |SGn/SG| the number 
of features that are linked by containment to the area but are not in the area according to our 
geo-data reference city boundary, and |SGi/G| the percentage of instances with coordinates that 
also have spatial relations and are within the city boundary.  

 TOTALS         
 S SG SGi SGn G G+S

-SG
G/(G+S

-SG) 
SG/G SG/S SGn/S

G 
SGi/G 

churches 94 53 52 1 159 200 79.5% 33.3% 56.4% 1.9% 32.7% 
historicbuildings 50 49 47 2 143 144 99.3% 34.3% 98.0% 4.1% 32.9% 

hospitals 40 32 30 2 61 69 88.4% 52.5% 80.0% 6.3% 49.2% 
hotels 18 15 12 3 31 34 91.2% 48.4% 83.3% 20.0% 38.7% 

libraries 7 6 6 - 15 16 93.8% 40.0% 85.7% 0.0% 40.0% 
museums 68 55 42 13 87 100 87.0% 63.2% 80.9% 23.6% 48.3% 

shoppingmalls 29 23 22 1 45 51 88.2% 51.1% 79.3% 4.3% 48.9% 
stadiums 51 48 45 3 72 75 96.0% 66.7% 94.1% 6.3% 62.5% 
theatres 41 31 31 - 57 67 85.1% 54.4% 75.6% 0.0% 54.4% 

Total: 398 312 287 25 670 756 88.6% 46.6% 78.4% 8.0% 42.8% 
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It may be noted that there is considerable disparity in the proportion of instances of 
particular types that are found only due to coordinates and those found only due to 
qualitative properties, where the number of results using geographic coordinates are 
nearly always higher in this analysis (but for a notable exception see Bristol in Table 
1). Using only geographic coordinates and a geographic footprint retrieves 88.6% of 
all results, the other 11.4% being provided by instances without geographic 
coordinates but with qualitative relations to the containment instance. When 
compared with pure SPARQL queries that use only qualitative relations, our method 
almost doubles, on average, the number of instances retrieved, i.e. 398 against 756. 
These results can therefore be regarded as providing strong validation for the benefits 
of combining both methods. 

5 Conclusions and Future Work 

We have presented the design of an experimental system designed to demonstrate 
hybrid methods for performing spatial query on Semantic Web resources such as 
DBpedia, with the intention to maximise the completeness of the answers with respect 
to finding relevant content and obeying user specified spatial operators. The approach 
is novel with regard to the combination of exploiting high quality geo-data and 
mixing quantitative and qualitative methods to obtain results. In addition to providing 
examples of how the high quality geo-data can be employed to find results based on a 
variety of spatial relations, we have demonstrated that, for the case of containment 
queries, the combination of quantitative geo-spatial query with qualitative query 
produces greatly superior results to the use of these methods in isolation. The work 
presented here is only concerned with the quality of the results. Performance issues, 
particularly timing, will be addressed in future work.  

It may be noted that, even with the methods presented, some spatial instances will 
be omitted from the results, where these instances do not have either coordinates or 
explicit or implicit spatial property relations. Future work will focus on geo-
referencing of these instances to enable them to be accessible via geo-spatial query. 
The present system employs a simple text-based user interface. This will be enhanced 
with map-based feedback. Reference geo-data will be extended to include resources 
such as OSM and Geonames and hence gain international coverage and improved 
disambiguation facilities. Our approach is intended to scale up to support access to 
multiple Semantic Web resources that provide geographical information. Thus the 
local index will be extended to include reference to other geographically informative 
RDF resources, which will be linked to reference geo-data, using similarity matching 
methods.  
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Abstract. The rapid development of information and communication 
technologies (ICTs) has provided rich resources for spatio-temporal data mining 
and knowledge discovery in modern societies. Previous research has focused on 
understanding aggregated urban mobility patterns based on mobile phone 
datasets, such as extracting activity hotspots and clusters. In this paper, we aim 
to go one step further from identifying aggregated mobility patterns. Using 
hourly time series we extract and represent the dynamic mobility patterns in 
different urban areas. A Dynamic Time Warping (DTW) algorithm is applied to 
measure the similarity between these time series, which also provides input for 
classifying different urban areas based on their mobility patterns. In addition, 
we investigate the outlier urban areas identified through abnormal mobility 
patterns. The results can be utilized by researchers and policy makers to 
understand the dynamic nature of different urban areas, as well as updating 
environmental and transportation policies. 

Keywords: Mobile phone datasets, Urban mobility patterns, Dynamic Time 
Warping, Time series. 

1 Introduction 

Identifying urban mobility patterns has been a continuing research topic in GIScience, 
transportation planning, and behavior modeling. Since the time-dimension is 
considered an important factor for most social activities, understanding the dynamics 
of the daily mobility patterns is essential for the management and planning of urban 
facilities and services [1, 2]. However, most of the previous research in this field is 
based on data acquired from travel diaries and questionnaires, which is a widely 
adopted data collection method when studying individual travel behavior [3]. Due to 
the limited number of people covered by travel diaries, these datasets fail to provide 
comprehensive evidence when studying the characteristics of the whole urban system, 
such as identifying clusters of urban mobility.  

Meanwhile, the development of information and communication technologies (ICTs) 
has created a wide range of new spatio-temporal data sources (e.g., georeferenced mobile 
phone records), leading to research that focuses on characterizing urban mobility patterns 
from mobile phone datasets (e.g., the real-time Rome project at the MIT SENSEable City 
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Lab1). Undoubtedly, mobile phone datasets opened the way to a new paradigm in urban 
planning, i.e., Real-time cities [4], as well as facilitating studies on behavior analysis and 
spatio-temporal data mining [5]. Researchers believe that urban structure has a strong 
impact on urban-scale mobility patterns, indicating that different areas inside a city are 
associated with different inhabitants’ motion patterns [6, 7]; therefore, previous research 
has focused on extracting aggregated patterns in different urban areas from mobile phone 
data, such as hotspots, clusters, and points of interest (POIs) [8]. However, there has not 
been sufficient research on characterizing and classifying mobility patterns in different 
urban areas from a dynamic perspective, i.e., analyzing these patterns with respect to 
time. Although the extraction of aggregated patterns (i.e., hotspots and clusters) offers 
valuable input for maintaining the sustainability of urban mobility, it fails to provide 
sufficient information for understanding the “rhythm” of an urban system. The objective 
of this research is to go a step beyond the aggregation of individual mobility. We analyze 
the hourly patterns (time series) of mobility aggregation in different urban areas and 
demonstrate their differences. For instance, time series associated with a central business 
district (CBD) would be different from suburban areas. Exploring these patterns will be 
helpful for policy makers in understanding the dynamic nature of different urban areas, as 
well as updating environmental and transportation policies. Moreover, the methodology 
can also be applied to identify abnormal mobility patterns in some special districts, for 
example, a high crime rate area.  

The analysis in this research is based on a mobile phone dataset from northeast 
China. We will measure the similarity of different urban areas based on a Dynamic 
Time Warping algorithm (DTW): this is a well-developed algorithm in the field of 
speech recognition and signal processing for matching two time series, but it has 
rarely been used for urban mobility modeling [9]. Next, we will classify the time 
series based on hierarchical clustering, which allows for the detection of outlier urban 
patterns. The results can also be used as a reference for residents’ activities, including 
long-term choices such as where to live, and short-term choices such as daily activity 
scheduling. 

The remainder of this paper is organized as follows: Section 2 describes related 
work in the areas of mobility modeling, mobile phone data analysis, and Dynamic 
Time Warping. Section 3 introduces the basic research design, including the 
description of the dataset and the methodology. Section 4 presents the data analysis, 
and we conclude this research in Section 5. 

2 Related Work 

2.1 Mobility Modeling and Mobile Phone Data 

Modeling human mobility patterns has become an important research question in various 
fields such as Geographic Information Science, Transportation, and Physics. Much 
progress has been made regarding the theories, methodologies, and applications. Larsen 
[10] identified five types of mobility: 1) Physical travel of people (e.g., work, leisure, 

                                                           
1 http://senseable.mit.edu/realtimerome/ 
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family life); 2) Physical travel of objects (e.g., products to customers); 3) Imagination 
travel (e.g., memories, books, movies); 4) Visual travel (e.g., internet surfing on Google 
Earth); and 5) Communication travel (e.g., person-to-person messages via telephones, 
letters, emails, etc.). In this research, when referring to “human mobility” we mainly 
focus on characterizing the 1st category of human mobility (Physical travel of people).  

Due to the widespread usage of mobile phones, several studies have been conducted 
with a focus on extracting the characteristics of human mobility from georeferenced 
mobile phone data [11]. Since individuals are atoms in an urban system, the spatio-
temporal characteristics of an urban system could be viewed as a generalization of 
individual behavior; therefore, mobile phone data also provide new insights in analyzing 
the aggregated mobility patterns of phone users in urban systems. Researchers have 
identified two major perspectives when exploring human mobility patterns from mobile 
phone data [12]: 

(a) Individual perspective: This category of research mainly focuses on 
identifying individual trajectory patterns, which is related to the theme of 
pattern recognition in Physics and Computer Science. For example, Gonzalez et 
al. [13] studied the individual trajectories of 100,000 mobile phone users based 
on tracked location data for over six months, providing new input to 
understanding the basic laws of human motion. Song et al. [14] examined the 
regularity of human trajectories based on mobile phone data, and their results 
indicate that human mobility is highly predictive. Some researchers have 
combined the location information with social attributes of the phone users, 
such as with the social positioning method (SPM) [15]. Since the usage of 
mobile phones can affect the mobility patterns of their users, previous studies 
have also focused on the interaction between ICTs and human activity-travel 
behavior [16, 17].   

(b) Urban perspective: Cities can be considered complex systems that are 
constituted by different processes and elements [2]. The rapid development of 
ICTs not only provides a rich data source for modeling urban systems, but also 
resulted in inevitable changes in the spatio-temporal characteristics of urban 
mobility. Researchers have focused on the following two aspects when 
studying the development in urban and regional planning based on mobile 
phone data:  
 

(i) Spatial division and morphology: For example, Kang et al. [18] 
investigated how patterns of human mobility inside cities are affected by 
two urban morphological characteristics, i.e., compactness and size. 

(ii) Spatial clustering and spread: The study of hotspot clustering patterns has 
been addressed in many studies. In the real-time Rome project conducted 
by the MIT SENSEable City Lab, researchers studied the congregation of 
tourists and the gathering of people during special events2. Another similar 
project is “Mobile Landscape Graz in Real Time”, which concentrates on 
the activity distribution of phone users in the city of Graz, Austria3.  

                                                           
2 http://senseable.mit.edu/realtimerome/ 
3 http://senseable.mit.edu/graz/ 
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The analysis in this research is conducted from the urban perspective. As stated in 
Section 1, most previous research has concentrated on exploring aggregated patterns 
when analyzing urban mobility from mobile phone datasets. Here we focus on the 
temporal patterns of urban mobility. We use DTW to characterize and classify the 
mobility time series associated with different urban areas, which extends previous 
research on spatial clustering and mobility spread. The DTW algorithm has been 
identified as one of the most useful methods to measure the similarity between two 
time series, which minimizes the effects of shifting and distortion in time [19]. 
Section 2.2 provides the background of DTW and its applications.  

2.2 Dynamic Time Warping and Its Applications 

One important research question regarding time series data is finding whether two 
time series represent similar behavior [20]. Traditional distance measures, such as 
Euclidean distance, are not suitable for measuring the distance between time series 
data. For example, consider two time series A[1,1,1,1,2,10,1,1,1] and 
B[1,1,1,1,10,2,1,1,1]: the Euclidean distance between A and B is      . This is a 
fairly large number, which implies dissimilarity between the two given time series; 
however, the structures of the two series are actually very similar to each other. 
Therefore, researchers started to look for new algorithms to measure the similarity 
between two time series. Moreover, in the fields of Computer Science and 
Mathematics, researchers also used Discrete Fréchet Distance to measure the 
similarity between two curves [21]; however, this method is very sensitive to outliers 
and displacements [22], therefore it is not very appropriate for time series data. Here, 
Dynamic Time Warping (DTW) is proposed to find an optimal match between two 
given time-dependent sequences [23]. This algorithm has been well developed to 
measure the similarity between time series in various research areas, such as speech 
recognition, motion detection, or signal processing [24]. DTW has also been used for 
analyzing human trajectories and motion patterns, for example, Lee et al. [25] utilized 
DTW to classify the trajectories of moving objects. 

Fig.1 represents the process of calculating the DTW distance between two example 
time series. First a DTW grid is constructed. Inside each grid cell a distance measure 
is applied to compare the corresponding elements (here we use absolute differences) 
of the two time series. In order to find the best match between these two sequences, 
one needs to find a path through the grid which minimizes the total distance; this is 
considered the DTW distance between the two series.  

The biggest advantage of DTW is that one can obtain a robust time alignment 
between reference and test patterns with a high tolerance of element displacement 
[26]. It can also match series with different lengths, which is very useful for some 
applications such as handwriting recognition. However, sometimes DTW tends to 
over-distort the series to create an unrealistic correspondence between elements; 
therefore, it is applicable to set local constraints and global constraints on the path. 
This prevents very short features matching with very long ones [19]. 
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Fig. 1. DTW algorithm 

As mentioned in Section 1, although DTW has been applied to analyze individual 
trajectory patterns, only a few studies have utilized this method to explore urban-scale 
patterns, most of which concentrate on remote sensing data [27, 28]. Researchers have 
proposed several other methodologies to compare two time series, such as Longest 
Common Subsequence (LCSS), but DTW has a high performance for series in which 
the same classes are best characterized by their shapes rather than their values. In this 
research we focus on the internal structure of the mobility time series instead of their 
magnitude. Since DTW can be used to warp the time series, it allows us to group 
similar mobility patterns together, even though the corresponding elements in the two 
series are not exactly aligned with each other (see example in Section 3.2). More 
specifically, here we will use DTW to measure the similarity of hourly population 
density trends of different urban areas. The results of the similarity measure will serve 
as the basis for urban classification and outlier detection. In addition, we will discuss 
the issue of comparing the mobility pattern of a reference area, i.e., a benchmark, to 
other urban areas.  

3 Research Design 

3.1 Dataset 

The analysis is based on a dataset from city A4 (acquired from a major mobile phone 
operator in China), which is a commercial and transportation center in northeast 
China. The dataset covers approximately one million mobile phone users (20% of the 
city population) and includes mobile phone connection records for a time span of 9 
days (4 weekend days and 5 weekdays). It includes the time, duration, and 
approximate location of mobile phone connections, as well as the age and gender 
attributes of the users. Table 1 provides a sample record. The phone number, 
longitude, and latitude are not shown for privacy reasons. For each user, the location 
of the nearest mobile phone base tower is recorded both when the user makes and 
receives a phone call, resulting in a positional data accuracy of about 300m-500m. 

                                                           
4 The name of the city is not shown as requested by the data provider. 
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Table 1. Sample record from the dataset  

Phone number Longitude Latitude  Time Duration 
1360******* 126.***** 45.***** 12:06:12 5mins 

3.2 Methodology 

As discussed in Section 2, we use DTW to measure the similarity of hourly mobility 
patterns between different urban areas. This algorithm allows us to group similar 
patterns together, as well as identifying outlier patterns. Due to the complexity of 
urban systems, it is highly possible that similar mobility patterns may have various 
forms in terms of their time dimensions. Fig. 2a shows two example series that are 
similar (series 2 is created from series 1 using the lag operator lag=1, the y axis of 
both figures are normalized to [0, 1] for simplicity). Both series have two peak time 
periods (one in the morning, the other in the afternoon). For comparison, Fig. 2b 
shows two series that are highly distinct from each other (series 3 is a flat series).  

 

   

       (a)                           (b) 

Fig. 2. Example series: (a) Two similar patterns; (b) Two distinct patterns 

The distances measured by DTW, Euclidean distance and the Discrete Fréchet 
Distance are presented in Table 2.  

Table 2. DTW, Euclidean and Discrete Fréchet distance for example series 

 
Dis1 

(Series 1 vs Series 2) 
Dis2 

(Series 1 vs Series 3) 
Distance Ratio 

(Dis2/Dis1) 
DTW 0.00208 0.31 149.04 

Euclidean 1.41 3.33 2.36 
Fréchet 0.70 0.90 1.29 

As can be seen, the distance ratio indicates that DTW shows a much better 
performance of distinguishing different time series than the other two methods; 
therefore, it is a more useful method for researchers to quantify the similarity of 
dynamic mobility patterns. 

In this research, the data analysis will be conducted in the following three steps: 
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3.2.1 Summarize Dynamic Population from Cell Phone Records 
To summarize the dynamic mobility patterns in different urban areas, we first need to 
divide the study area into sub-areas. One option is to divide the study area into grid 
cells [18]; however, it is difficult to decide on the appropriate cell size. Moreover, it is 
highly possible that the number of base towers in each cell varies, resulting in higher 
mobility in areas with higher tower density. Therefore, we decided to divide the study 
area into Voronoi polygons based on the spatial distribution of cell phone towers  
(Fig. 3), and then to summarize the hourly phone call frequencies for each polygon. 
Each Voronoi polygon is associated with a time series to represent its hourly phone 
call frequency pattern. To further extract the number of people (i.e., active mobile 
phone users) in each cell, we eliminated the repeated phone calls made by the same 
user. 

Note that all the numbers here are on an average daily basis. To normalize the 
results, each population count is divided by the size of the given polygon. Since the 
analysis for large polygons has relatively low spatial accuracy resulting from the low 
density of base towers in the surrounding area, we only perform the analysis for 
polygons smaller than 10 km2. As indicated in Fig. 3, these polygons (highlighted) 
cover the majority of the downtown area. 

 

Fig. 3. Voronoi polygons smaller than 10km2 

Last, we calculate relative mobility patterns for each polygon. In relative time 
series, for each cell its values are divided by the maximum of the 24 hourly values. 
This standardizes the magnitude of data and also helps in further investigating the 
internal structure of each time series. Since the main focus of this research is not on 
the absolute value of each series, we use relative time series instead of the original 
ones to measure the similarity of mobility patterns between polygons. 

3.2.2 Calculate DTW Distance Matrix 
Based on the algorithm described in Section 2, we construct the DTW distance matrix 
for the relative time series associated with each of the selected Voronoi polygons. The 
output is a distance matrix D, in which Dij represents the DTW distance between cell 
polygon i and j. We use a global constraint “Sakoe-Chiba band”, which has a fixed 
windows width in both horizontal and vertical directions [23]. Here the window size 
is set to be 4, indicating that the maximum allowable absolute time deviation between 
two matched elements is 4 hours. This constraint helps to prevent unrealistic 
distortion in the time dimension, such as matching the evening hour patterns with 
morning patterns. 
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3.2.3 Analyze Urban Mobility Patterns Based on DTW Distance Matrix 
Based on the DTW matrix, one can explore the dynamic patterns of urban areas from 
various perspectives, either addressing the “similarity” or “dissimilarity” of urban 
divisions. In this paper we will conduct two example analyses for both circumstances 
based on the distance matrix constructed in step 2. The first one focuses on mapping 
the mobility similarity to reference areas, whereas the second example concentrates 
on detecting outlier patterns. Note that to further clean up the data, polygons with 
zero-phone call frequencies are eliminated. The analysis is presented in detail in 
Section 4. 

4 Data Analysis 

4.1 Mapping the Similarity to Reference Areas 

In urban studies, it is common for researchers to select one or more particular areas as 
case studies for data collection and analysis. Many of these studies are related to 
human mobility patterns, such as crime trends, traffic congestion, etc. Although there 
are usually many other control variables in the analysis, identifying the mobility 
similarity between a selected area (reference area) and other areas can provide 
references for further analysis.  

Fig. 4 represents the similarity measure of mobility patterns between a reference 
polygon (marked red, where a major commercial street is located) and other urban 
areas. Dark brown color indicates a more similar mobility pattern (shorter DTW 
distance), whereas the light yellow color indicates a less similar one. As can be seen 
from Fig. 4, the average DTW distance on weekdays (2.73e-2) appears to be slightly 
smaller compared to that on weekends (2.85e-2) based on a paired two sample t test 
(p<0.001), indicating that the mobility patterns on weekdays are closer to the pattern 
in the reference area. A potential reason is that most human social activities during 
weekends (i.e., grocery shopping, leisure activities) do not have such strict time 
constraints as the ones on weekdays (i.e., go to school / work), so it is highly possible 
that there are more irregular patterns during weekends (further confirmed in the 
outlier analysis in Section 4.2). In addition, it appears that the polygons surrounding 
the commercial street show a more similar pattern to the reference area on weekends 
than on weekdays (see the zoomed-in subfigures of Fig. 4a, b), indicating a potential 
mobility correlation among those areas during weekends. This also represents the 
opposite of the general trend of the whole study area, where mobility on weekdays is 
closer to the pattern in the reference area. This indicates that spatial scale plays an 
important role in this analysis. However, in order to generate further conclusions for 
other urban study questions (e.g., traffic congestion), we will need additional socio-
economic data to conduct additional correlation analyses. Fig. 4 is only a first step of 
measuring the similarity between different urban areas in terms of dynamic mobility 
patterns, and it provides an initial reference for socio-economic studies. 

One can also define the reference (benchmark) series manually. For example, we 
define the benchmark series as [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1], 
representing an evenly distributed mobility pattern during both day and night hours.  
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Fig. 6. Histogram of DTW distance for weekdays and weekends 

4.2 Outlier Detection  

As discussed in [29], outlier mining techniques can be used to investigate abnormal 
activities such as traffic accidents. From a broader perspective, since urban-scale 
mobility patterns are strongly affected by the urban structures, identifying abnormal 
mobility patterns can be helpful for researchers and policy makers to investigate the 
functioning patterns of different urban areas, as well as optimizing the distribution of 
urban services (e.g., Police patrol). Moreover, this technique can also be applied to 
detect potential incidents by comparing given patterns in a certain area to its regular 
pattern. Therefore, in the second analysis we explore outlier detection based on the 
DTW distance matrix discussed in Section 3. Our objective is to identify cell 
polygons with abnormal mobility patterns. Since hierarchical classification can 
operate directly on the distance matrix, we adopt this method to classify the mobility 
time series. The algorithm is defined in Fig.7. 

 

 

Fig. 7. Outlier detection algorithm 

There are several methods to set the number of clusters in hierarchical classification; 
however, this value is often affected by specific application scenarios. As an example 
analysis, here we adopt the criteria discussed in [30], where numCluster = max(2; 
sqrt(n/2)), n is the number of entries, and threshold t is defined as 3. 

In the classification, we detected 15 outliers for weekdays and 18 for weekends. 
All the other cells are aggregated into one class. To further investigate the structures 
of the outlier series, we first define what a typical “normal series” looks like. Fig. 8 
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shows an average series for both weekdays and weekends after removing the outlier 
polygons. As can be seen, a normal series has two mobility peaks each day: one is 
around 9am; the other is around 6pm. The mobility density reaches the lowest point 
between 2-4am. This is consistent with common sense. On weekends the mobility 
density is slightly higher during night hours in this case, but there is no substantial 
difference between weekdays and weekends regarding the average patterns.  

 

Fig. 8. Average normal series 

Fig. 9 shows the results of the outlier detection. The detected outliers are marked 
red, other cell polygons are marked light blue. We can see that there are slight 
differences between weekdays and weekends.  

       

(a)                                  (b) 

Fig. 9. Outlier polygons. (a) Weekdays; (b) Weekends 

As a comparison, Fig. 10 shows two example outlier time series (zoomed-in 
polygons in Fig. 9). Referring back to the landmarks on Google Map5, the plot leads 
us to the following hypothesis to explain the abnormality of the areas: 

In polygon 238 there are many night clubs and other leisure facilities for night 
hours. This may explain the abnormal high density rate after midnight. Since there is 
a big international trade center only open during weekdays, this possibly explains why 
the mobility during daytime is not consistent with regular work hours on weekends. 

                                                           
5 http://maps.google.com; The map with landmarks is not shown as required by the 

data provider. 
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In polygon 125 there are several community colleges and training schools. There 
are not many night clubs in this area. The mobility density continues to be high 
between 8am and 8pm on weekends, indicating a noticeable difference in mobility 
patterns between weekdays and weekends. 

        

                  (a)                                 (b) 

Fig. 10. Outlier patterns. (a) Polygon 238; (b) Polygon 125 

Additional information is needed to test the above hypothesis, which is not the 
focus of this research. Generally, the above provides us with a novel method of 
detecting the abnormality of urban mobility patterns, as well as a better understanding 
of the “pulse” of a particular city. 

5 Conclusion 

This research focused on investigating the dynamic mobility patterns of urban areas. 
We demonstrated that DTW is a highly effective method for exploring the similarity / 
dissimilarity of urban mobility patterns. The results indicate that the study area has 
the highest mobility density around 9am and 6pm, and this pattern exists for both 
weekdays and weekends. We also looked into the internal structures of the abnormal 
series. In addition, we provided a method to examine the similarity between a 
benchmark series and study areas based on the DTW distance matrix. The outlier 
detection method discussed in Section 4.2 can also be used to identify abnormal 
mobility patterns in future urban studies, as well as providing reference for 
transportation and urban planning.  

This research provides us with new insights for modeling the changing mobility 
patterns for urban areas. Here we used Voronoi polygons to divide the study area, in 
future studies we will use grid cells (500m*500m) and compare both results. 
Moreover, in this paper the data is segmented into 1 hour granularity. It would be 
interesting to investigate how different temporal granularities impact the results. Age 
and gender factors of phone users should also be included in further studies. Another 
potential direction for future research is to investigate how the predefined local and 
global constraints affect the DTW distance and classification results. The 
methodology discussed in this paper can be applied to other cities. Moreover, DTW 
can also be used to examine individual mobility patterns of phone users (i.e., 
characterizing user trajectories based on the abnormality of visited areas). 
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