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Preface

We describe in this book, recent advances on hybrid intelligent systems using soft
computing techniques for intelligent control and robotics, pattern recognition, time
series prediction and optimization complex problems. Soft Computing (SC) consists
of several intelligent computing paradigms, including fuzzy logic, neural networks,
and bio-inspired optimization algorithms, which can be used to produce powerful
hybrid intelligent systems. The book is organized in five main parts, which contain
a group of papers around a similar subject. The first part consists of papers with
the main theme of hybrid intelligent systems for control and robotics, which are
basically papers that propose new models and concepts, which can be the basis for
achieving intelligent control and mobile robotics. The second part contains papers
with the main theme of hybrid intelligent systems for pattern recognition and time
series prediction, which are basically papers using nature-inspired techniques, like
evolutionary algorithms, fuzzy logic and neural networks, for achieving efficient
pattern recognition or time series prediction. The third part contains papers with the
theme of bio-inspired and genetic optimization methods, which basically consider
the proposal of new methods and applications of bio-inspired optimization to solve
complex optimization problems. The fourth part contains papers that deal with the
application of intelligent optimization techniques in real world problems. The fifth
part contains papers with the theme of evolutionary methods and intelligent comput-
ing, which are papers considering soft computing methods for applications related
to diverse areas, such as natural language processing, recommending systems and
optimization.

In the part of hybrid intelligent systems for control and robotics there are 8 pa-
pers that describe different contributions that propose new models and concepts,
which can be the considered as the basis for achieving intelligent control and mo-
bile robotics for real world problems. In the part of hybrid intelligent systems for
pattern recognition and time series prediction there are 9 papers that describe dif-
ferent contributions on achieving efficient pattern recognition and accurate time se-
ries prediction using hybrid intelligent systems based on soft computing techniques.
In the part of bio-inspired and genetic optimization methods there are 9 papers
that describe different contributions of new algorithms for optimization and their
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application to diverse complex optimization problems. The bio-inspired methods in-
clude variations of ant colony optimization and particle swarm optimization. In the
part of intelligent optimization applications, there are 7 contributions that describe
the development of new models and algorithms relevant to complex optimization
problems, as well as the application of these intelligent optimization techniques in
real-world applications. In the part of evolutionary methods and intelligent com-
puting there are 9 contributions on models and algorithms based on computational
intelligent techniques, including novel evolutionary approaches, that are presented,
as well as their applications to different real-world problems.

In conclusion, the edited book comprises papers on diverse aspects of bio-
inspired models, soft computing and hybrid intelligent systems for control, mobile
robotics, pattern recognition, time series prediction and other complex real world
problems. There are theoretical aspects as well as application papers.

July 2, 2012 Oscar Castillo
Tijuana Institute of Technology, Mexico

Patricia Melin
Tijuana Institute of Technology, Mexico

Janusz Kacprzyk
Polish Academy of Sciences, Poland
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Comparison of Metaheuristic Algorithms with a Methodology of
Design for the Evaluation of Hard Constraints over the Course
Timetabling Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
A. Soria-Alcaraz Jorge, Carpio Martı́n, Puga Héctor,
A. Sotelo-figueroa Marco

Path Planning Using Clonal Selection Algorithm . . . . . . . . . . . . . . . . . . . . 303
Christian Huizar, Oscar Montiel-Ross, Roberto Sepúlveda,
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Gilberto Rivera, Claudia G. Gómez, Eduardo R. Fernández, Laura Cruz,
Oscar Castillo, Samantha S. Bastiani

Part V: Evolutionary Methods and Intelligent Computing

Practical Aspects on the Implementation of Iterative ANN Models on
GPU Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433
Mario I. Chacon-Murguia and Jorge A. Cardona-Soto

High Performance Architecture for NSGA-II . . . . . . . . . . . . . . . . . . . . . . . 451
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Optimization of a Fuzzy Tracking Controller 
for an Autonomous Mobile Robot under 
Perturbed Torques by Means of a Chemical 
Optimization Paradigm 

Leslie Astudillo, Patricia Melin, and Oscar Castillo 

Tijuana Institute of Technology, Tijuana México 
leslie.astudillo@suntroncorp.com, 
{epmelin,ocastillo}@hafsamx.org 

Abstract. This paper addresses the tracking problem for the dynamic model of a 
unicycle mobile robot. A novel optimization method inspired on the chemical 
reactions is applied to solve this motion problem by integrating a kinematic and a 
torque controller based on fuzzy logic theory. Computer simulations are presented 
confirming that this optimization paradigm is able to outperform other optimiza-
tion techniques applied to this particular robot application. 

1   Introduction 

Optimization is an activity carried out in almost every aspect of our life, from 
planning the best route in our way back home from work to more sophisticated 
approximations at the stock market, or the parameter optimization for a wave 
solder process used in a printed circuit board assembly manufacturer optimization 
theory has gained importance over the last decades. From science to applied engi-
neering (to name a few), there is always something to optimize and of course, 
more than one way to do it. 

In a generic definition, we may say that optimization aims to find the “best” 
available solution among a set of potential solutions in a defined search space. For 
almost every problem exists a solution, not necessarily the best, but we can always 
find an approximation to the “ideal solution”, and while in some cases or 
processes is still common to use our own experience to qualify a process, a part of 
the research community have dedicated a considerably amount of time and efforts 
to help find robust optimization methods for optima finding in a vast range of  
applications. 

It has been stated the difficulty to solve different problems by applying the 
same methodology, and even the most robust optimization approaches may be 
outperformed by other optimization techniques depending on the problem to 
solve. 
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When the complexity and the dimension of the search space make a problem 
unsolvable by a deterministic algorithm, probabilistic algorithms deal with this 
problem by going through a diverse set of possible solutions or candidate solu-
tions. Many metaheuristic algorithms can be considered probabilistic, while they 
apply probability tools to solve a problem, metaheuristic algorithms seek good so-
lutions by mimicking natural processes or paradigms. Most of these novel optimi-
zation paradigms inspired by nature were conceived by merely observation of an 
existing process and their main characteristics were embodied as computational 
algorithms. 

The importance of the optimization theory and its application has grown in the 
past few decades, from the well known Genetic Algorithm paradigm to PSO, 
ACO, Harmonic Search, DNA Computing, among others, they all were introduced 
with the expectation of improving the results obtained with the existing strategies. 

There’s no doubt that there could be some optimization strategies pre-sented at 
some point that were left behind due their complexity and poor performance. 
Novel optimization paradigms should be able to perform well in comparison with 
another optimization techniques and must be “easily adaptable” to different kinds 
of problems. 

Optimization based on chemical processes is a growing field that has been sa-
tisfactorily applied to several problems. In [25] A DNA based algorithm was to 
solve the small hitting set problem. A catalytic search algorithm was explored in 
[30], where some physical laws such as mass and energy conservation were taken 
into account. In [19],the potential roles of energy in algorithmic chemistries were 
illustrated. An energy framework was introduced, which keeps the molecules 
within a reasonable length bounds, allowing the algorithm to behave thermody-
namically and kinetically similar to real chemistry. A chemical reaction optimiza-
tion was applied to the grid scheduling problem in [29], where molecules interact 
with each other aiming to reach the minimum state of free potential and kinetic 
energies. The main difference between these metaheuristics is the parameter re-
presentation, which can be explicit or implicit. 

In this paper we introduce an optimization method inspired on the chemical 
reactions and its application for the optimization of the tracking controller for the 
dynamic model of the unicycle mobile robot. 

The importance of applying this chemical optimization algorithm is that differ-
ent methods have been applied to solve motion control problems. Kanayama et al. 
[13] propose a stable tracking control method for a non-holonomic vehicle using a 
Lyapunov function. Lee et al. [15] solved tracking control using backstepping and 
in [17] with saturation constraints. Furthermore, most reported designs rely on in-
telligent control approaches such as fuzzy logic control [3][12][16][23][27][28] 
and neural networks [10][26]. 

However the majority of the publications mentioned above, have concentrated 
on kinematic models of mobile robots, which are controlled by the velocity input, 
while less attention has been paid to the control problems of nonholonomic dy-
namic systems, where forces and torques are the true inputs: Bloch and Drakunov 
[4] and Chwa [8], used a sliding mode control to the tracking control problem. 
Fierro and Lewis [9] propose a dynamical extension that makes possible the  



Optimization of a Fuzzy Tracking Controller for an Autonomous Mobile    5 
 

integration of kinematics and torque controller for a nonholonomic mobile robot. 
Fukao et al. [11], introduced an adaptive tracking controller for the dynamic mod-
el of mobile robot with unknown parameters using backstepping methodology, 
which has been recognized as a tool for solving several control problems [24] 
[31].Motivated by this, a mamdani fuzzy logic controller is introduced in order to 
drive the kinematic model to a desired trajectory in a finite-time, considering the 
torque as the real input, a chemical reaction optimization paradigm is applied and 
simulations are shown. 

Further publications [2][18][6] have applied bio-inspired optimization tech-
niques to find the parameters of the membership functions for the fuzzy tracking 
controller that solves the problem for the dynamic model of a unicycle mobile ro-
bot, using a fuzzy logic controller that provides the required torques to reach the 
desired velocity and trajectory inputs. 

In this paper, the main contribution is the representation of the fuzzy controller 
in the chemical paradigm to search for the optimal parameters. Simulation results 
show that the proposed approach outperforms other nature inspired computing pa-
radigms, such as genetic algorithms, particle swarm and ant colony optimization. 

The rest of this paper is organized as follows. Section 2 illustrates the proposed 
methodology. Section 3 describes the problem formulation and control objective. 
Section 4 describes the proposed fuzzy logic controller of the robot. Section 5 
shows some experimental results of the tracking controller and in section 6 some 
conclusions and future work are presented. 

2   The Chemical Optimization Paradigm 

The proposed chemical reaction algorithm is a metaheuristic strategy that performs a 
stochastic search for optimal solutions within a defined search space. In this optimi-
zation strategy, every solution is represented as an element (or compound), and the 
fitness or performance of the element is evaluated in accordance with the objective 
function. The general flowchart of the algorithm is shown in Figure 1. 

 

 

Fig. 1. General flowchart of the chemical reaction algorithm 
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The main difference with other optimization techniques [25][30][19][29] is 
that no external parameters are taken into account to evaluate the results, while 
other algorithms introduce additional parameters (kinetic/potential energies, 
mass conservation, thermodynamic characteristics, etc), this is a very straight 
forward methodology that takes the characteristics of the chemical reactions 
(synthesis, decomposition, substitution and double-substitution) to find for op-
timal solution. 

This approach is a static population-based metaheuristic that applies an abstrac-
tion of the chemical reactions as intensifiers (substitution, double substitution 
reactions) and diversifying (synthesis, decomposition reactions) mechanisms. The 
elitist reinsertion strategy allows the permanence of the best elements and thus the 
average fitness of the entire element pool increases with every iteration. The algo-
rithm may trigger only one reaction or all of them, depending on the nature of the 
problem to solve, in example; we may use only the decomposition reaction sub-
routine to find the minimum value of a mathematical function. 

In order to have a better picture of the general schema for this proposed chemi-
cal reaction algorithm, a comparison with other nature inspired paradigms is 
shown in Table 1. 

Table 1. Main elements of several nature inspired paradigms 

Paradigm 
Parameter 

Representation 
Basic Operations 

GA Genes Crossover, Mutation 
ACO Ants Pheromone 
PSO Particles Cognitive, Social Coefficients 
GP Trees Crossover, Mutation (In some cases) 

CRM 
Elements,  

Compounds 
Reactions (Combination, Decomposition, 

Substitution, Double-substitution) 

3   The Mobile Robot 

Mobile robots are non-holonomic systems due to the constraints imposed on their 
kinematics. The equations describing the constraints cannot be integrated symbol-
ically to obtain explicit relationships between robot positions in local and global 
coordinate’s frames. Hence, control problems that involve them have attracted at-
tention in the control community in recent years [14]. 

The model considered is that of a unicycle mobile robot (see Figure 2) that has 
two driving wheels fixed to the axis and one passive orientable wheel that are 
placed in front of the axis and normal to it [5]. 

The two fixed wheels are controlled independently by the motors, and the pas-
sive wheel prevents the robot from overturning when moving on a plane.  

 



Optimization of a Fuzzy Tracking Controller for an Autonomous Mobile    7 
 

 

Fig. 2. Diagram of a wheeled mobile robot 

It is assumed that the motion of the passive wheel can be ignored from the dynam-
ics of the mobile robot, which is represented by the following set of equations [9]: 

w

v
q

10

0sin

0cos

θ
θ

=

 

τ=++ )(),()( qGvqqVvqM   

(1) 

Where Tyxq ],,[ θ=  is the vector of generalized coordinates which describes the 

robot position, (x,y) are the Cartesian coordinates, which denote the mobile center of 

mass and θ is the angle between the heading direction and the x-axis (which is taken 

counterclockwise form); Twvv ],[= is the vector of velocities, v and w are the li-

near and angular velocities respectively; rR∈τ is the input vector, nxnRqM ∈)(  

is a symmetric and positive-definite inertia matrix, nxnRqqV ∈),(  is the centripetal 

and Coriolis matrix, nRqG ∈)( is the gravitational vector. Equation (1.a) 

represents the kinematics or steering system of a mobile robot. 
Notice that the no-slip condition imposed a non holonomic constraint described 

by (2), that it means that the mobile robot can only move in the direction normal 
to the axis of the driving wheels. 

0sincos =− θθ xy   
(2) 

The control objective will be established as follows: Given a desired trajectory 
qd(t) and the orientation of the mobile robot we must design a controller that  
applies an adequate torque τ such that the measured positions q(t) achieve the de-
sired reference qd(t) represented as (3): 
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0)()(lim =−
∞→

tqtqd
t  

(3) 

To reach the control objective, the method is based on the procedure of [9], we are 
deriving a τ(t) of a specific vc(t) that controls the steering system (1.a) using a 
Fuzzy Logic Controller (FLC). A general structure of tracking control system is 
presented in Figure 3. 

 

Fig. 3. Tracking control structure 

The control is based on the procedure proposed by Kanayama et al. [13] and 
Nelson et al. [21] to solve the tracking problem for the kinematic model vc(t). 
Suppose that the desired trajectory qd satisfies (4): 
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Using the robot local frame (the moving coordinate system x-y in figure 1), the er-
ror coordinates can be defined as (5): 
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And the auxiliary velocity control input that achieves tracking for (1.a) is given by (6): 
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Where k1, k2 and k3 are positive gain constants. 
The first part for this work is to apply the proposed method to obtain the values 

of ki (i = 1, 2, 3) for achieving the optimal behavior of the controller, and the 
second part is to optimize the fuzzy controller. 
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4   Fuzzy Logic Controller 

The purpose of the fuzzy logic controller (FLC) is to find a control input τ such 
that the current velocity vector v is able to reach the velocity vector vc and this is 
denoted as: 

0lim =−
∞→

vvc
t

 (7) 

The inputs variables of the FLC correspond to the velocity errors obtained of (10) 
(denoted as ev and ew: linear and angular velocity errors respectively), and 2 out-
puts variables, the driving and rotational input torques τ (denoted by F and N re-
spectively). The initial membership functions (MF) are defined by 1 triangular and 
2 trapezoidal functions for each variable involved. Figure 4 and Figure 5 depicts 
the MFs in which N, Z, P represent the fuzzy sets (Negative, Zero and Positive re-
spectively) associated to each input and output variable. 

 

Fig. 4. Membership functions of the (a) input ݁௩  and ݁௪ , and (b) output variables F and N 

The rule set of the FLC contain 9 rules, which govern the input-output relation-
ship of the FLC and this adopts the Mamdani-style inference engine. We use the 
center of gravity method to realize defuzzification procedure. In Table 2, we 
present the rule set whose format is established as follows: 

Rule i: If ev is G1 and ew is G2 then F is G3 and N is G4 

Where G1…G4 are the fuzzy sets associated to each variable and i= 1 ... 9. In this 
case, P denotes “Positive”, N denotes “Negative”, and Z denotes “Zero”. 

Table 2. Fuzzy rule set ݁௩/݁௪ N Z P 

N N/N N/Z N/P 

Z Z/N Z/Z Z/P 

P P/N P/Z P/P 
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5   Experimental Results 

Several tests of the chemical optimization paradigm were made to test the perfor-
mance of the tracking controller. First, we need to find the values of ki (i = 1, 2, 3) 
showed in equation 6, which shall guarantee convergence of the error e to zero. 

For this step of the application, only the decomposition reaction mechanism 
was triggered and the decomposition factor was varied; this factor is the quantity 
of resulting elements after applying a decomposition reaction to a determined 

“compound”; the only restriction here is that let ݔ be the selected compound and ݔ௜ᇱ (i=1 2, …, n), the resulting elements; the sum of all values found in the decom-
position must be equal to the value of the original compound. This is shown in  
equation 12. 

෍ ௜ᇱ௡ݔ
௜ୀଵ =  (12) ݔ

The test parameters can be observed in Table 3. For statistical purposes, every ex-
periment was executed 35 times. 

The decomposition rate represents the percentage of the pool to be candidate 
for the decomposition and the selection was made using a stochastic universal 
sampling technique, which uses a single random value to sample all of the solu-
tions by choosing them at evenly spaced intervals. 

Table 3. Parameters of the Chemical Reaction Optimization 

No. Elements Iterations Dec. Factor Dec. Rate 
1 2 10 2 0.3 
2 5 10 3 0.3 
3 2 10 2 0.4 
4 2 10 3 0.4 
5 5 10 2 0.4 
6 5 10 3 0.4 
7 5 10 2 0.5 
8 10 10 2 0.5 

 
As mentioned in section 2, an elitist reinsertion strategy was applied, keeping 

the compounds/elements with better performance through all the iterations, unless 
new elements/compounds with better performance are generated. 

In example, for a pool containing 5 initial compounds, the vector length of de-
composed elements when the decomposition factor is 3 and the decomposition 
rate is 0.4 will be of 6 elements. After applying this criteria, the need of increasing 
the initial element pool size was not necessary. Table 4 shows the results after ap-
plying the chemical optimization paradigm. 
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Table 4. Experimental Results of the proposed method for optimizing the values of the 
gains k1, k2, k3 

No. Best Error Mean ݇ଵ ݇ଶ ݇ଷ 
1 0.0086 1.1568 519 46 8 
2 4.79e-004 0.1291 205 31 31 

3 0.0025 0.5809 36 328 88 

4 0.0012 0.5589 2 206 0 

5 0.0035 0.0480 185 29 5 

6 8.13e-005 0.0299 270 53 15 

7 0.0066 0.1440 29 15 0 

8 0.0019 0.1625 51 3 0 

 
Figure 5 shows the resulting simulation obtained using Simulink for experiment 

No. 3, which is the best overall result so far, considering the average error and the 
position errors in x, y and theta. 

 

Fig. 5. (a) Convergence and (b) x, y and theta position errors of simulation No. 3 

In previous work [22], the gain constant values were found by means of genetic 
algorithms. In Table 4 we have a comparison of the best results obtained with both 
algorithms. 

Figure 6 shows the result in Simulink for the experiment with the best overall 
result, applying GAs as optimization method. We can observe that the result with 
the chemical optimization outperforms the GA in finding the best gain values. 

Once we have found optimal values for the gain constants, the next step is to 
find the optimal values for the input/output membership functions of the fuzzy 
controller. Our goal is that in the simulations, the lineal and angular velocities 
reach zero. 

Table 5 shows the parameters used in the first set of simulations and Figure 7 
shows the behavior of the chemical optimization algorithm throughout the  
experiment. 
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Table 5. Comparison of the Best Results 

Parameters 
Genetic 

Algorithm 
Chemical Optimization 

Algorithm 

Individuals 5 2 
Iterations 15 10 

Crossover Rate 0.8 N/A 
Mutation Rate 0.1 N/A 

Decomposition Rate N/A 0.4 
Decomposition Factor N/A 3 

k1, k2, k3 43, 493, 19 36, 328, 88 
Final Error 0.006734 0.0025796 

 

Fig. 6. Best experiment using Gas 

Table 6. Parameters of the simulations for Type-1 FLC 

Parameters Value 

Elements 10 

Trials 15 

Selection Method Stochastic Universal Sampling ݇ଵ 36 ݇ଶ 328 ݇ଷ 88 

Error 0.077178 
 

Figure 8 shows the resulted input and output membership functions found by 
the proposed optimization algorithm. 
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Fig. 7. Best simulation of experiments with the chemical optimization method 

 

Fig. 8. Resulting input membership functions: (a) linear and (b) angular velocities and out-
put (c) right and (d) left torque 

Figure 9 (a) shows the obtained trajectory when simulating the mobile control 
system including the obtained input and output membership functions; (b) shows 
the best trajectory reached by the mobile when optimizing the input and output 
membership functions using genetic algorithms. 

 

 
Fig. 9. (a) Obtained trajectory when applying the chemical reaction algorithm, (b) Obtained 
trajectory using genetic algorithms 
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A Type-2 fuzzy logic controller was developed using the parameters of the 
membership functions found for the FLC type-1. The parameters searched 
with the chemical reaction algorithm were for the footprint of uncertainty 
(FOU).  

Table 7 shows the parameters used in the simulations and Figure 10 shows the 
behavior of the chemical optimization algorithm throughout the experiment. 

Figure 11 shows the resulting type-2 input and output membership functions 
found by the proposed optimization algorithm and Figure 11 shows the obtained 
trajectory reached by the mobile robot. 

Table 7. Parameters of the simulations for Type-2 FLC 

Parameters Value 

Elements 10 

Trials 10 

Selection Method Stochastic Universal Sampling ݇ଵ 36 ݇ଶ 328 ݇ଷ 88 

Error 2.7736 

 

 

Fig. 10. Behavior of the algorithm when optimizing the type-2 FLC 
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Figure 14 show the obtained trajectories for the type-1 FLC optimized with 
Genetic Algorithms. 

 

Fig. 14. From left to right, trajectory obtained with the type-1 FLC optimized with GA’s. 
(a) ε = 30, (b) ε = 32, (c) ε = 34. 

Figure 15 shows the obtained trajectories for the type-1 FLC optimized with the 
chemical reaction algorithm. 

 

Fig. 15. From left to right, trajectory obtained with the type-1 FLC optimized with CRA. 
(a) ε = 30, (b) ε = 32, (c) ε = 34. 

Figure 16 shows the obtained trajectories for the type-2 FLC optimized with 
Genetic Algorithms. 

 

Fig. 16. From left to right, trajectory obtained with the type-2 FLC optimized with CRA. 
(a) ε = 30, (b) ε = 32, (c) ε = 34. 
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When observing Table 8 and Figures 14 to 16 we can observe that the type-2 
FLC was able to maintain a more controlled trajectory in despite of the “large” er-
ror found by the algorithm (e=2.7736). For larger epsilon (ε) values, it was diffi-
cult for the type-1 FLC’s to keep in the path and in a determined time, the control-
ler was not able to return to the reference trajectory.  

6   Conclusions 

In this paper, we presented simulation results from an optimization method that 
mimics chemical reactions applied to the problem of tracking control. The goal 
was to find the gain constants involved in the tracking controller for the dynamic 
model of a unicycle mobile robot. In the figures of the experiments we are able to 
note de behavior of the algorithm and the solutions found through all the itera-
tions. Simulation results show that the proposed optimization method is able to 
outperform the results previously obtained applying a genetic algorithm optimiza-
tion technique. The optimal fuzzy logic controller obtained with the proposed 
chemical paradigm has been able to reach smaller error values in less time than 
genetic algorithms. Also, the type-2 fuzzy controller was able to perform better 
under the presence of disturbance for this problem in despite of the “large” error 
obtained (e=2.7736). The design of optimal type-2 fuzzy controllers is being per-
formed at the time. 
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Abstract. This paper describes the optimization of an Integrator control block 
within the proposed navigation control system for a mobile robot. The control 
blocks that the integrator will combine are two Fuzzy Inference Systems (FIS) in 
charge of tracking and reaction respectively. The integrator block is call Weighted 
Fussy Inference System (WFIS), and assigns weights to the responses on each be-
havior block, to combine them into a single response. 

1   Introduction 

The use of mobile robots has increased over the last decades in many areas from 
industrial work to research and household and one reason for this is that they have 
proved useful in each of these areas from doing very specific task to ongoing  
monotonous shores, they help their human counterpart be more productive and ef-
ficient. Also as hardware technology is moving forward and developing more ca-
pable robots at lower cost, this is another reason for this increase and why we are 
seeing them in more common places.  

The mobile robot, needs to move around its environment and this is why a great 
deal of research has been invested on testing them with control systems that allow 
the robots to navigate on their own, and different methodologies have been ap-
plied from traditional control such as PD, PID [4, 9] to soft computing methods 
like Fuzzy Logic [10, 25, 13, 17, 15, 18, 12, 11, 21, 5, 19, 20], Neural Networks 
[11] and hybrid ones also [6,23,24].  

In this paper, the navigation control system has been designed to combine two 
key behaviors that are considered to be required for any navigation control system 
of a mobile robot. The first one is a tracking controller, this is an obvious one 
since there is no point of having a navigation system on a robot, that can´t go to a 
desired location, the second one is a reactive controller and here we considered 
this one to be off great importance also, since the tracking controller can get the 
robot to the destination, but that will be on an ideal situation where there are no 
obstacles present on the robots path. 
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The reactive controller is for those cases where an obstacle free path cannot be 
guaranteed; this is where the reactive controller will do its work providing a beha-
vior that will make the robot react to any type of obstacle so that the robot can 
continue on its journey. In this paper we describe the integration method for these 
two controls as part of the complete Navigation Control System, the control 
blocks are fuzzy inference systems of type-1 and type-2, and a general GA (Genet-
ic Algorithm) is applied to the optimization of each of the controller blocks with a 
specific fitness function for each part that will evaluate the corresponding individ-
ual performance. 

As related work, we can find that of Cupertino et al [8] developed a Fuzzy con-
troller of a mobile robot, based on 3 FLCs (Fuzzy Logic Controller) and one 
Fuzzy Supervisor that was in charge of determining which FLC behavior will be 
active, there the FLCs are of Type-1 and the Fuzzy Supervisor mainly acts as a 
switch. In our proposed method the fuzzy integrator acts more like a fusion block. 
S. Coupland et al [7] proposed a Type-2 Fuzzy Control of a Mobile Robot, which 
is based on W Payton et al [22] Command Fusion, where the idea is that a beha-
vior should work with others to find a mutually beneficent solutions, where each 
behavior takes into consideration every possible output with its corresponding ac-
tivation value (positive or negative), and a winner takes all network is use to select 
the winning responses for each behavior. Coupland suggests using two FISs one 
for goal seeking and another for obstacle avoidance. The activation value for each 
of the FIS output will be a Fuzzy set that will be passed to the command fusion 
block to later be defuzzifed and that crisp value pass to the Actuator block, being a 
difference with our proposed control the integration method of the two behaviors. 
The control navigation of a mobile robot is a topic that has been extensively inves-
tigated over the years, the method proposed in this paper is based on the idea that 
separation and the cooperation between key behaviors produces a better result 
than the use of a single behavior and it differs from previous approaches from the 
integration perspective done by a FIS that is in charge of the weighted system, that 
will assign a weight to each response from each controller by each control step 
that is combined to obtain a unified single response to the robot. 

This paper is organized as follows: In section 2 we describe the mobile robot 
used in these experiments, section 3 describes the development of the evolutionary 
method. Section 4 shows the simulation results. Finally, section 5 shows the  
Conclusions. 

2   Mobile Robot 

The particular mobile robot considered in this work. The robot is based on the de-
scription of the Simulation toolbox for mobile robots [26], which assumes a 
wheeled mobile robot consisting of one conventional, steered, unactuated and not-
sensed wheel, and two conventional, actuated, and sensed wheels (conventional 
wheel chair model). This type of chassis provides two DOF (degrees of freedom) 
locomotion by two actuated conventional non-steered wheels and one unactuated 
steered wheels. The Robot has two degrees of freedom (DOFs): y-translation and 
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either x-translation or z-rotation [26]. Fig. 1 shows the robot’s configuration, it has 
2 independent motors located on each side of the robot and one castor wheel for 
support located at the front of the robot. 

 

Fig. 1. Kinematic coordinate system assignments[26] 

The kinematic equations of the mobile robot are as follows: 
 

Eq. 1: The sensed forward velocity solution [26] 

ቌ ஻ܸೣ஻ܸ೤߱஻೥ቍ = 2ܴ݈௔ ൥െ݈௕ ݈௕െ݈௔ െ݈௔െ1 െ1 ൩ ቀ߱ௐభ߱ௐమቁ (1) 

Eq. 2: The Actuated Inverse Velocity Solution [26] 

                       ቀ߱ௐభ߱ௐమቁ = ଵோ(௟మ್ାଵ) ቈെ݈௔݈௕ െ݈௕ଶ െ 1 െ݈௔݈௔݈௕ െ݈௕ଶ െ 1 ݈௔ ቉ ቌ ஻ܸೣ஻ܸ೤߱஻೥ቍ (2) 

Under the Metric system are define as: 
 ஻ܸೣ , ஻ܸ೤Translational velocities [

௠௦ ], ߱஻೥Robot z-rotational velocity [
௥௔ௗ௦ ], ߱ௐభ , ߱ௐభWheel rotational velocities [

௥௔ௗ௦ ], ܴ Actuated wheel radius[m], ݈௔ , ݈௕Distances of wheels from robot's axes [m]. 

3   Navigation Control System 

The proposed control system consists of three main fuzzy blocks, two are behavior 
based and the other one is in charge of the response integration, the behaviors are 
the reactive and tracking blocks, and each one will provide its specific behavior 
that will be combined into one response by the integration block. 
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4   Genetic Algorithms 

The Genetic Algorithm (GA) was applied to each of the design problems, of find-
ing the best fuzzy reactive and tracking controllers [16]; however this paper will 
only focus on the WFIS controller. 

The purpose of using an evolutionary method is to find the best possible con-
trollers of each type and this can be obtained using the GA, as it searches along 
the solution space, combining the attributes from the best controllers in generating 
new ones, this concept taken from the building blocks theory.  

The idea was to optimize the parameters in the Membership Functions, but also 
the number of Membership functions and this means to also optimize the number 
of rules making this a multi objective problem. For this we will take advantage of 
the HGA (Hierarchical Genetic Algorithm) intrinsic characteristic to solve multi 
objective problems.  

The work of the GA was divided in two main modules, one that handles all 
the operations related to the selection and chromosome manipulation, which we 
use for all our controllers that we work on, the other module is the one where 
we evaluated the performance of each chromosome and this part is different on 
each case. With this approach we utilize the generality of the GA and just have 
a specific evaluation method for each controller. Figure 3 shows the 2 main 
modules. 

 

Fig. 3. Genetic Algorithm process 

The GA module is in charge of initializing the population, selecting the chro-
mosomes that will be used for the genetic operations and letting the Evaluation 
Module know which chromosomes are ready to be evaluated and reinserting them 
to the population pool. 
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4.1   Chromosome Encoding  

Each individual on the population will represent a FIS controller, each of which 
will be encoded on a vectorial structure that will have “n” main sections, one for 
each variable (input and output). Each main section will contain 2 subsections 
(control genes, Connection genes). The section and subsection sizes depend on the 
controller that they represent. 

4.2   WFIS Controller 

The function of the WFIS control is to correctly combine the 2 behaviors of track-
ing and reaction and obtain a new global behavior that resembles the same ability 
that we apply when we are driving, that is to react to unexpected objects, but in a 
more basic concept and ability, to the problem that is the navigation of the robot. 
A forward moving behavior response out off the global control is desired. The ob-
jective is to guide the robot through the reference avoiding any collision with any 
obstacle present. It’s not our objective to optimize the robot to find the maze exit, 
we use a closed space where the robot cannot easily wonder off and each wall is 
considered an obstacle to the robot that it must avoid while it moves around. The 
FISs are Mamdani type-1 fuzzy systems [14], each consisting of 3 inputs, which 
are the distances obtained by the robots sensors described on section 2, and 2 out-
puts that are the weights that will be used to integrate the responses of the other 2 
controllers, all this information is encoded into each chromosome.   

4.2.1   Type-1 Fuzzy Weight Controller Chromosome Architecture 

The control genes consist of 5 bit vectors, this will indicate which fuzzy member-
ship is or not active, the connection genes are divided in 5 subsections, 5 is the 
maximum number of membership functions that are allowed per variable, each of 
which can be trapezoidal or triangular membership function, and each of these 
subsection is divided into 2 sections one that indicates the type of the membership 
function and the other the parameters for the function, see Figure 4. 

4.3   WFIS Controller Objective Function 

The WFIS controller performance is measured with the RMSE between the refer-
ence and the robots trajectory. We apply the test three times and take the average, 
on each of the three tests the robot and the reference vertical position is random, 
but we ensure that on one test the robots vertical position is above the reference 
and on another test is below it, we do this to ensure the controller works properly 
for any case the robot may need it when it´s above or below (Figure 5). 

 



Evolutionary Optimization o 

Fig. 4. Type

Fig. 5. 

5   Simulation Resul

For the simulation experi
into two different parts, 
guage with .net 4, where
GUI to setup the GA par
the FIS are created. Whe
know and a modified ver
used to run each test, whe
turned to the GA process
using a SQL server queue

of the Fuzzy Integrator in a Navigation System 2

e-1 WFIS Controller Chromosome Architecture 

Fitness Functions for the WFIS Controller 

lts 

iment the GA and the evaluation process were separate
the generic GA process was developed on the C# lan

e a GA and Fuzzy System library where created with 
rameters, there the GA operations and cycle are run an
en a chromosome is ready to be evaluated it lets Matla
rsion of the Simulation toolbox for mobile robots [26] 
ere the performance is measured and a Fitness value is r
s, and the communication between both process is don
e table. 

27

 

ed 
n-
a 

nd 
ab 
is 
e-
ne 



28 A. Meléndez and O. Castillo 

5.1   WFIS Controller 

For the type-1 WFIS controller, a GA was setup with high number of generations 
and a low value of population size, this because of the large solution space. The 
reasoning behind this is that with a relative small group of individuals it will cover 
focused sections of the solution and can move around the space, A constrain for 
inputs and outputs of maximum 10 and minimum 2 FMS was set, on the outputs, 
the evaluation as described on section 4 is based upon each individual perfor-
mance on the particular maze problem.  

Table 1. Summary of Type-1 WFIS Results 

Membership Chromosome 
Fuzzy Rule 

Chromosome Control  
Genes 

Connections  
Genes 

Representation Binary Real Number Integer 
Population Size 10 

No. of  
Offspring 

3 
 

Crossover One Point One Point  
Crossover Rate 1.0 1.0 

Mutation Bit Mutation 
Random Mu- 

tation 
Shift index  
operation Mutation Rate 0.02 0.02 

GA Parameters 
Generation 1500 
Selection Roulette Wheel with Ranking 

Results 

Rank Fitness 
Active FM’s 

(S1+S2+S3+W1+W2) 
Active Rules 

1 0.2393 (3+4+3+3+3)=16 36 
2 0.2450 (3+4+3+3+3)=16 36 
3 0.2514 (4+5+4+4+3)=20 80 
4 0.2543 (4+3+3+4+3)=17 36 
5 0.2551 (3+4+3+4+3)=17 36 
6 0.2633 (4+4+3+4+4)=19 48 
7 0.2643 (4+3+4+3+5)=19 48 
8 0.2691 (3+3+3+4+3)=16 27 
9 0.2742 (3+3+3+4+3)=16 27 

 
Table 1 shows the GA configuration and the top 9 Results, where we have the 

fitness value and the number of membership functions of each input and output, 
where the S represents the inputs and indicate the sensor number and W the out-
puts and indicate the Weight number, and the total rules that are active on each 
controller.  
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Fig 6 shows the set of 3 tests during the evaluation process of the GA, where 
the red line is the reference, the blue dotted line is robot path on each run and the 
gray squares are obstacle located around the reference path. 

 

Fig. 6. Type-1 WFIS Controller Results 

6   Conclusions 

In this paper we have been able to optimize the Type-1 and Type-2 Reactive and 
Tracking Controllers and developed a GUI to optimize the Fuzzy Inference Sys-
tem, and we are currently working on the Type-1 WFIS Optimization. 

Future work will consist in the Optimization of the WFIS based on a Type-2 
fuzzy system. 
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Abstract. This paper proposes the particle swarm optimization (PSO) of type-2 
membership functions for average approximation of an interval type-2 fuzzy logic 
system (AT2-FIS), the AT2-FIS is synthesized in VHDL code for FPGAs. The 
PSO method considers three objective functions, overshoot, undershoot and steady 
state error because the real application is to control the speed of a DC motor. Sev-
eral experiments were performed to optimize the AT2-FIS in FPGA. Experiments 
were conducted by changing the number of bits for encoding the AT2-FLC in 
VHDL. 

1   Introduction 

Fuzzy inference systems are based on rules; these rules incorporate linguistic va-
riables, linguistic terms and fuzzy rules. The acquisition of rules is not an easy 
task for the expert and is of vital importance in the operation of the controller. The 
process of adjusting these linguistic terms and rules is usually done by trial and er-
ror, which implies a difficult task, and for this reason there have been methods 
proposed to optimize those elements that over time have taken importance, such as 
particle swarm optimization [1]. 

Most of the fuzzy logic applications with physical systems require a real time 
operation, the simple way to implement these systems is to realize them as soft-
ware programs on a personal computer or higher density programmable logic de-
vices, such as the field programmable gate array (FPGA). 

The research of different optimization techniques for type-2 fuzzy systems have 
increased, however there is the problem of runtime, and the runtime decreases 
when the implementation is processed in parallel, as in the FPGA. There are some 
works related to the optimization of a particular problem [4][7][9]. 

This paper explains the design of T2-MFs optimization of the AT2-FLC  
for regulation speed of a DC motor (ReSDCM) in FPGA, based on an a-verage 



34 Y. Maldonado, O. Castillo, and P. Melin 

approximation of intervals of type-2 fuzzy systems method [8]. The main goal of 
this paper is to compare the results (average errors, runtime and resolution for 
number of bits) of the AT2-FLC optimized with PSO. 

The proposed methodology for this paper is to synthesize the AT2-FLC in 
FPGA, the optimized parameters of the T2-MFs are sent to the FPGA, once the 
AT2-FLC was optimized, the optimization process is disconnected from the PC 
and the AT2-FLC is ready for use. Figure 1 shows the methodology diagram used 
for the optimization of T2-MFs for AT2-FLC in the FPGA. 

 

Fig. 1. Fuzzy System for control 

The paper is organized as follows. In section 2 we present an introduction to 
type-2 FISs and the PSO method, in section 3 we present the description of the 
problem, in this case regulation of speed of the DC motor in VHDL for FPGA. 
The AT2-FIS in VHDL code is present in section 4. The design of the PSO  
method for the AT2-FLC for ReSDCM in shown in section 5, the T2-MF optimi-
zation results for AT2-FLC are shown in section 6, finally section 7 offers conclu-
sions about this work. 

2   Type-2 Fuzzy Inference Systems and Optimization Methods 

The interval type-2 fuzzy inference system (IT2-FIS) consist of four stages: Fuzzi-
fication, Inference, Type Reduction and Defuzzification.  
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The fuzzification stage maps a numeric value XXXX p
T

p ≡××∈××=× ...)...( 211
, into 

a type-2 fuzzy set
xA~  in X, where

xA~ is a singleton fuzzy set, if 1/1)(~ =×
xAμ  for '×=×  

and 0/1)(~ =×
xAμ  for all others '×≠×  [2]. 

The inference stage consists of two blocks, the rules and the inference engine, it 
works the same way as for type-1 fuzzy systems, except the antecedent fuzzy sets 
and the consequent are represented by type-2 fuzzy sets. The process consists of 
combining the rules and maps the input to the output (interval type-2 fuzzy sets), 
using the Join and Meet operations [5]. For an IT2-FIS with p inputs 

pp XxXxXx ∈∈∈ ,...,, 2211
 and one output Yy∈ , it is assumed that there are M rules, the 

lth rule in an IT2-FIS and can be written as: 

R1: If x1 is  and lF1
~  and…and xp is l

pF~  , Then y is lG~  (1) 

where l=1,…,M. Once we have the rules is necessary to calculate the operations 
Join(ц) and Meet(п) as well as sup- star composition(), where l=1,…,M. Once 
we have the rules is necessary to calculate the operations Join(ц) and Meet(п) as 
well as sup- star composition()[6]. 

The type reductor stage is used to convert all type- 2 fuzzy sets to type-1 fuzzy 
intervals on the output. There are several methods to calculate the reduced set, 
such as the joint center, center of sums, height, among others.  

The Defuzzification stage consists in obtaining a numeric value for the output. 
Using the COS type reductor, the defuzzification is an average value since the 
range is given by [yl,yr] [6]. 

In the method of average approximation of an interval type-2 fuzzy system 
(AT2-FIS), the AT2-FIS is replaces by a type-2 fuzzy system using the 
average of two T1-FIS, this method [8] is performed as follows: 1. Replace 
each T2-MF for two T1-MFs with different degrees of membership in order to 
obtain the footprint of uncertainty. 2. To replace the type-2 inference stage, 
the inference from each T1-FIS must be obtained. 3. To replace the type-
reduction system and defuzzification stage of the IT2-FIS, we obtain the 
defuzzification of each T1-FIS and the results of the two systems are 
averaged. An IT2-FIS and AT2-FIS can be implemented on a general purpose 
computer, or by a specific use of a microelectronics realization such as the 
FPGA. In this work we use the AT2-FIS for FPGA synthesis. Figure 2 shows 
the block diagram of the AT2-FIS. 

The easiest way to get a design of a type-2 fuzzy system is to use software, the 
problem arises when you have a particular application and the response is not the 
best, this is when there is the need to optimize the original design. There are many 
optimization methods [1][3], such as particle swarm optimization. 

The Particle Swarm Optimization (PSO) is a bio-inspired optimization method. 
PSO finds the optimal solution by simulating social behavior. PSO is developed 
through simulation of birds that come in two-dimensional space, each particle has 
position and speed. 
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Fig. 2. AT2-FIS 

A PSO algorithm maintains a swarm of particles, where each particle represents 
a possible solution. In analogy with the paradigms of evolutionary computation, 
the particles are transported through a multidimensional search space, where the 
position of each particle is adjusted according to their experience and of their 
neighbors, xi (t) represents the position of particle i in the search space at time t, t 
denotes the discrete time. The position of the particle is modified by the addition 
of a velocity vi(t), i.e. the current position [1], Equation 2 shows the position of the 
particle. 

)1()()1( ++=+ tvtxtx iii   (2) 

where xi(0) ~ U(xmin, xmax). The velocity vector reflects both the experimental 
knowledge of the particle and the exchanged social information. The experimental 
knowledge of a particle is often referred to as the cognitive component, which is 
proportional to the distance of the particle from its best position (referred to as the 
best personal position of the particle) found from the beginning. 

PSO can be described as follows, each swarm knows the best position of the 
particle (Plbest) and the best global position of the swarm (Pgbest). The speed of 
each particle can be calculated using the Equation 3 [1]. 

[ ] [ ])()(ˆ)()()()()()1( 2211 txtytrctxtytrctvtv ijjjijijjijij −+−+=+  (3) 
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where vij (t) is the velocity of the particle i from j = 1, ..., nx at time t, xij (t) is the 
position of particle i in dimension j at time t, c1 and c2 are the  positives constants 
acceleration used for cognitive and social components respectively, r1j(t), r2j(t) ~ 
U(0,1), which are random values in the range [0,1]. These random values in the 
algorithm introduce stochastic elements. yij is the Plbest, is associated with the 
particle i, is the best position of the particle, is the best global position of the par-
ticle swarm Pgbest.  

3   Description of the Problem 

This paper proposes the T2-MF optimization with the PSO method for the AT2-
FIS codified to VHDL for FPGA. To validate the optimized AT2-FIS we applied 
the proposed approach to a real problem, such as the regulation of speed of a DC 
motor (ReSDCM). Figure 3 shows the AT2-FLC for ReSDCM. 

 

Fig. 3. AT2-FLC for ReSDCM 

Figure 3 has the following inputs, error (e(t)) and change of error  (e'(t)), and the 
output is the control signal (y(t)), the control objective AT2-FLC is: 

0lim )()( =−
∞→ tt

t
ry  (4) 

where t  is the sampling time. 
The inputs are calculated as follows: 

e(t)= r(t) – y(t)  (5) 

e’(t)= e(t) – e(t-1)  (6) 

The reference signal r(t),  is given by [0,70] revolutions per minute (rpm).  
The uncertainty is represented by: 

randnxyy tt *ˆ )()( +=      (7) 

where x is the uncertainty level factor [0,1]. 
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4   AT2-FIS Design in VHDL Code 

For the design for AT2-FIS in VHDL we used the average approximation for 
interval type-2 fuzzy systems. Below we explain the stages: Fuzzification, 
Inference and Defuzzification. 

4.1   Fuzzification 

We present an algorithm that works with the calculation of the slopes of the trian-
gular and trapezoidal MFs. The main advantages of this algorithm is that it works 
for symmetrical and not symmetrical T2-MFs, the value of the slope is calculated 
on line, therefore is possible to optimize the T2-MF using this method because 
most of the time in the optimization of membership functions not symmetrical T2-
MFs are obtained. A disadvantage of our algorithm is that it only considers mem-
bership functions of triangular and trapezoidal form. 

The procedure of the algorithm is summarized in three steps: calculate the slope 
values, calculate the degree values of the membership functions and send to the 
inference stage the membership degrees and the linguistic terms [7].  

Fuzzification stage has inputs such as error(e=x1) and change of error(de=x2), 
each with three membership functions (Negative Big(NB=”01”), Zero (Z=”10”), 
Positive Big (PB=”11”)),  two trapezoidal MFs and one triangular MF, the un-
iverse of discourse as the degree of membership are designed for 8 bits however, 
we can simply change one variable in the VHDL code to increase or decrease the 
number of bits. The Fuzzification stage has outputs as degree and linguistic terms 
for the error input (g_e1,g_e2,g_e3,e1,e2,e3) and the change of error input 
(g_de1,g_de2,g_de3,de1,de2,de3). 

4.2   Inference 

The inference stage receives the data sent from the fuzzification stage, which are 
labels and the membership degrees of each input are: g_e1, g_e2, g_e3, e1, e2, e3, 
g_de1, g_de2, g_de3, de1, de2, de3, so that multiplexes labels and evaluates the 
rule base and is illustrated in Table 1. 

Table 1. Rule Matrix 
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An example of rules using this codification is: If e  is “PB” and de  is “Z” then 
C (consequent) is BI. For each of these rules the max-min operation is calculated 
[9] of labels (c1, c2, c3, c4, c5, c6, c7, c8, c9) and the firing forces (gc1, gc2, gc3, 
gc4, gc5, gc6, gc7, gc8, gc9) are sent to the defuzzification stage.  

4.3   Defuzzification 

The Defuzzification stage is calculated using the Height´s method as shown in 
Equation 8 [10]. 
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where C is the consequent (firing forces) and o is the consequent tags (labels). 
Once the consequent is calculated using Equation 8 the defuzzification stage sends 
to the output the crisp value. 

The three stages are targeted on a FPGA Xilinx Spartan 3AN XC3S700A de-
vice. Table 2 shows the device utilization summary for these stage, and we can see 
that after having synthesized in VHDL the AT2-FIS there is space is available on 
the FPGA.  

Table 2. Device utilization summary for the Fuzzification (F), Inference (I) and Defuzzifi-
cation (D) stages 

Logic Utili-
zation 

 Used   Available   Utilization (%) 

 F I D F I D F I D 
No. of 4 In-
put LUTs 

5234 181 104 15360 15360 15360 34 1 0 

No. of 
Bonded 
IOBs 

155 153 2057 173 173 15360 99 88 13 

5   Optimization of the Average Approximation of an Interval 
Type-2 Fuzzy Inference System 

We optimized the type-2 membership functions (T2-MFs) of the AT2-FIS with 
PSO. Figure 4 shows the triangular and trapezoidal T2-MFs that are used. 

The design of the AT2-FIS only considers triangular and trapezoidal T2-
MFs for each input and output, and Figure 5 shows the inputs and output  
design. 
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Fig. 4. Triangular and trapezoidal T2-MFs parameters 
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Fig. 5. Inputs and output of the AT2-FIS design 

Figure 5 shows the design of the inputs and output T2-MFs of the AT2-FIS, 
where the universe of discourse and the degrees of membership are divided into 8 
bits (or any number of bits). The parameters of these T2-MFs are moved accord-
ing to the ranges given in Table 3. 

Table 3. T2-MF boundary parameters for each input and output 

Trapezoidal 1 T2-MF Triangular T2-MF Trapezoidal 2 T2-MF 
a0U =  a0L = a1 =0 

 
0 < a2 < 128 

 
a2  < a3U ≤ 128 

 
a2  < a3L < a3L 

0 < b0U < 128 
 

b0U  < b0L ≤ 128 
 

b1 =128 
 

128  < b2U < 255 
 

b2U  > b2L ≤ 255

128 < a0U < 255 
 

a0U  < a0L < 255 
 

a0L  < a1 ≤ 255 

 

a2 =  a3L = a3U = 255 

where U corresponds to the ranges of the upper T2-MFs and L correspond to 
the ranges of the lower T2-MFs. We can see in Figure 5 that the PSO only needs 
to move 10 points (see Table 3) for each input and output instead of 17 points for 
each input and output of Figure 5. In reaching this conclusion, we conducted sev-
eral experiments to test that with only the optimization of 10 points it was suffi-
cient for a better response in the AT2-FIS in a lesser runtime. 
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After designing the AT2-FLC (see section 3) and taking into account their 
characteristics we arrived to the conclusion that the PSO method should be of 
the multiobjective type [3], because is based on evaluating three characteris-
tics, minimum steady state error, minimum overshoot and minimum under-
shoot, and these three characteristics help us to determine the best AT2-FLC 
solution: 

 
a) Minimum overshoot 

       )()(1)()( )min( tttt ryoryif −=→>  

    

(9) 

b) Minimum undershoot 

)()(2 )min( tt ryo −=  

  

(10) 

c) Minimum output steady state error (sse) 


=

−=
1000

201
)()(

t
tt rysse   (11) 

where y(t) is the output of the system and r(t) is reference. The three objective func-
tions are evaluated for fitness evaluation. 

For the optimization of the T2-MFs using PSO, we need to define the number 
of particles in the swarm, the calculation of the position and the initial and final 
velocity, given by Equations 2 and 3.  

The PSO process starts by generating the initial swarm with 10 particles, and 
these particles are evaluated once for initial selection of the best global particle 
(Pgbest) and best local particle (Plbest). If a better particle is found, the T2-MF 
parameters are sent to the AT2-FLC into the FPGA, if  a better particle is not 
found then each one is again updated by equations for the position and velocity of 
the particle. Then the T2-MF parameters are downloaded to AT2-FLC in the 
FPGA, if it meets the convergence criteria (iterations number) then the cycle ends, 
if not fulfilled the optimization cycle is evaluated the particle swarm  by selecting 
the Pgbest and Plbest  well continuing to end the cycle of optimization. Figure 6 
shows the PSO process for the AT2-FLC. 

The initial particles are created randomly respecting the ranges of the T2-MFs 
in Table 3. The particle swarm optimization fits the parameters of the T2-MFs in 
order to find the best AT2-FLC for ReSDCM using Equation 8, Equation 9 and 
Equation 10, which are evaluated in the simulation/implementation FPGA block 
of Figure 6, and for all experiments we used 10 particles. 
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Fig. 6. PSO process for AT2-FLC 
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6   Results 

To demonstrate the performance of the T2-MF optimization for the AT2-FLC for 
ReSDCM in FPGA implementation, we perform several experiments.  

Table 4 shows some results obtained for the T2-MFs with the PSO method, 
each experiment is an AT2-FLC with different T2-MF parameters. Based on  
previous experience we change the C1 and C2 parameters, which are used to calcu-
late the velocity of each particle of the swarm, the number of iterations varies be-
tween 30 and 40, the calculated error is the average error, the time shown is the 
runtime of the optimization. 

Table 4. Results for the T2-MF with PSO for AT2-FLC using FPGA 

No. Iterations C1 C2 Average 
Error

Time(min) 

1 30 0.19 0.19 0.6744 94.6352 

2 30 0.15 0.15 1.1352 171.9780 

3 30 0.2 0.2 0.5955 92.3928 
4 30 0.2 0.2 1.8481 100.2600 

5 30 0.21 0.21 0.8050 92.3712 
6 30 0.25 0.2 1.1345 92.5114 
7 30 0.25 0.25 1.5162 100.1839 
8 30 0.2 0.19 0.6786 92.2988 
9 30 0.2 0.19 1.1669 92.5059 
10 30 0.1 0.1 1.0780 72.7945 
11 30 0.1 0.1 1.0224 173.1366 
12 30 0.2 0.3 1.5601 98.2220 
13 30 0.1 0.09 1.3637 104.2218 
14 30 0.1 0.09 0.9950 161.7849 
15 30 0.1 0.09 1.1246 88.7282 
16 30 0.1 0.08 0.9102 104.0216 
17 30 0.09 0.09 0.6164 115.9914 
18 30 0.09 0.09 1.3634 172.9863 

19 30 0.09 0.08 1.2134 132.1412 
 

 
For this set of experiments the best AT2-FLC was obtained for experiment No. 

3, because it has a lower average error. Figure 7 shows the speed of the DC motor 
(30 rpm) for the AT2-FLC of experiment No. 3. 
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Fig. 7. Speed DC motor of the AT2-FLC 

Figure 8 shows the T2-MFs of the inputs and output for experiment No. 3. 

 

 

Fig. 8. T2-MFs for inputs and output of the AT2-FIS for ReSDCM 

We present a comparison of the best AT2- FLC optimized with PSO (Experiment 
No.3). The main objective is to apply uncertainty (Equation 7) to AT2-FLC for 
ReSDCM, in this case we are making comparisons to a desired speed of 40 rpm. 
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Table 5 shows the comparison of the AT2-FLC (Experiment No.3) adding dif-
ferent levels of uncertainty. 

Table 5. Comparison of the best AT2-FLC optimized with PSO 

No. Uncertainty level 
(x) 

Average 
Error 

1 0 0.5955 

2 0.001 0.6940 
3 0.005 0.7905 

4 0.008 0.8386 

5 0.05 0.7785 
6 0.08 0.7972 

7 0.1 0.9673 

8 0.5 1.1724 

9 0.8 1.3158 

10 1 1.6142 

The idea of applying uncertainty to the AT2-FLC is to check its robustness of 
this controller. Figure 9 shows the speed of DC motor for AT2-FLC optimized 
with PSO for different levels of uncertainty. 

 

Fig. 9. AT2-FLC optimized with PSO at 40 rpm for different levels of uncertainty 

Figure 10 shows a graphical comparison of the average errors of the AT2-FLC 
optimization using the PSO in 19 different experiments. 
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Fig. 10. Average errors for PSO method for AT2-FLC 

In Figure 10, we calculated the mean of average error for all experiments, in 
this case the PSO method has an average error of 1.0948. 

Figure 11 shows a graphical comparison of the runtime of the AT2-FLC 
optimization using the PSO in 19 different experiments. 

 

Fig. 11. Runtime for PSO method for AT2-FLC 

Of the runtime of the PSO obtained in Figure 10, we calculated the mean of 
the runtime, in this case the PSO method has a runtime of 113.3244 min. 

Experiments were conducted with different resolutions of the VHDL codifica-
tion for AT2-FLC with PSO optimized, in this case we use 8, 10, 14, 16, 20 and 
24 bits. The Table 6 shows the results obtained of the AT2-FLC with PSO optimi-
zation for ReSDCM at 30 rpm for different number of bits.  
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Table 6. Comparison of the best AT2-FLC optimized with PSO for different number of bits 

Resolution (Bits) Average Error 
8 0.5955 

10 0.3976 
14 0.1917 
16 0.1917 
20 0.1917 
24 0.1917 

 
In Table 6 we can see that after 14 bits, the average error does not change, this 

is because the AT2-FLC performed operations with floating point and it is likely 
after a certain number of bits some data can not be considered. 

Figure 12 shows the comparison of the speed of the DC motor for different 
numbers of bits. 

 

Fig. 12. Comparison of the speed DC motor for different number of bits 

Figure 13a and Figure 13b show a zoom to observe the difference between 
speeds DC motor with different resolution for AT2-FLC at 30 rpm. In Figure 13b 
we notice the speed DC motor for 8 bits and 24 bits, other speeds are not appre-
ciated because they have that the same average error as the speed of the DC motor 
for 24 bits. 
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a b 

Fig. 13. Comparison of the speed DC motor for different number of bits 

In Figure 13b we have a close-up to get a better vision of the behavior of the 
speeds, we see that the speed of the DC motor for 8 bits has a lower time delay 
compared to the others, however the others speeds of the DC motor have a lower 
average. 

7   Conclusions 

In this paper, an average approximation of an interval type-2 fuzzy system was 
proposed for hardware implementation. In this particular case, to be implemented 
into a FPGA.  

For all the experiments, it was considered that the common goal of controlling 
the speed of the DC motor in a FPGA.  

Our goal is to achieve an optimized AT2-FLC with a small runtime, for this 
reason the fuzzy rules are not changed and we propose an optimization for T2-
MFs, where only some of these parameters are modified. 

An AT2-FLC implementation based on a Xilinx Spartan 3AN FPGA was pro-
posed. We have shown the device utilization for FPGA, these results are encour-
aging because they allows us to introduce of more T2-MFs and fuzzy rules, in 
other words, a more complex AT2-FLC to obtain a better result, but this would in-
crease the runtime.  

We used different numbers of bits for VHDL codification for AT2-FLC, reach-
ing the conclusion for to our particular application, which is the regulation speed 
of DC motor, the use of 14 bits is the best option because the error decreases 32% 
compared with the 8 bits initially used in the implementation. 
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Abstract. In this paper a method to design modular fuzzy controllers using 
genetic optimization is presented. The method is tested with a problem that 
requires 5 individual controllers. Simulation results with a genetic algorithm for 
optimizing membership functions of the 5 controllers are presented. Simulation 
results show that the proposed modular control approach offers advantages over 
existing control methods. 

1   Introduction 

This paper focuses on the field of fuzzy logic and control area, these areas can 
work together to solve various control problems. The problem of water level 
control for a 3 tank system is illustrated. This control is carried out by controlling 
5 valves whose outputs are the inputs to the 3 tanks. The main idea in this paper is 
to apply a genetic algorithm to optimize the membership functions of the 5 
controllers. Each controller has to open and close one of the valves. To control 
each of the valves we have 5 type-1 fuzzy systems and each fuzzy system has to 
control one valve of the 3 tanks. After that, the simulation is carry out using type-1 
fuzzy systems, then genetic algorithms are used to optimize the 5 controllers. 
Finally results are presented and compared. 

The rest of the paper is organized as follows: In section 2 some basic concepts 
to understand the work are presented, Section 3 shows a case study, problem 
description and results are presented and finally in Section 4 conclusion is shown. 

2   Background and Basic Concepts 

In this section some basic concepts needed for this work are presented. 

2.1   Genetic Algorithm 

Genetic algorithms (GAs) were proposed by John Holland in the 1960s and were 
developed by Holland and his students and colleagues at the University of 
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Michigan in the 1960s and the 1970s [2][3]. In contrast with evolution strategies 
and evolutionary programming, Holland's original goal was not to design 
algorithms to solve specific problems, but rather to formally study the 
phenomenon of adaptation as it occurs in nature and to develop ways in which the 
mechanisms of natural adaptation might be imported into computer systems 
[13][17]. Holland's 1975 book Adaptation in Natural and Artificial Systems 
presented the genetic algorithm as an abstraction of biological evolution and gave 
a theoretical framework for adaptation under the GA [4][5]. A GA allows a 
population composed of many individuals to evolve under specified selection rules 
to a state that maximizes the “fitness” [15]. Holland's GA is a method for moving 
from one population of "chromosomes" (e.g., strings of ones and zeros, or "bits") 
to a new population by using a kind of "natural selection" together with the 
genetics inspired operators of crossover, mutation, and inversion [16]. Each 
chromosome consists of "genes" (e.g., bits), each gene being an instance of a 
particular "allele" (e.g., 0 or 1) [12][10]. The selection operator chooses those 
chromosomes in the population that will be allowed to reproduce, and on average 
the fitter chromosomes produce more offspring than the less fit ones [26]. 
Crossover exchanges subparts of two chromosomes, roughly mimicking biological 
recombination between two single chromosome ("haploid") organisms; mutation 
randomly changes the allele values of some locations in the chromosome; and 
inversion reverses the order of a contiguous section of the chromosome, thus 
rearranging the order in which genes are arrayed. (Here, as in most of the GA 
literature, "crossover" and "recombination" will mean the same thing.) [7][14]. 
Some of the advantages of a GA include: Optimizes with continuous or discrete 
variables, doesn’t require derivative information, simultaneously searches from a 
wide sampling of the cost surface, deals with a large number of variables [11][27]. 

A typical algorithm might consist of the following: 

1. Start with a randomly generated population of n l−bit chromosomes 
(candidate solutions to a problem). 

2. Calculate the fitness ƒ(x) of each chromosome x in the population. 
3. Repeat the following steps until n offspring have been created: 

• Select a pair of parent chromosomes from the current population, the 
probability of selection being an increasing function of fitness. 
Selection is done "with replacement," meaning that the same 
chromosome can be selected more than once to become a parent. 

• With probability Pc (the "crossover probability" or "crossover rate"), 
cross over the pair at a randomly chosen point (chosen with uniform 
probability) to form two offspring. If no crossover takes place, form two 
offspring that are exact copies of their respective parents. (Note that 
here the crossover rate is defined to be the probability that two parents 
will cross over in a single point. There are also "multipoint crossover" 
versions of the GA in which the crossover rate for a pair of parents is 
the number of points at which a crossover takes place.) 

• Mutate the two offspring at each locus with probability Pm (the mutation 
probability or mutation rate), and place the resulting chromosomes in 
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the new population. If n is odd, one new population member can be 
discarded at random. 

• Replace the current population with the new population. 

Go to step 2 [28][29]. 

2.2   Fuzzy System 

The idea of fuzzy systems appeared very early in the literature of fuzzy sets; it was 
originated by Zadeh (1965). The concept of a fuzzy system is intimately related to 
that of a fuzzy set. En order to make our discussion self-contained, it will be 
helpful to begin with a brief summary of some of the basic definitions pertaining 
to such sets. Research on fuzzy systems seems to have developed in two main 
directions. The first is rather formal and considers fuzzy systems as a 
generalization of nondeterministic systems. These have been studied within the 
same conceptual framework as classical systems. This approach has given birth to 
a body of abstract results in such fields as minimal realization theory and formal 
automata theory, sometimes expressed in the setting of category theory. The 
system is considered over a given period during which inputs, outputs, and 
relations may change [26][11].  

A system will be called fuzzy as soon as inputs or outputs are modeled as fuzzy 
sets or their interactions are represented by fuzzy relations. Usually, a system is 
also described in terms of state variables. In a fuzzy system a state can be a fuzzy 
set. However, the notion of a fuzzy state is quite ambiguous and needs to be 
clarified. Note that generally a fuzzy system is an approximate representation of a 
complex process that is not itself necessarily fuzzy [18][19]. According to Zadeh, 
the human ability to perceive complex phenomena stems from the use of names of 
fuzzy sets to summarize information [20]. The notion of probabilistic system 
corresponds to a different point of view: all the available information at any time 
is modeled by probability distributions, built from repeated experiments. A fuzzy 
system can be described either as a set of fuzzy logical rules or as a set of fuzzy 
equations [21][22]. Fuzzy logical rules must be understood as propositions 
associated with possibility distributions in the sense of l.E. For instance, “if last 
input is small, then if last output is large, then current output is medium”, where 
“small” is a fuzzy set on the universe of inputs, and “medium” and “large” are 
fuzzy sets on the universe of outputs [23][24] . Let ut , yt, and st denote 
respectively the input, output, and state of a system S at time t. U, Y, S are 
respectively the set of possible inputs, outputs, and states [25][30].  Such a system 
is said to be deterministic if it is characterized by state equations of the form: 

                               
(1)

 

s0  is called the initial state;  and Ω are functions from U X S and from S to S 
and Y, respectively. S is said to be nondeterministic if  St+1 and / or Yt, are not 
uniquely determined by Ut  and St  [31][1]. Let St+1 and Yt be the sets of possible 
values of St+1 and Yt, respectively, given Ut, and St. St+1 and Yt, may be understood 
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as binary possibility distributions over S and Y, respectively. In some cases a fuzzy 
system is used to control complex problem to obtain better results [8][9][6]. 

3   Case Study 

In this Section the problem description is presented and results are shown. 

3.1   Problem Description 

In this work the case study considers the problem of water level control for a 3 
tanks system where the 3 tanks include valves that are opened or closed, these 
valves must be well controlled to give the desired level of water in each of the 
three tanks. The end tanks have a valve that fills and in the middle of the 3 tanks 
there are two valves that control the water level between tanks 1 and 2, and tanks 
2 and 3. The water tank 3 has a valve to output more water flow, the case 
study model is made in simulink and has three inputs (tank 1, tank2 and tank3), 
and these entries correspond to the existing water levels in tank 1, tank2 and 
tank3.  The outputs of the model made in simulink has five valves, which provide 
water (v1 and v2) valves that are interconnected tanks (v13 and v32) and finally 
the exit valve is responsible for the drainage of the three tanks (v20).  The problem 
is shown in Figure 1. 

 

Fig. 1. Water control of 3 tanks 

3.2   Type-1 Fuzzy System 

For this case study was necessary to use fuzzy systems to realize the simulation, 
each fuzzy system has one or two inputs depend on the valve. Valves that are 
between 2 tanks using 2 inputs ( tank1 and tank2 or tank2 and tank3). The outputs 
are the valves, in total 5 fuzzy system was use in this problem. The fuzzy systems 
are shown in Figures 2 to 6. 

 

V1 

V13 V32

V2 

V20 
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Fig. 2. Fuzzy system to control valve 1 

 

 

Fig. 3. Fuzzy system to control valve 13 
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Fig. 4. Fuzzy system to control valve 32 
 

 

Fig. 5. Fuzzy system to control valve 2 

 

Fig. 6. Fuzzy system to control valve 20 
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Fig. 7. Simulation plant 
 

 

Fig. 8. Simulation plant showing inputs and outputs 

 
Having created the fuzzy systems, the simulation was performed using the 

Matlab programming language. The simulation plant is shown in Figures 7 to 8. 
The simulation was carried out using the fuzzy system shown before, the 

membership functions used in this case was triangular, Gaussian and trapezoidal. 
The results with type-1 fuzzy system are presented in Tables 1 to 3. 
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Table 1. Results for the simulation plant using triangular membership functions 

Using Triangular 
Membership Function Error 

valve 1 0.9246 

valve 13 0.9278 

valve 2 0.9278 

valve 20 0.9279 

valve 32 0.8341 
 

Table 2. Results for the simulation plant using Gaussian membership functions 

Using Gaussian 
Membership Function Error 

valve 1 0.898 

valve 13 0.8994 

valve 2 0.8994 

valve 20 0.8995 

valve 32 0.8463 
 
 

Table 3. Results for the simulation plant using trapezoidal membership functions 

Using Trapezoidal 
Membership  Function Error 

valve 1 0.9522 

valve 13 0.9551 

valve 2 0.9504 

valve 20 0.9551 

valve 32 0.8233 

3.3   Genetic Algorithm 

After obtaining the previous mentioned results, genetic algorithm optimization 
was performed. The genetic algorithm is used to optimize the membership 
functions of each fuzzy system (inputs and outputs). In the genetic algorithm the 
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membership functions of  the 5 controllers were optimized, In the algorithm the 
error of each controllers is taken and finally the results of each controller were 
added, and  final results is divided between the number of the controllers. The 
fitness function is shown in next equation: 

  

(2)

 

Where YREF is the reference, YFS is the output of the controller and n is the 
number of point used in comparison. Error C1 is the error of control 1 to N, and N 
in the number of the controllers. 
The parameters used in the GA are:  

 Generations: 20 
 Individuals: 25 
 Selection: Roulette  
 Crossing point  
 Discrete mutation Pm: 0.2  

After the use of  the genetic algorithm the results obtained in the simulation are 
shown in Table 4. 

Table 4. Results for the simulation plant using triangular membership functions and genetic 
algorithm 

Error using triangular membership functions and  genetic 
algorithm 

Valve 13 Valve 1 Valve 20 Valve 2 Valve 32 

0.109 0.1146 0.0939 0.2077 0.218 

0.131 0.1228 0.1329 0.1861 0 

0.119 0.1275 0.111 0.239 0 

0.115 0.1116 0.1092 0.2216 0 

0.109 0.0908 0.1191 0.214 0 

0.109 0.1132 0.0954 0.1922 0 

0.117 0.1225 0.1003 0.1853 0 

0.107 0.1102 0.1146 0.1938 0 

f(y)= =

f(y) = 
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Table 4. (continued) 

0.105 0.0993 0.0851 0.2428 0 

0.125 0.1196 0.113 0.1433 0 

0.123 0.1191 0.1394 0.246 0 

0.115 0.1114 0.091 0.1539 0 

0.117 0.1231 0.101 0.1818 0 

0.107 0.1444 0.0661 0.1366 0 

0.117 0.1225 0.1003 0.1853 0 

  
The above table shows a lower error in comparison with only using a  type-1 

fuzzy  system. 

4   Conclusions 

A benchmark problem was used to test the proposed approach and based on the 
obtained results we can say that to achieve control of the present problem, a 
genetic algorithm  is a good alternative to obtain a good fuzzy controller.  

When a complex control problem is at hand, we start working on the case 
study, once results are obtained with type-1 fuzzy systems is a good choice to 
use a genetic algorithm for  optimizing membership functions of inputs 
and outputs of the controllers and to obtain better control as was the case in this 
control problem. In the moment when genetic algorithm was use results were 
better that type-1 fuzzy system, this is possible because in the moment that genetic 
algorithm is employed, it moves the parameters of the membership functions and 
the problem has more options to control de valves and the genetic algorithm is 
evaluated to obtain the best fuzzy system to control the open and close valves and 
this is why better results are obtained by optimizing the membership functions. 
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Abstract. Fuzzy logic handles information imprecision using intermediate expres-
sions to define assessments. Fuzzy Systems are intelligent models whose main ap-
plication has been in Control Engineering applications. Stability is one of the most 
important issues of control systems. This determines the system to respond in an 
acceptable way. This work is based on the fuzzy Lyapunov synthesis in the design 
of fuzzy controllers, to verify the system’s stability. The stability will be studied 
on Mamdani and Sugeno fuzzy systems .The case study presented is a system of a 
cylindrical tank of water, where we aim to maintain a certain level of water, which 
is regulated through the controls applied to the water outlet valve of the tank. The 
method is also tested using an inverted pendulum, which is an unstable system, 
which can fall at any time unless an appropriate force is applied control. 

1   Introduction 

One of the main areas of application of fuzzy logic has undoubtedly been the au-
tomatic process control, mainly due to the special feature of fuzzy systems that 
operate in the same numerical and linguistic framework. 

Fuzzy systems have shown ability to resolve problems on several application 
domains. At present time, there is a growing interest to improve the fuzzy systems 
with learning and adaptation capacities. 

Fuzzy systems have been successfully applied to classification problems, con-
trol and in a considerable amount of applications. On most of the cases, the key to 
success has been the ability of the fuzzy systems of incorporate human expert’s 
knowledge.   

One of the main problems that man has come across to in the study of the 
theory of dynamic systems control, is the stability problem. Throughout the years 
several criterions have been developed to evaluate the stability in the fuzzy  
controllers.  

An effective method to create stable fuzzy controllers is the use of fuzzy Lya-
punov synthesis method, where we can design the linguistic rules bases of such 
controllers. 
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With time, some methods were formalized, such as the fuzzy Lyapunov synthe-
sis [1] to measure the stability of the only control systems that were applied until 
the end of the 90s, which are the Type-1 fuzzy control systems. 

In this work, the proposed method of fuzzy Lyapunov synthesis is described, 
with emphasis on its application to the systematic design of fuzzy controllers, 
where the objective is to achieve the stability in such controllers using this me-
thod. Where is shown that as the fuzzy Lyapunov synthesis it’s a valid tool for 
evaluate the stability in Type-1 fuzzy control systems.  

In this work the results for the design of FLC (fuzzy logic controller-FLS) ap-
plying fuzzy Lyapunov synthesis are presented, a concept that is based in the 
computation with words paradigm [6], with the purpose of provide evidence of the 
systems strength.  

Also, this work we present a dynamic model for the study cases, such method 
will guarantee the stability when applied to the water tank case and the inverted 
pendulum. 

2   Type-1 Fuzzy Sets and Systems  

The Fuzzy sets are defined based on the operating characteristics of systems. A 
fuzzy set in the universe U is characterized by the membership function A (x) which 
takes the interval [0, 1], unlike classical sets take the value zero or one {0, 1}.  

The formal definition of a fuzzy set and membership function is as follows:  
"If X is a collection of objects denoted generically by x, then a fuzzy set in X is 

defined as a set of ordered pairs" 
The fuzzy set can be represented by: 

     A =  ሼ(µA (x), x) / x ε Uሽ (1) 

Where μA (x) is the degree of membership. The membership functions for the 
fuzzy set A. 

A membership function with parameters p (x) the element x is a follows: 

        μA(x) =  μA(pଵ(x), pଶ(x), … , p୬(x))    (2) 

An enumeration of pairs defined on discrete elements of the set is as follows: 

ܣ    = ∑ ௫∈௎ܺ/(ݔ)஺ߤ                            (3) 

Where  is not a sum, but an aggregation of pairs, and μA(x)/X does not represent 
any ratio, but a couple (possible/ cell). 

Each fuzzy system is associated with a set of rules with regard to IF-THEN lin-
guistic interpretations and can be expressed as follows: 

            R୫: If uଵ is  Aଵౣ and … u୮ is A୮ౣ. Then v es B୫   (4) 

With m = 1,2, ... M 
And where A୫and  B୫ are fuzzy sets in U ∁ R (real numbers) and 

V ∁ R respectively, u= (uଵ,uଶ, … u୬,) 



Designing Systematic Stable Fuzzy Logic Controllers by Fuzzy Lyapunov Synthesis 65 ∈ UଵxUଶx … xU୬andv ∈ V.  andx = xଵ,xଶ, … , x୬ ∈ Ue and ∈ V are the specific 
numerical values of u and v, also respectively. 

A Mamdani fuzzy system consists of 4 basic elements: the fuzzifier, the rule 
base, the knowledge base and inference system defuzzifier. While in the Sugeno 
fuzzy system the rule base operates differently than the Mamdani systems because 
the consequent of these rules is no longer a linguistic label but is a function of in-
put that has the system at any given time. 

3   Overview of the Problem 

3.1   Description of Then of the Water Tank 

Let us consider the problem of designing a stable fuzzy controller (FLC) for a cy-
lindrical water tank, based on a Takagi-Sugeno controller. 

The tank has an inlet and outlet pipe. It can change the valve controlling the 
water that is entering, but the flow going out depends on the diameter of the outlet 
pipe (which is constant) and the pressure in the tank (which varies with the level 
of water). The system has many nonlinear characteristics. 

A controller for the water level in the tank needs to know the current water lev-
el and needs to be able to calibrate the valve. The input to the controller is the er-
ror in the water level (the desired water level minus the current water level) and its 
output is the velocity at which the valve opens or closes. 

3.1.1   Dynamic Model 

The dynamic behavior of the system is governed by the following differential equ-
ation:                   xሶ = q (t)– p (x)u (5) 

where: xሶ : Change in the amount of water in the tank. 
q (t): is the flow of water entering the tank. 
u: is the variable that controls both opening the drain valve. 
p (x)u: is the flow of water leaving the tank. 

The aim is to design the rule base for constructing a fuzzy controller: 

                                                       u = u (x; pୱ, qୱ  )                                            (6) 

x: is the quantity of water in the tank pୱ: is the nominal output steady flow of water. qୱ: is the nominal steady flow of water intrusion. 

Capable of regulating the amount of water in the tank x (t) to a desired nominal 
amount  xୱ: 

                                                        x(t)   ՜ xୱ                                                      (7)  
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The system has three modes of operation: x is low, x is normal and x is high. 

3.1.2   Stability Analysis 

To consider fuzzy Lyapunov synthesis, we assume the following: 

• We assume that the functional relationship (5) is known. 
• But p (x) is not known explicitly and the only knowledge we have of p 

(x) is: p (x) ≥0 for all x. 
• The value pୱ= p (xୱ) is known. 

Theorem 1 (Asymptotic stability [3])  
An equilibrium point x = 0 is asymptotically stable at ݐ = ݐ଴ if 

1. x = 0 is stable, and 
2. x= 0 is locally attractive; i.e., there exists (0ݐ)ߜ such that  

                                            ԡ(0ݐ)ݔԡ ൏ ߜ  ֜ lim௧՜∞(ݐ)ݔ =  0.                             (8) 

Consider the nonlinear system with an equilibrium point at the origin, f(0)=(0) 
then the origin is asymptotically stable if there exists a scalar Lyapunov function 
V(x) with continuous partial derivatives such that 

• V(x) is positive definite 
• Vሶ  (x) is negative definite 

To determine the rules of control in each of the three modes, the fuzzy controller 
design proceeds as follows.  

Let us introduce the Lyapunov function candidate. 

                                                            V = ଵଶ (x െ xୱ)ଶ                                          (9)  

Differentiating V we have: 

                              Vሶ = (x െ xୱ)xሶ  = (x െ xୱ)(q(t) െ p(x)u)                           (10) 

Negative equation for each mode of operation and stability to the tank system, so 
we need to be met: 

                                                                      Vሶ ൏ 0                                             (11) 
                                                                       Vሶ ൑ 0 

If x is low, then (x െ xୱ)< 0, therefore negative for Vሶ  we need (q (t)> p (x) u) is 
fulfilled. 

But we know that q(t) and p (x) are non-negative, so we set, u = 0. 
If x is high, then (x െ xୱ)>0,   thus making Vሶ  negative needs that q(t) ൏   ݑ(ݔ)݌

is met   and set u =  u୫ୟ୶ where u୫ୟ୶is the openness of the outlet valve. 
For the last case when x is normal, when designing the Takagi-Sugeno fuzzy 

controller, each rule is given by the following fuzzy rule as follows u =  kଵ x + kଶ for some constant k1, k2. Substituting u =  kଵ x + kଶ in the fuzzy control 
system we obtain: 
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The first term in the case of (kଵp(x)(x െ x ଶ)ଶ) is not positive for any kଵ>0. 
Therefore, to make negative Vሶ  is needed to clear the second term that is q(t) െp(x)(kଵxୱ + kଶ) = 0, or it could be kଶ=

୯(୲)୮(୶) െ kଵxୱ. Then q(t) െ p(x)are un-

known, we approach using qୱ  and pୱ therefore we obtain kଶ=
୯౩୮౩ െ kଵxୱ 

Then we have that when x is normal, u =  kଵx + kଶ =  kଵx + ୯౩୮౩ െ kଵxୱfor 

some constant kଵ ൐ 0. 
Recall that the outlet valve of the tank water is not always negative, that is, al-

ways leaving at least a minimum amount of water, kଵtherefore be fulfilled: kଵ = (0 െ xୱ) + ୯౩୮౩ ൒ 0,   or:  

                                                             kଵ ൑ ୯౩୮౩୶౩                                                    (13) 

In summary, using Fuzzy Lyapunov synthesis we obtain the following rules of 
Takagi-Sugeno control for the water tank system. Where now the output linguistic 
variables are as shown below: 

• If x is low then u =  0 
• If x normal then u =  (x – xୱ)  + ୯౩୮౩ 

• If x high then u = u 

Using Fuzzy Lyapunov synthesis and fuzzy control rules Takagi-Sugeno type 
obtained for the System Water Tank, help us reach the Mamdani type rules where 
the problem statement in terms of the input variable would be virtually same, that 
is, the input variables are given in linguistic variables and x is the amount of water 
in the tank which as noted may be low, normal or high and now add a further input 
variable, which will flow_current call and this variable can be negative or positive, 
this depends on the nominal steady flow denoted by qୱinput. Now as for the 
output variables there is a difference with the Takagi-Sugeno type controller 
where the output variables are mathematical functions such as: If x is normal then u = kଵ(x െ xୱ) +  ୯౩୮౩ 

The Conditions can be converted to fuzzy rules as follows: 

• Si x is low then ݑ =  0 
• Si x is normal then ݑ = (௦ݔ – ݔ)  + ௤ೞ௣ೞ   

• Si x is high then ݑ =  ݑ 
(14) 

• IF  nivel  is low THEN valve is close_fast 
• IF nivel  is normal THEN valve is no_change   
• IF nivel  is high THEN valve is open_fast 

(15) 
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3.2   Description of the Inverted Pendulum 

The Inverted Pendulum plant consists of a cart and a pendulum. The regulator's 
objective is to move the cart to its commanding position, without causing the pen-
dulum to tip over. 

3.2.1   Dynamic Model 

The inverted pendulum control has a huge variety of problems that have made it 
one of the concrete systems for testing control laws discussed in more recent 
times. In the inverted pendulum control there are basically two problems: the 
problem of local stability around the equilibrium position, which is analogous to 
the problem of the juggler who intends to keep a stick in the tip of a finger, and 
the problem of lifting the pendulum from its rest position to the position where it 
is kept straight upwards. 

Let us consider the problem of designing a stable fuzzy controller for the well-
known inverted pendulum problem. The state variables are as follows [9]: xଵ =  θ- The angle of the pendulum, and xଶ = θሶ  - Angular velocity 

The system dynamic equations, which are assumed unknown, are shown below: 

                                                                xሶ ଵ =  xଶ                                         (16) xሶ ଶ = f(xଵ, xଶ) +  g(xଵ, xଶ)u 

Where:  

                                    f(xଵ, xଶ) = ଽ.଼ ୱ୧୬ ୶భି ౣౢ౮మమౙ౥౩౮భ౩౟౤౮భౣౙశౣ୪൬రయିౣౙ౥౩మ౮భౣౙశౣ ൰                                      (17) 

mୡ: is the mass of the carriage 
M: is the mass of the rod 
l: the length of the rod 
U: is the applied force (control). 

3.2.2   Stability Analysis 

To apply fuzzy Lyapunov synthesis, we assume the following: 

• The system has two degrees of freedom, θ and ߠሶ   for us ݔଵand ݔଶcalled 
respectively. Therefore ݔሶ ଵ =  .ଶݔ 

-ሶଶ is proportional to the control signal u, that is, when u increases (deݔ •
creases) ݔሶଶincreases (decreases). 

Theorem 1 (Asymptotic Stability [3]). An equilibrium point  x = 0 is asymptoti-
cally stable at t = t଴ if 

1 x = 0 is stable, and 
2 x = 0 is locally attractive; i.e., there exists δ(t0) such that 
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                                        ԡx(t0)ԡ ൏ ֜ ߜ  lim୲՜∞  x(t) =  0                             (18) 

Consider the nonlinear system with an equilibrium point at the origin, f(0)=0 then 
the origin is asymptotically stable if there exists a Lyapunov function V (x) with 
continuous derivatives such that: 

• V(x) is positive definite  
• Vሶ  (x) is negative definite 

The fuzzy controller design proceeds as follows. 
Let us introduce the Lyapunov function candidate V൫xଵ,xଶ൯ = ଵଶ (xଵଶ + xଶଶ)         (19) 

which is positive-definite and radially unbounded function. The time derivative 
ofV൫xଵ,xଶ൯  results in: Vሶ = xଵxሶ ଵ + xଶxሶ ଶ = xଵxଶ + xଶxሶ ଶ               (20) 

To guarantee stability of the equilibrium point we require that: xଵxଶ + xଶxሶ ଶ ൏ 0             (21) 

We can now derive sufficient conditions so that inequality (21) holds: If and have 
opposite signs, then and (21) will hold if; ifxଵ and xଶare both positive, then xଵxଶ ൏ 0 (21) will hold if xሶ ଶ = 0; xଵif xଶand are both negative, then (21) will 
hold if  xሶ ଶ ൏ െxଵ; if xଵ and xଶ are both negative, then (21) will hold if xሶ ଶ ൏ െxଵ. 

Can clearly see that V is positive definite. 
With this knowledge about the system, we can now derive sufficient conditions 

to ensure that (20) is fulfilled, these conditions can be viewed as follows: 
 

• If xଵ and xଶhave opposite signs, then  xଵ xଶ and (21) is satisfied if  xሶ ଶ = 0 
• If xଵ and xଶ and are both positive, (21) is satisfied if xሶ ଶ = െxଵ 
• If xଵ and xଶ and are both negative, (21) is satisfied if xሶ ଶ = ൐  െxଵ 
 

Conditions can be transferred from conditions for them to be converted to fuzzy 
rules created, are as follows: 

 

• IF xଵis positive AND  xଶ is positive, THEN xሶ ଶ is negative big 
• IF xଵis negative AND  xଶis negative, THEN xሶ ଶ is positive big 
• IF xଵis positive ANDxଶis negative, THEN xሶ ଶis zero 
• IF xଵis negative AND xଶis positive, THEN xሶ ଶiszero 
 

It is important to note that the partitions or fuzzy granulation xଵ, xଶand u elegantly 
derive the expression (19), because V = xଶ(xଵ + xሶ ଶ), and as we need Vሶ  is nega-
tive, it is natural to examine the signs of xଵand  xଶ, therefore, the obvious fuzzy 
partition is positive, negative. The partition for xଶ or u called large negative, zero, 
positive big is obtained in a similar way when we give linguistic values positive or 
negative for xଵand xଵin (20). 
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To ensure that xሶ ଵ ൏ െxଵ y xሶ ଶ ൐ െxଵ  is satisfied even if we do not know the 
exact magnitude of xଵ,only that it is positive or negative, we must give xሶ ଶ or  u 
large negative values and large positive. 

Obviously, we can also start a predefined partition given to the linguistic va-

riables and then try to understand each value in the expression for ܸ ሶ  you're using 
and from this find the rules, which is a somewhat more complex task. 

Either way, whatever is done first, so far we have shown that the Fuzzy Lyapu-
nov synthesis [5] transforms the classical Lyapunov approach from the world of 
conventional mathematics to the world of fuzzy system or the Computing with 
Words paradigm [10]. 

4   Results for Case 1 

We show in this section the simulations of the dynamic model of the plant the wa-
ter tank.  

A controller for the water level in a tank has to know the current water level has 
to be able to set the valve.  

The controller input is the water level error (desired water level minus the ac-
tual water level), and its output is the speed at which the valve opens or closes. 

We can change the valve controlling the water flow, but the output rate depends 
on the diameter of the outlet pipe (which is constant) and the pressure in the tank 
(which varies with the level of water). The system has some very nonlinear  
characteristics.  

4.1   Mamdani Fuzzy Controller 

Simulation results for the Mamdani fuzzy controller are shown in Figures 1 and 2. 

 

Fig. 1. Set membership functions for Type-1 Mamdani if the water tank 
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6   Results of the Statistical Test 

In each case, a procedure was developed, which was performed statistical tests "Z 
score", to test the validity of stability for cases where the Mamdani and Sugeno 
fuzzy controllers, which allowed the claim about a population parameter, this me-
thod is called a hypothesis test for the sample. 

6.1   Statistical Test Results for Case 1 Mamdani 

Shows descriptive statistics for hypothesis testing, the method of Lyapunov Mam-
dani and without the method respectively, for the water tank system. 

Table 3. Statistical test for Mamdani Fuzzy System for case 1 

Fuzzy 
System 

Sample 
Null hypo-
thesisࡴ૙ 

Null  
alternativeࡴ૚ 

Significance 
level ∝ 

Average 
Standard 
deviation 

Mamdani 

Lyapunov 

 (૚࢔)

૚ࣆ 30 ൑ ૚ࣆ ૛ࣆ ൐ ૛ࣆ 0.05 

0.2795 0.415 

Mamdani 

 (૛࢔)
30 -2.342 2.333 

 

 

Fig. 9. Graphic of Mamdani hypothesis testing case 1 

States that the test of null hypothesis is rejected with a confidence interval of 
95%, the value of Z = 6.0571,  the alternative hypothesis accepted, which gives 
us sufficient statistical information to determine that the method of Mamdani  
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Lyapunov is statistically greater than Mamdani, which there is evidence of the  
method. 

6.2   Statistical Test Results Case 1 Sugeno 

This section shows descriptive statistics for hypothesis testing with the method of 
Lyapunov for Sugeno and without the method respectively, for the water tank  
system. 

Table 4. Statistical test for the Sugeno Fuzzy System for case 1 

Fuzzy 
System 

Sample 
Null hypo-
thesisࡴ૙ 

Null  
alternativeࡴ૚ 

Significance 
level ∝ 

Average 
Standard 
deviation 

Sugeno 

Lyapunov 

 (૚࢔)

૚ࣆ 30 ൑ ૚ࣆ ૛ࣆ ൐ ૛ࣆ 0.05 

0.2106 0.375 

Sugeno 

 (૛࢔)
30 -2.145 2.1375 

 

Fig. 10. Graphic of Sugeno hypothesis testing case 1 

States that the test of null hypothesis is rejected with a confidence interval of 
95%, the value of Z = 5.9453, the alternative hypothesis is accepted, which gives 
us sufficient statistical information to determine that the Sugeno method of Lya-
punov is greater statistically Sugeno, which there is evidence of the method. 
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6.3   Statistical Test Results  for Case 2 Mamdani 

Shows descriptive statistics for the hypothesis test with the Mamdani Lyapu-
nov method without the method respectively, for the inverted pendulum system. 

Table 5. Statistical test for Mamdani Fuzzy System for case 2 

Fuzzy 
System 

Sample 
Null hypo-
thesisࡴ૙ 

Null  
alternativeࡴ૚ 

Significance 
level ∝ 

Average 
Standard 
deviation 

Mamdani 

Lyapunov 

 (૚࢔)

૚ࣆ 30 ൑ ૚ࣆ ૛ࣆ ൐ ૛ࣆ 0.05 

0.144 0.270 

Mamdani 

 (૛࢔)
30 -2.815 2.8052 

 

Fig. 11. Plot of Mamdani hypothesis testing for case 2 

States that the test of null hypothesis is rejected with a confidence interval of 
95%, the value of Z = 5.751, the alternative hypothesis is accepted, which gives 
us sufficient statistical information to determine that the Mamdani method of Lya-
punov is greater statistically Mamdani, which there is evidence of the method. 

6.4   Statistical Test Results Case 2 Sugeno 

Shows descriptive statistics for hypothesis testing with the method of Lyapunov 
Sugeno and without the method respectively, for the inverted pendulum system. 
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Table 5. Statistical test for the Sugeno Fuzzy System for case2 

Fuzzy 
System 

Sample 
Null hypo-
thesisࡴ૙ 

Null  
alternativeࡴ૚ 

Significance 
level ∝ 

Average 
Standard 
deviation 

Sugeno 

Lyapunov 

 (૚࢔)

૚ࣆ 30 ൑ ૚ࣆ ૛ࣆ ൐ ૛ࣆ 0.05 

0.181 0.346 

Sugeno 

 (૛࢔)
30 -2.612 2.5047 

 
Fig. 12. Plot of Sugeno hypothesis testing case 2 

States that the test of null hypothesis is rejected with a confidence interval of 
95%, the value of Z = 6.0502, provides statistical information sufficient to deter-
mine that the Sugeno method of Lyapunov is greater statistically Sugeno, 
which evidence of the methods. 

7   Conclusions 

The main objective of this research was to propose a systematic methodology to 
design stable fuzzy controllers to solve different cases.  

With the proposed method stability of control was achieved in two cases based 
on simulation results. 

The problems for the two cases are resolved as expected; this statement is con-
sistent with simulations, where fuzzy controllers are designed following the me-
thod of fuzzy Lyapunov synthesis to achieve the solution to the problem. 
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Design of Fuzzy Control Systems with Different 
PSO Variants 

Resffa Fierro and Oscar Castillo 

Tijuana Institute of Technology 

Abstract. This paper describes the metaheuristic of Optimization by Swarm of 
Particles (PSO-Particle Swarm Optimization) and its variants (Clamping speed, 
inertia and constriction coefficient) as an optimization strategy to design the 
membership functions of Benchmark Control Cases (Tank water and Inverted 
Pendulum) Each of the variants have their own advantages within the algorithm 
because they allow the exploration and exploitation in different ways and this al-
lows us to find the optimum. 

1   Introduction 

At present time and within computer science, optimization is a key issue specifi-
cally in real-world problems. In analyzing these problems there is the difficulty of 
ensuring a good solution in a reasonably short time. 

There are a variety of methods used to solve optimization problems. In particu-
lar, it is interesting to find heuristics that are approximate methods of solution, us-
ing an iterative process to guide the search for solutions, thus combining different 
concepts derived from fields such as Artificial Intelligence, Biological Evolution 
and Collective Intelligence. 

This work is no exception in that we use the metaheuristic of Optimization by 
Swarm of Particles (PSO - Particle Swarm Optimization) developed by Kennedy 
and Eberhart in 1995 [4], where this is inspired by the behavior of flocks of birds, 
of fish and bees. This algorithm will be considered along with by three of its va-
riants which are clamping speed, inertia and constriction. 

In the literature it is has been said that since this metaheuristic appeared in 1995 
to the present it has had a major impact in the optimization of complex problems.  

2   Metaheuristic Optimization by Swarms of Particles 

Basically the PSO metaheuristic, is based on an iterative algorithm where a popu-
lation of individuals called Swarm and each of the individuals are called particles, 
fly over a search space to find optimal solutions. Where each particle is a possible 
solution to a particular problem. More precisely we have particles flying in a mul-
tidimensional space where the position of each particle is adjusted according to its 
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own experience and that of their neighbors. It is a technique inspired by the flight 
patterns of birds; this simulates the movements of a flock trying to find food. De-
veloped initially by Kennedy and Eberhart in 1995 [4]. 

We have that xi (t) is the position of the particle in the search space in a time t, 
unless otherwise indicated, t denotes the time steps. The position of the particle is 
the change in velocity vi (t), to the current position, i.e.: 

                                                  xi(t+1)=xi(t)+vi(t+1)                           (1) 

i: index of particles  
t: time index  

xi: position of the particle  

vi: velocity of the particle 

To calculate the velocity of the particle the following equation is used: 

             v(t+1)=vij (t) + c1r1j (t)[yij(t)-xij(t)] + c2 r2j (t)[ŷj (t)-xij (t)] (2) 

Where we have the following parameters forming Equation (2): 
 

i: index of particles  
t: time index  

vi: velocity of the particle  

xi: position of the particle  

yij: best position found by particle i (personal best)  

ŷj : best position found by the swarm (best overall)  

c1,c2:  constant acceleration  

r1,r2: random numbers in the interval [0,1] applied to the particle. 
 

Table 1 shows the classical PSO algorithm and Figure 1 illustrates the particle 
movement based on the algorithm of Table 1. 

3   Variants of PSO 

In this section several variants of PSO are presented. 

3.1   Clamping Speed 

What determines if an optimization algorithm is efficient and accurate is the ex-
ploration and exploitation. Exploration is the search capability to explore different 
regions and find a good optimum. Exploitation, on the other hand, is the ability to 
concentrate the search in a certain area to find a candidate solution. 
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Table 1. Classical PSO Algorithm 

 
 

 

Fig. 1. Particle movement taking into account the algorithm of Table 1 

 
Create and Initialize the cloud 
t= 0 
Cloud       Initializing particle cloud 
While not at the stop condition do 
t=t+1 
For i = 1 to size (Swarm) to  
Evaluate each particle xi of the Swarm 
If fitness xi is better than fitness_mejorposi then 
mejorposi        xi 
fitness _mejorposi         fitness_ xi 
end If 
If fitness _mejorposi  is better than fitness _mejorposi  then 
mejorpos         mejorposi 
fitness _mejorpos          fitness _mejorposi 
end If 
For i = 1 to size (Swarm) to 
Calculate the speed of vi xi based on the values (2) 
Calculate the new position of xi, its current value and vi (1) 
F in for  
end while  
Output: Return the best solution found 
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In this case the following equation is used to calculate the speed of clamping 
where we have: 

                              vij(t+1)=    v′ij(t+1) if v′ij(t+1)< V max, j  (3) 

V max, j   if v′ij(t+1) ≥ V max, j 
 
V max, j  = δ(xmax,j – xmin,j) 
 

The value of Vmax, j is very important because this allows the search in more detail; 
large values allow global exploration, while smaller values allow local working. 

3.2   Inertia Factor 

PSO calculates the new position of each particle as a function of the flight, updat-
ing its position after having calculated the new position. This inertia factor was in-
troduced to reduce the influence that the search direction brings the particle. The 
equation for calculating the new speed of the particle is as follows, but is already 
accompanied by w that represents the inertia: 

 

           vij(t+1)= w ·vij (t)+ c1r1j (t)[yij(t)-xij(t)]+c2 r2j (t)[ŷj (t)-xij (t)] (4) 
 

Now the new speed (vij(t+1)) is determined by taking into account the following 
parameters: 

"w". The inertia weight or inertia factor is a value, which regulates the influ-
ence of the previous velocity of the particle v (t) in calculating the new speed v (t 
+ 1), by way of regulating the flight of the particle making a balance between ex-
ploitation and exploration of the search space. The inertia factor under certain 
conditions promotes the convergence of the cloud, i.e. all the particles approach 
the leader of the cloud. 

Now v(t), Represents the current speed of the particle that was previously cal-
culated by the same equation, refers to the direction of flight having the particle. 

The Acceleration coefficients c1*r1j () and c2*r2j () and r represents a random 
real number uniformly distributed between 0.0 and 1.0. The coefficient c1 regu-
lates the influence of cognitive knowledge of the particle and the coefficient c2 
regulates the influence of knowledge social.  

c1 regulates the influence of the best position reached by the particle (yij) to 
guide your new address and c2 regulates the influence of the cluster leader (j) in 
the search direction of the particle. 

yij. Represents the memory of the particle, its best position achieved so for in 
that generation. 

ŷj. Represents the best position of the swarm, i.e. the leader. 
x. Represents the current position of the particle is taken as reference for calcu-

lating the new speed. 
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v (t+1) is the speed of the current particle  will determine the new search direc-
tion of the particle in generation t + 1. After calculating the current speed v (t +1) 
updates the particle position using equation (1). 

3.3   Constriction Coefficient 

Proposed by Clerc, where this variant affects the rate and calculated update and 
the equation is modified as follows: 

                 vij(t+1)=X([vij (t)+ɸ1(yij(t)-xij (t))+ɸ2(ŷj (t)-xij (t))] ) (5) 

The constraint factor X is calculated using acceleration factors and ɸ2 ɸ1. 
Where 

ݔ                                                           = ଶ୩| ଶିɸ ି ɸ(ɸିସ) | (6) 

With 
 
                     ɸ = ɸ1+ ɸ2 
                     ɸ1 = c1r1 
                     ɸ2 = c2r2 

Using the constraints where ɸ ≥ 4 and k ε [0,1]. For equation (6) 

4   Statement of the Problem 

The problem is to optimize the membership functions of fuzzy controllers for 
Benchmark cases starting with the water tank where the 3 variants are used to find 
out which works best to find results. Below is the proposed architecture. 

The proposed architecture is illustrated in Figure 2. 
It is known in advance by reviewing the literature and previous works that to 

develop fuzzy controllers and obtain good results optimizing membership func-
tions is not easy it takes time and good design that is given to this. That's 
why this work intends to make the optimization of membership functions with 
variants of the PSO and find out how efficient and fast can be to find 
good results. 

Here are some tests that are being conducted using two variants of the PSO 
(Factor of inertia and constriction coefficient). 

In 5 tests that were performed where these results were obtained. 
Table 2 shows experiments with the two variants of PSO. 
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Fig. 2. Arch

Table 2

Experiment  Iteration

1  10  

2  10  

3  10  

4  10  

5  10  

 
Being worked by maki

ing experiments with each
As shown in Table 2 t

ber 5 which was perform
riants of PSO, obtaining 
of PSO. 
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hitecture of PSO optimization for fuzzy control 

2. Experiments with two variantes of PSO 

n  Size 
Swarm  

Inertia  Constriction  Average 
error  

20  1.0  0.2  0.42465  

20  1.0  0.2  0.026217  

20  1.0  0.2  0.011472  

20  1.0  0.2  2.521  

20  1.0  0.2  0.011315  

ing further experiments to obtain better results, conduc
h of the variables. 
the best result was obtained in experiments is the num
med with 10 iterations and 20 particles, using two va
an error of 0.011315. Figure 3 shows the performanc

llo

ct-

m-
a-
ce 
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Fig. 3. The following figure shows the performance of PSO 

Ahead shown in Figure 4, we have the resulting simulation using the two va-
riants of PSO, we see that almost made it entirely to get the reference. 

 

 

Fig. 4. Benchmark simulation of the water tank 
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5   Conclusions 

In this paper the design of fuzzy control systems has been illustrated with PSO va-
riants to verify their efficiency and accuracy, although we continue currently 
working on achieving better results.  It is noted that the simulation results show 
the potential use of these optimization methods for this type of control problems. 
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for Soft-Core Embedded into FPGA 
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Abstract. In this paper, the methodology for the design of fuzzy controllers for 
softcore processors, such as the Xilinx Microblaze embedded in the VIRTEX5 
FPGA, is proposed to regulate the angular position of the axes of an experimental 
platform. The platform uses servomotors to control the rotational movements of 
the X-Y-Z axes, this with respect to the earth horizon. The angular position is 
feedback using three inclinometers sensors based on MEMS technology with SPI 
interface. The desired position is regulated using three independent fuzzy PD+I 
controllers, which use the error and change of error as input signals. The proposed 
methodology consists in the design and evaluation of the fuzzy controllers using 
the Fuzzy Logic Toolbox of Matlab. 

Keywords: Soft-core, Fuzzy controllers, FPGA. 

1   Introduction 

Many of the chemical processes, electrical, mechanical, etc., require electronic 
control systems to regulate their behavior, algorithms are designed to obtain con-
trol of the process or ''plant'' [1]. To carry out the control, there is a lot of tech-
niques and strategies, one of them is based on the natural language of humans, this 
discipline is called ''fuzzy control'' which is considered a rule-based control usual-
ly raised by the knowledge of an expert. To carry out the fuzzy control it is neces-
sary to use processing systems for the necessary calculations involved in this 
process, for this reason in subsequent sections of this work, we propose an alterna-
tive fuzzy controller design implemented in programmable logic devices [2], and 
FPGAs particular devices.  

Given its multidisciplinary nature, a fuzzy inference system (FIS), have the ad-
vantage of using human knowledge, which is crucial in control problems, where it 
is difficult to construct accurate mathematical models [1]. A FIS is composed of a 
fuzzification interface, a rule base, database and decision-making unit, and a  
defuzzification stage, as it is shown in Fig. 1. 
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Fig. 1. Fuzzy Inference System 

The purpose of a FIS is to model a specific system with the incorporation of 
human experience in the form of fuzzy rules, and based on these rules, to take a 
decision. For example: 
 

 
 
The processors are classified into two categories "Hard'' and "Soft'', this classifica-
tion refers to the flexibility and configurability of the architecture. The "Hard'' 
processor  is dedicated and physically embedded in silicon, such as we see in con-
ventional processors computers, microcontroller, DSP, they have a fixed architec-
ture that cannot be changed or altered. The "soft processor", Fig. 2, uses as a basis 
the existing programmable logic resources for the FPGA to implement the logic of 
a specific processor architecture, as well as a customizable software, with the ad-
vantage of being able to add modules such as IIC, Ethernet, PCI Express, accoun-
tants, USB, memory, coprocessors, etc., many of them are encapsulated in IP 
cores, within these processors are the Microblaze from Xilinx [3], Altera Nios II, 
Lattice LatticeMico32, PowerPC440 IBM, etc. . 

 

 
Fig. 2. A soft Processor 

2   Fuzzy Controller Design for an FPGA 

This section presents the methodology used for the development of digital control-
lers embedded in FPGA technology [4, 6]. It is proposed an experimental platform 
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in order to control the angle of inclination of its axes, this control platform devel-
opment is based on a  soft processor,  it is interconnected to sensors to measure 
real-time readings of its position [7, 8]. For the development of FPGA soft proces-
sors, Xilinx has incorporated into its software a development suite Xilinx Platform 
Studio tool and SDK, needed to create the hardware profile that incorporates the 
Microblaze and PowerPC cores [3].   

For fuzzy control applications, the control strategy is based on rules usually 
raised by the knowledge from experts, this is crucial in applications where it is 
difficult to construct accurate mathematical models [8-12].  To get an overview of 
the system being controlled in Fig. 3 a scheme of the experimental platform is 
shown.  To solve the problem of angular position control, through the axes of the 
platform, a PD + I fuzzy controller (Proportional-Integral Derivative more action) 
is proposed, it has two inputs and one output [6]. The application aims to regulate 
the angle of inclination of the platform to a desired value using a control system, 
with a Microblaze soft processor with 32-bit architecture embedded in an FPGA. 
 
 

 

Fig. 3. Scheme of the experimental platform 

The fuzzy inference system uses two input variables, one variable is the error, 
which is calculated by: 

 (1) 

where: 
 

 
 

 
   
The second variable in our FIS is the derivative of the error and it is calculated by 
the equation: 

 (2) 
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where: 

 
 

 
 
The output variable will control the actions,  and it is directly related to the re-
sponse to exercise servomotors exert the rotational motion of the platform in a 
shaft. For the analysis, we propose a proportional controller with incremental out-
put differential, since the output response will be added depending on the error in 
an attempt to approximate the desired point until the establishment.  The first step 
is to create a fuzzy inference system with fuzzy logic toolbox of Matlab. 

The universe of discourse of the linguistic variables  ''error'' and ''change of 
error'' is in the range of , these values were chosen objectively  
because the maximum error of measurement is . The distribution of the trian-
gular membership functions of the variables ''error'' and ''change of error'', are 
denoted MN (Very negative), N (Negative), C (Zero), P (Positive) MP (very  
positive), which are illustrated in Figures 4 and 5.  
 

 

Fig. 4. Distribution of membership functions of the input variable ''Error'' 

 

Fig. 5. Distribution of membership functions of the input variable ''Change of error'' 

Five membership functions comprise the variable ''output'', they are denoted as 
DMN (Decrease Very Negative), DN (Decrease Negative), CI (Zero Increase), IP 
(Increase Positive) IMP (Increase Very Positive). The output provides the control 
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action to regulate the movement of the motors, which exert an incremental positive or 
negative rotational movement. The proposed ranges, shown in Fig. 6, were selected 
taking into account the operating parameters of the motors placed on the platform. 
 

 

Fig. 6. Distribution of membership functions of the output variable ''Output'' 

For the operation of the fuzzy controller, the Mamdani method was used [1], 
and we have twenty-five rules because we have five linguistic terms in each of the 
two variables (5x5), Fig. 7 shows the matrix rules. 
 

 
Fig. 7. Matrix system of inference rules 

Once designed the fuzzy inference system, the implementation must take a 
computer processing system, for our purposes the application of control tools were 
created to carry out the implementation of embedded soft processor in a Virtex 5 
FPGA, through the ML507 development team of the company Xilinx Inc.,  then to 
evaluate the real-time operation of the fuzzy controller for the experimental plat-
form. Matlab provides an independent tool for modeling, simulating or evaluating 
fuzzy inference systems (FIS), it consists of a library written in ANSI C language, 
it is located in the subdirectory named facilities ''fis.c''. 

3   Results 

The tests conducted are based primarily on embedding algorithms PD + I fuzzy 
controller in an FPGA development system manufactured by Xilinx Inc. ML507, 
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installed in the testbed. The Microblaze performance, shown in Fig. 8, met the 
desired requirements for testing the fuzzy controller, obtaining a sampling rate of 
13 ms, to evaluate all functions related to the process of fuzzification inference 
and defuzzification at a frequency of 50 MHz clock.  
 

 

Fig. 8. Performance of Microblaze in C functions 

To check the operation of the PD + I controller, the controller performs the ex-
periment with a desired angular position for the X axis equal to 45±, in the graph 
of Visual Basic, shown in Fig. 9, the measurement is obtained in real time using 
an inclinometer through serial communication and as can be seen, the platform 
reaches the target with an acceptable response of 0.4 seconds. 
 

 

Fig. 9. Transient response of the controller 

The final position of the platform can be physically seen in Fig. 10, note that 
the controller's performance met an acceptable performance and reflects the ex-
pected behavior based on the proposed rules, also notes that it arrives at the plat-
form quickly, without causing pronounced oscillatory movements. 

Another test was to enter a disturbance at the moment that the platform reaches 
the  desired value. This was obtained by applying a force on its own axis with the 
intention of destabilizing it and checking the effectiveness of the logic imple-
mented in that situation.  The response to a disturbance applied to the platform, 
can be seen in Fig. 11, and it is observed that the platform is able to respond ap-
propriately,  it quickly returns to the desired value without unstable. 
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Fig. 10. The Experimental platform 

 

Fig. 11. Controller's response to a disturbance 

To analyze the controller' s performance, the experimental platform control sur-
face is shown in Fig. 12, which is represented by a three-dimensional graphical 
output response, as a function of the linguistic variables error and change of error. 

 
 

 

Fig. 12. Control surface 
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4   Conclusions 

The proposed methodology reduces the design time for the creation of a fuzzy infe-
rence system using FPGA embedded soft processors, since we took advantage of 
creating the FIS with the Matlab toolbox, with the benefits that it provides, like 
graphical interface and simulink. Once the system was designed and tested, it can be 
exported to custom hardware, for example, the FPGA for rapid real time prototype.  
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Abstract. This paper describes the application of the optimization algorithm based 
on particle swarms known by its acronym as PSO, used to adjust the parameters of 
membership functions of a fuzzy logic controller (FLC) to find the optimal  
intelligent control for a wheeled autonomous mobile robot. Results of several  
simulations show that the PSO is able to optimize the type-1 and type 2 FLCs for 
this specific application. 

1   Introduction 

Over the years, science and technology has advanced by leaps and bounds. Some-
times faster sometimes slower, but always moving forward. It is with this devel-
opment that new branches and areas of application have emerged. One of them, 
and for this research, the most important, is the branch of control applied to auto-
nomous mobile robots. 

There are many techniques and control algorithms for these robots, each with 
its own characteristics, each of them and they offer advantages and disadvantages 
that allows the scientist the option to use the one you serve for your home work or 
research. Given the specialization of new mechanisms good control techniques are 
required that are able to offer a satisfactory job in performing this task. 

One such technique is called "Fuzzy Logic" (Fuzzy, Fuzzy), which is considered 
one of the best. This is its versatility, flexibility and simplicity. This technique be-
came known in the years 60 (in 1965 by Lotfi A. Zadeh, professor at the University 
of California Berkeley) for the article "Fuzzy Sets" Information and Control. 

Fuzzy logic is one of the most used methods of computational intelligence and 
the better future, this is possible thanks to the efficiency and simplicity of fuzzy 
systems because they use linguistic terms similar to those that humans use. 

The complexity in the development of these fuzzy systems can be found in decid-
ing what the best parameters of membership functions, the number of rules, or even 
the best detail that could give us the best solution to the problem we want solve. 

A solution to the problem mentioned is the application of bio-inspired  
algorithms for optimization of fuzzy systems. Optimization algorithms can be a 
useful tool because of its ability to solve nonlinear problems either limited or  
even NP-hard problems. Among the most widely used optimization methods are: 
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genetic algorithms (GA), Ant Colony Optimization (ACO), particle swarm opti-
mization (PSO), etc. [1]. 

This paper describes the application of particle swarm algorithm (PSO) as a 
method of optimizing the parameters of membership functions of the proposed 
fuzzy logic controller (FLC) in order to find the best intelligent controller for an 
autonomous mobile robot wheel. 

2 Optimization Algorithm Using Particle Swarm Optimization 
(PSO) 

Optimization by clouds or swarms of particles (PSO) [2] [3] is a relatively new 
technique that is slowly taking rise and recognition as an effective and efficient 
algorithm. While PSO algorithm shares similarities with other evolutionary com-
putation techniques while also differs in certain respects and needs no evolution 
operators such as crossover and mutation. 

PSO emulates the swarm behavior of insects, a herd of grazing animals, a cloud 
of birds, a host of fish in these swarms or clouds that made the search for food in a 
collaborative manner. Each member of a swarm adapts its search patterns, learn-
ing from his own experience and experiences of other members, i.e. taking into 
account their cognitive beliefs and social beliefs. 

These phenomena are discussed in the algorithm and the mathematical models 
are built on the method for updating the positions of each particle. 

In the PSO algorithm, a member in the swarm, called a particle, represents a 
possible solution is a point in the search space. The global optimum is considered 
as the location of food, the problem would be implemented as the optimal solution 
found. Each particle has a fitness value and a speed to adjust the flying direction 
according to the best. 

The general formula (equation 1) for determining the motion of particles which 
are presented below, is shown in two parts the cognitive and social part of which 
are crucial to identify the type of algorithm that is being implemented in our case 
we used the Full GBEST ie both C1 and C2 must have values greater than 0 but 
less than 4, respectively [4]. 

Vid = Vid (t + 1)  + C1rid(t) [Yid(t) – Xid(t)]  +  C2r2(t) [Yid(t) – Xid(t)]  (1) 

There is another formula (equation 2) that is critical for the update of each par-
ticle, this assesses the current position of the particle and the previous position to 
choose which is the most appropriate to find more quickly the result this position 
is recalculated at each new iterations that is the algorithm. 

Xi(t+1) = Xi(t) + Vi (t +1)   (2) 

3   Design of the Fuzzy Controller 
As determined by one of the most used and effective techniques to solve control 
problems is to use fuzzy systems to meet the control objective, so it is necessary to 
design a fuzzy controller for the actual speed of the mobile robot.  
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In this research work we use a type inference systems using Takagi-Sugeno 
type fuzzy system in order both 1 and 2, the use of linguistic variables in the input 
and output mathematical functions. 

The errors of the linear and angular velocities (respectively) were taken as input 
variables, while the left and right pairs are taken as outputs. The membership 
functions used in the entry are trapezoidal for negative (N) and positive (P), and a 
triangle was used to zero (C) linguistic terms [5]. Figure 1 shows the input and 
output variables used, these are used for both types of fuzzy logic (1 and 2). 

 

(a) 
 

(b) 

 
(c) 

 
(d) 

Fig. 1. Variable input / output: (a) error of the linear velocity (ev). (b) Angular velocity  
error (ew). (c) right torque output (τ 1). (d) left torque (τ 2). 

The FLC has 9 rules [6], which are adapted to the style of Takagi-Sugeno con-
troller, so the output has a single point, so the results are constants values (P, C, N), 
which obtained through a procedure using a weighted average defuzzification by. 

ϖ R1: If Vangular is C VLineal is C, then  τ 1 is C and  τ2 is C 
ϖ R2: If Vangular is C VLineal is P, then τ 1 is C and τ 2 is P 
ϖ R3: If Vangular is C and VLineal is N, then τ 1 is τ 2 is N 
ϖ R4: If Vangular P and VLineal it is C, then τ 1 is P and τ 2 is C 
ϖ R5: If Vangular is P and VLineal is P, then τ 1 is P and τ 2 is P 
ϖ R6: If VLineal is P and Vangular is N, then τ1 is P and  τ 2 is N 
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ϖ R7: If VLineal is N and Vangular is C, then  τ 1 is N and τ2 is C 
ϖ R8: If VLineal is N and Vangular is P, then  τ 1 is N and τ 2 is P  
ϖ R9: If Vangular is N and VLineal is N, then τ 1 is N and τ 2 is N 

The linguistic terms of input variables are shown in the first row and column of  
Table 1, the rest of the content corresponds to the linguistic terms of output variables. 

Table 1. FLC Rules 

ev/ew N C P 

N N/N N/C N/P 

C C/N C/C C/P 

P P/N P/C P/P 

Table 2. Results for PSO using the constriction coefficient for type-1 

Experiment    

No. 

  Iterations Swarm Coefficient 

Constriction 

Average 

  error 

Runtime 

1 50 50 1.0 0.0606 00:20:05 

2 100 200 1.0 0.2670 02:44:53 

3 100 100 1.0 0.0301 01:49:55 

4 100 150 1.0 0.0315 01:54:31 

5 100 50 1.0 0.0266 03:16:34 

6 100 57 1.0 0.0211 00:41:38 

7 100 300 1.0 0.0276 04:04:54 

8 100 80 1.0 0.0527 01:03:45 

9 150 80 1.0 0.0260 01:35:17 

10 300 150 1.0 0.0307 04:30:16 

11 500 200 1.0 0.0529 39:56:23 

12 200 90 1.0 0.0345 01:54:59 

13 150 100 1.0 0.0496 01:36:37 

14 100 53 1.0 0.0230 00:39:29 

4   Results of the Simulation 
This section presents the results of proposed controller to stabilize the autonomous 
mobile robot. The evaluation is done through computer simulation done in MATLAB 
® and Simulink ® 2007b. 
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Table 2 shows the results of the FLC, obtained by varying the values of maximum 
iterations and the number of particles, where the highlighted row shows the best result 
obtained with the method. Figure 2 shows the behavior of the optimization method. 
 

 
Fig. 2. Evolution of PSO for the optimization of FLC 

Figure 3 shows the membership functions of the FLC obtained by the PSO al-
gorithm, and achieved the desired path and the degree of error was obtained. 

 

   
(a)                                                               (b) 

 
 (c)                                                                (d) 

Fig. 3. (a) Linear velocity (ev), (b) Angular velocity (ew), (c) shows the desired path and 
the trajectory obtained, (d) plots representing the degree of error in the simulation 
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As we can see, the above results are acceptable for type-1 FLC obtaining a final 
result of 0.0211 using 57 particles and 100 iterations in a time of 47 minutes and 38 
seconds for this experiment, but as previously mentioned were also simulations with 
type-2, taking into account the same parameters and conditions of Takagi-Sugeno 
controller, the results of these simulations are presented below in Table 3 [7]. 

Table 3. Results of PSO using the constriction coefficient for type-2 

Experiment 

No.  

Iterations  Swarm Coefficient 

Constriction 

Average 

error 

 Runtime 

1  100  150  1.0  0.0659  02:20:31  

2  100  200  1.0  0.0675  02:56:21  

3  100  250  1.0  0.0666  03:05:31  

4  200  150  1.0  0.0663  03:55:06  

5  200  200  1.0  0.0651  04:07:14  

6  200  250  1.0  0.0642  04:20:10  

7  200  300  1.0  0.0536  04:54:43  

8  200  350  1.0  0.0554  05:12:09  

9  250  350  1.0  0.0600  05:38:20  

10  300  300  1.0  0.0531  06:12:57  

11  300  350  1.0  0.0503  07:30:28  

12  300  380  1.0  0.0500  07:55:08  

13  350  400  1.0  0.0501  08:10:15  

14  350  450  1.0  0.0503  08:59:01  

15  400  300  1.0  0.0502  12:31:11  

 

 
Fig. 4. Plot of convergence of the PSO algorithm 
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Figure 5 shows the membership functions of the FLC obtained by the PSO al-
gorithm, and achieved the desired path and the degree of error was obtained. 
 

 
                               (a)                                                              (b) 
 

 
                                (c)                                                            (d) 

Fig. 5. (a) Linear velocity (ev), (b) Angular velocity (ew), (c) shows the desired path and 
the trajectory obtained, (d) plots representing the degree of error in the simulation 

The above results are acceptable for type-2 FLC to obtain a final result of 
0.0500 using 380 particles and 300 iterations in a time of 7 hours 55 minutes and 
08 seconds for this experiment. 

5   Conclusions 

With the results of the experiments shown in table 4, we can determine that for 
this particular problem was much better optimized with fuzzy logic controller 
type-1. 

The trajectory tracking controller is designed based on the dynamics and kine-
matics of mobile autonomous robot through the application of PSO for the optimi-
zation of membership functions of fuzzy controller both type-1 and type-2 with 
the good results obtained after simulations. 
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Table 4. Comparison of results of PSO algorithm type-1 and type-2 

 Iterations    Swarm Average  

  error 

Run-
time 

PSO with type-1 

fuzzy logic 

100 57 0.0211 00:41:38 

PSO with type-2 

fuzzy logic 

300 380 0.0500 07:55:08 
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Abstract. In this paper we propose a multi-objective hierarchical genetic algo-
rithm (MOHGA) for modular neural network optimization. A granular approach is 
used due to the fact that the dataset is divided into granules or sub modules. The 
main objective of this method is to know the optimal number of sub modules or 
granules, but also allow the optimization of the number of hidden layers, number 
of neurons per hidden layer, error goal and learning algorithms per module. The 
proposed MOHGA is based on the Micro genetic algorithm and was tested for a 
pattern recognition application. Simulation results show that the proposed modular 
neural network approach offers advantages over existing neural network models. 

1   Introduction 

Hybrid intelligent systems are computational systems that integrate different intel-
ligent techniques. Examples of these techniques are modular neural networks 
(MNN) and genetic algorithms (GA). Hybrid intelligent systems are now being 
used to support complex problem solving and decision making in a wide variety of 
tasks. Hybrid intelligent systems allow the representation and manipulation of dif-
ferent types and forms of data and knowledge, which may come from various 
sources. In this paper these techniques are combined using a granular approach. It 
was decided to apply the proposed method to pattern recognition to test the  
approach with complex problems. 

There are many works that combine different techniques and they have demon-
strated that the integration of different intelligent techniques provide good results, 
such as in [11][15][16][17][18][19][20][23]. 

This paper is organized as follows: Section 2 contains the basic concepts used 
in this research work, section 3 contains the general architecture of the proposed 
method, section 4 presents experimental results and in section 5, the conclusions 
of this work are presented. 
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2   Basic Concepts 

In this section we present a brief overview of the basic concepts used in this re-
search work. 

2.1   Modular Neural Networks  

Neural networks (NNs) can be used to extract patterns and detect trends that are 
too complex to be noticed by either humans or other computer techniques [24]. 
The modular neural networks (MNNs) are comprised of modules. The idea on 
which this kind of learning structure is based on the divide-and-conquer paradigm: 
the problem should be divided into smaller sub problems that are solved by ex-
perts (modules) and their partial solutions should be integrated to produce a final 
solution [3][13][24]. A module can be a sub-structure or a learning subprocedure 
of the whole network [2]. 

The results of the different applications involving Modular Neural Networks 
(MNNs) lead to the general evidence that the use of modular neural networks implies a 
significant learning improvement comparatively to a single NN and especially to the 
backpropagation NN. Each neural network works independently in its own domain. 
Each of the neural networks is build and trained for a specific task [14]. 

2.2   Multi-Objective Hierarchical Genetic Algorithm 

A Genetic algorithm (GA) is an optimization and search technique based on the 
principles of genetics and natural selection [10][21][25]. GAs are nondeterministic 
methods that employ crossover and mutation operators for deriving offspring. 
GAs work by maintaining a constant-sized population of candidate solutions 
known as individuals (chromosomes) [7][12][22]. 

Introduced in [26], a Hierarchical genetic algorithm (HGA) is a type of genetic 
algorithm. Its structure is more flexible than the conventional GA. The basic idea 
under hierarchical genetic algorithm is that for some complex systems, which can-
not be easily represented, this type of GA can be a better choice. The complicated 
chromosomes may provide a good new way to solve the problem [27][28]. 

Multi-objective optimization (MO) seeks to optimize the components of a vec-
tor-valued cost function. Unlike single objective optimization, the solution to this 
problem is not a single point, but a family of points known as the Pareto-optimal 
set. Each point in this surface is optimal in the sense that no improvement can be 
achieved in one cost vector component that does not lead to degradation in at least 
one of the remaining components [9]. 

There are three general approaches to multi-objective optimization. The first is 
to combine the individual objective functions into a single composite function 
(Aggregating functions). The second is to use Population-based approaches and  
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the third is to use Pareto-based approaches. A Pareto optimal set is a set of solu-
tions that are non dominated with respect to each other. Pareto optimal sets can be 
of varied sizes, but the size of the Pareto set increases with the increase in the 
number of objectives [1]. 

In this work the multi-objective genetic algorithm is based on a Micro genetic 
algorithm, proposed in [5][6]. Two main characteristics of this kind of genetic al-
gorithm are that it works with a small population and has a re initialization 
process. 

2.3   Granular Computing 

Granular computing is often defined as an umbrella term to cover many theories, 
methodologies, techniques, and tools that make use of granules in complex prob-
lem solving. Granular computing is a new term for the problem solving paradigm 
and may be viewed more on a philosophical rather than technical level 
[29][30][31][32]. 

Granular computing has begun to play important roles in bioinformatics, e-
Business, security, machine learning, data mining, high-performance computing 
and wireless mobile computing in terms of efficiency, effectiveness, robustness 
and uncertainty [4][34][35]. 

A granule may be interpreted as one of the numerous small particles forming a 
larger unit. The philosophy of thinking in terms of levels of granularity, and its 
implementation in more concrete models, would result in disciplined procedures 
that help to avoid errors and to save time for solving a wide range of complex 
problems. At least three basic properties of granules are needed: internal proper-
ties reflecting the interaction of elements inside a granule, external properties re-
vealing its interaction with other granules and, contextual properties showing the 
relative existence of a granule in a particular environment [33]. 

3   General Architecture of the Proposed Method  

The proposed method combines modular neural networks (MNN) and fuzzy logic 
as response integrators. In particular, it can be used for pattern recognition. This 
proposed method is able to use some data sets, for example to use "N" biometric 
measures to identify someone and the data of each biometric measure would be 
divided into different numbers of sub modules. The general architecture of the 
proposed method is shown in Figure 1. For joining the different responses of each 
biometric measure fuzzy integration is used. The proposed method also performs 
the optimization of the modular neural networks (as number of layers, goal error, 
number of neurons, etc.) and the different parameters of the fuzzy integrator.  
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Fig. 1. The general architecture of the proposed method 

3.1   General Architecture of the Proposed Method  
for the Modular Neural Network  

The proposed method for MNN consists in changing the number of modules and 
the data per module, for example in the case of human recognition, it means that 
there will be different number of persons in each sub module. The number of sub 
modules can be established by a genetic algorithm, but at this moment the number 
is established randomly. The architecture of the proposed method for the modular 
neural network is shown in Figure 2. 
 

 
Fig. 2. The architecture of proposed method for the modular neural network 
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This method also chooses randomly which images will be used for training, but 
first the percentage of images for training is established (at this moment that per-
centage is defined randomly). 

3.2   Description of the Multi-Objective Hierarchical Genetic  
Algorithm for MNN Optimization 

With the purpose of knowing the optimal number of modules and the percentage 
of data for training, it is proposed the use of a genetic algorithm that allows the 
optimization of these parameters and others as the number of hidden layers, num-
ber of neurons per hidden layer, error goal and learning algorithms per module.  

Figure 3 shows the chromosome, which was proposed for optimization of the 
neural networks. 

 

 

Fig. 3. The chromosome of the multi-objective hierarchical genetic algorithm for the MNN 

The way in which the multi-objective hierarchical genetic algorithm works is il-
lustrated in Figure 4 and described in more detail below.  

First, a random population is generated. This random population is divided in 
two parts: a non-replaceable and replaceable portion. The non-replaceable portion 
never changes during the evolution, this helps to provide diversity. The replacea-
ble portion experiences changes after certain condition is satisfied, this condition 
is called nominal convergence. 

The working population at the beginning is taken (with a certain probability) 
from both portions of the main population.  During each cycle, the MOHGA uses 
conventional genetic operators. 

The external memory is initially empty, in each cycle the non-dominated vec-
tors found are saved in that memory, logically a comparison is performed between 
the new vectors found and vectors already stored. 
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The MOHGA has two kinds of convergence. The first is the usually used (for 
example when it has the maximum number of cycle or generations, or when the 
value desired of one objective function is obtained). The second is called Nominal 
Convergence, in this case is established each 5 generations, here two non domi-
nated vectors are taken of the external memory and these are compared with two 
vectors of the Replaceable portion, if the two vectors taken of the replaceable por-
tion are dominated by the others, those vector are replaceable for the two vectors 
of the external memory, then the working population is reinitialized. 

 

Fig. 4. Diagram that illustrates the way in which the multi-objective hierarchical genetic  
algorithm works 

3.3   Objective Functions 

In order to not only get the network that provides us with the lowest error of rec-
ognition another objective function is set, and so not only obtain the best network 
with the lowest error of recognition , but also obtain a modular neural network that 
uses the lowest percentage of data for the training phase. The objective functions 
are defined below: 

 (1) 

 (2) 
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3.4   Databases 

The databases used in this work are described below in more detail. 

3.4.1   Ear Database 

We used a database of the University of Science and Technology of Beijing [8]. 
The database consists of 77 people, which contain 4 images per person (one ear), 
the image dimensions are 300 x 400 pixels, the format is BMP.  

The persons are students and teachers from the department of Information Engi-
neering. Two images with angle variation and one with illumination variation are used. 
Figure 5 shows an example of the pre-processing applied to each image in the ear. 

 

 

Fig. 5. Sample pre-processing done to the images of ear 

3.4.2   Voice Database 

In the case of voice, the database consists of 10 voice samples (of 77 persons), 
WAV format. The persons are students from the Tijuana Institute of Technology. 
The word that they said in Spanish was "ACCESAR". To preprocess the voice the 
Mel Frequency Cepstral Coefficients were used. 

4   Experimental Results  

In this section the results obtained in this work are presented. It was decided to use 
the database already described above. For the integration of responses the winner 
takes all method was used.  

4.1   Non Optimized 

In this test the images percentage and the images, which would be used for train-
ing, were established randomly. The non optimized results of the modular neural 
network are shown below. 

4.1.1   Non Optimized Results of Ear 

The best  5 results for the ear are shown in Table 1. In this test, it can be noticed 
that when the number of data per module is varied the rate of recognition varies. 

It can be noticed that in the training # 4, that when the images 2, 3, and 4 are 
used a rate of recognition of 100% is obtained. 
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Table 1. The best results for the ear (Non Optimized) 

Training Images 
for training 

Persons 
per module 

Recognition 
Rate 

1  (1,3 and 4) 
Module # 1 (1 to 6)  

Module # 2 (7 to 14)  
Module # 3 (15 to 77)  

67.53% 
(52/77)  

2  (2 and 4)  
Module # 1 (1 to 38)  

Module # 2 (39 to 70)  
Module # 3 (71 to 77)  

77.92% 
(120/154)  

3  (1 and3)  
Module # 1 (1 to 9)  

Module # 2 (10 to 44)  
Module # 3 (45 to 77)  

83.11% 
(128/154)  

4  (2, 3 and 4)  
Module # 1 (1 to 40)  

Module # 2 (41 to 50)  
Module # 3 (51 to 77)  

100% 
(77/77)  

5  (2 and 3)  
Module # 1 (1 to 23)  

Module # 2 (24 to 47)  
Module # 3 (48 to 77)  

93.50% 
(144/154)  

4.1.2   Non Optimized Results of Voice 

The best 5 results for the voice are shown in Table 2. In this test, we can notice 
that when the number of data per module is varied the rate of recognition varies. 
It can be noticed that in the training # 3, that when the voices 1, 3, 5, 7, 8 and 10 
are used, a rate of recognition of  96.75% using 8 sub modules is obtained.  

Table 2. The best results for voice (Non Optimized)  

Training Voices 
for training 

Persons 
per module 

Recognition 
Rate 

1 
53% 

(1,3,6,7 and 9) 

Module # 1 (1 to 22) 
Module # 2 (23 to 57) 
Module # 3 (58 to 77) 

278/385 
72.20% 

 

2 
48% 

 (1,2,5,6 and 7) 

Module # 1 (1 to 39) 
Module # 2 (40 to 68) 
Module # 3 (69 to 77) 

260/385 
67.53% 

 

3 
35% 

(2,5,8 and 9) 

Module # 1 (1 to 36) 
Module # 2 (37 to 68) 
Module # 3 (69 to 77) 

401/462 
86.79% 

4 
46% 

(3,5,6,7 and 10) 

Module # 1 (1 to 40) 
Module # 2 (41 to 67) 
Module # 3 (68 to 77) 

347/385 
90.12% 

 
5 59% 

(1,3,5,7,8 and 10) 
Module # 1 (1 to 7) 

Module # 2 (8 to 39) 
Module # 3 (40 to 77) 

298/308 
96.75% 
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4.2   Optimized Results 

These tests make use of the multi-objective hierarchical genetic algorithm, this 
MOHGA allows the optimization of parameters of the modular neural network, 
such as number of sub modules, percentage of data for training, number of hidden 
layers, number of neurons per hidden layer, error goal and learning algorithms per 
module.  

4.2.1   Optimized Results of the Ear 

The main parameters used in this evolution are shown in Table 3 and the Pareto 
optimal set found for the ear are shown in Figure 6. 

Table 3. Main parameters of the MOHGA 

Memory 
Size  

Non-Replaceable 
Memory  

Replaceable 
Memory 

Working 
Memory  

Pareto 
Optimal

Duration  

50  25  25  5  7  12:48:08  
 

 

 

Fig. 6. Pareto optimal set for the evolution of the ear 

The solutions found in the Pareto optimal set are shown in Table 4, and the best 
architecture is shown in Table 5. 
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Table 4. The best results for the ear (Pareto optimal set)  

Solution  Num. of 
Modules 

%  
Of data  

Total rec.  Error  

1 5 69% 100% 0 
2 6 68% 97.40% 0.0260 
3 5 39% 94.80% 0.0519 
4 5 25% 75.75% 0.2424 
5 9 17% 74.02% 0.2597 
6 9 17% 74.02% 0.2597 
7 5 10% 59.30% 0.4069 

 
 
The solutions that have a recognition rate greater than 97% are taken, and of the 

resulting set, the solution with lower percentage of data is the best for us. 

Table 5. The best result of the ear (Optimized) 

Num. 
of 

Mod. 

% and 
images 

Num. Hidden lay-
ers and Num. of 

neurons 

Persons 
per module 

Rec. 
Rate 

Error 

5  
69% 
(2,3 

and 4) 

3(173,135,44) 
2(153,120) 

4(72,184,96,116) 
2(197,166) 

3(164,22,94) 

Module # 1 (1 to 6) 
Module # 2 (7 to 13) 

Module # 3 (14 to 27) 
Module # 4 (28 to 53) 
Module # 5(54 to 77) 

77/77 
100% 

0 

4.2.2   Optimized Results of the Voice 

The main parameters used in this evolution are shown in Table 6 and the Pareto 
Optimal set found for  the voice are shown in Figure 7. 

Table 6. Main parameters of the MOHGA 

Memory 
Size  

Non-Replaceable 
Memory  

Replaceable 
Memory 

Working 
Memory  

Pareto 
Optimal 

Duration  

50  25  25  5  9 01:51:12  
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Fig. 7. Pareto optimal set of the evolution of voice 

The solutions found in the Pareto optimal set are shown in Table 7, and the best 
architecture is shown in Table 8. 

Table 7. The best results for voice (Pareto Optimal) 

Solution  Num. of 
Modules 

%  
Of data  

Total rec.  Error  

1 5 79% 98.05% 0.0195 
2 9 49% 97.40% 0.0260 

3 9 44% 96.96% 0.0303 
4 5 38% 95.88% 0.0411 

5 10 19% 89.44% 0.1055 
6 10 19% 89.44% 0.1055 

7 7 17% 83.76% 0.1623 
8 7 7% 74.45% 0.2554 
9 6 4% 73.73% 0.2626 

 
 
The solutions that have a recognition rate greater than 97% are taken, and of the 

resulting set, the solution with lower percentage of data is the best for us. 
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Table 8. The best result of the voice (Optimized) 

Num. 
of 

Mod. 

% and 
voices 

Num. Hidden layers 
and Num. of neu-

rons 

Persons 
per module 

Rec. 
Rate 

Error 

9 
49% 

(1,3,8,9 
and 10) 

4 (57,144,128,83) 
4 (156,189,158,193)
5(123,105,169,110,

105) 
1(89) 

3(78,143,62) 
2(101,38) 

4(22,60,91,173) 
4(81,128,139,118) 
4(145,28,187,32) 

Module # 1(1 to 14) 
Module # 2(15 to 35) 
Module # 3(36 to 46) 
Module # 4(47 to 50) 
Module # 5(51 to 53) 
Module # 6(54 to 55) 
Module # 7(56 to 64) 
Module # 8(65 to 72) 
Module # 9(73 to 77) 

375/385 
97.40% 

0.0260 

5   Conclusions 

A new method for combining modular neural networks with a granular approach 
was proposed. The main goal of this work was providing the modular neural net-
works with the following characteristics: allow changing the number of modules, 
data per module, and percentage of data for training, all of that with the goal of 
obtaining a better rate of recognition.  

A multi-objective hierarchical genetic algorithm was developed for optimiza-
tion of some parameters of this model of modular neural networks, those parame-
ters are the number of modules, percentage of data for training, goal error per 
module, number of hidden layers per module and their respective neurons. This 
MOHGA is able to obtain the best modular neural network with the lowest error 
of recognition and that uses the lowest percentage of data for the training phase. 

In this work when the tests with the ear are compared, a significant difference 
does not exist, because the database has few images per person, but if we compare 
the non optimized versus the optimized test in the case of the voice, we can notice 
that with less data a good recognition rate is obtained. 
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Abstract. The initial process for the granulation of information is the clustering of 
data, once the relationships between this data have been found these become 
clusters, each cluster represents a coarse granule, whereas each data point 
represents a fine granule. All clustering algorithms find these relationships by 
different means, yet the notion of the principle of justifiable granularity is not 
considered by any of them, since it is a recent idea in the area of Granular 
Computing. This paper describes a first approach in the analysis of the 
relationship between the size of the clusters found and their intrinsic 
implementation of the principle of justifiable granularity. An analysis is done with 
two datasets, simplefit and iris, and two clustering algorithms, subtractive and 
granular gravitational.  

1   Introduction 

Granular computing is an area which has been gaining support since its initial con-
ception[1],[2],[3]. Focusing on how information is treated and represented, it de-
scribes how information should efficiently relate to each other, defining the size of 
each granule and confining the cardinality of data into a meaningful information 
granule[3]. This area has expanded into different interpretations, since it is more of a 
theory in general than a defined methodology of treating information, yet they all 
share the same objective, to obtain meaningful granules. Information granules can 
also be represented in a number of forms, fuzzy logic[4], rough sets[5], etc. 

The process of obtaining information granules is first preceded by the action of 
finding relations between all data; this process is usually done by a clustering al-
gorithm. Clustering algorithms are defined as algorithms which find relationships 
between data, there are multiple methodologies in which such relationships are 
found, there are categorized as centroid based[6], density based[7], hierarchical 
based[8], among others. Each one of these obtaining similar results, yet at the 
same time, finding different results, this is, and there is a difference in perfor-
mance on each type of algorithm. The end result of such algorithms are usually 
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cluster centers as well as areas of influence, in the specifics of centroid based clus-
tering algorithms, they find cluster centers between the universe of data and radial 
areas of influence, which can be easily mapped into fuzzy Gaussian membership 
functions[9]. This paper focuses on this type of clustering algorithms. 

Although clustering algorithms obtain acceptable results in the relationships 
found[10], they do so in a manner that does not take into account if they adhere to 
the basic theory of granular computing or not, since many algorithms precede the 
existence of the area of granular computing. Yet clustering algorithms and granu-
lar computing are intertwined in such a way that you cannot remove one from the 
other, because finding relationships in data is essential to obtaining information 
granules. 

One step in the correct direction of uniting clustering algorithms and granular 
computing is the implementation of the principle of justifiable granularity[11]; this 
principle is a first attempt to describe, in more detail, how an information granule 
is in fact meaningful, and not redundant or too specific. Most, if not all, clustering 
algorithms do not take into account if they create meaningful granules or not, they 
only concentrate on the end result, and not if the chosen granules are optimized 
and/or meaningful. 

This paper is organized into multiple chapters which introduce concepts on 
clustering algorithms, describe de concept of the principle of justifiable granulari-
ty and finally a discussion is given into how some clustering algorithms intrinsi-
cally implement such principle. 

2   Clustering Algorithms 

Clustering algorithms have the main objective of finding hidden relationships be-
tween the data inside of a specific information universe. In the following sections 
two clustering algorithms will be described, only until how granules are found, 
since some continue onto the process of creating a fuzzy system from the clusters 
which are found, this is to focus on the discussion and analysis on how the intrin-
sically impellent the principle of justifiable granularity. 

2.1   Subtractive Algorithm 

This algorithm is density based, which means that its end results are calculated by 
analyzing the density of data points inside a given radius, this is done iteratively 
point by point until an objective function is within a specified tolerance[12]. 

The following, describes the main calculations done by this algorithm: 

1. A measure of the potential (1) of each data point is first calculated, taking into 
account the value of the given radius (2). 

௜ܲ = ෍ ݁ିఈฮ௫೔ି௫ೕฮమ௡
௝ୀଵ  (1) 
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ߙ =  ௔ଶ (2)ݎ4

2. The highest potential is selected (2) and accordingly reduces the potential on 
the rest of the point, calculated with the support of the given radius (4) 

௜ܲ ֚ ௜ܲ െ ଵܲ೐כ ିఉฮ௫೔ି௫భෝฮమ
 (3) 

ߚ =  ௕ଶ (4)ݎ4

3. This is repeated until the finalization condition (5) is met 

௞ܲכ ൏ ߝ ଵܲ(5) כ 

4. All sigmas, or radial area of influence, are then calculated (6) ݏܽ݉݃݅ݏ௜ = ൫maxݎ (ܺ) െ min (ܺ)൯√8  (6) 

Due to the nature of this algorithm, and the need to know the cardinality of each 
found cluster in respect to the information universe, as to apply the principle of 
justifiable granularity, a manner to find such cardinality (7) was implemented into 
the algorithm, this was done by calculating the distances between each found clus-
ter and all data points, and the closest data points to each clusters were added to 
their respected cardinality (8), where the distance is calculated with the Euclidean 
distance measurement (9). ܿܽ݀ݎ൛ܿ௜ ∈ ௝ܺൟ (7) 

௝ܺ = data points closer to c୧ (8) 

݀௜ = ඥܿ௜ െ ;௝ݔ ݅! = ݆ (9) 

2.2   Granular Gravitational Algorithm 

This is a hybrid centroid-density based algorithm, meaning all the calculations are 
done based on point density and point distance, this is considering that Newton´s 
Law of Universal Gravitation[13] is utilized to carry out the main cluster  
calculations[14]. 
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The following describes the main calculations done by this algorithm: 

1. All gravitational forces (10) in the system are calculated ܨ௜௝ = ܩ ݉௜ ௝݉݀൫ݔ௜,  ௝൯ଶ (10)ݔ

2. The sum force (11) for all data points is then sorted in descending order 

ܨ݉ݑݏ = ෍ ௝௜ܨ
௡ୀ଴  

(11) 

3. All points with strong gravitational force and within a given radius are joined 
(12), joining the point with lesser mass to the point with more mass ݔ௜ ׫ ௝ݔ ; ݉௜ ׫ ௝݉ (12) 

4. This is repeated until a balance in the gravitational forces in the system is 
achieved 

5. All sigmas are then calculated based on the strongest force exerted by any 
found cluster unto the rest of the information universe 

3 Principle of Justifiable Granularity 

This principle is “concerned with the formation of a meaningful information gra-
nule based on available experimental evidence”[Witold,2011], meaning that find-
ing clusters and assigning sigmas that give acceptable results is no longer relevant, 
and the correct size and cardinality of each cluster is. 

3.1 Basic Theory 

The principle of justifiable granularity is concerned with obtaining the adequate 
size of each information granule which was found for that specific information un-
iverse. In this theory, there are two main rules that must be followed: 

1. The numeric evidence of a specific information granule must be as high as 
possible, this means that the cardinality of information within a granule  must 
be high 

2. The information granule should be as specific as possible, meaning that vague-
ness is reduced, relying only on a very strict cardinality 

This completely contradicts itself, as shown in Fig.1, since in one side you must 
elevate the cardinality yet on the other side you must reduce it. This is not a prob-
lem in the final implementation, since a balance is found which conforms to both 
rules. 
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Fig. 4. Interval where the approximate value of αmax is found 

A heuristic is offered which can find this approximate value of αmax, which is 
described as the natural logarithm of the cardinality of the chosen side (18) to find 
its length divided by the length of the closest point (x1) to Med(D) (19). ߲ = ሼܿ௜݀ݎܽܿ)ݐ݊ݑ݋ܿ  ∈ ߗ ൐  ሽ) (18)(ܦ)݀݁ܯ

௠ೌೣߙ = log (ܦ)݀݁ܯ|(߲) െ  ଵ| (19)ݔ

On other terms of application, and considering that choosing an α close to 0 will 
scale the information granule to a non specific granule, with a length near 0, the 
middle point between [0, αmax] or αmax/2, will not necessarily impose a length of 
exactly half the size, since the behavior, as already shown, is non-linear, and it 
will greatly vary from the numerical evidence contained within each specific in-
formation granule.  

4   Algorithm Analysis 

The analysis which will be shown is of a comparison on the variable level, which is 
how the principle of justifiable granularity is applied. Comparing the length of each 
sigma in respect to the lengths found by the principle of justifiable granularity,  
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Both algorithms which are being analyzed will be compared utilizing α=0 on 
both lengths of the granule, a and b. Fig. 6 shows the subtractive algorithm´s sig-
mas, represented by straight lines, against the lengths found by the principle of 
justifiable in this case, the granule is none-specific and completely generalized, 
yet in comparison with the sigmas from the subtractive algorithm, half reach far 
beyond the cardinality of each granule. 

 
 

 

Fig. 6. Results for subtractive algorithm of the simple fit dataset under, comparing the sig-
mas (lines) found by the algorithm against the lengths suggested by the principle of justifi-
able granularity (shaded area). 

The granular gravitational algorithm, shown in Fig. 7, shows a very different 
behavior in its sigmas, compared to the subtractive algorithm´s sigmas, since they 
adapt much more to the cardinality of each granule, but in comparison with the 
lengths given by the principle of justifiable granularity, they are still very genera-
lized and reach beyond the its cardinality in the same way the subtractive algo-
rithm does. 
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Fig. 7. Results for granular gravitational algorithm of the simple fit dataset under, compar-
ing the sigmas (lines) found by the algorithm against the lengths suggested by the principle 
of justifiable granularity (shaded area) 

4.2   Iris Dataset 

The iris dataset is a benchmark dataset in remarks to clustering and classification, 
with four inputs and three classes, and a non-linear solution, this makes for a very 
interesting dataset to test. 

First to be analyzed, is the comparison for the subtractive algorithm, specifical-
ly for the input variable of the petal length, comparing the sigmas obtained  by the 
clustering algorithm against the lengths obtained by applying the principle of justi-
fiable granularity with an α=5. As shown in Fig. 8, the calculated sigmas by the 
subtractive algorithm still overreach, in most cases, far beyond the cardinality of 
each cluster, yet in some cases some data points are not inside that area of  
influence. For the lengths found by the principle of justifiable granularity, since 
the criterions was chosen as a higher number as to suggest more specificity and 
less numerical evidence, they reach far less that the subtractive algorithm´s sig-
mas. This level of adaptation in the length of each granule is not possible in the 
subtractive algorithm. 
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Fig. 8. Clusters found by the subtractive algorithm for the variable ´petal length´, compar-
ing the sigmas found by the algorithm (straight lines), against the lengths found by the  
principle of justifiable granularity (shaded areas) 

 
Fig. 9. Clusters found by the granular gravitational algorithm for the variable ´petal length´, 
comparing the sigmas found by the algorithm (straight lines), against the lengths found by 
the principle of justifiable granularity (shaded areas) 
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As for the granular gravitational algorithm´s results, the same variable was  
chosen with the same value for the specificity criterion. As shown in Fig. 9, the 
sigmas found by the clustering algorithm adapt more to the cardinality, yet this 
adaptation is not very noticeable. Comparing with the lengths found by applying 
the principle of justifiable granularity, the length of the granules are much smaller, 
caused by choosing a specificity criterion which in turn limits the numerical  
evidence which supports the information granule. 

In the next section, a much more detailed analysis regarding the cardinality, 
sigmas and results obtained by applying of the principle of justifiable granularity 
will be given. 

4.3   Discussion 

First of all, comparing both algorithm´s general performance, they obtain exactly 
the same number of clusters when they 100% identify these datasets, meaning 
their performance is very similar. The main difference in their results is that the 
subtractive algorithm´s sigmas are constraint to the same length of each cluster on 
the variable level, and the granular gravitational algorithm adapts its sigmas to 
global cardinality, meaning that the clusters at the variable level will not always be 
optimal. 

Discussing now the intrinsic application of the principle of justifiable granulari-
ty in both algorithms, we first analyze the results obtained the simple fit dataset. 
Since this comparison was done with a specificity criterion of 0, a full coverage of 
the lengths were expected, the subtractive algorithm had mixed results in this case, 
since some of its clusters were perfectly represented yet other clusters were very 
over-represented, having their length reach far beyond the cardinality; and the 
granular gravitational, in this case, did adapt more the cardinality of each cluster, 
in some cases ignoring isolated data points inside its own cardinality, yet in other 
cases its reach went far beyond its data limits.  

Analyzing these results, we can assume that, in general, the subtractive algo-
rithm obtains sigmas that are more specific in nature and the granular gravitational 
algorithm obtains sigmas that are less specific. Even with these differences, they 
both have very mixed results in the specificity length of their sigmas. 

Directing attention to the iris dataset, these results show a different facet of the 
justifiability of granules, since the criterion which was chosen is 5, meaning that 
its granules are not very specific nor very general, in fact, since αmax was not con-
sidered in this case, it is unknown if the value of 5 is the exact balance between 
specificity and numerical evidence of each granule, and considering that the cardi-
nality of each granule affects the non-linear behavior of αmax, this value was simp-
ly chosen to demonstrate a higher value of specificity as to show how it affects the 
length of the granule. 

Comparing both results for the variable of the petal length on algorithms in 
contrast to the length obtained after applying the principle of justifiable granulari-
ty, we can see that in both cases, the lengths of the sigmas obtained by the algo-
rithms are similar in size, yet the granular gravitational sigmas adapt more to  
the cardinality of each cluster. The calculated length with a criterion of 5, in both 
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cases, are similar in size for most clusters, and considering that both algorithms 
have a similar performance, we can assume that in this case, this similarity in ob-
tained lengths by applying the principle of justifiable granularity is to be expected. 

Reducing this discussion to fewer words, both algorithms have a very similar 
general performance with these datasets. The subtractive algorithm finds sigmas 
of the same length on the variable level and has mixed results with the specificity 
of each found cluster, while the granular gravitational algorithm finds sigmas that 
adapt more to the cardinality of each granule, but since this is done globally on 
each data point, it also has mixed results in respect to the cardinality of each clus-
ter on the variable level, and its sigmas tend to be less specific that the sigmas 
found by the subtractive algorithm. And as already stated, both algorithms do not 
adapt nor consider how specific a granule should be. 

5   Conclusion 

5.1   Conclusions 

In general, this analysis has given some insight into how, and possibly a why, these 
clustering algorithms obtain such acceptable results. Another finding is that they 
both obtain sigmas which are normally too generalized in respect to the cardinality 
of each information granule, resulting in the question of how would the final evalua-
tion of identifications of the datasets would be affected if the lengths of each infor-
mation granule was reduced according to the principle of justifiable granularity. 

Both algorithms have mixed results when it comes to the intrinsic implementa-
tion of the principle of justifiable granulation, yet in general, they both find sigmas 
that are less specific that the most generalized possible length which can be found 
by applying this principle. 

Considering the non-linear behavior of the specificity criterion, and how there 
is a fuzzy interval where its optimum value is found, an approximate heuristic has 
been proposed which finds such value. 

5.2   Future Work 

Regarding the principle of justifiable granularity, a global specificity criterion 
could make it much easier to implement this theory, since having to choose this 
value for two lengths, for every granule, and for every variable, is a non-realistic 
implementation. 

Having obtained acceptable results with the application of the principle of justifia-
ble granularity, integrating this into current clustering algorithms would greatly aid in 
the advancement of the general theory of granular computing, since the granules 
would now be meaningful and more specific to the needs of the problem to be solved. 

More clustering algorithms can be tested in the same way the subtractive and 
granular gravitational algorithms were, as to measure more algorithms and asses 
their performance and creation of meaningful information granules. 
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Abstract. In this paper, an architecture based on adaptive neuro-fuzzy inference 
systems (ANFIS) assembled to recurrent neural networks, applied to the problem 
of mental tasks temporal classification, is proposed. The electroencephalographic 
signals (EEG) are pre-processed through band-pass filtering in order to separate 
the set of energy signals in alpha and beta bands. The energy in each band is 
represented by fuzzy sets obtained through an ANFIS system, and the temporal 
sequence corresponding to the combination to be detected, associated to the spe-
cific mental task, is entered into a recurrent neural networks. This experiment has 
been carried out in the context of brain-computer-interface (BCI) systems devel-
opment. Experimentation using EEG signals corresponding to mental tasks  
exercises, obtained from a database available to the international community for 
research purposes, is reported. Two recurrent neural networks are used for com-
parison purposes: Elman network and a fully connected recurrent neural network 
(FCRNN) trained by RTRL-EKF (real time recurrent learning – extended Kalman 
filter). A classification rate of 88.12% in average was obtained through the 
FCRNN during the generalization stage. 

1   Introduction 

Brain Computer Interfaces (BCIs) are systems aiming to establish communication 
pathways between the brain and computerized mechanisms in order to perform 
some control actions. There are three main stages which can be distinguished in a 
BCI system: detection of the neural signals from the brain, an algorithm for decod-
ing these signals, and a methodology for mapping decoded signals into some pre-
defined activities. In recent years, there has been a growing interest in the research 
community on signal processing techniques oriented to solve the multiple chal-
lenges involved in BCI applications [1-3]. An important motivation to develop 
BCI systems, among some others, would be to allow an individual with motor dis-
abilities to have control over specialized devices such as computers, speech  
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synthesizers, assistive appliances or neural prostheses. A dramatic relevance arises 
when thinking about patients with severe motor disabilities such as locked-in syn-
drome, which can be caused by amyotrophic lateral sclerosis, high-level spinal 
cord injury or brain stem stroke. BCIs would increase an individual’s indepen-
dence, leading to an improved quality of life and reduced social costs. Among the 
possible brain monitoring methods for BCI purposes, the EEG constitutes a suita-
ble alternative because of its good time resolution, relative simplicity and nonin-
vasiveness when compared to other methods such as functional magnetic  
resonance imaging (fMRI), positron emission tomography (PET), magneto-
encephalography or electrocorticogram systems.  

Current research on BCI systems distinguishes seven main categories according 
to the neurological mechanisms or processes involved: sensorimotor activity [4,5], 
P300 [6,7], visual evoked potentials [8,9], slow cortical potentials [10], activity of 
neural cell and response to mental tasks [11,], as well as multiple neuro-
mechanisms, which use a combination of two or more of the previous (see [2] for 
a review). Each category constitutes a paradigm which can be used in order to de-
velop a BCI system. Among these, mental task-based BCI systems have captured 
the attention of the research community, in part due to their independence of addi-
tional interfaces such as the screen of alphanumeric characters used in VEP, or the 
arrows and symbols used in motor imagery experiments, as well as the relative 
flexibility of the user to carry out some mental tasks at his/her own will. Several 
feature extraction methods for mental task-based BCI design have been reported, 
most of them based on parametric, such as autoregressive or adaptive models [12], 
non-parametric models based on several schemes of spectral analysis such as 
Wavelet transform or Stockwell transform [13,14], or fuzzy sets [15]. In this 
sense, it has been shown that information contained in spectral bands α (8-13 Hz), 
β (14-20 Hz), γ (24-37 Hz), or even in higher frequencies [16], can be used to 
detect neural activity directly related to specific mental tasks. Time-frequency 
analysis can be carried out using different approaches such as Wavelet analysis 
[7,13], filter bank [17], empirical mode decomposition [18] and others. Those ap-
proaches reflect only the estimated power across a range of frequencies. In a num-
ber of reported works, non-linear classifiers such as neural network and support 
vector machine algorithms are used [19]. Recently, there has been several studies 
oriented to capture temporal behavior through predictive schemes and recurrent 
neural networks with good results, which encourage further research in that direc-
tion [20-22]. In this work we present a temporal classification approach on a two-
state mental task experiment applying for comparison purposes two recurrent 
neural networks: Elman and Fully Connected Recurrent Neural Network 
(FCRNN). The proposed scheme performs the feature extraction based on an 
Adaptive Neurofuzzy Inference System (ANFIS), previous to the temporal classi-
fication stage.  

The rest of the paper is organized as follows: Section 2 describes theory asso-
ciated to recurrent neural networks. Section 3 describes the proposed methodology 
on temporal classification of the mental task experiment. Section 4 describes and 
analyzes the obtained results. Section 5 presents some concluding remarks, pers-
pectives, and future direction of this research oriented to the implementation of a 
BCI system. 
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2   Neural Network Classifiers 

Temporal classification refers to the assignation of a class based on features  
obtained in different time periods. It is fairly common to use recurrent neural  
networks for this and other types of temporal information processing [23]. Fur-
thermore, it is important to point out that some recurrent neural architectures are 
able to model chaos [24] and it has been proved that the dynamics in an EEG is 
chaotic (for example see [25]). In the results presented here, we used two types of 
recurrent neural networks to build a temporal classifier: a Simple Recurrent Net-
work (SRN), also known as “Elman network” [26] and a fully connected recurrent 
neural network (FCRNN) similar to the one described by [27]. SRN was trained 
using the algorithm “Back Propagation through time” (BPTT) [28] and FCRNN 
was trained with the algorithm “Real Time Recurrent Learning – Extended Kal-
man filter” (RTRL-EKF) [29,30]. These architectures and algorithms are briefly 
described next. 

2.1   Simple Recurrent Network 

Time can be represented in several ways in recurrent neural networks. In a SRN, 
time is implicitly represented using a context layer. This model was introduced by 
Elman [26], which, in spite of being rather simple, is able to memorize previous 
states of a sequence. SRN architecture has 4 layers: an input layer, a hidden layer, 
an output layer and a context layer. (see Fig. 1). SRN differs from a feed-forward 
multi-layer perceptron (MLP) by the fact that SRN can build a representation of 
past events. This is achieved because nodes in the context layer memorize the out-
puts of nodes in hidden layer coming from a previous time. This context layer is 
able to create a map of some temporal properties of the system. SRN is a special 
case of a state-space model of a recurrent neural network. According to [30] the 
dynamic of a state-space model can be described by the following equations: 

),( nn1n uxax =+ ,                                            (1) 

nBxy =n ,                                                     (2) 

where ny represents the output of the system, }...,{ 11 +−−= qnnnn uuuu  is a vec-

tor of the exogenous inputs in different steps , and nx is the output of a bank of q 

unit-time delays, q being the number of nodes in the input layer.  ) , ( ⋅⋅a  is a non-

linear function characterizing the hidden layer  and B is the matrix of synaptic 
weights characterizing the output layer.  The hidden layer is non-linear and output 
layer is linear. For the case of a SRN, the output layer may also be non-linear. 
SRN may be trained in different ways. We used a gradient descent back propaga-
tion algorithm with adaptive learning rate, provided by the neural network toolbox 
of Matlab V6.0.  For the results presented in this paper we use a hyperbolic tan-
gent sigmoid transfer function for the nodes in hidden layer (‘tansig’ Matlab func-
tion) and a logarithmic sigmoid transfer function (‘logsig’ Matlab function) for the 
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output layers. Function ‘calcgbtt’ was used as gradient function, which calculates 
the bias and weight performance gradients using the back-propagation through 
time algorithm [28]. For a detailed explanation of BPTT see [30].  

2.2   Fully-Connected Recurrent Neural Network 

Several of the most useful algorithms for training recurrent neural networks are 
based on Kalman Filtering (KF) [27].  The Extended Kalman Filtering (EKF) is 
required in nonlinear systems, as in the case of recurrent neural networks, because 
a linearization around the current working point requires to be applied before that 
standard KF is performed. EKF has been applied with different styles to train re-
current neural networks, for example in [31-33]. It also has been combined with 
other algorithms, for example with “back truncated propagation through time” 
[32] and with RTRL [29]. 

 

 

Fig. 1. The Simple Recurrent Network (Elman 1990) 

The training algorithm RTRL contains two main steps (see [30,34]): gradient 
calculation and weights adjustments. RTRL is used to calculate the derivatives of 
the gradients and EKF is used for modifying the weights. According to [30], the 
state-space model of the network under training is defined by two models: 

1) The system model, described by: 

nnn ω+=+ ww 1     ,                                             (3) 

where nw  is the weight (state) vector and nω is a white Gaussian noise. 

2) Measurement model, described by: 

   nnnnn νuvwbd += ),,(     ,                                      (4) 

where nd is the desirable response o the system, playing the role of the “observa-

ble”, nν represents the recurrent node activities inside the network, nu denotes the 

input signal to the network and nν is a vector denoting measurement noise cor-

rupting nd . 
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EKF allows the estimation of the value of the correction in the state space mod-
el, updating weights as follows:  

nnnn αGww += −1ˆˆ    
                 (5) 

),,ˆ( 1 nnnnn uvwbdα −−= ,                
       

(6) 

where nG is the Kalman gain, calculated using: 
1

,11 ][ −
−− += n

T
nnn

T
nnn νQBPBBPG               (7) 

nnnnnn ,11 ωQPBGPP +−= −−  
            (8) 

nB  is the Jacobian of the partial derivatives with respect to the state, that is, the 

weights, which is calculated using RTRL algorithm. n,ωQ  is the covariance ma-

trix of the dynamic noise nω , nP  is the prediction error covariance matrix, and 

n,νQ  is the covariance matrix of the measurement noise nν . Calculation of par-

tial derivatives nB  is defined as: 
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where q is the total number of neurons in the networks and m is the total number 

of weights. Using RTRL, derivatives in nB are calculated as [35]: 
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)(⋅′σ is the derivative of the neuron transfer function )(⋅σ ; 
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is the input to each neuron, ikδ is the Kronocker delta. For further details, see [30, 

34, 35].  
For the experiments showed here we used an implementation of RTRL-EKF 

created by [34], which is itself based on the Matlab functions created by [38]. A 
very good description of the data structures used in such software is given by [27].  

3   Proposed Methodology 

A block diagram of the proposed scheme is represented in Fig. 2. The algorithm is 
described as follows: preprocessing of the EEG signals obtained from P4 electrode  
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includes a blind source separation through Independent Component Analysis 
(ICA) in order to remove eye blink and other artifacts. The signal is then filtered 
in order to obtain the alpha and beta bands, and the power signal for each band is 
computed. The power signal in each band is partitioned into 5 windows with a 
50% overlapping as a feature reduction process. The signal is passed through an 
ANFIS system in order to obtain a representation in fuzzy sets corresponding to 
the evolution in time of the estimated power across both spectral bands alpha and 
beta. Temporal sequences corresponding to the combination of energy bands for 
each mental task are input into a recurrent neural network, which is trained to de-
liver a classification decision on the corresponding mental task. 

 

 

Fig. 2. Block diagram of the proposed architecture for mental tasks classification. 

4   Experimental Results 

EEG data were obtained previously by Keirn and Aunon [39] and are available on 
line for research purposes. Ten trials for each mental task resulted in a total of 20 
patterns. Details of the procedure followed to detect the signals can be consulted 
in the cited reference. A brief description is as follows: an Electro-Cap elastic 
electrode cap was used to record data from positions C3, C4, P3, P4, O1, and O2 
defined by the 10-20 system of electrode placement. In the original data set, there 
were seven subjects performing five different mental tasks and one subject per-
forming two different mental tasks. Signals were recorded for ten seconds during 
the task at a sampling frequency of 250 Hertz, and each task was repeated five 
times per session. Subjects attended two sessions recorded on different weeks, re-
sulting in a total of ten trials for each task. The two mental tasks are described as 
follows. 

In the task described as mental letter composing, the subjects were instructed to 
mentally compose a letter to a friend or relative without vocalizing. The second 
mental task described as visual counting, was constructed by asking the subjects to 
imagine numbers being written sequentially on a blackboard, with the previous 
number erased before the next number was written. Experiments were executed 
using MATLAB version 7.6 in a personal computer with a 2.0 GHz AMD Turion 
processor and 3GB RAM. Figure 3 shows an example of the normalized power 
signal corresponding to alpha and beta bands for each mental task. According to 
the proposed procedure previously described, feature extraction is performed on 
the power signals by a window-averaging with a 50% window overlap. Fig. 4 
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shows an example of the feature vectors obtained through the described procedure, 
corresponding to the referred mental tasks. As Fig. 4 illustrates, the power repre-
sentation of alpha and beta bands presents variations associated to temporal evolu-
tion of power bands following each mental task.  

 

 
Fig. 3. Alpha and beta band power for letter composition and counting task 

 
Since the power in bands shows variations for each subject and trial, we pro-

pose the use of an adaptive system allowing the assignment of membership func-
tions in an automatic way in order to represent the configuration of bands through 
fuzzy sets, translating each experiment into a simple sequence that preserve the 
temporal evolution of the performed mental task. 

 Fig. 5 shows an example of the state assignment corresponding to the case of 
letter composition task.  The feature extraction process is then applied to each trial 
in the mental tasks database, obtaining some sequences representing the state tran-
sitions of power band configurations and corresponding to each mental task. The 
ANFIS system was trained with the features extracted over all trials, considering 
an input representation with eight membership functions. 

Fig. 6 shows an example of the results obtained from the ANFIS training for 
the two mental tasks. Temporal classification of the obtained feature vectors 
representing each mental task was performed using a recurrent neural network. In 
this paper we compare the performance of two models: a simple recurrent neural 
network or Elman network and a FCRNN. In both cases, the architecture of the re-
current neural networks was: 1 node in the input layer, 10 nodes in the hidden 
layer and 1 node in the output layer. The architecture was determined by experi-
mentation, with the best results obtained using the described configuration.  
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Fig. 4. Result of feature extraction process for two different mental tasks 

Temporal classification results are reported based on a leave-one-out (LOO-
CV) cross-validation. LOO-CV is typically used in the analysis of small datasets, 
where the relatively high variance of the estimator is offset by the stability result-
ing from the greater size of the training partition than is possible using conven-
tional k-fold cross-validation [40]. Ten trials for each mental task result in a total 
of 20 patterns. The dataset was partitioned in 5 folds with 4 trials each one. LOO-
CV was performed using four folds for training and the remaining one for testing. 
Table 1 summarizes the temporal classification results obtained in average from 
both, training and testing cases, with the two recurrent neural networks previously 
described. 

 

 

Fig. 5. State assignment for letter composition task 
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Fig. 6. Result of ANFIS training 

Table 1. Results on temporal classification; training and testing 

RNN Training  500 epochs Testing 

 MSE Classification 
Execution 

time MSE Classification 

Elman 0.0328 91.75% 3’49’’ 0.0401 90.16% 

FCRNN 0.0121 94.61% 1’ 12’’ 0.0528 88.12%. 

5   Conclusions 

In this work, an architecture based on adaptive neuro-fuzzy inference systems 
(ANFIS) assembled to recurrent neural networks, applied to the problem of mental 
tasks temporal classification, has been proposed. Information on power signal ob-
tained from Alpha and Beta bands constituted a good descriptor with an adequate 
separability, providing a good balance between complexity and classification rate. 
The feature vectors representing each mental task following a fuzzy-set paradigm, 
provided a good description about the temporal evolution of the power signal. A 
classification rate in training of 94.61 % in average was obtained through the 
FCRNN, with an 88.12 % of classification using leave-on-out cross validation in 
the testing stage. A comparison with the Elman Network indicates a better per-
formance of the FCRNN during the training stage, with a slightly better perfor-
mance of the Elman network on generalization. In both cases, an architecture of 
the neural network with 10 nodes in the hidden layer provided the better results. 
Further experimentation oriented to the construction of a database for BCI appli-
cations is currently in progress.   
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Abstract. In this paper a new method to calculate a quality index for edge detec-
tion of an image is proposed. The new method can be applied to synthetic or real 
images, and consists on an interval type-2 fuzzy system (IT2FS). The inputs for 
the IT2FS correspond to a combination of parameters representing the most in-
fluential characteristics of an edge image according on literature and our previous 
experience. This new index can be calculated for any edge detected image, includ-
ing the traditional and fuzzy methods. 

1   Introduction  

The edge detection is very important in the pre-processing of an image [9][6], al-
ready have direct impact on the final result of the processing of the same; these 
methods are used in the areas of analysis and applications in the real world, as 
well as in the investigation of the vision of computer [9]. 

At the present, exist different metric to evaluate the edges of the image, among 
these are the figure of Merit (FOM) de Pratt [1], index of similarity Jaccard also 
called the Coefficient of Tanimoto and the coefficient of Dice, the last two are 
seeking the similarity between two image [22]. 

This paper show the design and experiment of a method that use interval type 2 
fuzzy logic [6][7][1], for evaluate the edge of the image [8]. The edges detector to 
be used Gradient Morphological (GM), Sobel, Prewitts, Roberts, as well as the 
fuzzy versions. Have as input variables the most influential parameters of the 
edges of an image [6], according to literature review. These parameters are used 
by other metrics so separated, and the use in this method together [7]. 

2   Measure Index 

The indices used to evaluate the edges detected an image are figure of Merit 
(FOM) Pratt [1], Jaccard index and coefficient of Dice, which are explained be-
low. The first index is FOM, this is one of the most frequently used, calculate  
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distance perform between the two images [1], the edge of detected (Id) with the 
edge of reference (or) or ground truth, comparing [6] [8] the position pixel by pix-
el searching for the similarities of the gap and after the sum found the same. As 
shown in the equation (1). 

ܯܱܨ = 1max⁡( ݅ܰ , ݀ܰ ) ෍ 11+∝ ݀2݅
ܰ݀
݅=1  

 

(1) 

The second and the third index are the Jaccard and the coefficient of Dice, these 
are the figure of sets, represented for  two circles, as shown in Fig. 1, that show 
the intersection of two sets, the set of results, that main, the edge detected and the 
set true which represent the reference edge or ground truth. The Jacard index is 
also called Tanimoto coefficient which expresse the division index of true 
positives (TP) by the sum of false positives (FP), true positives (TP) and false 
negatives (FN), this shown in equation 2 [22]. 

݆݉ = ܲܨܲܶ + ܶܲ +  ܰܨ

 

(2) 

݉݀ = 2 ൬ ܲܨ)ܲܶ + ܶܲ) + (ܶܲ + ൰(ܰܨ
 

(3) 

The last index is the coefficient of Dice, like the above is obtained based on the 
two sets shown in Fig. 1, using the following calculation: the division of true 
positives (TP) by the sum of false positives (FP) plus the true positive (TP) and 
true positives (TP) plus false negatives (FN), all multiplied by two, this is shown 
in equation 3. It is noteworthy that if the result is 0 there is no overlap, i.e. the 
images have no similarity [14], and if the calculated value is 1 indicating that they 
have a perfect overlap [22]. 
 

 

Fig. 1. Measuring Set 
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Most influential parameters, according to the revised literature, are shown in 
Table 1, these are the input variables to the fuzzy system [7][1], which will serve 
to calculate the index to evaluate the detection of edges in an image. These 
variables represent the sum used by the Pratt index, which uses the Euclidean 
distance to make a comparison [5][8] between the reference image and the image 
of detected edges, the other parameter is the Jaccard and Dice PCD this variable 
represents the pixels of correctly detected edges and the last parameter is PFA 
which means the pixels false alarms, it means that the pixels that are marked as 
edges and are not. 

The methodology followed to perform the index calculation is described below, 
is shown in Fig. 2, first compute the edges of the original image, after the two 
images are taken, the edge detected and the reference image (ground truth) [4] and 
calculated their respective thresholds, these values are appropriate to the size of 
the images. The next step is to convert to binary images so that we can make the 
counts and to determine where the edges, and later extract the characteristics 
thereof. These are placed in the input variables to the fuzzy system  for the output 
variable, i.e. the proposed index. Once the index value is calculated, rates of Pratt, 
Jaccard and Dice for comparisons of the calculated values. 

Table 1. Parameters of the indixes 

Parameters 

Indexes 
Summation 
(Sumdist) 

PCD PFA 

FOM x 

Jaccard X x 

Dice X x 

Index proposed x X x 

 
 
Described below are the characteristics of intervals type 2 fuzzy system to 

evaluate the detection of edges in an image [14][8]. To construct it, use a graphical 
tool specially made to work with these systems [2]. Fig. 3 shows the input 
variables, as already described above, these are Sumdist, PCD and PFA, each of 
the variables contains 4 membership functions which are of Gaussian type, these 
linguistic values are as LOW, MEDIUM , HIGH and VERYHIGH. 

Fig. 4 show the output variable, the proposed index [5], which has 4 
membership functions with the same linguistic values mentioned above. These 
variables are matched to the size of the image that is being evaluated and are 
normalized between 0 and 1. 
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Fig. 2. Model for evaluating the edge detection 

 
 

 

Fig. 3. Input variables and their membership functions 

 
 

 

Fig. 4. Output variable and their membership function 

 
The next step is to find the fuzzy rules to be used for the fuzzy system, which is 

shown in Fig. 5, which calculated the proposed index. Was performed 
combinatorial each of the variables and their respective linguistic values, and 64 
were obtained as a result of these rules is show in Fig. 6, then with the aid of 
arrangements, which are displayed images to fig. 7, values of 0 and 255, 
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respectively edge and no edge, specially made to refine the rules and using the 
interpretability, we reduce them to 34. In Fig. 7 contained in a) show only edges in 
the middle of the image, in b) represent the edges in the top half and so on in other 
images. Performing a combination of these images was able to obtain the fuzzy 
rules. 

 

 

Fig. 5. Fussy System for evaluate edge detection 

 

Fig. 6. Fuzzy Rules 
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Fig. 7. Images of the arrays 

3   Reference Image (Ground Truth) 

There are different methods to determine the reference image or ground truth [4], 
i.e. the edges of an image, one of them is called Automatic generation of ground 
truth consensus. This methodology uses a comparison [6][8] of edge detection 
techniques, using reference images obtained in various ways, the first is the 
artificial ground truth, which easily can be obtained synthetically [7], the second is 
to obtain the ground truth manually, this is tedious and heavy [4]. The latest  
 
 

Fig. 8. Images for first experiment of Automatic generation of consensus ground truth 

 

  
30-bars-circles 0-bars-90-bars 30-bars 

  
30-bars-circles-gt 0-bars-90-bars-gt 30-bars-gt 

Fig. 9. Images for second experiment of Automatic generation of consensus ground truth 
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methodology is to get the ground truth through a comparison of 10 edge detection 
technique and the reference image is obtained by the methods of Minimean and 
Minimax [4]. To obtain a comparison of different sources for obtaining ground 
truth, we will conduct the following experiments, the first being a comparison 
between real images and ground truth consensus, Fig. 8, the second will be 
artificial image with ground truth artificial (synthetic) Fig. 9 and the third and last 
will be with real images and manual ground truth fig. 10. 

 
 

   
wall Saturn Road blocks 

   
Wall edge Saturn edge Road edge Blocks edge 

Fig. 10. Images for third experiment of Automatic generation of consensus ground truth 

4   Experiments 

The first experiment that was working with the arrangements show in Fig. 7, these 
were used to determine the fuzzy rules, which are show in Fig. 6, each of the 
images have 100 rows by 100 columns and the elements that comprise it are 0 and 
255 means no edge means to ensure the number of edges that had the image for 
example we have HR in item a) of Fig. 7 which contains half of its elements 0 and 
the other half 255, i.e., Q in b) we have elements with value 0 only a quarter of all 
elements and so on, with other images. 

The following experiments were performed from the methodology proposed by 
Automatic generation of consensus ground truth [4], the first was that of the 
images shown in Fig. 8, and these are real images and ground truth consensus. 
What was done was to use the reference image obtained the consensus and 
measures the results with the index proposed by this paper comparing [6][8] rates 
Jaccar, Dice and Pratt. To make comparisons of results obtained with different 
edges detector such as Sobel, Prewitts, Roberts, Morphological Gradient as well as 
fuzzy variants. In the second experiment were used images that shown in Fig. 9, 
these are synthetic images [7] as well as their edges. In the third experiment were 
used real images, shown in Fig. 10 with ground truth images manually made. 
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5   Results 

The result of the arrangements show in Table 2, which were obtained from the 
images shown in Fig 7, we remember that these arrangements were made to help 
define the fuzzy rules to be used in intervals type 2 fuzzy system. The first column 
show II, this refer to the actual image, and the ID come to mean the reference 
image, in some cases the results are very different, for example in the comparison 
of LH and RH, the index shown in the third column with a FOU = 0 is 0.03 while 
the rate of FOM in the last column is 0.5435, meaning that it evaluates FOM 
almost 50% more than metFis, as this index is the false alarms parameter and 
FOM take not in their calculations. So we could say that this new index evaluated 
in a more objective image. In Table 3, show the results obtained with the first 
ground truth experiment consensus [4], which have real image shown in Fig. 8, 
and their respective ground truth consensus. 

Table 2. Result of measurements obtained with arrays 

  
FOU  
0  

FOU  
0.2  

FOU  
0.4  

FOU  
0.6     

II  ID  metFis  metFis  metFis  metFis  mj  mc  FOM  
HL Q 0.4262 0.4143 0.4087 0.4092 0.5000 0.6667 0.5000 
Q HL 0.3702 0.3751 0.4035 0.4463 0.5000 0.6667 0.7717 
HL HU 0.3702 0.3751 0.4035 0.4463 0.3333 0.5000 0.7717 
HU HL 0.3702 0.3751 0.4035 0.4463 0.3333 0.5000 0.7717 
HR  TQ 0.3506 0.3506 0.3495 0.3487 0.6667 0.8000 0.8478 
TQ HR 0.6544 0.6532 0.6500 0.6373 0.6667 0.8000 0.6667 
HL HL 0.9630 0.9615 0.9564 0.9461 1.0000 1.0000 1.0000 
HL HR 0.0366 0.0377 0.0418 0.0495 0.0000 0.0000 0.5434 
HR HL 0.0366 0.0377 0.0418 0.0495 0.0000 0.0000 0.5434 

Table 3. Results of the measurements made in lenna 

FOU 
0 

FOU 
0.2 

FOU 
0.4 

FOU 
0.6 

ED metFis metFis metFis metFis mj mc FOM 
 

sobel 0.3183 0.3196 0.3225 0.3501 0.1429 0.2501 0.3839 
prewitt 0.3304 0.332 0.3407 0.3687 0.1463 0.2553 0.3962 
gm 0.4619 0.4642 0.4706 0.4779 0.185 0.3122 0.4889 
roberts 0.346 0.3476 0.3621 0.3812 0.1568 0.271 0.4035 
fuzzysobel 0.386 0.3912 0.4071 0.4252 0.1597 0.2755 0.4541 
fuzzyprewitt 0.395 0.4017 0.4174 0.4322 0.1614 0.2779 0.4612 
fuzzygm 0.4334 0.4425 0.4591 0.4823 0.2038 0.3386 0.5829 
fuzzyroberts 0.3756 0.3794 0.3959 0.4203 0.1671 0.2864 0.4391 
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Table 4. Results of the measurements made in the 0-bars and 90-bars image 

FOU 
0 

FOU 
0.2 

FOU 
0.4 

FOU 
0.6 

ED metFis metFis metFis metFis mj mc FOM 
sobel 0.3093 0.3139 0.3322 0.3712 0.1446 0.2526 0.4059 
prewitt 0.3112 0.3166 0.3353 0.3743 0.1446 0.2526 0.4083 
gm 0.3881 0.3923 0.4012 0.4110 0.1383 0.2430 0.4717 
roberts 0.3836 0.3881 0.3981 0.4091 0.1385 0.2432 0.4693 
fuzzysobel 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719 
fuzzyprewitt 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719 
fuzzygm 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719 
fuzzyroberts 0.3893 0.3934 0.4021 0.4116 0.1386 0.2434 0.4722 

 

Table 5. Results of the measurements made in the 30-bars-ellipses image 

 
FOU 

0 
FOU 
0.2 

FOU 
0.4 

FOU 
0.6    

ED metFis metFis metFis metFis mj mc FOM 
sobel 0.6171 0.6087 0.577 0.5236 0.1657 0.2842 0.5826 
prewitt 0.6151 0.6064 0.5755 0.5241 0.1669 0.286 0.5766 
gm 0.6152 0.6065 0.5757 0.5244 0.167 0.2862 0.5766 
roberts 0.6191 0.6109 0.5788 0.5235 0.1631 0.2805 0.5963 
fuzzysobel 0.6191 0.6110 0.5798 0.5265 0.1621 0.2790 0.6241 
fuzzyprewitt 0.6127 0.6009 0.5645 0.5135 0.1608 0.2771 0.638 
fuzzygm 0.3537 0.3543 0.3515 0.3679 0.1473 0.2567 0.7693 
fuzzyroberts 0.6193 0.6113 0.4126 0.5241 0.1633 0.2808 0.5969 

 

Table 6. Results of the measurements made in the 30-bars image 

 
FOU 
0 

FOU 
0.2 

FOU 
0.4 

FOU 
0.6    

ED metFis metFis metFis metFis mj mc FOM 

sobel 0.0498 0.054 0.0669 0.1069 0.0598 0.1103 0.1549 
prewitt 0.0498 0.054 0.0669 0.1069 0.0584 0.1103 0.1549 
gm 0.0498 0.054 0.0669 0.1069 0.0598 0.1112 0.1463 
roberts 0.0498 0.054 0.0669 0.1069 0.0571 0.108 0.1745 
fuzzysobel 0.0498 0.0540 0.067 0.107 0.0557 0.1056 0.1987 
fuzzyprewitt 0.0499 0.054 0.0671 0.1073 0.0541 0.1027 0.2272 
fuzzygm 0.5336 0.5235 0.4984 0.4697 0.1498 0.2606 0.5218 
fuzzyroberts 0.0498 0.0571 0.0571 0.1069 0.0571 0.108 0.1745 

 
 

The second experiment work with images created synthetically and their 
respective reference image is also obtained ground truth synthetic [7], shows in 
fig. 9. From these results we can see that very similar and we can still say that the 
index proposed evaluation makes a more objective to the image, this sow in table 
4, 5, and 6. 
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Table 7. Results of the measurements made in image Blocks, Road, Saturn and Wall. 

SOBEL EDGE 
FOU 
0 

FOU 
0.2 

FOU 
0.4 

FOU 
0.6 

I II metFis mj mc FOM 
blocks.png blocks-manual- 0.445 0.4455 0.4444 0.4883 0.3176 0.4821 0.9193 
road.png road-manual-gt.png 0.380 0.459 0.4974 0.4999 0.2915 0.4514 0.8205 
saturn.png saturn-manual- 0.177 0.1773 0.2164 0.2221 0.3832 0.5541 0.9290 
wall.png wall-manual-gt.png 0.064 0.0652 0.073 0.0947 0.1296 0.2294 0.4985 

SOBEL  EDGE - FUZZY - FOU = 0 
blocks.png blocks-manual- 0.167 0.1677 0.1678 0.1678 0.3189 0.4835 0.8513 
road.png road-manual-gt.png 0.129 0.1287 0.2564 0.4081 0.7408 
saturn.png saturn-manual- 0.167 0.3533 0.5220 0.9077 
wall.png wall-manual-gt.png 0.062 0.1171 0.2096 0.4664 

 PREWITT EDGE 
blocks.png blocks-manual- 0.445 0.426 0.4382 0.4643 0.3139 0.4778 0.920
road.png road-manual-gt.png 0.500 0.491 0.4991 0.4999 0.2973 0.4583 0.836
saturn.png saturn-manual- 0.170 0.170 0.203 0.2212 0.3654 0.5352 0.925
wall.png wall-manual-gt.png 0.065 0.065 0.0737 0.0953 0.1308 0.2313 0.505

PREWITT EDGE - FUZZY - FOU = 0 
blocks.png blocks-manual- 0.167 0.167 0.1678 0.1678 0.3189 0.4835 0.851
road.png road-manual-gt.png 0.128 0.127 0.1573 0.166 0.2564 0.4058 0.734
saturn.png saturn-manual- 0.168 0.168 0.1814 0.2194 0.3572 0.5263 0.913
wall.png wall-manual-gt.png 0.062 0.062 0.0649 0.0861 0.1142 0.2049 0.462

 GM EDGE 
blocks.png blocks-manual- 0.449 0.450 0.4578 0.4984 0.2906 0.4504 0.896
road.png road-manual-gt.png 0.113 0.113 0.1139 0.148 0.2193 0.3597 0.653
saturn.png saturn-manual- 0.203 0.210 0.2219 0.3692 0.4424 0.5940 0.928
wall.png wall-manual-gt.png 0.063 0.063 0.0673 0.089 0.1217 0.2171 0.469

 ROBERTS EDGE 
blocks.png blocks-manual- 0.262 0.326 0.4056 0.4 0.2885 0.4478 0.898
road.png road-manual-gt.png 0.112 0.113 0.1134 0.1 0.2084 0.3450 0.639
saturn.png saturn-manual- 0.226 0.2303 0.4032 0.4 0.4080 0.5795 0.933
wall.png wall-manual-gt.png 0.061 0.0621 0.064 0.0 0.1067 0.1929 0.448

 
The latest results are show in Table 7, here we compare [6][8] the values of real 

images with ground truth were obtained manually. The edge detectors [8] we use 
are Sobel, Prewitt, GM and Roberts, like fuzzy variants [14]. The result of 
processing of these images was more significant because here reflect the most 
relevant results, and make evaluation more objective, i.e. all image in the values 
were lower than the giver by FOM, where it is clear that the parameters are used 
to evaluate metFis most influential in the evaluation of the edges. 

6   Conclusions 

We can evaluate edge detection with a fuzzy method [5][7][17][8]. This is the first 
time that a fuzzy method [9][14] for evaluating edge detection in an image has 
been proposed. We can include parameters that other metrics use separately. This 
index is more objective to evaluate image edge detection [5]. 
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Abstract. In this paper a genetic algorithm is used to optimize the three neural 
networks forming an ensemble. Genetic algorithms are also used to optimize the 
two type-2 fuzzy systems that work in the backpropagation learning method with 
type-2 fuzzy weight adjustment. The mathematical analysis of the proposed learn-
ing method architecture and the adaptation of type-2 fuzzy weights are presented. 
The proposed method is based on recent methods that handle weight adaptation 
and especially fuzzy weights. In this work an ensemble neural network of three 
neural networks and average integration to obtain the final result is presented. The 
proposed approach is applied to a case of time series prediction. 

1   Introduction 

This paper is focused on the optimization of a neural network ensemble with type-
2 fuzzy weights. The optimization is performed in the number of neurons in the 
hidden layer and in the type-2 fuzzy inference systems used in the hidden and out-
put layer to obtain the type-2 fuzzy weights of each neural network.  

The proposed approach is applied to time series prediction for the Mackey-
Glass series. The objective is obtaining the minimum prediction error for the data 
of the time series. 

A supervised neural network was used, because this type of network is the most 
commonly used in the area of time series prediction. 

This neural network is based on supervised learning, where the network oper-
ates by having both the correct input and output, and the network adjusts its 
weights to try in minimize the error of the calculated output. 

The research is based on working with the weights of a neural network in a dif-
ferent way to the traditional approach, which is important because this affect the 
performance of the learning process of the neural network. 

This conclusion is based on the practice of neural networks of this type, where 
some research works have shown that the training of neural networks for the same 
problem initialized with different weights or its adjustment in a different way, but 
at the end is possible to reach a similar result. 
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The next section presents a background about modifications of the backpropa-
gation algorithm and different management strategies of weights in neural net-
works, and basic concepts of neural networks. Section 3 explains the proposed 
method and the problem description. Section 4 describes the optimization of the 
ensemble neural network with type-2 fuzzy weights proposed in this paper. Sec-
tion 5 presents the simulation results for the proposed method. Finally, in section 
6, some conclusions are presented. 

2   Background and Basic Concepts 

In this section a brief review of basic concepts is presented. 

2.1   Neural Network 

An artificial neural network (ANN) is a distributed computing scheme based on 
the structure of the nervous system of humans. The architecture of a neural net-
work is formed by connecting multiple elementary processors, this being an adap-
tive system that has an algorithm to adjust their weights (free parameters) to 
achieve the performance requirements of the problem based on representative 
samples [8][22]. 

The most important property of artificial neural networks is their ability to learn 
from a training set of patterns, i.e. they are able to find a model that fits the data 
[31][9]. 

The artificial neuron consists of several parts (see Figure. 1). On one side are 
the inputs, weights, the summation, and finally the transfer function. The input 
values are multiplied by the weights and added: ∑ ௜௝ݓ௜ݔ . This function is com-
pleted with the addition of a threshold amount i. This threshold has the same effect 
as an input with value -1. It serves so that the sum can be shifted left or right of the 
origin. After addition, the function f is applied to the sum, resulting on the final 
value of the output, also called ݕ௜  [28], obtaining the following equation:  

௜ݕ  = ൭෍ ௜௝௡ݓ௜ݔ
௜ୀଵ ൱ 

 

(1) 

 

Where f may be a nonlinear function with binary output + -1, a linear function f 
(z) = z, or as sigmoidal logistic function: 

 

(ݖ)݂                                     = ଵଵା௘ష೥.                                                  (2) 
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Fig. 1. Schematics of an artificial neuron 

2.2   Overview of Related Works 

The backpropagation algorithm and its variations are the most useful basic train-
ing methods in the area of neural networks. However, these algorithms are usually 
too slow for practical applications. 

When applying the basic backpropagation algorithm to practical problems, the 
training time can be very high. In the literature several methods have been pro-
posed to accelerate the convergence of the algorithm [2] [13] [24] [36].  

There exists many works about adjustment or managing of weights but only the 
most important and relevant for this research will be considered here [4] [10] [27] 
[35]: 

Momentum method.- Rumelhart, Hinton and Williams suggested adding in the 
increased weights expression a momentum term β, to filter the oscillations that can 
be formed a higher learning rate that lead to great change in the weights [28] [14]. 
Adaptive learning rate.- focuses on improving the performance of the algorithm by 
allowing the learning rate changes during the training process (increase or  
decrease) [14]. 

 
Conjugate Gradient algorithm.- A search of weight adjustment along conjugate di-
rections. Versions of conjugate gradient algorithm differ in the way in which a 
constant βk is calculated. Some examples of this case are 

 
•  Fletcher-Reeves update [12]. 
•  Polak-Ribiere updated [12]. 
•  Powell-Beale Restart [3] [29]. 
•  Scaled Conjugate Gradient [25]. 

 
Kamarthi and Pittner [20], focused in obtaining a weight prediction of the network 
at a future epoch using extrapolation. 

Ishibuchi et al. [17], proposed a fuzzy network where the weights are given as 
trapezoidal fuzzy numbers, denoted as four trapezoidal fuzzy numbers for the four 
parameters of trapezoidal membership functions. 
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Ishibuchi et al. [18], proposed a fuzzy neural network architecture with symme-
trical fuzzy triangular numbers for the fuzzy weights and biases, denoted by the 
lower, middle and upper limit of the fuzzy triangular numbers. 

Feuring [11], based on the work by Ishibuchi, where triangular fuzzy weights 
are used, developed a learning algorithm in which the backpropagation algorithm 
is used to compute the new lower and upper limits of weights. The modal value of 
the new fuzzy weight is calculated as the average of the new computed limits. 

Castro et al. [6], use interval type-2 fuzzy neurons for the antecedents and in-
terval of type-1 fuzzy neurons for the consequents of the rules. This approach 
handles the weights as numerical values to determine the inputs of the fuzzy neu-
rons, as the scalar product of the weights for the input vector.  

Recent works on type-2 fuzzy logic have been developed in time series predic-
tion, like that of Castro et al. [7], and other researchers [21][1]. 

Recent research on genetic algorithm optimization have been developed in 
neural networks and fuzzy logic, like that of Sanchez et al. [32], and other re-
searchers [30][34]. 

3   Proposed Method and Problem Description 

The focus of this work is to generalize the backpropagation algorithm using type-2 
fuzzy sets to allow the neural network to handle data with uncertainty. At the same 
time, it will be necessary to optimize type-2 fuzzy sets for the corresponding ap-
plications and this will require a method to automatically vary the footprint of un-
certainty (FOU) of the membership functions. 

The initial weight selection will be done differently to the traditional random 
initialization of weights performed with the backpropagation algorithm (Fig. 2); 
the proposed method will work with type-2 fuzzy weights, taking into account the 
possible change in the way the neuron works internally and the adaptation of the 
weights given in this way (Fig.  3) [26]. 

 

 

Fig. 2. Scheme of current management of numerical weights (type-0) for the inputs of each  
neuron 
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Fig. 3. Schematic of the proposed management of type-2 fuzzy weights for the inputs of 
each neuron 

A modification of the current methods of adjusting weights that allow conver-
gence to the correct weights for the problem was considered. A method for adjust-
ing weights to achieve the desired result, searching for the optimal way to work 
with type-2 fuzzy weights was proposed [19]. 

A genetic algorithm for obtaining the optimal type-2 fuzzy weights of the neur-
al network is used; because in the literature it can be found that it has been very 
difficult and exhaustive to manually find optimal values for a problem [16]. 

To define the activation function f (-) to use, the linear and sigmoidal functions 
were tested, because these functions have been used in similar approaches. 

4   Optimization of Ensemble Neural Network Architecture with 
Type-2 Fuzzy Weights    

The proposed ensemble neural network architecture with type-2 fuzzy weights 
(see Fig. 4) is described as follows: 

 
Layer 0: Inputs. 

ݔ                                      = ሾݔଵ, ,ଶݔ ڮ ,  .௡ሿ                                        (2)ݔ

Layer 1: Interval type-2 fuzzy weights for the hidden layer of each neural network. 

෥ݓ                                            = ,ݓൣ  .൧                                             (3)ݓ
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 Where ൣݓ,  ൧ are the weights of the consequents of each rule of the type-2 fuzzyݓ
system with inputs (current fuzzy weight, change of weight) and output (new 
fuzzy weight). 

 
Layer 2: Hidden neuron with interval type-2 fuzzy weights. 

ݐ݁ܰ = ෍ ప෦௡ݓ௜ݔ
௜ୀଵ   

                                                                                                   (4).     

Layer 3: Output neuron with interval type-2 fuzzy weights. 

ݐݑܱ = ෍ ప෦௡ݓ௜ݕ
௜ୀଵ  

                                                                                                    (5).               

Layer 4: Obtain a single output of each one of the three neural networks. 
 
Layer 5: Obtain a final output with the average integration. 
 
 

 

 

 

 

 

Fig. 4. Ensemble neural network architecture with type-2 fuzzy weights 

The optimization was performed for the numbers of neurons in the hidden layer of 
each neural network, and for the weights of the hidden layer and output layer, in 
Figure 5 is described:  

 
 
 



Genetic Optimization of Type-2 Fuzzy Weight Adjustment  165 

 

Experiments in time-series prediction were performed, specifically for the 
Mackey-Glass time series (τ=17).  

Three neural networks were considered in the ensemble: the first network with 
25 neurons in the hidden layer and 1 neuron in the output layer; the second net-
work with 28 neurons in the hidden layer and 1 neuron in the output layer; and the 
third network with 38 neurons in the hidden layer and 1 neuron in the output layer. 
This ensemble neural network handles type-2 fuzzy weights in each one of its hid-
den layers and output layer. In each hidden layer and output of each network a 
type-2 fuzzy inference system is used to obtain new weights in each epoch of the 
network [5][23][15][33].  

The combination of responses of the ensemble neural network is performed by 
average integration. 

 

 

Fig. 5. Proposed optimization of the ensemble neural network architecture with type-2 
fuzzy weights 

5   Simulation Results    

The obtained results without optimizing the neural network and type-2 fuzzy sys-
tems are shown on Table 1 and Fig. 6, which means that all parameters of the 
neural network and type-2 fuzzy systems are established empirically. The best 
prediction error is of 0.0788. 
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Table 1. Results for the ensemble neural network for series Mackey-Glass 

No. Epoch Network error Time Prediction error 

E1 100  0.000000001 00:01:09 0.0788 

E2  100  0.000000001 00:02:11  0.0905  

E3  100  0.000000001 00:02:12  0.0879  

E4  100  0.000000001 00:01:14  0.0822  

E5  100  0.000000001 00:01:13 0.0924  

E6 100 0.000000001 00:02:13 0.0925 

E7 100 0.000000001 00:01:08 0.0822 

E8 100 0.000000001 00:01:09 0.0924 

E9 100 0.000000001 00:01:07 0.0826 

E10 100 0.000000001 00:01:07 0.0879 

 
 

 

Fig. 6. Plot of real data against prediction data of the Mackey-Glass time series for the en-
semble neural network with type-2 fuzzy weights 

The parameters for the GA used to optimize the ensemble neural network are 
described in Table 2: 

Table 2. Parameters of the genetic algorithm used for optimization the ensemble neural 
network 

Individuals  40  

Gens  81 (binary)  

Generations  20  

Assign Fitness  Ranking  

Selection  Stochastic Universal Sampling  

Crossover  Single-Point 

Mutation  0.0086  

Individuals  40  



Genetic Optimization of Type-2 Fuzzy Weight Adjustment  167 

 

The obtained results of the GA optimizing the ensemble neural network are 
shown on Table 3 and Fig. 7. The best error is of 0.0518 optimizing the numbers 
of neurons and type-2 fuzzy systems. 

 

Table 3. Results for the ensemble neural network for series Mackey-Glass optimized 

No. Prediction error 

E1 0.0518  

E2  0.0611 

E3  0.0787 

E4  0.0715 

E5  0.0655 

E6 0.0614  

E7 0.0724  

E8 0.0712  

E9 0.0724  

 

 

Fig. 7. Plot of real data against prediction data of the Mackey-Glass time series for the en-
semble neural network with optimized type-2 fuzzy weights 

We obtained 2 similar type-2 fuzzy systems in each neural network with 2 in-
puts and 1 output for the hidden layer (See Figs. 8(a) and 9) and 6 rules (see Fig. 
11(a)); and output layer (See Figs. 8(b) and 10) and 6 rules (see Fig. 11(b)): 
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Fig. 8. Structure of the used type-2 fuzzy inference system in the hidden and output layer 

 

 
Fig. 9. Inputs and outputs of the type-2 fuzzy inference system for the hidden layer 

 

 
Fig. 10. Inputs and outputs of the type-2 fuzzy inference system for the output layer 
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Fig. 11. Structure of the used type-2 fuzzy inference system in the hidden and output layer 

6   Conclusions 

An ensemble neural network learning method with type-2 fuzzy weights was op-
timized with a genetic algorithm. The result with the ensemble neural network 
with type-2 fuzzy weights optimized for the Mackey-Glass time series is a predic-
tion error of 0.0518.  The architecture for the optimized ensemble neural network: 
the first network with 30 neurons in the hidden layer and 1 neuron in the output 
layer; the second network with 29 neurons in the hidden layer and 1 neuron in the 
output layer; and the third network with 26 neurons in the hidden layer and 1 neu-
ron in the output layer. 

This result is good considering that the number of GA generations was relative-
ly small. 
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Abstract. This paper describes a proposed method for type-2 fuzzy integration that 
can be used in the fusion of responses for an ensemble neural network. We 
consider the case of the design of a type-2 fuzzy integrator for fusion of a neural 
network ensemble. The network structure of the ensemble may have a maximum 
of 5 modules. This integrator consists of 32 fuzzy rules, with 5 inputs depending 
on the number of modules of the neural network ensemble and one output. Each 
input and output linguistic variable of the fuzzy system uses Gaussian membership 
functions. The performance of type-2 fuzzy integrators is analyzed under different 
levels of uncertainty to find out the best design of the membership functions. In 
this case the proposed method is applied to time series prediction. 

 
Keywords: Ensemble Neural Networks, Genetic Algorithms, Optimization, Time 
Series Prediction. 

1   Introduction 

In the literature there are methods for building intelligent systems using type-2 
fuzzy logic and soft computing techniques. The soft computing paradigm includes 
techniques such as: neural networks, type-1 fuzzy systems and genetic algorithms, 
which can be used to create hybrid intelligent systems. So we can use type-2 fuzzy 
logic combined with these conventional soft computing techniques for the creation 
of hybrid intelligent systems and the in this way combining advantages that each 
technique offers us, as this allows us to solve problems of pattern recognition, 
time series and control. 

Neural networks (NNs) are composed of many elements (Artificial Neurons), 
grouped into layers that are highly interconnected (with the synapses), this structure 
has several inputs and outputs, which are trained to react (or give values) in a way 
you want to input stimuli. These systems emulate in some way, the human brain. 
Neural networks are required to learn to behave (Learning) and someone should be 
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responsible for the teaching or training, based on prior knowledge of the 
environment problem [8,13,14]. 

Neural network ensemble is a learning paradigm where many neural networks 
are jointly used to solve a problem [1]. Neural network ensemble is a learning 
paradigm where a collection of a finite number of neural networks is trained for 
the same task [27]. It originates from Hansen and Salamon’s work [10], which 
shows that the generalization ability of a neural network system can be 
significantly improved through ensembling a number of neural networks, i.e. 
training many neural networks and then combining their predictions. 

The basics of fuzzy logic do not change from type-1 to type-2 fuzzy sets, and in 
general, will not change for any type-n (Karnik & Mendel 1998). A higher-type 
number just indicates a higher “degree of fuzziness”. Since a higher type changes 
the nature of the membership functions, the operations that depend on the 
membership functions change; however, the basic principles of fuzzy logic are 
independent of the nature of membership functions and hence, do not change. 
Rules of inference like Generalized Modus Ponens or Generalized Modus Tollens 
continue to apply. 

The structure of the type-2 fuzzy rules is the same as for the type-1 case 
because the distinction between type-2 and type-1 is associated with the nature of 
the membership functions. Hence, the only difference is that now some or all the 
sets involved in the rules are of type-2 [2]. 

Genetic Algorithms (GA) as tool for a search and optimizing methodology has 
now reached a mature stage. The term genetic algorithm, almost universally 
abbreviated nowadays to GA, was first used by Holland [11, whose book 
Adaptation in Natural and Artificial Systems of 1975 was instrumental in creating 
what is now a flourishing field of research and application that goes much wider 
than the original GA. The subject now includes evolution strategies (ES), 
evolutionary programming (EP), artificial life (AL), classifier systems (CS), genetic 
programming (GP), and most recently the concept of evolvable hardware.[7, 15]. 

In this paper the contribution is the proposed method for creating a type-2 fuzzy 
systems for integration and optimization for to integrate responses ensemble neural 
network that can be applied to different cases, as can be data, images, is presented. 
In this case we show the application to time series prediction. The time series 
prediction are very important because we can analyze past events to know the 
possible behavior of futures events and thus we can take preventive or corrective 
decisions to help avoid unwanted circumstances.[16]. In the literature there have 
been recent work of time series [ 2,3, 4, 9, 10, 11, 12,17, 24, 25, 26, 27, 28]. 

2   Problem Statement and Proposed Method 

The objective of this work is to develop a model that is based on integrating the 
responses of an ensemble neural network using ype-2 fuzzy systems and optimization.  
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Figure 1 represents the general arquitecture of the proposed method, where historical 
data, analyzing data, create the ensemble neural network and integrate responses of the 
ensemble neural network with type-2 fuzzy system integration and we obtaining the 
ouput are shown. The information can be historical data, these can be images, time 
series, etc., in this case we show the application to time series prediction of the Dow 
Jones where we obtain good results with this series. 

 
 

 

Fig. 1. General Architecture of the proposed method 

In this Figure 2 shows a type-2 fuzzy system consisting of with 5 inputs 
depending on the number of modules of the neural network ensemble and one 
output. Each input and output linguistic variable of the fuzzy system uses 2 
Gaussian membership functions. The performance of the type-2 fuzzy integrators 
is analyzed under different levels of uncertainty to find out the best design of the 
membership functions and consist of 32 rules. 
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Fig. 2. Type-2 Fuzzy System for Dow Jones time series 

In this Figure 3 shows the possible rules of a type-2 fuzzy system.  
Chromosome shown in Figure 4 is composed of 326 genes which allow us to 

optimize the structure of the fuzzy integrator. Genes 1-4 (binary) are activating 
genes that define the structure of the fuzzy integrator such as the number of entries 
in the ensemble neural network, system type (Mamdani or Sugeno) and type of 
membership functions (Gaussian, bell generalized triangular and trapezoidal). 
Genes 5-292 (real numbers) allow us to manage the parameters of membership 
functions for input and output (depending on the type of logic, system type and 
function type use only part of the chromosome). 293-324 genes (binary) allow us 
to reduce the number of fuzzy rules, activating or deactivating them. 
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Fig. 3. Rules of Type-2Fuzzy Inference System of the Dow Jones Time Series 

Historical data of the Dow Jones time series was used for the ensemble neural 
network trainings, where each module was fed with the same information, unlike 
the modular networks, where each module is fed with different data, which leads 
to architectures that are not uniform.  

The Dow Jones (DJ) is a U.S. company that publishes financial information. 
Founded in 1882 by three reporters: Charles Henry Dow, Edward David Jones and 
Charles Milford Bergstresser.  

In the same year it began publishing a financial newsletter called "The 
Customer` s Afternoon Letter which "would be the precursor of the famous 
financial newspaper The Wall Street Journal first published on July 8, 1889. 

The newsletter showed publicly share prices and the financial accounts of 
companies, information that until then had only the people close to the companies. 

To better represent the movements of the stock market at the time, the Dow 
Jones designed a barometer of economic activity meter with twelve companies 
creating the Dow Jones stock index. 
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Fig. 4. Chromosome to optimize the structure of the fuzzy system to integrate ensemble 
neural network 

 

Fig. 5. Dow Jones Time Serie 
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Like the New York Times and Washington Post newspapers, the company is open to 
the market but is controlled the by the private sector. So far, the company is controlled by 
the Bancroft family, which controls 64% of the shares entitled to vote [6]. 

Data of the Dow Jones time series: We are using 800 points that correspond to 
a period from 08/12/2008 to 09/09/2011 (as shown in Fig. 5). We used 70% of the 
data for the ensemble neural network trainings and 30% to test the network [7]. 

3   Simulation Results 

In this section we present the simulation results obtained with the integration of 
ensemble neural network with type-2 fuzzy integration and optimization with the 
genetic algorithm for the Dow Jones time series. 

Table 1 shows the genetic algorithm results (as shown in Figure 5) where the 
prediction error is of 0.0022606. 

Table 1. 

 
 
Fuzzy integration is also performed by implementing a type-2 fuzzy system in 

which the results were as follows: for the best evolution with a degree of 
uncertainty of 0.3 a forecast error of 0.0121 was obtained, and with a degree  
of uncertainty of 0.4 the error: 0.0127 and with a degree uncertainty 0.5 the error 
of 0.0134, as shown in Table 2. 
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Table 2. Results of Type-2 Fuzzy Integration of DJ 

Evolution 0.3
Uncertainty 

0.4
Uncertainty 

0.5 
Uncertainty 

Evolution 1 0.0179 0.0179 0.0165 
Evolution2 0.0121 0.0127 0.0134 
Evolution3 0.0167 0.0167 0.0162 
Evolution4 0.0158 0.0178 0.0156 
Evolution5 0.0237 0.0224 0.0231 
Evolution6 0.0172 0.0172 0.0164 
Evolution 7 0.0162 0.0162 0.0164 
Evolution8 0.0168 0.0169 0.0141 
Evolution 9 0.0202 0.0202 0.0212 

Evolution 10 0.0154 0.0152 0.0149 
 
 

The type-2 fuzzy system than obtained by applying the genetic algorithm was 
of Mamdani type, the membership functions of triangular type and consists of 32 
rules, as shown in Table 3. Where now the prediction error is of 0.0021271. 

Table 3. Results of Type-2 Fuzzy Integration of DJ with a GA 
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4   Conclusions 

Type-2 fuzzy systems handle uncertainty in the membership functions and this 
helps us obtain good results in the integration of this time series as the data used 
are complex. After achieving these results, we have verified the efficiency of the 
algorithms applied to optimize the type-2 fuzzy System architecture. In this case, 
the method was efficient but it also has certain disadvantages, sometimes the 
results are not good but genetic algorithms can be considered as good techniques 
for solving search and optimization problems. 
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Abstract. The present work deals with the problem of identifying individuals 
from a database, and in so doing utilizing measurements taken from handpalm im-
ages. The techniques utilized for performing identifications are mainly those of ar-
tificial neural networks, which work upon the data through the use of two modular 
neural networks, one which is concerned solely with the handpalm image, another 
with the measurements taken thereof. Outputs from these two networks are inte-
grated through a fuzzy inference system. Subsequent work will comprise im-
provement of the obtained results. 

Keywords: Biometry, Fuzzy Logic, Modular Neural Networks.  

1   Introduction  

In recent decades an ever increasing number of automatic recognition methods 
have been developed, all of which are intended to help manage and control access 
to many different goods, places and services. Computational Intelligence para-
digms such as Artificial neural networks (ANN) and Fuzzy systems (based on 
fuzzy logic) have proven invaluably useful when applied to pattern recognition 
problems, as well as being able to perform at very good levels of performance 
when dealing with such problems, these being the reason they are used in this 
work. 

Features to be found in a human’s hands are attractive as a means to build upon 
for the construction of methods for recognition; not the least of qualities asso-
ciated with them are their permanence and uniqueness. 

Among these methods only two will be mentioned: palmprint recognition and 
hand geometry recognition [3]. 

Palmprint recognition is an amplification of fingerprint recognition methods, 
and may or may not build upon the presence of three principal lines on most eve-
ryone’s hands. 

This kind of methods tend to be very precise, yet spend sizable amounts of 
computing power. 
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Hand geometry methods, in their original implementation, look to make several 
measurements from images of the outline of the hand (these images are taken 
while the hand is on a level surface and placed between unmovable pegs, to im-
prove measurements). 

The measurements commonly include: length of fingers, palm width, knuckle 
size. 

Commonly, a very reduced amount of memory is needed for a single individu-
al, but identification tasks aren’t as accurately resolved through such methods, 
more so if the database is really large; for verification purposes, performance can 
be good [3]. 

The rest of the paper is organized as follows: Section 2 describes the tools used 
for this work and what they are about, section 3 describes the methodology ap-
plied for the resolution of the stated problem, section 4 describes the results ob-
tained so far, section 5 gives the conclusions drawn so far, along with ideas for 
further work. 

2   Computational Intelligence Tools 

There is an enormous amount of Computational Intelligence tools that are useful 
for pattern recognition purposes. Mentioned below are those that are important to 
this work. 

2.1   Fuzzy Logic 

Fuzzy logic follows a path unlike that of traditional logic, allowing not only two 
possible states for a situation, but an infinite gamut between those two traditional 
states, which in a sense approaches more closely the way in which humans use 
language and what has traditionally been considered a byproduct of language:  
reasoning. 

From this particular standpoint, fuzzy logic builds until it reshapes every tool of 
logic, including deductive inference [2]. 

2.2   Fuzzy Systems 

A fuzzy inference system (FIS) is a system that takes advantage of fuzzy logic to 
create and control models of complex systems and situations without making use 
of ground-up specifications, which are many times unavailable and relying instead 
on descriptions more or less at a human language level.  

A much used tool for working with fuzzy systems is that included within the 
Matlab programming language [2]. 
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2.3   Artificial Neural Networks 

Artificial neural networks are much simplified models of generic nervous systems, 
studied with the idea of applying them for the same tasks organisms excel at, in-
cluding pattern recognition. 

Nowadays there are many kinds of ANNs, but all build upon using lots of sim-
ple elements (neurons) capable of being interconnected and of maintaining 
weighted responses to “stimuli” between those connections; the similarities end 
there for many types of ANNs. 

The afore mentioned networks are tipically divided into layers, and for those 
nets needing training to get the desired response to a given input, such training is 
accomplished through a training algorithm, like the much used backpropagation 
algorithm. 

There would be a last stumbling stone to consider when in need to have a cer-
tain output derive from a given input: not all network architectures are equally 
successful at attaining this goal [5]. 

2.4   Modular Neural Networks (MNN) 

It is possible to divide a problem so that several networks (modules or experts) 
work separately to solve it. Much needed improvements can be obtained with 
these MNN, such as a lower training time or an efficiency boost. 

The final step in getting an answer to a given problem with an MNN involves 
the integration of individual results, to mention just a few (not all applicable to 
every MNN): gating networks, voting, weighted average, winner-takes-all. 

Winner takes all is possibly the simplest method and works by considering the 
highest ranking results in each module and comparing all such results, allowing 
only the very highest ranking to remain and be part of the final result [8]. 

It is also possible to have a fuzzy system integrate responses to several mod-
ules, according to the system’s rules and the compared modules’ results. 

3   Methodology 

The following items were necessary aspects for this work's problem solving  
methodology: 

1. Having a database. 
2. Having a general architecture for the system. 
3. Having an architecture for each of the used modular neural networks. 
4. Having an architecture for each of the modules within a modular neural  

network. 
5. Having preprocessing modules for each of the MNNs. 
6. Having an architecture for each of the used fuzzy integrators. 
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7. Having fuzzy rules for each of the fuzzy integrators. 
8. Train all modules of every modular neural network and integrate results. 

3.1   Utilized Database 

The database used with this work is the Polytechnic University of Hong Kong’s 
multispectral palmprint database (MS PolyU database) [7].  

The images contained in the database are very nearly fingerless, and the middle 
and ring fingers are opened wide due to the presence of a central metallic stud; 
each image has a size of 352 by 288 pixels. 

The database has four directories with a total of 6000 images each, taken from 
250 volunteers. 

The database gets its name from the volunteers being taken an image of every 
hand four times, under red, green, blue or infrared illumination. 

The only directory used for this work is the “Red” one. 

3.2   The General System’s Architecture 

The system comprises two modular neural networks, one dealing with the images 
and the other with the geometric measurements, with each of them having a dif-
ferent preprocessing for the whole dataset. At the end, the results of both MNNs 
are integrated by a FIS, as shown in Fig. 1: 

 

 
Fig. 1. Complete system's achitecture 

3.3   Modular Neural Network 1's Architecture  

This MNN is comprised of ten modules, which equally divide their dataset, along 
with an integrator (winner takes all).  
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The layout for this MNN is shown in Fig.2: 
 

 

Fig. 2. MNN 1's architecture 

3.3.1   MNN 1’s Parameters by Module  

The parameters for this MNN are as follows (all further networks share these pa-
rameters, except the number of neurons): 

1. Number of layers: 3 
2. Training function: scaled conjugate gradient (though in the first series of train-

ings for this MNN, it was Fletcher’s conjugate gradient). 
3. Transference function, layer 1: Tangent sigmoid  
4. Transference function, layer 2: Logarithmic sigmoid   
5. Transference function, layer 3: Linear 
6. Number of neurons, layer 1: 350 
7. Number of neurons, layer 2: 175 
8. Number of neurons, layer 3: 50 

As with all modules, the training set is 58% of the whole dataset. 

3.4   Preprocessing for MNN 1  

The preprocessing consists (as shown in Fig. 3) of: 

1. Equalization of histogram. 
2. Edge detection.  
3. Reduction of images. 
4. Binarizing and standardization of images. 
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Fig. 3. Block diagram for MNN 1's preprocessing 

3.4   Modular Neural Network 2's Architecture  

This MNN is comprised of four modules, which equally divide their dataset, along 
with an integrator (winner takes all).  

The layout for this MNN is shown in Fig. 4. 
 

 

Fig. 4. MNN 2's architecture 

3.4.1   MNN 2’s Parameters by Module  

1. Number of neurons, layer 1: 875 
2. Number of neurons, layer 2: for succesive series, 60, 654, 1200 
3. Number of neurons, layer 3: 125 

(At the beginning, the input to these modules were formatted to Gray code, but it 
proved unfruitful). 

3.4.2   MNN 2’s Integrator’s Network 

When it was evident that results of modules in this MNN were ill-scaled for inte-
gration, a NN was developed that could tell which module should be carrying an 
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Fig. 11. “modular” variable 

3.5.1   Fuzzy Rules 

There’s a total of nine fuzzy rules:  

1. If (imagen is bajo) and (geom is bajo) then (modular is imagen)   
2. If (imagen is bajo) and (geom is medio) then (modular is imagen)   
3. If (imagen is bajo) and (geom is alto) then (modular is geom)   
4. If (imagen is medio) and (geom is bajo) then (modular is imagen)   
5. If (imagen is medio) and (geom is medio) then (modular is imagen)  
6. If (imagen is medio) and (geom is alto) then (modular is geom)     
7. If (imagen is alto) and (geom is bajo) then (modular is imagen)   
8. If (imagen is alto) and (geom is medio) then (modular is imagen)   
9. If (imagen is alto) and (geom is alto) then (modular is imagen)   

3.5.2   Fuzzy System # 2 

Another fuzzy system was created starting from the first one, with the same rules,  
variables and membership functions, the difference being that instead of triangular 
membership functions, generalized bells were used. 

Figs. 12 and 13 graphically show the input variables: 

 

   
Fig. 12. “imagen” variable                              Fig 13. “geom” variable 
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Fig. 14 shows a plotting of the output variable: 

 

Fig. 14. “modular” variable 

4   Results 

The following are several tables for series of ten trainings each with the best  
identification performer marked in blue. 

4.1   Results for the MNN 1 

Results for the first series are shown in Table 1; the best success rate (SR) was 
93.33%.  

Table 1. Results for MNN 1, series 1 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 4316 41.649 min 18.2500 s 5526 92.10 

2 4124 40.190 min 13.8187 s 5527 92.12 

3 3887 37.867 min 14.0418 s 5552 92.53 

4 3711 35.797 min 14.9982 s 5600 93.33 

5 4198 40.662 min 15.1318 s 5527 92.12 

6 4087 39.447 min 17.9906 s 5526 92.10 

7 4254 41.458 min 14.5147 s 5503 91.71 

8 4205 40.583 min 14.6658 s 5517 91.95 

9 4076 39.707 min 14.0422 s 5526 92.10 

10 4069 39.273 min 14.1105 s 5587 93.11 

 
Results for the second series are shown in Table 2; the best SR was 93.74%.  
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Table 2. Results for MNN 1, series 2 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 4220 40.919 min 20.465 s 5558 92.63 

2 4005 39.028 min 13.930 s 5528 92.13 

3 3798 36.832 min 14.520 s 5556 92.60 

4 3954 38.229 min 15.065 s 5589 93.15 

5 4143 40.055 min 16.562 s 5624 93.74 

6 4170 38.452 min 19.728 s 5511 91.85 

7 4229 41.021 min 14.591 s 5545 92.42 

8 4143 40.145 min 14.978 s 5524 92.07 

9 4072 39.490 min 14.076 s 5526 92.09 

10 4193 40.461 min 15.180 s 5562 92.70 

 
Results for the third series are shown in Table 3; the best SR was 97.73%. 

Table 3. Results for MNN 1, series 3 

Training  Epochs Epochs  training time  ident. time  identified  success rate 

1 2151 29.1508 min 4.5072 s 5860     97.67 

2 2177 29.1985 min 4.3679 s 5864     97.73 

3 2169 28.8461 min 4.6182 s 5861     97.68 

4 2181 28.8524 min 4.8882 s 5861     97.68 

5 2151 28.5450 min 5.1730 s 5864     97.73 

6 2178 28.8729 min 4.3149 s 5856     97.60 

7 2180 28.9235 min 4.4670 s 5858     97.63 

8 2185 28.9521 min 4.3540 s 5860     97.67 

9 2174 28.8521 min 4.3386 s 5860     97.67 

10 2113 28.0448 min 4.4143 s 5851     97.52 
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4.2   Results for the MNN 2 

Results for the first series are shown in Table 4; the best SR was 71.74%. 

Table 4. Results for MNN 2, series 1 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 3422 74.684 min 31.571 s 4280 71.33 

2 7897 173.03 min 31.555 s 4057 67.62 

3 4079 88.96 min 31.861 s 4304 71.74 

4 4955 108.97 min 32.033 s 4071 67.85 

5 6017 131.71 min 31.83 s 4087 68.12 

6 5762 126.30 min 32.2514 s 4091 68.18 

7 4051 88.757 min 32.1057 s 4053 67.55 

8 3386 74.188 min 31.729 s 4063 67.72 

9 3407 74.687 min 31.4619 s 4078 67.97 

10 3846 83.492 min 31.903 s 4029 67.15 

 
Results for the second series are shown in Table 5; the best SR was 77.95%. 

Table 5. Results for MNN 2, series 2 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 5874 86.820 min 31.779 s 4653 77.550 

2 6289 87.635 min 31.785 s 4670 77.833 

3 4811 85.611 min 31.924 s 4655 77.583 

4 5487 90.340 min 31.932 s 4668 77.800 

5 5879 89.005 min 32.041 s 4661 77.683 

6 4906 102.528 min 32.178 s 4677 77.950 

7 3818 71.473 min 31.917 s 4662 77.699 

8 3494 57.437 min 31.595 s 4673 77.883 

9 3627 79.091 min 31.682 s 4669 77.817 

10 3851 92.051 min 31.974 s 4675 77.917 
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Results for the third series are shown in Table 6; the best SR was 80.45%. 

Table 6. Results for MNN 2, series 3 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 4990 250.0487 min 14.6676 s 4813 80.22 

2 4857 232.5927 min 14.5411 s 4812 80.20 

3 4978 236.7514 min 14.5536 s 4817 80.28 

4 4926 240.5805 min 14.6846 s 4809 80.15 

5 4970 238.6703 min 14.8786 s 4807 80.12 

6 5049 218.5406 min 14.6734 s 4813 80.22 

7 4992 222.8399 min 14.6320 s 4810 80.17 

8 4979 227.9744 min 14.6869 s 4816 80.27 

9 5010 223.3908 min 14.6582 s 4827 80.45 

10 4991 224.7490 min 14.9844 s 4814 80.23 

4.3   Complete System Results  

Results for the first series are shown in Table 7; the best SR was 95.25%. 

Table 7. Complete system results, series 1 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 7738 116.33 min 45.324 s 5712 95.20 

2 12021 213.22 min 44.519 s 5690 94.83 

3 7966 126.80 min 45.693 s 5715 95.25 

4 8665 144.77 min 45.227 s 5617 93.62 

5 10215 172.37 min 47.631 s 5671 94.51 

6 9849 165.75 min 45.086 s 5652 94.20 

7 8305 130.22 min 44.479 s 5608 93.47 

8 7591 114.77 min 47.208 s 5514 91.90 
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Table 7. (continued) 

9 7483 114.39 min 46.881 s 5661 94.35 

10 7915 122.76 min 44.671 s 5579 92.98 

 
Results for the second series are shown in Table 8; the best SR was 93.949%. 

Table 8. Complete system results, series 2 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 10094 127.74 min 45.726 s 5561 92.683 

2 10294 126.67 min 45.108 s 5528 92.133 

3 8609 122.44 min 45.926 s 5553 92.550 

4 9441 128.57 min 46.429 s 5588 93.133 

5 10022 129.06 min 44.904 s 5637 93.949 

6 9076 140.98 min 45.389 s 5516 91.933 

7 8047 112.49 min 45.843 s 5543 92.383 

8 7637 97.59 min 47.371 s 5539 92.317 

9 7699 118.58 min 47.986 s 5527 92.117 

10 8044 132.52 min 44.997 s 5562 92.699 

 
Results for the third series are shown in Table 9; the best SR was 97.75%. 

Table 9. Complete system results, series 3 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 7141 279.1995 min 23.4003 s 5859 97.65 

2 7034 261.7912 min 23.1624 s 5865 97.75 

3 7147 265.5975 min 23.2537 s 5860 97.67 

4 7107 269.4329 min 23.2042 s 5861 97.68 

5 7121 267.2153 min 23.1404 s 5864 97.73 
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Table 9. (continued) 

6 7227 247.4135 min 22.9807 s 5856 97.60 

7 7172 251.7634 min 22.9578 s 5858 97.63 

8 7164 256.9265 min 23.9409 s 5860 97.67 

9 7184 252.2429 min 23.1345 s 5860 97.67 

10 7104 252.7938 min 23.1556 s 5851 97.52 

4.4   Complete System Results (2)  

Results for the third series are shown in Table 10; the best SR was 97.77%. 

Table 10. Complete system(2) results, series 3 

Training Σ Epochs  training time  ident. time  identified  success rate 

1 7141 279.1995 min 23.5901 s 5860 97.67 

2 7034 261.7912 min 23.3187 s 5866 97.77 

3 7147 265.5975 min 23.5999 s 5861 97.68 

4 7107 269.4329 min 24.0719 s 5860 97.67 

5 7121 267.2153 min 24.4985 s 5864 97.73 

6 7227 247.4135 min 23.3928 s 5858 97.63 

7 7172 251.7634 min 23.5359 s 5858 97.63 

8 7164 256.9265 min 23.4708 s 5860 97.67 

9 7184 252.2429 min 23.3946 s 5860 97.67 

10 7104 252.7938 min 23.9661 s 5851 97.52 

 

In all previously shown tables, identification time leaves out preprocessing 
time. 

The tables in section 4 show that the greatest boost in performance when inte-
grating both of the MNNs occurred in series 1, with an advantage of some 2.7 % 
over MNN 1, which, as readily seen always carries most of the weight in finding 
the correct identifications, and it happens to be the non-geometric MNN. 
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What happens in later series is easy to explain, even though both MNNs get to 
perform better: since MNN 2 doesn’t improve as much as MNN 1, there is close to 
no net gain in using MNN 2, and in fact, some times there is a loss; this is only 
marginally better with FIS #2, which gave the best overall performance, at 
97.77%. 

A few comparisons with prior works in the same (or close) area of research can 
be very illustrative: 

Zhenhua Guo uses the same database we do, but using all spectra at the same 
time; he uses a fusion algorithm based on Haar wavelets and PCA, and on one of 
many configurations tried, obtained 97.877 as a success rate [1]. 

Kumar and Zhang use entropy based discretization for a database smaller than 
ours and use Support vector machines and neural networks as classifiers for a re-
spective accuracy of 95 and 94% identifying, for a hand geometry method [4]. 

Cenker Öden's group claims that their method, using implicit polynomials, is 
capable of achieving 95% accuracy in identification tasks [6]. 

It is noteworthy that, when dealing with hand geometry systems in verification 
mode, Ingersoll Rand’s ID3D system is reported by Sandia Labs as performing as 
low as 0.2% of total error, this as far back as 1991 [9]. 

5   Conclusions and Future Work 

As seen in the last section, the best overall performance so far obtained with our 
method is 97.77%.  

Performance, compared to prior works does not seem too bad, but as a whole, 
comparisons show that there is still much to be improved and open a few lines of 
future work. 

First, trying to elevate performance of the net within MNN 2’s integrator; that 
would gain no more than a few tens of well identified individuals over MNN 1 
alone. 

Second, the problem might reside in the arrangement of modules (their number) 
in MNN 2. 

Third, a true verification comparison should take into account that MNN 1’s 
modules on their own have a success rate at least two percentage points higher 
than MNN 1 itself. 

Fourth, comparison with other systems, including verification, would be aided 
by performing complete statistical evaluations of the system. 
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Abstract. This paper presents the development of an automatic method for classi-
fication of signatures according to a geometric shape recognition system based on 
a modular neural network (MNN). To carry out the method of automatic classifi-
cation, we apply pre-processing to our database which consists of 30 individuals, 
first the image goes to a high pass filter, which allows the passage of signals de-
pending on their frequency and finally we apply the Fourier transform, which is 
essentially a wave phenomenon which serves to measure the distribution of ampli-
tudes of the frequency of our image (signatures), and presents to certain extent as 
they are, rise time, peak parking. Thus the signatures are automatically sorted to 
the module that corresponds in the Modular Neural Network, which contains three 
separate modules, each one uses different feature extraction methods: edge extrac-
tion, wavelet transform and Hough transform, where this results in the identifica-
tion or recognition of signatures. 

1   Introduction 

Humans have an ability to recognize patterns that we use constantly without rea-
lizing it. The skill with which the human mind operates to distinguish the charac-
teristics of a pattern led to the need to understand how it works and try to imitate. 

Artificial neural networks, which are mathematical models inspired by biology, 
are able to extract the relevant features (sometimes hidden) of a set of data, to 
learning of their properties and then apply them to recognize a new element, have 
been proposed in different works [6]. 

There has been as always a constant search for new ways to improve their liv-
ing conditions. These efforts have served to reduce the work in the operations in 
which force plays a major role. The progress achieved has allowed directing these 
efforts to other fields, such as the construction of calculating machines to help re-
solve automatically and quickly certain operations that are tedious when done by 
hand. 

Neural networks are nothing more than an artificial and simplified model of  
the human brain, which is the most perfect example we have for a system that is 
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capable of acquiring knowledge through experience. A neural network is "a new 
system for the treatment of information processing, whose basic unit is inspired by 
the fundamental cell of the human nervous system: the neuron" [6]. 

In this paper, we present an automatic method for classification of signatures 
according to a geometric shape recognition system based on a modular neural 
network (MNN). We decided for an MNN, as they have proven to be a powerful, 
robust and flexible, useful in many pattern recognition problems [1]. The proposed 
automatic classification method is based on applying a pre-processing step and 
application of the Fourier transform to analyze their frequency and amplitude of 
the signatures in order to determine which of the three modules belong, each one 
of which receives a specific characteristic of the signatures image as its input, 
which include edges of the image, the wavelet transform and the Hough transform. 

The neural network will result in a very precise discrimination of the input data 
used in the experimental evidence and we have confirmed that this system can 
solve a difficult biometric problem with a MNN with a simple set of image fea-
tures. This paper is organized as follows. 

In section 2, a brief introduction of modular neural networks is presented, in 
Section 3, we explain the extraction of features such as: the detector edges, Wave-
let Transform and the Hough transform used in the recognition system and Section 
4 shows the proposed method, which consists in pre-processing and application of 
the Fourier transform for the automatic classification of signatures. The experi-
mental results are presented in Section 5 and finally conclusions in Section 6. 

2   Modular Neural Networks 

Modular neural networks have a hierarchical organization, to cover several artifi-
cial neural networks; its architecture basically consists of two main components: 
local experts and an integration unit. To simplify this, we can call Modular Neural 
Network a collection of artificial neural networks and the variations that exist be-
tween them. The central idea is the decomposition of tasks; by using a modular 
type network, a given task is divided among various local experts neural networks, 
the average load in each neural network module is reduced compared with the use 
of a network simple neural learning to be completely original task, and so the 
combined model tends to exceed the limitations of a simple neural network [5]. 

Recent advances in neurobiological sciences have strengthened the belief of the 
existence of modularity at different levels of functional and structural brain. The 
concept of modularity is an extension of the principle "Divide and Conquer", this 
principle has no formal definition, is an intuitive way by which a complex task, in 
this case the computation can be divided into simpler subtasks. The solution to the 
overall task is achieved by combining the individual results of local computer  
systems [1]. 
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3   Feature Extractors 

There are three main reasons why we use the feature extractor; the first is that it 
reduces the computational complexity of classification algorithms to work on a 
lower dimensional space. The second reason, statistical estimation methods be-
come more reliable in a reduced dimensional space. The third and final reason, the 
possibility that the space dimension of the features does not exceed three, to allow 
a graphical display of the classes involved [1]. 

3.1   Edge Detector  

The edges generally limit the objects and can be useful in the segmentation and 
identification of objects in scenes [8]. Edge detection is a binarization, where a bi-
nary image is an image where each pixel can have one of only two possible values 
0 or 1, as might be expected, in an image of these conditions is much easier to find 
and/or distinguish structural features. For purposes of achieving a certain standar-
dization regarding the spatial parameters of the two-dimensional images and their 
content, the technique known as geometric center is used.   

3.2   Wavelet Transform  

It is a transformation of the image and is divided in two types of smaller images, 
the trend and fluctuations. The trend is to be a copy of the original image at lower 
resolution and fluctuations stored information related to local changes in the origi-
nal image. The trend and most significant fluctuations allow a compression of the 
image to discard irrelevant information exchange and removal of noise. Studying 
the trend and fluctuations allows, among other things, the comparison with pat-
terns to detect forms in an image [7]. 

3.3   Hough Transform 

This is a technique to discover ways in an image. It’s based on trans-forming im-
age points in a parameter space. The idea is to find curves parameterized as lines, 
circles and polynomials. Generally edge detection is performed to the image, and 
then this transform is applied. Thus fewer points to go and therefore the faster the 
algorithm [4]. 

4   Proposed Method  

The problem we address in this paper is concerned with the automatic classifica-
tion of the signature according to its geometric shape and the automatic recogni-
tion of it. It is performed using the database acquired by students and faculty of 
the Graduate Program in Computer Science Technological Institute of Tijuana, 
Mexico. Where 12 samples were taken of the signature of 30 different people,  



204 V. Carrera, P. Melin, and D. Bravo 

giving a total of 360 images. The system is trained with 7 samples of the signa-
tures of each person and then test with the other. This means that the total number 
of 210 images is used for training and the number of images for testing are 150. 

This paper proposes a method of automatic classification according to the shape 
of the signature, in a recognition system based on a modular neural network, which 
consists of 3 modules. The system consists of three stages, which are, pre-processing 
the images, automatic sorting of signatures and feature extraction (Fig. 1). 

 

 

Fig. 1. Proposed system architecture for automatic classification and recognition of the sig-
nature 

4.1   Pre-processing  

For pre-processing is basically a normalization, which is performed to make stan-
dard size dimensions of an image, the image without causing significant distor-
tion. It binarizes images for only two colors: black and white or binary numbers, 0 
and 1 (Fig. 2). 

 

 

Fig. 2. Image binarization 
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We applied a high pass filter to the signatures with a cutoff frequency of 130 
and show the sample of the filter transfer function, as shown in Fig. 3. This filter 
is used to allow the passage of signals depending on their frequency, and it can be 
considered as circuit which attenuates all signals whose frequency is below a spe-
cified cutoff frequency and allows the passage of the frequencies above the cutoff 
frequency. 

 

 

Fig. 3. Applying high-pass filter with cutoff frequency of 130 

4.2   Method of Classification  

After we did perform the pre-processing the images, then a Fourier transform was 
applied to obtain the frequency and amplitude of the signatures as shown in Fig. 
4., in order to analyze their characteristics and automatically sort them according 
to their geometric shape. 

The Fourier Transform is basically the frequency spectrum of a function. A 
good example is what the human ear and auditory receiving a wave and trans-
forms it into decomposition into different frequencies (which is what finally be 
heard). 

 

 

Fig. 4. Applying Fourier transform to the signature 

By analyzing the frequency and amplitude of the signatures we chose to include 
conditions, which help us to classify signatures automatically in three different 
types, and then are entered into the modular neural net-work with three modules, 
which each has a feature extractor, Edge Detector, Hough Transform and Wavelet 
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Transform, which will serve for the recognition of the signature. For the automatic 
classification method we did as follows; values were added and averaged per col-
umn, storing the result in a vector. We tried to make the minimum rate is zero and 
the maximum estimate 108 using this so that the values obtained are positive and 
there are no problems when adding up the values. We check what the maximum 
and minimum frequencies were and store the values and locations in a Variable 
called max and min. After measuring the highest amplitude and lowest frequency, 
we were being able to obtain the current and previous position of these  
amplitudes. 

The following conditions were used to classify signatures automatically. For 
signatures oval or circular lz1 we declare the variable which represents our first 
list of signatures that meet these conditions; 

if frec > 39  and frec < 64 or frec > 41.1 and frec < 44.5 
    if   amp > 3.9 and amp <4.35 
For some signatures, we declare the inclined variable LZ2 which repre-sents 

our second list of signatures that meet these conditions; 
Frec < 40  or  frec > 69 
Amp > 2.9 and amp > 9.17  
For handwritten signatures LZ3 declare the variable is represented as follows;  
LZ3 = 30 - (lz1 + LZ2) 

The classification method gives results in 11 signatures for the first group, 6 signa-
tures for the second group and 13 for the third (Fig. 5). 

 

 

Fig. 5. Number of signatures classified in each group 
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4.3   Feature Extractor 

In this paper, we have three modules, and each has different characteristics of im-
ages taken from the original image of the signatures of a person. Each of these fea-
ture extraction methods is described briefly below. 

4.3.1   Edge Detector  

For images of handwritten signatures, the edges can capture much of its structure, 
because people tend to write with a single color on a white background. Therefore, 
we have chosen to apply the Canny edge detector to each image to enter the cor-
responding module as in Fig. 6. , where it can be noted the edge detection process 
applied to a particular signatures database. 

 

 

Fig. 6. Signatures with the Edge Detector 

4.3.2   Wavelet Transform  

The wavelets are a powerful tool to address fundamental problems in image 
processing. These include reduced noise, compression (of vital importance in the 
transmission of large amounts of data as in storage) or the detection of certain ob-
jects in certain types of images. Some of the main problems affecting the 
processing of digital images are the compression of data for subsequent storage or 
transmission, noise removal, contrast enhancement and texture analysis [2]. We 
apply the wavelet transform to some signatures as shown in Fig. 7. 
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Fig. 7. Using Wavelet Transform in signatures 

4.3.2   Hough Transform  

This transformation can extract line segments of the image. After obtaining a 
transformation matrix of the original images, this process depends on an important 
parameter "threshold", which provides the best value possible after conducting 
some experiments. Demonstration the use of the Hough transform in the image 
(Fig. 8.). 

 

 

Fig. 8. Implementation of the Hough transform in signatures 

5   Experimental Results  

In the following we show some results and evidence obtained during the develop-
ment and testing of this work, for the automatic classification of signatures in a 
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recognition system based on the neural network. Tests were performed using 
modular neural network, to see how the network behaved and what was the per-
centage of recognition, that without feature extraction methods. Ten experiments 
with the same parameters were performed for Module1. 

Table 1 Shows the parameters used in 10 experiments that were done with our 
Modular Neural Network for the recognition of the signatures.  

Table 1. Parameters to be trained with the Network 

 
 
Table 2 shows the results of our Modular Neural Network for the recognition of 

signatures, using a database consisting of 30 persons with 12 images each. Five 
images for recognition, leading to better results in the experiment number 6 with a 
rate of 100%. 

Table 2. Results to test the Network 
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6   Conclusions  

In this paper a method of automatic classification of signatures was proposed, 
which can integrate the modular neural network, this modular neural network con-
sists of three modules; the first module uses a edges detector preprocessing, the 
second one the wavelet transform and the third one the Hough transform. In de-
veloping the method of classification, we could really tell that it classifies signa-
tures according to their shape, in this particular case study gives a ranking for the 
first module 11 signatures for the second 6, and for the third module 13. At this 
stage more tests are underway, in the classification method with modular neural 
network, to obtain a better result in the recognition of the signature. 
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Abstract. This paper introduces on architecture of a modular neural network 
(MNN) for pattern recognition, more recently, the addition of modular neural net-
work techniques theory have been receiving significant attention. The design of a 
recognition system requires careful. The paper also aims to use the architecture of 
this Modular Neural Network for pattern recognition in order to optimize the ar-
chitecture, and used an integrator that will get a good percentage of image identi-
fication and in the shortest time possible.  

Keywords: Image face recognition, Modular Neural Network.  

1   Introduction 

Pattern recognition is the study of how machines can observe the environment, 
learn to distinguish patterns of interest from their background, and make sound 
and reasonable decisions about the categories of the patterns. The best pattern re-
cognizers in most instances are humans, yet we do not understand how humans 
recognize patterns. This is hopeful news to proponents of artificial intelligence, 
since computer can surely be taught to recognize patterns [1]. In machine learning, 
pattern recognition is the assignment of a label to a given input value. An example 
of pattern recognition is classification, which attempts to assign each input value 
to one of a given set of classes (for example, determine whether a given email is 
"spam" or "non-spam"). However, pattern recognition is a more general problem 
that encompasses other types of output as well. 

2   Pattern Recognition 

The recognition, description, classification, and grouping of patterns are important 
problems in a variety of engineering and scientific disciplines such as biology, 
psychology, medicine, computer vision, artificial intelligence, and remote sensing 
[2]. A pattern could be a fingerprint image [3], a handwritten cursive word [4], a 
human face [5], ear [6], eyes [7], hands [8] and character recognition [9]. Within 
medical science, pattern recognition is the basis for computer-aided diagnosis 
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From this model the interval activity of the neuron can be defined as: 

௞ܸ =  ෍ ௞ܹ௝ ௝ܺ ௣
௝ୀଵ                                                         (5) 

The output of the neuron, yk, would therefore be the outcome of some activation 
function on the value of vk. 

4   Methodologies 

The methodologies used in this work are: 

1. Obtain a database. 
2. Determining division of the database in terms of individuals per module the 

modular neural network. 
3. Find methods and/or pre-processing techniques for application to image data-

base and get a better identification. 
4. Programming in Matlab the modular neural network architectures consist of 

three modules. 
5. Find a modular integration method that provides the desired results. 
6. Optimize the architecture of the MNN using the ACO algorithm. 
7. Compare results obtained with previous approaches. 
8. Document the investigation. 

4.1   Problem Description 

We use a database for images provide by Dr. Libor Spacek, Department of Com-
puter Science, and University of Essex. Wivenhoe Park. Description of the Collec-
tion of Facial Images [8]: 

 
• Total number of individuals: 395 
• Number of images per individual: 20 
• Total number of images: 7900 
• Gender:  contains images of male and female subjects 
• Race:  contains images of people of various racial origins 
• Age Range:  the images are mainly of first year undergraduate students, so the 

majority of indivuals are between 18-20 years. 
• Glasses: Yes 
• Beards: Yes 
• Image format: 24bit colour JPEG 
• Camera used: S-VHS camcorder 
• Lighting: artificial and fluorescent overhead 
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4.3   Experimental Result of the MNN 

The experimental results were obtained with the determined MNN architecture de-
termined, and these experiments with three types of learning algorithms:  gradient 
descent momentum and an adaptive learning rate, gradient descent with adaptive 
learning rate, scaled conjugate gradient method. The following results were ob-
tained for each the three modules in terms of percentage of identification. 

4.2.1   Module1 

In this module the best result was in run number seven with a percentage of identi-
fication 94.570707 in a time of 0:36:25 second using the gradient descent momen-
tum and an adaptive learning rate algorithm, Show in Table 1. 

Table 1. Experimental result module1 

# goal seasons 1 
layer 

2 
layer 

3 
layer 

time Total identi-
fied 

% identi-
fied 

1 0.000001 375 290 290 132 0:35:19 740/792 93.434343 

2 0.000001 376 291 291 132 0:37:09 737/792 93.055556 

3 0.000001 377 292 292 132 0:35:36 744/792 93.939394 

4 0.000001 378 293 293 132 0:34:12 747/792 94.218182 

5 0.000001 379 294 294 132 0:48:32 739/792 93.308081 

6 0.000001 380 295 295 132 0:34:15 738/792 93.181818 

7 0.000001 381 296 296 132 0:36:25 749/792 94.570707 

8 0.000001 382 297 297 132 0:37:28 718/792 90.656566 

9 0.000001 383 298 298 132 0:36:22 728/792 91.919192 

10 0.000001 384 299 299 132 0:34:44 726/792 91.666667 

11 0.000001 385 300 300 132 0:36:50 730/792 92.171717 

12 0.000001 386 301 301 132 0:37:14 749/792 94..570707 

13 0.000001 387 302 302 132 0:41:12 744/792 93.939394 

14 0.000001 388 303 303 132 0:39:42 735/792 92.803030 

15 0.000001 389 304 304 132 0:38:31 730/792 92.171717 

4.2.2   Module2 

In this module the best result was in run number seven with a percentage of identi-
fication 99.242424 in a time of 1:26:18 second using the scaled conjugate gradient 
method algorithms, Show in Table 2: 
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Table 2. Experimental result module2 

# goal seasons 1 
layer 

2 
layer 

3 
layer 

time Total identi-
fied 

% identi-
fied 

1 0.000001 375 290 290 132 1:19:07 702/792 88.636364 

2 0.000001 400 290 290 132 1:19:32 768/792 96.969697 

3 0.000001 425 290 290 132 1:25:10 696/792 87.878788 

4 0.000001 450 290 290 132 1:28:18 786/792 99.242424 

5 0.000001 475 290 290 132 1:38:04 726/792 91.666667 

6 0.000001 500 290 290 132 1:36:17 774/792 97.727273 

7 0.000001 525 290 290 132 1:26:18 786/792 99.242424 

8 0.000001 550 290 290 132 2:35:11 744/792 93.939394 

9 0.000001 575 290 290 132 2:02:14 744/792 97.727273 

10 0.000001 600 290 290 132 1:53:03 744/792 93.939394 

11 0.000001 625 290 290 132 1:43:15 786/792 99.242424 

12 0.000001 650 290 290 132 3:20:07 780/792 98.484848 

13 0.000001 675 290 290 132 2:02:49 780/792 98.484848 

14 0.000001 700 290 290 132 2:06:26 744/792 93.939394 

15 0.000001 750 290 290 132 2:21:20 780/792 98.484848 

4.2.3   Module3 

In this module the best result was in run number five with a percentage of identifi-
cation 100 in a time of 00:30:52 second using the gradient descent with adaptive 
learning rate algorithms, show in Table 3: 

Table 3. Experimental result module 3 

# goal seasons 1 layer 2 layer 3 layer s time Total identified % identified 

1 0.000001 375 290 290 131 0:39:28 786/786 100 

2 0.000001 400 291 291 131 0:38:55 786/786 100 

3 0.000001 425 292 292 131 0:38:49 786/786 100 

4 0.000001 450 293 293 131 0:43:50 774/786 98.473282 

5 0.000001 475 294 294 131 0:30:52 786/786 100 

6 0.000001 500 295 295 131 0:49:52 786/786 100 

7 0.000001 525 296 296 131 0:41:43 786/786 100 

8 0.000001 550 297 297 131 0:39:16 786/786 100 

9 0.000001 575 298 298 131 0:45:13 774/786 98.473282 

10 0.000001 600 299 299 131 0:44:17 778/786 98.473282 
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Table 3. (continued) 

11 0.000001 625 300 300 131 0:34:24 778/786 100 

12 0.000001 650 301 301 131 0:47:11 778/786 100 

13 0.000001 675 302 302 131 0:44:13 778/786 100 

14 0.000001 700 303 303 131 0:42:08 778/786 100 

15 0.000001 725 304 304 131 0:54:50 778/786 100 

4.2.4   Integrator 

Taking the results of each module now the integration of all modules is performed, 
taking into account that in these three modules the learning algorithm of gradient 
descent with adaptive learning result the most efficient of all. The integration we 
use is Gating Network for our work [9] with identification of 97.93771% 
(2321/2370). 

5   Comparison with Previous Work 

In Table 4, we can observe the behavior of experiments with the Essex database in 
the different research paper. Also a comparison was made with the method that 
was developed in this research work. In this research is being compared with our 
modular neural network with another investigation reference is shown in the  
table 4, in position number 15 the propose method with MNN is shown and the 
percentage identification is 97.93 %. 

Table 4. Experimental use the database Essex in different work. 

Position method Database Individuals/image To train To identify identification 

1 NMF [11] Essex (Face-
94) 

50/10 150 (30%) 350 (70%) 93.38 % 

2 LNMF 
[11] 

Essex (Face-
94) 

50/10 150 (30%) 350 (70%) 94.95 % 

3 SFNMF 
[11] 

Essex (Face-
94) 

50/10 150 (30%) 350 (70%) 97.58 % 

4 RNM P[] Essex (Face-
94) 

50/10 150 (30%) 350 (70%) 97.14 % 

5 SVM [12] Essex (Gri-
mace) 

18/20 216 (66%) 144 (34%) 98.13 % 

6 RNM P[] Essex (Gri-
mace) 

18/20 216 (66%) 144 (34%) 95.83 % 

7 Eigen face 
[13] 

Essex (Gri-
mace) 

18/20 144 (34%) 216 (66%) 69.40 % 

8 W + PCA 
[13] 

Essex (Gri-
mace) 

18/20 144 (34%) 216 (66%) 98.50 % 
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Table 4. (continued) 

9 CB PCA 
[13] 

Essex (Gri-
mace) 

18/20 144 (34%) 216 (66%) 100 % 

10 RNM P[] Essex (Gri-
mace) 

18/20 144 (34%) 216 (66%) 95.13 % 

11 RNM [] Essex  195/20 2730 (70%) 1170 (30%) 91.58 % 

12 RNM P[] Essex 195/20 2730 (70%) 1170 (30%) 91.90 % 

13 RNM[] Essex (Com-
plete) 

389/20 4668 (60%) 3112 (40%) 85.49 % 

14 RNM P[] Essex (Com-
plete) 

389/20 4668 (60%) 3112 (40%) 84.67 % 

15 MNN Essex (Face-
94) 

395/20 6320 (70%) 2370 (30 %) 97.93 % 

 
In the Table above we can see the results generated by the developed method 

compared to other studies that were performed with the data bade Essex. In the 
first 3 rows on the Table shows the methods: NMF (Non-Negative Matrix Factori-
zation), LNMF (Local NMF) and SFNMF (Spatially Confined). Subsequently 
there is a variant of the method developed which is RNM P (Modular Neural net-
work Parallel). And the record is show to method SVM (Support Vector Machine) 
and RNM P where you can see a slight improvement of the method SVM. The fol-
lowing methods in the table are: Eigen face, W (Wavelet) + PCA (Principal Com-
ponent Analysis) and CB PCA (Curve let Based PCA). 

6   Conclusions 

In this paper we work with the modular neural network for pattern recognition us-
ing the Essex data base, which is working with 395 people with 20 images of 
people with a total of 7900 images, working with three training modules and dif-
ferent algorithms training. Unlike mentioned in the Table IV at position 14 they 
working with database of Essex with 389 people, but we work with the database 
of 395 people, and the position number 9  on total identification was 100%, but 
with few images and our research work which resulted a total of 97.93% but with 
a higher number of images. 

References 

[1] Hopfield, J.J.: Artificial neural network. IEEE Circuits and Devices Magazine (1988) 
[2] Jain, A.K., Mao, J., Mohiuddin, K.M.: Artificial Neural Networks: A Tutorial. Com-

puter, 31–44 (March 1996) 
[3] Nagaty, K.A.: Fingerprints classification using artificial neural networks: a combined 

structural and statistical approach. Neural Networks 14(9), 1293–1305 (2001) 



Architecture of Modular Neural Network in Pattern Recognition 219 

[4] Blumenstein, M., Verma, B.: A Neural Based Segmentation and Recognition Tech-
nique for Handwritten Words. School of Information Technology. Griffith University, 
Gold Coast Campus, Qld 9726, Australia 

[5] Ahmad Fadzil, M.H.: Huma face recognition using neural networks. In: IEEE Inter-
national Conference, November 13-16 (1994) 

[6] El-Bakry, H.M., Mastorakis, N.: Ear Recognition by using Neural Networks. In: Fa-
culty of Computer Science & Information Systems. Mansoura University, EGYPT 

[7] Patricia, M.: Reconocimiento de personas basado en medida biométrica de iris huma-
no usando redes neuronales modulares. Komputer Sapiens (Julio 2010) 

[8] Oniga, S.: Hand Posture Recognition System Using Artificial Neural Networks Im-
plementede in FPGA, May 9-13 (2007) 

[9] Ni, D.X.: Application of Neural Network to Character Recognition. Seidenberg 
School of CSIS. Pace University, White Plains (2007) 

[10] Mani, N., Srinivasan, B.: Application of Artificial Neural Network Model for Optical 
Character Recognition. In: IEEE International Conference, October 12-15 (1997) 

[11] Neo, H., Teoh, B., Ngo, C.L.: A Novel Spatially Confined Non-Negative Matrix Fac-
torization for Face Recognition. In: MVA 2005 IAPR Conference on Machine Vision 
Applications, Tsukuba Science City, Japan (May 2005) 

[12] Tanaya, M., Angshul, M., Jonathan, W.: Face Recognition by Curvelet Based Feature 
Extraction. Department of Electrical and Computer Engineering, University of Wind-
sor, Canada, Springer, Heidelberg (2007) 

[13] Tanaya, M., Angshul, M., Jonathan, W.: Face Recognition by using Curvelet Base 
PCA. Department of Electrical and Computer Engineering, University of Windsor, 
Canada. IEEE (2008) 

[14] Fevrier, V., Patricia, M., Herman, P.: Parallel genetic algorithms for optimization of 
Modular Neural Networks in pattern recognition. In: IJCNN 2011, pp. 314–319 
(2011) 

 
 



Part III  
 

Bio-Inspired and Genetic 
Optimization Methods 

  



O. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 223–235. 
springerlink.com                                                           © Springer-Verlag Berlin Heidelberg 2013 

Comparative Study of Particle Swarm 
Optimization Variants in Complex  
Mathematics Functions  

Juan Carlos Vazquez, Fevrier Valdez, and Patricia Melin 

Tijuana Institute of Technology 
juancarlos_jcs27@hotmail.com,  
fevrier@tectijuana.mx,  
pmelin@tectijuana.edu.mx  

Abstract. Particle Swarm Optimization (PSO) is one of the evolutionary computa-
tion techniques based on the social behaviors of birds flocking or fish schooling, 
biologically inspired computational search and optimization method. Since first 
introduced by Kennedy and Eberhart [7] in 1995, several variants of the original 
PSO have been developed to improve speed of convergence, improve the quality 
of solutions found, avoid getting trapped in the local optima and so on. This paper 
is focused on performing a comparison of different PSO variants such as full 
model, only cognitive, only social, weight inertia, and constriction factor. We are 
using a set of 4 mathematical functions to validate our approach. These functions 
are widely used in this field of study. 

1   Introduction 

Particle Swarm Optimization (PSO) was developed by Kennedy and Eberhart in 
1995 [7] [11], and is a stochastic search method based on population. The idea be-
hind this algorithm was inspired by the social behavior of animals, such as bird 
flocking or fish schooling. The process of the PSO algorithm in finding optimal 
values follows the work of this animal society. In a PSO system, a swarm of indi-
viduals (called particles) fly through the search space. Each particle represents a 
candidate solution to the optimization problem. The performance of each particle 
is measured using a fitness function that varies depending on the optimization 
problem. The PSO has been applied successfully to a number of problems, includ-
ing standard function optimization problems [1] [12] [20] [21], solving permuta-
tion problems [15] [19] and training multi-layer neural networks [13] [14] [20]. 
The basic PSO has problems with consistently converging to good solutions, so, 
there are several modifications that have been proposed from the original PSO. It 
modifies to accelerate achieving of the best conditions, improving convergence of 
the PSO and increasing the diversity of the swarm. A brief description of 
some PSO approaches is presented below. Benchmark functions were used to 
measure the performance of the PSO algorithm with the different approaches. This 
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paper is organized as follows: section 2 describes the standard PSO algorithms, 
section 3 describe the different variants of standard PSO algorithms used in this 
paper, section 4 presents simulation results for functions mathematic and finally, 
conclusions are summarized in sections 5. 

2   Standard PSO Algorithm 

The basic equations are usually given as follow: 
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The social network employed by the PSO reflects the star topology. For the star 
neighborhood topology, the social component of the particle velocity update re-

flects information obtained from all the particles in the swarm, referred to as )(
^

ty , 

where )(tvi  is the velocity of particle i in dimension j = 1, ... , nx at time step t, 

)(txij is the position of particle i in dimension j at time step t, c1 and c2 are posi-

tive acceleration constants used to scale the contribution of the cognitive and so-

cial components respectively, and )(1 tr j  , )(1 tr j ~ U (0 ,1) are random values in 

the range [0, 1], sampled from a uniform distribution. These random values intro-
duce a stochastic element to the algorithm. 

Let )(txi denote the position of particle i in the search space at time step t, 

which denotes discrete time steps. The position of the particle is changed by add-

ing a velocity, )(tvi  to the current position. It is the velocity vector that drives the 

optimization process, and reflects both the experiential knowledge of the particle 
and socially exchanged information from the particle’s neighborhood. 

3   Variants of PSO 

Several variants of the PSO algorithm have been developed [16] [17] [10]. It has 
been shown that the question of convergence of the PSO algorithm is implicitly 
guaranteed if the parameters are adequately selected [18] [4]. 

3.1   Inertia Weight  

This variation was introduced by Shi and Eberthart [17] as a mechanism to control 
the exploration and exploitation abilities of the swarm, and as a mechanism to 
eliminate the need for velocity clamping [9]. The inertia weight was successful in 
addressing the first objective, but could not completely eliminate the need for ve-
locity clamping. The inertia weight, w, basically works by controlling how much 
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memory of the previous flight direction will influence the new velocity. The ve-
locity equation is changed from equation (1) to: 
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The value of w is extremely important to ensure convergent behavior, and to opti-
mally tradeoff exploration and exploitation. For w ≥1, velocities increase over 
time, accelerating towards the maximum velocity (assuming velocity clamping is 
used), and the swarm diverges. For w <

 
l, particles decelerate until their veloci-

ties reach zero (depending on the values of the deceleration coefficients). Large 
values for w facilitate exploration, with increased diversity. Very small values 
eliminate the exploration ability of the swarm. 

3.2   Constriction Coefficient 

Clerc developed an approach very similar to the inertia weight to balance the ex-
ploration-exploitation trade-off, where the velocities are constricted by a constant 
X, referred to as the constriction coefficient [5]. The velocity update equation 
changes to:  
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Equation (5) is used under the constraints that 4≥φ and [ ]1,0∈k . 

The constriction equations above were derived from a formal eigenvalue analy-
sis of swarm dynamics [6]. 

The constriction approach was developed as a natural, dynamic way to ensure 
convergence to a stable point, without the need for a velocity clamping. Under the 

conditions that 4≥φ and [ ]1,0∈k , the swarm is guaranteed to converge. The 

constriction coefficient, x, evaluates to a values in the range [0, 1] which implies 
that the velocity is reduced at each time step.  

The parameter, k, in equation (5) controls the exploration and exploitation abili-
ties of the swarm. For 0≈k , fast convergence is obtained with local exploitation. 
On the other hand, 1≈k , results in slow convergence with a high degree of ex-
ploration. Usually, k is set to a constant value. However, an initial high degree of 
exploration with local exploitation in the later search phases can be achieved using 
an initial value close to one, decreasing it to zero. 
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The constriction approach is effectively equivalent to the inertia weight ap-
proach. Both approaches have the objective of balancing exploration and explora-
tion, and in doing so of improving convergence.  

3.3   Cognition-Only Model 

The cognition-only model excludes the social components from the original veloc-
ity equation as given in equation (1). For the cognition-only model, the velocity 
update changes to: 

                        
))()()(()()1( 11 txtytrctvitv ijijjijij −+=+

                     
(6) 

The behavior of the particle within the cognition-only model can be composed to 
nostalgia. The cognition-only model provides a stochastic tendency for particles to 
return toward their previous best position. From empirical work, Kennedy re-
ported that the cognition-only model is slightly more vulnerable to failure than the 
full model. It tends to locally search in areas where particles are initialized. The 
cognition-only model is slower in the number of iterations it requires to reach a 
good solution, and fails when velocity clamping and the acceleration coefficient 
are small. The poor performance of the cognitive model is confirmed by Carlisle 
and Dozier [19], but with respect to dynamic changing environments. 

The cognition-only model was, however, successfully used within niching  
algorithms [2]. 

3.4   Social-Only Model 

The social-only model excludes the cognitive component from the velocity  
equation: 

                        
))()()(()()1(

^

22 txtytrctvitv ijjjijij −+=+
                     

(7) 

For the social-only model, particles have no tendency to return to previous  
best positions. All particles are attracted towards the best position of their  
neighborhood. 

4   Simulation Results for Mathematical Functions 

In this section four mathematical functions are tested under the different reviewed 
variants of PSO. 

4.1   F1 Function 

                                                        
( )xx cos+

                                              
(8) 

where 100100 <<− nx n=1, n is the number of the variable to be optimized. 

The objective is to find the minimum of F1 function and the related variable  
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locations. Fig.1 shows the surface plot of the F1 function in one variable. There is 

a unique minimum point in the figure with location ( ) 10 =f .  

For the simulations we used a population size of 20, 40, 60, 80 and 100. 

,221 == cc  Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5 

experiments.  

 

Fig. 1. Surface plot of the F1 function in n=1 variable 

Table 1 shows the optimization results of F1 function with different variants, 
Basic PSO, Only Cognitive and Only Social, where Tswarm is the population size, 
G is average of generations, Success rate is the reached minimum in the genera-
tion G and the number of variables is 1. 

Table 1. Optimization results of F1 function with the different variants 

 
Num-
ber of 
va-
riables 

 
 
Tswar 

Basic 
PSO 

 
G 

Success 
rate 

Only 
Cognitive 

 
G 

Success 
rate 

Only 
Social 

 
G 

Success 
rate 

1 20 100000 1.0001 82061.8  1 100000  1.0001 
1 40 53746.8 1 49784.6  1 50839.4 1 
1 60 38763.4 1 27245.5  1 33767.2 1 
1 80 21683.1 1 16440.7  1 24722.7 1 
1 100 21398.6 1 16488.3  1 20084.6 1 

Table 2 shows the optimization results of F1 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 1. 
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Table 2. Optimization results of F1 function, inertia weight and factor constriction variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

0.2 
 

G 

Suc-
cess 
rate 

0.4 
 

G 

Suc-
cess 
rate 

0.6 
 

G 

Suc-
cess 
rate 

0.8 
 

G 

Suc-
cess 
rate 

X 
Suc-
cess 
rate 

1 20 100000 1.0003 100000 1.0001 296.4 1 482 1 356.6 1 
1 40 100000 1.0011 100000 1.0001 271.4 1 451 1 345.8 1 
1 60 100000 1.0012 100000 1.0001 289 1 420.2 1 344.4 1 
1 80 100000 1.0001 100000 1.0001 278.4 1 433.6 1 340 1 
1 100 100000 1.0003 100000 1.0001 267 1 427 1 342 1 

4.2   F2 Function 

 
( ) ( )yyxx 2sin1.14sin +

                                     
(9)

 

where 100 << nx  n=2, n is the number of variables to be optimized. The objec-

tive is to find the minimum of F2 function and the related variable locations. Fig.2 
shows the surface plot of the F2 function in one variable. There is a unique mini-
mum point in the figure with location ( ) 5547.188668.0,9039.0 −=f .  

For the simulations we used a population size of 20, 40, 60, 80 and 100. 

,221 == cc  Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5 

experiments.  

 

Fig. 2. Surface plot of the F2 function in n=2 variables 

Table 3 shows the optimization results of F2 function with different variants, 
Basic PSO, Only Cognitive and Only Social, where Tswarm is the population size, 
G is average of generations, Success rate is the reached minimum in the genera-
tion G and the number of variables is 2. 
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Table 3. Optimization results of F2 function with the different variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

Basic 
PSO 

 
G 

Success 
rate 

Only 
Cogni-

tive 
 

G 

Success 
rate 

Only 
Social 

 
G 

Success 
rate 

2 20 30262.2 -18.5547 48285.2 -18.5547 70274.4 -16.7476 
2 40 26157.6 -18.5547 23359.6 -18.5547 56851.4 -16.6509 
2 60 25183.2 -18.5547 17634.8 -18.5547 23282.6 -18.5547 
2 80   6255 -18.5547 17237 -18.5547 10195 -18.5547 
2 100 11022.4 -18.5547 9430.2 -18.5547 10106.4 -18.5547 

 
Table 4 shows the optimization results of F2 function, where W is the inertia 

weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2. 

Table 4. Optimization results of F2 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

2 20 57343.4 -18.5547 738.2 -18.5547 62.4 -18.5547 98.2 -18.5547 35 -18.2406 

2 40 6726.4 -18.5547 273.2 -18.5547 72.4 -18.5547 76.4 -18.5547 43.4 -18.5547 

2 60 3412.6 -18.5547 288.4 -18.5547 52.6 -18.5547 66.4 -18.5547 14.2 -18.5547 

2 80 2222.6 -18.5547 243.8 -18.5547 46.6 -18.5547 71.8 -18.5547 11 -18.5547 

2 100 2684.8 -18.5547 152.8 -18.5547 53.4 -18.5547 58.2 -18.5547 10.6 -18.5547 

4.3   F3 Function 

 

                              ( ) [ ] [ ]{ } −

= + −+−= 1

1

222
1 1100

N

n nnn xxxxf
                 

(10)
 

where 100100 <<− ix , i = 1, 2,…, n, n is the number of variables to be opti-

mized. The objective is to find the minimum of F3 function and the related varia-
ble locations. Fig.3 shows the surface plot of the F3 function in one variable. 

There is a unique minimum point in the figure with location ( ) 01,1 =f .  

For the simulations we used a population size of 20, 40, 60, 80 and 100. 

,221 == cc  Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5 

experiments.  
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Fig. 3. Surface plot of the F3 function in n=2 variables 

Table 5 shows the optimization results of F3 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2. 

Table 5. Optimization results of F3 function, inertia weight and factor constriction variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

0.2 
 

G 

Suc-
cess 
rate 

0.4 
 

G 

Suc-
cess 
rate 

0.6 
 

G 

Suc-
cess 
rate 

0.8 
 

G 

Suc-
cess 
rate 

X 
 

G 

Suc-
cess 
rate 

2 20 100000 56.5  100000 3.2 001 3099.6 0 2654.9 0 100000 18.5 
2 40 100000 46.6  100000 0.0204 2222.3 0 2195.6 0 100000 9.2 
2 60 100000 27.4  100000 0.0114 2033.5 0 2030.2 0 82486.2 5.2 
2 80 100000 32.5  100000 0.0098 1926.7 0 1905.7 0 60060.4 3.1 
2 100 100000 30.7  100000 0.0054 1842.8 0 1829.5 0 80137.8 3.2 

Table 6 shows the optimization results of F3 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 4. 

Table 6. Optimization results of F3 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

4 20 
100000 259811.4 100000 104.9 100000 2.9104e

-027 
100000 2.3296e

-030  
100000 1946.6 

4 40 
100000 250096.4 100000 48.32 100000 1.0354e

-030 
67592.6 0 100000 128.7 

4 60 100000 2685.1 100000 76.5 98088.4 0 73702.4 0 100000 25.6 
4 80 100000 5245.8 100000 62.1 73809.6 0 66970.8 0 100000 10.1 
4 100 100000 23.5 100000 156.3 77679.4 0 50556.4 0 100000 0.8 
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Table 7 shows the optimization results of F3 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 6. 

Table 7. Optimization results of F3 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

6 20 100000 3637934.9  100000 504058.8 100000 290.2 100000 2500.5 100000 4193.2 
6 40 100000 601490.8 100000 4424.4 100000 22.5 100000 21.6 100000 2321.3 
6 60 100000 500383.8 100000 501119.4 100000 64.8 100000 21.6 100000 151.7 

6 80 100000 251034.8 100000 750375.2 100000 4.1455e-
009 

100000 22.5 100000 132.4 

6 100 100000 250116.2 100000 783.9 100000 21.6 100000 21.7 100000 3.7 

 
Table 8 shows the optimization results of F3 function, where W is the inertia 

weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 8. 

Table 8. Optimization results of F3 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

8 20 100000 2981228.8 100000 658030.4 100000 250022.1 100000 44.2 100000 128964.3 
8 40 100000 1398054.9 100000 634092.0 100000 250000.5 100000 1.9 100000 2604.1 
8 60 100000 757957.1 100000 22594.1 100000 43.2 100000 44.2 100000 2375.1 
8 80 100000 101143.9 100000 9882.2 100000 17.3 100000 0.2101 100000 85.3 
8 100 100000 205438.1 100000 211345.6 100000 86.4 100000 0.7971 100000 478.2 

 
The table 9 shows the optimization results of F3 function, where W is the iner-

tia weight with different values, X is the constriction factor, Tswarm is the popula-
tion size, G is average of generations, Success rate is the reached minimum in the 
generation G and the number of variables is 10. 

Table 9. Optimization results of F3 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 
Success rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

10 20 100000 191603992.5 100000 4213320.2 100000 200000.4 100000 2019.5 100000 158087.3 

10 40 100000 1717782.9 100000 1733716.8 100000 600035.9 100000 35.4 100000 2778.4 
10 60 100000 2153458.6 100000 519313.1 100000 2039.2 100000 2019.7 100000 1147.4 
10 80 100000 189513.1 100000 575338.9 100000 400018.2 100000 17.3 100000 147.8 
10 100 100000 145306.6 100000 738666.1 100000 400035.5 100000 17.3 100000 433.9 
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4.4   F4 Function 

                                        
( )[ ] =

−+ N

n nn xxN
1

2 2cos1010 π
                       

(11)
 

where 100100 <<− ix , i = 1, 2,…, n, n is the number of variables to be opti-

mized. The objective is to find the minimum of F2 function and the related varia-
ble locations. Fig.2 shows the surface plot of the F2 function in one variable. 

There is a unique minimum point in the figure with location ( ) 00,0 =f .  

For the simulations we used a population size of 20, 40, 60, 80 and 100. 

,221 == cc  Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 10000 generations and 50 

experiments.  
 

 

Fig. 4. Surface plot of the F4 function in n=2 variables 

Table 10 shows the optimization results of F4 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2. 

Table 10. Optimization results of F4 function, inertia weight and factor constriction  
variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

0.2 
 

G 

Suc-
cess 
rate 

0.4 
 

G 

Suc-
cess 
rate 

0.6 
 

G 

Suc-
cess 
rate 

0.8 
 

G 

Suc-
cess 
rate 

X 
 

G 

Suc-
cess 
rate 

2 20 100000 6.1 100000 0.0005 323.1 0 323.1 0 18311.6  0 
2 40 100000 4.2 100000 0.0003 297.4 0 297.4 0 273.2  0 
2 60 100000 1.8 100000 0.0001 279.9 0 279.9 0 53.7  0 
2 80 100000 0.9 100000 0.0001 273.9 0 273.9 0 54.7  0 
2 100 100000 1.1 100000 0.0002 267.9 0 267.9 0 44.3  0 
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Table 11 shows the optimization results of F4 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 4. 

Table 11. Optimization results of F4 function, inertia weight and factor constriction variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

0.2 
 

G 

Suc-
cess 
rate 

0.4 
 

G 

Suc-
cess 
rate 

0.6 
 

G 

Suc-
cess 
rate 

0.8 
 

G 

Suc-
cess 
rate 

X 
 

G 

Suc-
cess 
rate 

4 20 100000 34.3 100000 12.8 1547.1 0 2087.9 0 100000 9.944 
4 40 100000 31.5 100000 9.8 783.9 0 907.5 0 100000 7.164 
4 60 100000 16.9 100000 9.9 721.2 0 815.6 0 100000 5.501 
4 80 100000 11.7 100000 8.1 669.2 0 805.1 0 100000 4.457 
4 100 100000 13.8 100000 6.9 624.0 0 759.3 0 100000 2.654 

Table 12 shows the optimization results of F4 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 6. 

Table 12. Optimization results of F4 function, inertia weight and factor constriction variants 

 
Num-
ber of 
va-
riables 

 
W 

 
 
Tswar 

0.2 
 

G 

Suc-
cess 
rate 

0.4 
 

G 

Suc-
cess 
rate 

0.6 
 

G 

Suc-
cess 
rate 

0.8 
 

G 

Suc-
cess 
rate 

X 
 

G 

Suc-
cess 
rate 

6 20 100000 305.8 100000 47.9 5951.5 0 6396.0 0 100000 204.3 
6 40 100000 68.5 100000 57.3 3465.6 0 3676.2 0 100000 31.1 
6 60 100000 46.1 100000 47.2 2066.3 0 2036.4 0 100000 31.9 
6 80 100000 35.3 100000 38.2 1521.8 0 1404.8 0 100000 25.3 
6 100 100000 50.1 100000 33.4 1181.7 0 1355.4 0 100000 12.7 

 
Table 13 shows the optimization results of F4 function, where W is the inertia 

weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 8. 

Table 13. Optimization results of F4 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

8 20 100000 1132.0 100000 198.7 100000 1.5919 100000 2.1889 100000 283.4 
8 40 100000 232.9 100000 148.4 100000 0.1989 100000 0.3979 100000 82.1 
8 60 100000 149.3 100000 111.1 100000 0.1989 100000 0.3979 100000 60.7 
8 80 100000 124.4 100000 84.5 4901.2 0 6534 0 100000 41.5 
8 100 100000 95.7 100000 70.2 2038.2 0 2151.8 0 100000 29.9 
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Table 14 shows the optimization results of F4 function, where W is the inertia 
weight with different values, X is the constriction factor, Tswarm is the population 
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 10. 

Table 14. Optimization results of F4 function, inertia weight and factor constriction variants 

 
Number 
of va-
riables 

 
W

 
Tswar 

0.2 
 

G 

Success 
rate 

0.4 
 

G 

Success 
rate 

0.6 
 

G 

Success 
rate 

0.8 
 

G 

Success 
rate 

X 
 

G 

Success 
rate 

10 20 100000 3725.6 100000 486.2 100000 2.5869 100000 2.7859 100000 347.4 
10 40 100000 694.8 100000 278.7 100000 1.5919  80835.4 1.3929 100000 243.6 
10 60 100000 391.1 100000 185.1    44431 0.5969  80672.8 0.9949 100000 100.3 
10 80 100000 185.6 100000 159.2 42176 0.3979  61146 0.9949 100000 103.5 
10 100 100000 138.5 100000 113.7  4658.4  0  12037  0 100000 82.3 

5   Conclusions 

In this paper, we proposed a comparative study of PSO variants. Simulation tests on four 
mathematical functions were performed to compare the proposed study. The simulation 
results show that the standard PSO algorithm with one or more variables used too many 
generations (mean) to find the minimum. Similar results with variations on only cognitive 
and only social, thus in some tests do not show results of simulations of these variants. Iner-
tia weight and constriction factor variants show better results to find the minimum of the 
function, where some of the different values of inertia weight variation showed better re-
sults than with constriction factor variation. As shown in the results among more variables 
has the function the PSO used more generations to find the minimum, therefore results 
show great difference in both the basic PSO as its variations. 
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A Method to Solve the Traveling Salesman 
Problem Using Ant Colony Optimization 
Variants with Ant Set Partitioning 

Evelia Lizárraga, Oscar Castillo, and José Soria 

Tijuana Institute of Technology, Tijuana, Mexico 

Abstract. In this paper we propose an ant’s partition method for Ant Colony  
Optimization (ACO), a meta-heuristic that is inspired in ant’s behavior and how 
they collect their food. The proposed method equivalently divides the total number 
of ants in three different subsets and each one is evaluated separately by the cor-
responding variation of ACO (AS, EAS, MMAS) to solve different instances of 
The Traveling Salesman Problem (TSP). This method is based on the idea of  
“divide and conquer” to be applied in the division of the work, as the ants are eva-
luated in different ways in the same iteration.  This method also includes a stagna-
tion mechanism that stops at a certain variation if it’s not working properly after 
several iterations. This allows us to save time performing tests and have less over-
head in comparison with the conventional method, which uses just one variation 
of ACO in all iterations. 

1   Introduction 

Nowadays there are open NP-complete problems where the complexity to con-
struct the right configuration of a solution lays in finding a possible solution with-
in a great number of possible combinations.  In the past it was assumed that this 
kind of problems where impossible to solve since the feasibility to find the right 
answer was attached to the idea that an exhaustive search was needed resulting in 
the impossibility to find an answer in a reasonable frame of time.  In many cases 
even when a super computer was used the amount of time needed to find a solu-
tion was monumental causing overhead and great computational complexity. 
Therefore NP-hard problems are approached finding the solution in a subset of the 
decision problem; this means finding an optimal solution using approximate algo-
rithms that can give us good solutions efficiently, sacrificing finding very good so-
lutions in a polynomial time. One of the most known examples of this kind of 
problems is the TSP (Traveling Salesman Problem), which is represented  figura-
tively as a salesman that wants to travel from city to city starting in a original 
point (city) without passing  a city twice before returning home (original city). 
This is considering the length between cities as the cost that needs to be mini-
mized.  This problem can be represented as an undirected weight graph where the 
cities are the vertices of the graph, paths are graph’s edges and the distance of the 
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path is the length of the edge. There are many approaches proposed to solve this 
problem,  one of the most used are meta-heuristics inspired in biological behavior 
such as Ant Colony Optimization(ACO)[4][5], Genetic Algorithms (GA), Particle 
Swarm Optimization (PSO) [7][1], among others. These techniques are known to 
be efficient in the search of a space solution providing optimal values.  Given that 
ACO can be represented as graph, this meta-heuristic is one of the most used to 
represent and solve TSP.  Dorigo and Stützle proposed the solution of TSP in 
[4][8][9][11] using ACO according to the biological information that an ant pro-
vides when a good path is found adding pheromone to the nodes of that specific 
path. ACO uses the amount of pheromone and heuristic information to find the 
probability of the next node, were the heuristic information in this case (TSP) is 
the distance between cities.  Owing to the fact that ACO has many variations in 
how the pheromone it’s applied; the way to solve each problem is narrowed to 
how a designer uses these variations and how good is a specific variation in a spe-
cific problem.  In this paper we propose a strategy to compare these variations, 
such as Elitist Ant System (EAS), Ant System (AS), and Max Min Ant System 
(MMAS) within the same iteration; hence minimizing the number of tests needed. 
For this paper we performed 30 experiments using the proposed method (P-ACO) 
compared to 30 experiments for each ACO variation (AS, EAS, MMAS) resulting 
in a good performance and reduction of time. The main contribution of this work 
is the proposed P-ACO approach that combines the use of EAS, AS and MMAS in 
a single method that is more efficient in finding solutions for complex problems, 
such as the TSP. 

1.1   Ant Colony Optimization (ACO) 

Meta-heuristic introduced by Dorigo and Stützle that is based on ant’s behavior 
and how they collect their food following biological and heuristic information.  
Artificially speaking each ant represents a possible solution in which each one of 
them cooperates to find an optimal global solution. ACO works creating a con-
struction graph Gc(C=L) identical to the problem graph.  Each node connects to a 
corresponding set of arcs (i.e. L=A) and those arcs have a weight that corresponds 
to the distance dij between nodes i to j. 
 

 

                              

Fig. 1. Shows the nodes and the corresponding arcs 
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After the graph is constructed, a set of constraints are defined, which depend on 
the problem. In this case the only constraint is, that a city is visited only once 

within the feasible neighborhood k
iΝ  where k is the ant and i is the node to be vi-

sited choosing the next node probabilistically using (1). The ants “memorize” the 
visited nodes as well as the cost of that node (heuristic information).The evapora-
tion of the pheromone (3), helps to forget bad decisions and follow the best path; 
also delimitating the maximum amount of pheromone deposited by the ants.  The 

following step defines how the pheromone ijτ  is updated (2) and the evaporation 

rate p  that is needed, also the heuristic information ijη  that is going to be used; 

the distance between nodes gives this information.  Finally we construct a solution 
setting the ants randomly in nodes to start searching paths. The algorithm ends 
when all the cities have been visited. 
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1.2   ACO Variations 

According to the literature [4] there exist many variations of ACO, the slightly dif-
ference among them is in how they update the pheromone and the use of some  
parameters to perform such update.  Some variations are the best for certain prob-
lems including the TSP like MMAS, EAS and RankAS.  In the same way these 
variations have different functionality in specific problems.  Table 1 shows the 
difference of the variations that we are going to use, including the parameter  
values recommended in literature [4][5][11]. 

Where avg is the average number of different choices available to an ant at each 
step while constructing a solution [10].  The main justification for using these var-
iations is to test the feasibility of the proposed method P-ACO using the variations 
that have different performance in TSP, like AS that performs badly in compari-
son with the others, EAS which has proved that can provide good solutions and  
finally MMAS, which is one of the most used variations in TSP because it gives  
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Table 1. Different variations of ACO 

Variation Description τ0 Parameter val-
ues 

Elitist 
Ant Sys-
tem 
(EAS)  
 

The global best 
solution deposits 
pheromone on 
every iteration 
along with all the 
other ants. 

 (e+m)/ ρ Cnn

(4) 

α=1 

β=2 to 5 

ρ=0.5 

m=n 

e=n 

MaxMin 
Ant Sys-
tem 
(MMAS)  
 

Added Maximum 
and Minimum 
pheromone 
amounts [τmax,τmin] 
Only global best 
or iteration best 
tour deposited 
pheromone. All 
edges are initia-
lized to τmax and 
reinitialized to 
τmax when nearing 
stagnation.  
 

1/ ρ Cnn  (5) 
 

(6) 

τmax=1/ ρ Cnn (7) 

 

α=1 

β=2 to 5 

ρ=0.5 

m=n 

 

Ant Sys-
tem  
 

Updates phero-
mones after con-
struct solutions  

m/Cnn (8)  

 
excellent results.  This will show us if the algorithm is working when it compares 
the different results of the different variations per iteration, expecting the best one 
(MMAS) as the winner, this means the variation that produces the best global in 
each test. 

2   Proposed Method 

This method provides a way to divide the total number of ants in different subsets. 
This means given a set of m ants the method equivalently divides the total number 
of ants in three different subsets and each one is evaluated separately by the cor-
responding variation of ACO (AS,EAS and MMAS) to solve different instances of  
The Traveling Salesman Problem (TSP).  

The stagnation mechanism works evaluating the best result per iteration and 
counting which variation have poor results. Making several experiments we con-
cluded that the feasible number of allowed poor results is five; this means if the 
variation best result is not the global best in that iteration for five consecutively 
times then the variation is stopped.  This could cause that none of the variations  
are stopped if there isn’t five consecutively bad results in any of them, also could  
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Fig. 2. Shows the proposed variation of the ACO algorithm (P-ACO) 

cause that one by one the variations are stopped leaving only one “winner” varia-
tion at the end of the maximum number of iterations which will make the algo-
rithm faster because it will perform the best variation(s), not wasting time in eva-
luating the ants in the variations with poor results. 

2.1   Methodology 

First we choose the desired parameters. For practical purposes we implemented an 
interface to choose our parameters and TSP instances.  

 
Fig. 3. Shows the mentioned interface 
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Subsequently the best ant of each partition is compared with each other; obtaining 
the best global ant i (global best i).  

 

 

 
 
 

 
 
 
 
 
 

Fig.4. Representation in how 
the partition is made 

The evaluation of the partitions is made sequentially in the same iteration i.  
Therefore in each iteration the best global ant i is compared with the best global 
ant i-1 following the conventional ACO algorithm. This allows us to compare in 
one iteration three different variations, saving time performing tests and having 
less overhead in comparison with the conventional method, which uses just one 
variation of ACO in all iterations. This means n (iterations) x 3 (variations) total 
tests in comparison with the proposed method, which only needs n tests. Because 
the proposed method selects one ant per iteration that represents also a variant of 
ACO; the end result provides the most used variant hence the one with best per-
formance in a particular instance of TSP. 

3   Experiments 

We performed tests with different instances of TSP to test the algorithm using dif-
ferent parameters for two types of experiments.  

• TSP Instances used: Berlin52 (52 cities) and bier127 (127 cities) 
• 30 experiments with P-ACO 
• 30 experiments with AS 
• 30 experiments with EAS 
• 30 experiments with MMAS 
• We used α=2, β=5 and ρ=0.7 in every experiment. 

• Hardware information: 

• Mac OS X  2.3 Ghz Intel Core i5 4GB 1333 Mhz DDR3  
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• Types of experiments: 

• Experiments type 1: consist in setting the parameters in 120 ants and 150 
iterations.   

• Experiments type 2:  consist in setting the parameters in 150 ants and 100 
iterations.  

An Experiment type 1 should take longer to perform than an experiment type 2. 

4   Results 

Variables used: It(Iterations), G.B. (Global Best), Avg. (Average), T(Time), 
BRKSF(Best Result Known so far) according to the literature [12], E (Error), 
N.E.(Normalized Error). The average is calculated with the global best of each 
experiment dived in the number of experiments (30). The error is calculated as the 
following: 

Error=Best Result so Far-Average 
Normalized Error=1-(Best Result so Far/Average) 

4.1   Berlin52 (52 Cities) 

We performed different tests using a TSP instances with 52 cities. Tables 2 and 
Table 3 shows the comparison between the proposed method and the conventional 
method, using experiments type 1.  Table 4 and Table 5 are doing the same com-
parison using experiments type 2. 

Table 2. Experiments type 1 using proposed algorithm P-ACO 

Ants It G.B. Avg. V T(min) BRKS
F 

E N.E 

120 150 7549.29 
 

7549.29 P-ACO 
(MMAS) 

14.2
 

7542
 

7.29
 

0.00096 
 

Table 3. Experiments type 1 using individual algorithms 

Ants It G.B. Avg. V T(min) BRKSF E N.E 
120 150 7713.03 

 
7961.82 
 

AS 37.95 7542
 

171.03
 

0.052729 
 

120 150 7544.37 
 

7628.35 
 

EAS 37.53 7542
 

2.366
 

0.011321 
 

120 150 7549.29 7944.86 MMAS 839.09 7542 7.29 0.050707 
  Total time used 914.57 

min(15.24 
hours) 

Average Error 0.038252 

Table 4. Experiments type 2 using proposed algorithm P-ACO 

Ants It G.B. Avg. V T(min) BRKSF E N.E 
150 100 7544.37 

 
7544.37 P-ACO

(MMAS) 
15.2 7542

 
2.37 0.000314 
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Table 5. Experiments type 2 using individual algorithms 

Ants It G.B. Avg. V T(min) BRKSF E N.E 
150 100 7857.17 

 
7857.17 
 

AS 23.62 7542
 

315.16
 

0.040112 
 

150 100 7544.2 7688.23 EAS 31.44 7542
 

2.37 0.019020 
 

150 100 7658.96 7941.22 MMAS 451.55 7542 116.96 0.050272 
  Total time used 506.61 

min(8.44 
hours) 

Average Error 0.036468 

4.2   Bier127 (127 Cities) 

We performed different tests using a TSP instances with 127 cities. Tables 6 and 
Table 7 shows the comparison between the proposed method and the conventional 
method, using experiments type 1.  Table 8 and Table 9 are doing the same com-
parison using experiments type 2. 

Table 6. Experiments type 1 using proposed algorithm P-ACO 

Ants It G.B. Avg. V T(min) BRKSF E N.E 
120 150 126551 

 
126551.72 P-ACO 

(EAS) 
69.85
(1.16 
hours) 

118282
 

8269
 

0.065 
 

Table 7. Experiments type 1 using individual algorithms 

Ants It G.B. Avg. V T(min) BRKSF E N.E 
120 150 133400.8 

 
136754.79
 

AS 149.97 118282
 

15118.8 
 

0.135 
 

120 150 125788.79 
 

128061.79
 

EAS 136.20
 

118282
 

7506.79 
 

0.076 
 

120 150 126554.00 
 

126781.43
 MMAS 3071.89 

118282. 8272
 

0.067 

  Total time used 3357.06 min
(55.95hours) 

Average Error 0.092 

Table 8. Experiments type 2 using proposed algorithm P-ACO 

Ants It G.B. Avg. V T(min) BRKSF E N.E 

150 100 1239
03 
 

123912.33 P-ACO 
(EAS) 

50.46 118282
 

5621
 

0.045 
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Table 9. Experiments type 2 using individual algorithms 

Ants It G.B. Avg. V T(min) BKSF E N.E 
150 100 134660.87 

 
 

137786.55
 

AS 127.21
 

118282
 

16378.87 
 

0.142 
 

150 100 123903.00 
 

123915.46
 

EAS 101.3
 

118282
 

5621.00 
 

0.045 
 

150 100 123903.00 
 

123921.21
 MMAS 

1463.34
 

118282. 5621.00 
 

0.045 
 

  Total time used 1691.85 
min 
(28.19 
hours) 

Average Error 0.077 

5   Conclusions 

We proposed a method for ant set partitioning in ACO. The proposed method is to 
divide the total number of ants into different partitions for a corresponding variant 
of ACO.  Simulation results show that the proposed approach is working appro-
priately, in some cases 64 times faster than the conventional methodology and also 
providing better results. Performing two types of experiments varying the number 
of ants and iterations we made a comparison between the proposed algorithm P-
ACO and the conventional methodology. In experiment of type 1 we used 120 
ants and 150 iterations and in the type 2 we used 150 ants and 100 iterations for 
each instance of TSP. Using 52 cities (Berlin52) with the type 1 experiment we 
compared Table 2 with Table 3, in which the P-ACO reached a better result in 
global best and 64 faster, with a much lower average normalized error of 0.00096. 
In experiment of type 2 the comparison between Table 4 and Table 5 shows that 
P-ACO reached a better result 33 times faster, with a normalized error of 
0.000314. Using 127 cities (bier127) with type 1 experiment we compared Table 6 
and Table 7, where P-ACO showed a better global best 48 times faster with a av-
erage normalized error of 0.065.  In experiment type 2 we compared Table 8 and 
Table 9 obtaining a better global best of 0.045, 33.5 times faster than the conven-
tional method.  These results clearly demonstrate the feasibility of divide the work 
between the ants for the evaluation, also providing a stagnation mechanism that 
controls the waste of computational calculations reducing only the work in the 
variations that shows good results.  
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Abstract. In this paper a new method for dynamic parameter adaptation in particle 
swarm optimization (PSO) is proposed. PSO is a metaheuristic inspired in social 
behaviors, which is very useful in optimization problems. In this paper we propose 
an improvement to the convergence and diversity of the swarm in PSO using 
fuzzy logic. Simulation results show that the proposed approach improves the  
performance of PSO. 

Keywords: Fuzzy Logic, Particle Swarm Optimization, Dynamic parameter  
adaptation.  

1   Introduction 

Fuzzy logic or multi-valued logic is based on fuzzy set theory proposed by Zadeh 
[9], which helps us in modeling knowledge, through the use of if-then fuzzy rules. 

The fuzzy set theory provides a systematic calculus to deal with linguistic in-
formation, and that improves the numerical computation by using linguistic labels 
stipulated by membership functions [5]. 

Particle swarm optimization (PSO) that was introduced by Kennedy and Eber-
hart in 1995 [6, 7], maintains a swarm of particles and each particle represents a 
possible solution. These particles "fly" through a multidimensional search space, 
where the position of each particle is adjusted according to your own experience 
and that of its neighbors [3]. 

PSO has had many proposed improvements and applications. Most of the mod-
ifications to PSO are to improve convergence and to increase the diversity of the 
swarm [3]. So in this paper we propose an improvement to the convergence and 
diversity of PSO through the use of fuzzy logic. Basically, fuzzy rules are used to 
control the key parameters in PSO to achieve the best possible dynamic adaptation 
of these parameter values. 
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The rest of the paper is organized as follows. Section 2 describes the proposed 
methodology. Section 3 shows how the experiments were performed with the  
proposed method and the simple method using the benchmark functions defined in 
section 2. Section 4 shows how to perform the statistical comparison with all its pa-
rameters and analysis of results. Finally, the conclusions of this paper are presented. 

2   Methodology 

The dynamics of PSO is defined by Equations 1 and 2, which are the equations to 
update the position and velocity of the particle, respectively. 

 
(1) 

 (2) 

Parameters c1 and c2 were selected to be adjusted using fuzzy logic, since those 
parameters account for the movement of the particles. 

The parameter c1 or cognitive factor represents the level of importance given 
the particle to its previous positions. 

The parameter c2 or social factor represents the level of importance that the 
particle gives the best overall position. 

Based on the literature [3] the recommended values for c1 and c2 must be in the 
range of 0.5 and 2.5, plus it is also suggested that changing the parameters c1 and 
c2 dynamically during the execution of this algorithm can produce better results. 

In addition it is also found that the algorithm performance measures, such as: 
diversity of the swarm, the average error at one point in the execution of the algo-
rithm, the iterations themselves, need to be considered to run the algorithm, 
among others. In our work all the above are taken in consideration for the fuzzy 
systems to modify the parameters c1 and c2 dynamically changing these parame-
ters in each iteration of the algorithm. 

For measuring the iterations of the algorithm, it was decided to use a percen-
tage of iterations, i.e. when starting the algorithm the iterations will be considered 
"low", and when the iterations are completed it will be considered "high" or close 
to 100%. To represent this idea we use Equation 3. 

 
(3) 

The diversity measure is defined by Equation 4, which measures the degree of 
dispersion of the particles, i.e. when the particles are closer together there is less 
diversity as well as when particles are separated then diversity is high. As the 
reader will realize the equation of diversity can be considered as the average of the 
Euclidean distances between each particle and the best particle. 
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(4) 

The error measure is defined by equation 5, which measures the difference be-
tween the swarm and the best particle, by averaging the difference between the 
fitness of each particle and the fitness of the best particle. 

 

(5) 

Therefore for designing the fuzzy systems, which dynamically adjust the parame-
ters of c1 and c2, the three measures described above were considered as inputs. It 
is obvious that for each fuzzy system the outputs are c1 and c2. 

In regards to the inputs of the fuzzy systems, the iteration variable has by itself 
a defined range of possible values which range from 0 to 1 (0 is 0% and 1 is the 
100%), but with the diversity and the error, we perform a normalization of the 
values of these to have values between 0 and 1. Equation 6 shows how the norma-
lization of diversity is performed and Equation 7 shows how the normalization of 
the error is obtained. 

 

(6) 

Equation 6 shows two conditions for the normalization of diversity, the first pro-
vides that where the maximum Euclidean distance is equal to the minimum Eucli-
dean distance, this means that the particles are exactly in the same position so 
there is no diversity. The second condition deals with the cases with different Euc-
lidean distances. 

 

(7) 

Equation 7 shows two conditions to normalize the error, the first one tells us that 
when the minimum fitness is equal to the maximum fitness, then the error will be 
1; this is because the particles are close together. The second condition deals with 
the cases with different fitness. 

The design of the input variables can be seen in Figures 1, 2 and 3, which show 
the inputs iteration, diversity, and error respectively, each input is granulated into 
three triangular membership functions. 
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Fig. 1. Input 1: iteration 

 

 

Fig. 2. Input 2: diversity 
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For the output variables, as mentioned above, the recommended values for c1 and 
c2 are between 0.5 and 2.5, so that the output variables were designed using this range 
of values. Each output is granulated in five triangular membership functions, the de-
sign of the output variables can be seen in Figures 4 and 5, c1 and c2 respectively. 

 

 
Fig. 3. Input 3: error 

 
Fig. 4. Output 1: c1 



252 F. Olivas and O. Castillo 

 

Fig. 5. Output 2: c2 

Having defined the possible input variables, it was decided to combine them to 
generate different fuzzy systems for dynamic adjustment of c1 and c2. Based on 
the combinations of possible inputs, there were seven possible fuzzy systems, but 
it was decided to consider only the systems that have more inputs (since we pre-
viously considered fuzzy systems with only a single input), so that eventually 
there were three fuzzy systems which are defined below. 

The first fuzzy system has iteration and diversity as inputs, which is shown in 
Figure 6. The second fuzzy system has iteration and error as inputs and is shown 
in Figure 7. The third fuzzy system has iteration, diversity, and error as inputs, as 
shown in Figure 8. 

 
 

 

Fig. 6. First fuzzy system 
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Fig. 7. Second fuzzy system 

 

Fig. 8. Third fuzzy system 

To design the rules of each fuzzy system, it was decided that in early iterations 
the PSO algorithm must explore and eventually exploit. Taking into account other 
variables such as diversity, for example, when diversity is low, that is, that the par-
ticles are close together, we must use exploration, and when diversity is high we 
must use exploitation. 

The rules for each fuzzy system are shown in Figures 9, 10 and 11, for the 
fuzzy systems 1, 2 and 3, respectively. 

 

 

Fig. 9. Rules for fuzzy system 1 

Also for the comparison of the proposed method with respect to the PSO with-
out parameter adaptation, we considered benchmark mathematical functions, de-
fined in [4, 8], which are 27 in total, and in each we must find the parameters that 
give us the global minimum of each function. In Figure 12 there is a sample of the 
functions that are used. 
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Fig. 10. Rules for fuzzy system 2 

 
Fig. 11. Rules for fuzzy system 3 

 

Fig. 12. Benchmark mathematical functions 
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As indicated in Figure 12 we only considered functions of one or two dimen-
sions for the experiments. 

So that once defined the fuzzy systems that dynamically adjust the parameters 
of PSO, and defined the problem in which it applies (Benchmark mathematical 
functions), the proposal is as shown in Figure 13, where we can notice that c1 and 
c2 parameters are adjusted by a fuzzy system, and in turn this "fuzzy PSO" 
searches for the optimal parameters for the Benchmark mathematical functions. 

 

 

Fig. 13. Proposal 

3 Experimentation with the Fuzzy Systems and the Benchmark 
Mathematical Functions 

For the experiments we used the parameters contained in Table 1. Table 1 shows 
the parameters of the methods to be compared; in this case, we perform a compar-
ison of the proposed method and its variations against the simple PSO algorithm. 

Table 1. Parameters for each method 

Parameter Simple PSO Fuzzy PSO 1 Fuzzy PSO 2 Fuzzy PSO 
3 

Population 10 10 10 10 
Iterations 30 30 30 30 
C1 1 Dynamic Dynamic Dynamic 
C2 3 Dynamic Dynamic Dynamic 
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Since functions do not have the same global minimum, for comparison it was 
decided to normalize the results of each function, for this it is used equation 8, 
which gives results between 0 and 1, which means that a number close to 0 is bet-
ter than a number close to 1. 

 
(8) 

To normalize the results with equation 8, we need the maximum and the minimum 
of each benchmark mathematical function; in our case these data are known. Also, 
the absolute value is needed, because we want to know how much difference be-
tween the results of the experiment and the minimum value of the function. 

Therefore, Table 2 shows some experimental results of each method with each 
function. 

Table 2. Simulation 

Function Minimum Simple 
PSO 

Fuzzy 
PSO 1 

Fuzzy 
PSO 2 

Fuzzy 
PSO 3 

1 1 0.0005 0.0000 0.0001 0.0003 
2 0 0.0000 0.0000 0.0000 0.0000 
3 0 0.0000 0.0009 0.0000 0.0000 
4 0 0.0000 0.0000 0.0000 0.0000 
5 -20 0.1042 0.0665 0.0728 0.0743 
6 -100.2238 0.1275 0.1277 0.0000 0.0000 
7 -18.5547 0.1929 0.2484 0.2645 0.1253 
8 0 0.0000 0.0000 0.0003 0.0000 
9 0 0.0017 0.0039 0.0157 0.0019 

10 0 0.0000 0.0000 0.0001 0.0000 

4   Statistical Comparison 

To perform the statistical comparison, we have: 
3 methods to compare against the simple PSO, (FPSO1, FPSO2, FPSO3). 
27 Benchmark mathematical functions. 
10 experiments were performed for each method by each function, so it has a 

total of 270 experiments for each method. Of this total, we took a random sample 
of 50 experiments for each method for statistical comparison. 

The statistical test used for comparison is the z-test, whose parameters are de-
fined in Table 3. 
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Table 3. Parameters for statistical z-test 

Parameter Value 
Level of Significance 95% 
Alpha 0.05% 
Ha µ1<µ2 
H0 µ1≥µ2 
Critical Value -1.645 
 
 
With the parameters in Table 3, we applied the statistical z-test, giving the fol-

lowing results: 

Table 4. Results of applying statistical z-test 

Our Method Simple Method Z Value Evidence 
FPSO1 Simple PSO -2.1937 Significant 
FPSO2 Simple PSO -0.6801 Not Significant 
FPSO3 Simple PSO -2.1159 Significant 
 
 
In applying the statistic z-test, with significance level of 0.05, and the alterna-

tive hypothesis says that the average of the proposed method is lower than the av-
erage of simple PSO, and of course the null hypothesis tells us that the average of 
the proposed method is greater than or equal to the average of simple PSO, with a 
rejection region for all values fall below -1.645. So the statistical test results are 
that: for the fuzzy PSO 1, there is significant evidence to reject the null hypothe-
sis, as in the fuzzy PSO 3. But in the fuzzy PSO 2, there is no significant evidence 
to reject the null hypothesis. In conclusion, two of the proposed variants of PSO 
were significantly better than simple PSO. 

5   Conclusions 

We proposed a method for dynamic adaptation of the parameters of PSO to im-
prove the quality of results. With the results of the statistic test, we can conclude 
that there is significant evidence to say that the proposed approach could help in 
the adaptation of parameters in PSO. 

Future work includes experiments with functions with more than two dimen-
sions, comparison with other approaches of PSO, for example, PSO with inertia 
weight and PSO with constriction. Also try to achieve better results for the PSO 
with fuzzy system 2, more specifically with the input error and the rules of the 
fuzzy system. In future work also we try to apply the proposed method to other 
types of problems, for example, optimization of fuzzy systems. 

 
 



258 F. Olivas and O. Castillo 

References 

[1] Abdelbar Ashraf, M., Abdelshahid, S., Wunsch, D.C.: Fuzzy PSO: A Generalization 
of Particle Swarm Optimization. In: Proceedings 2005 IEEE International Joint Con-
ference on Neural Networks, vol. 2, pp. 1086–1091 (2005) 

[2] Juana, A.S.: Optimización por nube de partículas (PSO) de controladores difusos para 
robots autónomos móviles. Master’s thesis at Tijuana Institute of Technology (2011) 

[3] Engelbrecht Andries, P.: Fundamentals of Computational Swarm Intelligence. Uni-
versity of Pretoria, South Africa (2005) 

[4] Haupt Randy, L., Ellen, H.S.: Practical Genetic Algorithms, 2nd edn. A Wiley-
Interscience publication, New York (2004) 

[5] Jang, J.-S.R., Sun, C.-T., Mizutani, E.: Neuro-fuzzy and soft computing: a computa-
tional approach to learning and machine intelligence. Prentice-Hall, Upper Saddle 
River (1997) 

[6] Kennedy, J., Eberhart, R.C.: Swarm Intelligence. Morgan Kaufmann, San Francisco 
(2001) 

[7] Kennedy, J., Eberhart, R.C.: Particle swarm optimization. In: Proc. IEEE Int. Conf. 
on Neural Networks, IV, pp. 1942–1948. IEEE Service Center, Piscataway (1995) 

[8] Molga, M., Smutnicki, C.: Test functions for optimization needs (2005) 
[9] Zadeh, L.: Fuzzy sets. Information & Control 8, 338–353 (1965) 

[10] Valdez, F., Melin, P., Castillo, O.: An improved evolutionary method with fuzzy log-
ic for combining Particle Swarm Optimization and Genetic Algorithms. Appl. Soft 
Comput. 11(2), 2625–2632 (2011) 

 

 



O. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 259–271. 
springerlink.com                                                           © Springer-Verlag Berlin Heidelberg 2013 

Dynamic Fuzzy Logic Parameter Tuning  
for ACO and Its Application in TSP Problems 

Héctor Neyoy, Oscar Castillo, and José Soria 

Tijuana Institute of Technology, Tijuana, México 
ocastillo@tectijuana.mx 

Abstract. Ant Colony Optimization (ACO) is a population-based constructive me-
taheuristic that exploits a form of past performance memory inspired by the forag-
ing behavior of real ants. The behavior of the ACO algorithm is highly dependent 
on the values defined for its parameters. Adaptation and parameter control are re-
curring themes in the field of bio-inspired algorithms. The present paper explores 
a new approach of diversity control in ACO. The central idea is to avoid or slow 
down full convergence through the dynamic variation of the alpha parameter. The 
performance of different variants of the ACO algorithm was observed to choose 
one as the basis to the proposed approach. A convergence fuzzy logic controller 
with the objective of maintaining diversity at some level to avoid premature con-
vergence was created. Encouraging results on several travelling salesman problem 
(TSP) instances are presented with the proposed method. 

1   Introduction 

ACO is inspired by the foraging behavior of ant colonies, and targets discrete op-
timization problems [1]. 

The behavior of the ACO algorithm is highly dependent on the values defined 
for its parameters and has an effect on its convergence. Often these are kept static 
during the execution of the algorithm. Changing the parameters at runtime, at a 
given time or depending on the search progress may improve the performance of 
the algorithm [3], [4], [5]. 

Control the dynamics of convergence to maintain a balance between explora-
tion and exploitation is critical for good performance. 

Early convergence leaves large sections of the search space unexplored. Slow 
convergence does not concentrate its attention on areas where good solutions were 
found. 

This paper explores a new method of diversity control in ACO. The central idea 
is to prevent or stop the total convergence through the dynamic adjustment of the 
parameter alpha. 

The rest of the paper is organized as follows. Section 2 presents an overview 
of ACO. Section 3 describes a performance analysis on several TSP instances. 
Section 4 presents a new method of parameter tuning through fuzzy logic, final-
ly section 5 and section 6 shows some simulation results and conclusions  
respectively. 
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2   Ant Colony Optimization (ACO) 

The first ACO algorithm was called Ant System (AS) and its objective was to 
solve the traveling salesman problem (TSP), whose goal is to find the shortest 
route to link a number of cities. In each iteration, each ant keeps adding compo-
nents to build a complete solution, the next component to be added is chosen with 
respect to a probability that depends on two factors. The pheromone factor that re-
flects the past experience of the colony and the heuristic factor that evaluates the 
interest of selecting a component with respect to an objective function. Both fac-
tors weighted by the parameters α and β respectively (1). 

௜ܲ௝௞ = ൣ߬௜௝൧ఈൣߟ௜௝൧ఉ∑ ∈௟ ௜ܰ௞ሾ߬௜௟ሿఈሾߟ௜௟ሿఉ , ݂݅ ݆ ∈ ௜ܰ௞ (1) 

After all ants have built their tours, pheromone trails are updated. This is done by 
lowering the pheromone value on all arcs by a constant factor (2), which prevents 
the unlimited accumulation of pheromone trails and allows the algorithm to forget 
bad decisions previously taken.  ߬௜௝ ՚ (1 െ ,௜௝߬(ߩ ,݅)׊ ݆) ∈  (2) ܮ

And by depositing pheromone on the arcs that ants have crossed in its path (3). 
The better the tour the greater the amount of pheromone that their arcs receive. ߬௜௝ ՚ ߬௜௝ + ෍ ௡߂

௞ୀଵ ߬௜௝௞ , ,݅)׊ ݆) ∈  ܮ

௜௝௞߬߂ = ൝ ௞ܥ1 , ,݅) ܿݎܽ ݂݅ ,௞;0ܶ ݋ݐ ݏ݃݊݋݈ܾ݁ (݆ ;݁ݏ݅ݓݎ݄݁ݐ݋  

(3) 

A first improvement on the initial AS, called the elitist strategy for Ant System 
(EAS). The idea is to provide strong additional reinforcement to the arcs 
belonging to the best tour found since the start of the algorithm (4)[1].  

߬௜௝ ՚ ߬௜௝ + ෍ ௡߂
௞ୀଵ ߬௜௝௞ + ,௜௝௕௦߬߂݁ ,݅)׊ ݆) ∈  ܮ

(4) 

௜௝௕௦߬߂ = ൝ ௕௦ܥ1 , ,݅) ܿݎܽ ݂݅ ,௕௦;0ܶ ݋ݐ ݏ݃݊݋݈ܾ݁ (݆ ;݁ݏ݅ݓݎ݄݁ݐ݋  

Another improvement over AS is the rank-based version of AS (ASRank). In 
ASrank each ant deposits an amount of pheromone that decreases with its rank. 
Additionally, as in EAS, the best-so-far ant always deposits the largest amount of 
pheromone in each iteration [1]. 
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߬௜௝ ՚ ߬௜௝ + ෍ ݓ) െ ௪ିଵ߂(ݎ
௥ୀଵ ߬௜௝௥ + ௜௝௕௦ (5)߬߂

3   Performance Analysis of ACO 

To observe the performance of the AS, EAS and ASRank ACO variants 30  
experiments were performed by method for each instance of the examined TSP 
(Table 1), which are in the range of 14 to 100 cities, all extracted from TSPLIB 
[6], using the parameters recommended by the literature (Table 2) [1]. 

Table 1. TSP instances considered 

TSP Number of cities  Best tour length 
Burma14 14 3323 
Ulysses22 22 7013 
Berlin52 52 7542 
Eil76 76 538 
kroA100 100 21282 

Table 2. Parameters used for each ACO algorithm 

ACO α β ρ m τ0 
AS 1 2 0.5 n m/Cnn  
ASRank 1 2 0.1 n 0.5r(r-1)/ρCnn  
EAS 1 2 0.5 n (e+m)/ρCnn  

m = n 
Cnn  = 20 for each  tsp except burma14 where Cnn = 10. 
EAS: e = 6 
ASRank: r = w – 1; w = 6. 

 
The behavior of AS and EAS was very similar in all experiments (Tables 3, 4, 5, 

6, 7), the performance of the three variants began to worsen by increasing  the prob-
lem complexity, however ASRank performance decreased to a lesser extent than 
their counterparts when the number of cities was greater than 50 (Tables 5, 6, 7). 

Table 3. Performance obtained for the TSP instance Burma14 

ACO Best Average Successful runs 
AS 3323 3323 30/30 
ASRank 3323 3329 19/30 
EAS 3323 3323 30/30 
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Table 4. Performance obtained for the TSP instance Ulysses22 

ACO Best Average Successful runs 
AS 7013 7022 30/30 
ASRank 7013 7067 19/30 
EAS 7013 7018 30/30 

Table 5. Performance obtained for the TSP instance Berlin52 

ACO Best Average Successful runs 
AS 7542 7557 2/30 
ASRank 7542 7580 17/30 
EAS 7542 7554 6/30 

Table 6. Performance obtained for the TSP instance Eil76 

ACO Best Average Successful runs 
AS 547 556 0/30 
ASRank 538 543 1/30 
EAS 544 555 0/30 

Table 7. Performance obtained for the TSP instance KroA100 

ACO Best Average Successful runs 
AS 22305 22483 0/30 
ASRank 21304 21549 0/30 
EAS 22054 22500 0/30 

 
 

Since ASRank had more success finding the minimum and scored lower  
averages with more complex TSP instances than the other approaches discussed 
(Figure 1, 2). It can be concluded that AS and EAS have better performance when 
the number of cities is low unlike ASRank that works best when the number of ci-
ties is not so small due to the pheromone deposit mechanism of this approach, 
where only the w-1 ants with the shorter tours and the ant with the best so far tour 
are allowed to deposit pheromone. This strategy can lead to a stagnation situation 
where all the ants follow the same path and construct the same tour [1] as a result 
of excessive increase in the pheromone trails of suboptimal routes (Figures 3, 4). 
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Fig. 3. Convergence plot of the ACO algorithm variant ASRank 

 

Fig. 4. Behavior of the average lambda branching factor during the execution of the algo-
rithm ACO variant ASRank 

4   Fuzzy Logic Convergence Controller 

Due to the obtained results it was decided to use ASRank as the basis for our pro-
posed ACO variant. The central idea is to prevent or stop the total convergence 
through the dynamic variation of the alpha parameter. 

Alpha has a big effect in the diversity. Is recommended to keep α in the range 
of 0< α< 1[1]. 

A value closer to 1 will emphasize better paths but reduce diversity, while low-
er α will keep more diversity but reduce selective pressure [6].  
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However, it appears impossible to fix a universally best α. In most approaches 
it is taken to be 1, so that the selection probability is linear in the pheromone level. 

An adaptive parameter control strategy was used; this takes place when there is 
some form of feedback from the search that is used to determine the direction 
and/or magnitude of the change to the strategy parameter [8]. In our case, the av-
erage lambda branching factor, this factor measures the distribution of the values 
of the pheromone trails and provides an indication of the size of the search space 
effectively explored [1]. 

A convergence fuzzy controller to prevent or delay the full convergence of the 
algorithm was created (Figure 5). Fuzzy control can be seen as the translation of 
external performance specifications and observations of a plant behavior into a 
rule based linguistic control strategy [7]. 

 
 

 

Fig. 5. Block diagram of the proposed system to control the convergence of the ACO algo-
rithm variant ASRank 

The objective of the controller is maintain the average lambda branching factor 
at a certain level to avoid a premature convergence, so its rules were made to ful-
fill this purpose (Figure 6). 
 
 

If (error is P) and (error_change is P) then (alpha increment is N) 
If (error is N) and (error_change is N) then (alpha increment is P) 
If (error is P) and (error_change is Z) then (alpha increment is N) 
If (error is N) and (error_change is Z) then (alpha increment is P) 
If (error is P) and (error_change is N) then (alpha increment is Z) 
If (error is N) and (error_change is P) then (alpha increment is Z) 
If (error is Z) and (error_change is Z) then (alpha increment is Z) 
If (error is Z) and (error_change is N) then (alpha increment is P) 
If (error is Z) and (error_change is P) then (alpha increment is N) 

Fig. 6. Rules of the proposed fuzzy system to control the convergence of the ACO  
algorithm 

The controller uses as inputs the error (Figure 7) and change of error (Figure 8) 
with respect to an average lambda branching factor reference level and provides as 
output an increase in the value of parameter alpha (Figure 9). 
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Fig. 7. Membership functions of the input variable error of the fuzzy system proposed to 
control the convergence of the ACO algorithm 

 

 

Fig. 8. Membership functions of the input variable error change of the fuzzy system pro-
posed to control the convergence of the ACO algorithm 
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Fig. 9. Membership functions of the output variable alpha increment of the fuzzy system 
proposed to control the convergence of the ACO algorithm 

5   Simulation 

The controller was able to maintain diversity in a more appropriate level, avoiding 
the full convergence of the algorithm. The same number of experiments that in the 
above analysis were performed and obtained the following results: 

Table 8. Performance obtained by the strategy proposed in the instances discussed above 

TSP Best Average Successful runs 
Burma14 3323 3323 30/30 
Ulysses22 7013 7013 30/30 
Berlin52 7542 7543 26/30 
Eil76 538 539 21/30 
KroA100 21292 21344 0/30 

 
 
It was found that the proposed method was able to improve the results of the 

strategies studied, obtaining lower averages (Figure 10) and reaching the global 
minimum on more occasions than the analyzed variants (Figure 11). 

To verify the above in a more formal way a Z test for means of two samples 
was performed. 
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With a significance level of 5% we found sufficient statistical evidence to claim 
that the average of AS is higher than the obtained for ASRank+ConvCont in the 
experiments (Figure 12). 
 

 
Fig. 12. Statistical hypothesis testing for AS vs. ASRank+ConvCont 

Following the average of EAS with ASRank+ConvCont was compared, the null 
hypothesis claims that the average of EAS is less than or equal to 
ASRank+ConvCont mean. 

Again with a significance level of 5% enough statistical evidence were found  
to show that the average of EAS is greater than ASRank+ConvCont mean since Z 
(test statistic) is in the rejection region (Figure 13).  

 

Fig. 13. Statistical hypothesis testing for EAS vs. ASRank+ConvCont 
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Finally the average of ASRank against ASRank+ConvCont was compared, the 
null hypothesis claims that the average of ASRank is less or equal to the 
ASRank+ConvCont mean. 

Since Z is located in the rejection region with a significance level of 5% (Fig-
ure 14) there is enough statistical evidence to show that the average ASRank is al-
so higher than ASRank+ConvCont mean. 

 

 
Fig. 14. Statistical hypothesis testing for ASRank vs. ASRank+ConvCont 

In the three cases the average were lower, this means that our approach im-
proved the performance of the ACO algorithm on the studied problems, as had 
been observed in the first analysis. 

6   Conclusions 

Maintaining diversity is important for good performance in the ACO algorithm. 
An adaptive control strategy of the parameter alpha for this purpose was used, 
which was embodied in a diversity fuzzy controller which allows to avoid or delay 
the total convergence and thereby control the exploration and exploitation capabil-
ities of the algorithm. 

The strategy was compared with 3 variants of the ACO algorithm on several in-
stances of the TSP taken from TSPLIB. An improvement was observed by dynam-
ically changing the parameter alpha value, as was seen in the statistical analysis 
performed, where our approach outperforms the classical strategies. 

This strategy looks promising, so it is important to use the proposed variant in 
more complex optimization problems to observe its efficiency and consider mod-
ifying another parameter in conjunction with the above. 
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Abstract. We present a novel approach for reducing the computational time of 
Combinatorial Optimization Problems (COPs). The approach is inspired by the 
use of Artificial Vaccines, a concept that is classified as being part of a set of algo-
rithms called Artificial Immune Systems (AIS). Artificial Vaccines are able to  
reduce the computational time and quality of the solution of any existing COP 
solving algorithm by reducing the size of the problem set. To demonstrate the use-
fulness of this proposal we provide comparative results obtained with a Genetic 
Algorithm (GA) solving the Traveling Salesman Problem (TSP) for three large  
instances of 423, 737 and 1583 cities. 

Keywords: Artificial Vaccines, AIS, COP, TSP.  

1   Introduction 

Obtaining the optimal solution of Combinatorial Optimization Problem has been 
known ever since the term was coined by mathematicians; it consists of exploring 
and evaluating every possible combination in order to find the solution.  

However, simple this solution might sound, in reality, the problem becomes much 
more complex. When a COP involves more than just a few numbers of elements the 
complexity of the problem quickly grows out of hand than even the fastest comput-
ers will not be able to solve it by means of brute force. Hence why even until this 
day COPs are considered an open problem and finding better and faster algorithms 
that can provide the solution to them has received great emphasis by the scientific 
community and has proven to be a very important field of research [1]. 

The quest to develop better algorithms that outperform current algorithms have 
drawn inspiration from various sources, including physical and biological  
phenomenon. The presented algorithm is no exception, and in this case, we take 
inspiration from the natural functions of the human immune system, being its 
extrapolation into the mathematical and computational world the Artificial Im-
mune Systems (AIS) [2]. The presented algorithm works quite different than most, 
as its meant to be a tool that can be applied to existing COP solving algorithms in 
order to provide better performance. 
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The COP to be studied in this work is the Traveling Salesman Problem (TSP) 
being a classic benchmarking example of COP. The problem is modeled after a 
traveling salesman that is presented with a dilemma, in which he wants to find the 
shortest route in order to visit a set of cities only once, maintaining the cost at a 
minimum. The problem also states that he wishes to start and end at his headquar-
ters. Fig. 1 shows an example of the solution to a 423 TSP instance. 

 

 

Fig. 1. Example of the optimal tour for the TSP instance pbn423 from TSPLIB 

Although one can be inclined to think this problem is merely theoretical, even 
the simplest formulation of it has several real world applications, such as path 
planning, scheduling, logistics and manufacturing of Printed Circuit Boards, or 
even in Control Numeric Computer Machining. 

The complexity of the TSP relies in the fact that as the number of cities grows, 
finding the solution by means of brute, or exhaustive force becomes a NP-
Complete problem, since the number of possible combination, which needs to be 
generated and evaluated, becomes (n-1)!, this quickly gets out of hand. 

Many different techniques have been developed in order to provide with solu-
tions to large instances of TSP, and new methods are presented every year.  In 
general, there are two ways for of solving the TSP: by the exact solution or by a 
metaheuristics algorithm. 

Some of the most popular exact algorithms for solving the TSP are branch-and-
bound and lineal optimization or programming [3][1], although these types of al-
gorithms can be very effective at solving some instances of TSP, they usually fall 
short when the problem sets become very large, and they usually fall back to other 
type of techniques, in addition, to the exact approach. 

Metaheuristics are currently the most popular way to solve very large instances 
of TSP; some of the main algorithms are Genetic Algorithms (GA) [4], Ant Colo-
ny Optimization (ACO) [5], and Neural Networks (NN) [6]. Also in the field of  
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metaheuristics there are several works inspired in AIS that have been used suc-
cessfully to solve the TSP, they use Clonal Selection [7] or Cooperation Mechan-
isms of Th cells [8] or even hybrid immune-genetic attempts [9].   

There have also being exact and metaheuristics hybrid approaches that have 
proven to be very effective. One of the most popular benchmarking and readily 
available algorithm is presented in a program named Concorde, which is consi-
dered by many as one of the best TSP solvers [10][11]. Concorde’s algorithm has 
proven to be quite effective when compared to other methods (exact, metaheuris-
tics or otherwise) and has been able to handle a very large number of cities provid-
ing excellent results [11]. 

In this work, we explore the concept of Artificial Vaccines to reduce the  
complexity of TSP instances in order to provide better solutions and lower compu-
tational time, we are improving our previous results presented in [12].  

The main goal was to create a methodology or tool that can be used with  
existing TSP solving algorithms without compromising the algorithm itself. The 
proposed methodology is supported with several comparative experiments of TSP 
instances of 423, 737 and 1583 cities. A Genetic Algorithm was utilized as the test 
algorithm for our methodology. 

The organization of the work is as follows:  In section 2, the Human and  
Artificial Immune Systems are explained. In section 3, Artificial Vaccines are de-
fined mathematically for COPs as well as the main algorithms for their generation. 
In Section 4, the experimental process is explained.  In section 5, the results are 
presented. Finally, in section 6 the conclusions are given. 

2   Human and Artificial Immune Systems 

The function of the Human Immune System is to keep our body healthy. It man-
ages to do this by constant monitoring of our body by means of search and identi-
fication of abnormalities or any foreign agents named pathogens. 

The process of identification and resolving these issues starts with what is 
called an immune response. Our body is capable of generating two types of im-
mune responses called innate and adaptive [13]. 

The innate immune response is the ability of our immune system to identify a 
threat and handle it even if it’s never been encountered before. This process is 
very important because once it’s started; the cells responsible for identifying the 
original threat undergo a series of changes that include cloning and hyperosmotic 
mutation with the goal that through these changes they will eventually be able to 
exterminate the threat. This process is one of the most important functions of our 
immune system, and it serves as the main concept behind the Clonal Selection Al-
gorithm of AIS [2]. 

The ability to recall previously encountered pathogens is called the adaptive 
immune response. The way this is achieved is by keeping alive for a period of 
time the cells that have successfully eliminated a pathogen in a previous innate  
response. In this way, future attacks will be handled in a better way, since the im-
mune system will have the appropriate tools to respond faster and more efficient.  
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In reality, the complexity of the human immune system is much greater than 
the previous description; however it provides us with a very interesting view into 
why the human immune system is a great paradigm for new and exciting ways to 
obtain data and information and for the creation of algorithms. These attributes are 
in part because the human immune system, as well as other sources of inspiration 
in nature, demonstrate very sophisticated capabilities for adaptation, search, iden-
tification and learning, which are valuable characteristics to extrapolate into solv-
ing engineering problems. 

The AIS are the extrapolation of the works of human immune system into the 
fields of mathematics, computer science and engineering [14]. The concept behind 
them is to model the main properties of the immune system and use them as a 
foundation to solve real world problems. 

The following characteristics from the human immune system stand out when 
looking to extrapolate them into real-world problems and applications [2]: 

 
• Pattern recognition 
• Singularity 
• Diversity 
• Autonomy 
• Multilayer system 
• Fault detection 
• Adaptive capabilities 
• Robustness 
• Immune learning and memory 
• Distributed system 

 
Even though, we can identify these attributes of the immune system, the exact way 
that they are achieved is still a main part of research for immunologists. As our 
knowledge of the immune system expands so will the extrapolation into the AIS 
will grow, eventually finding their way to our daily scientific and engineering 
lives. 

There are some types of problems where AIS are particularly good at solving 
because of their relationship between a natural function and a computational task. 
Some of the main applications of the AIS are [2]: 

 
• Pattern recognition 
• Fault detection and anomalies 
• Data mining and classification 
• Agent based systems 
• Scheduling 
• Machine learning 
• Autonomous control and navigation 
• Optimization and search 
• Artificial life 
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AIS has served as the main source of inspiration for the proposed methodology. 
Taking into attention that the handling and solution of COPs can take into consid-
eration Pattern Recognition and Optimization we ventured into the field of Artifi-
cial Vaccination. This field has not been explored by AIS even when it has been 
considered in the literature [2]. The main concepts we want to extrapolate from the 
way vaccination is as follows: given the immune system which has a very specific 
task of protecting ourselves, inject an external element or agent that allows rein-
forcing this function. In this sense, we extrapolate this into having an algorithm 
that already provides a function – solving the TSP – and by means of artificial 
vaccination allow this algorithm to have better performance. 

3   Artificial Vaccine Definition and Implementation 

The main issue with every COP solving algorithm is that as the number of ele-
ments grows, so does the problem’s complexity and this usually leads to  degrada-
tion in performance either by quality of the solutions themselves, by a substantial 
increase of the execution required to find an optimal solution or by simply  
becoming unsolvable in some cases.  

This situation has become a very important challenge for every researcher in 
the field of algorithms for solving COP and a constant search for a methodology 
that alleviates this issue is exactly the focus of this work. The Artificial Vaccine is 
our proposed solution to this.  

In the following sections, we will discuss the main concept of the Artificial 
Vaccine and how to generate them – by two different methods  – and apply them 
to a problem set. 

3.1   Artificial Vaccine 

The Artificial Vaccine (AV) is the foundation of the proposed algorithm, we have 
defined it as a 7-tuple as is specified in (1)  

 (1) 

where,  
 

• Vaccine Identifier (VID): Every AV requires a unique identifier in order to 
complete the Vaccination Process (described at a later section). 

• Node List (NL): Each AV holds either the pointer to the data that represent 
each node or the original node index. 

• Number of nodes (NN): Each AV must have a parameter that states how many 
elements it holds from the original problem set. 

• Initial Element (IE): The Initial Element or node of the AV. 
• Final Element (FE): The Final Element or node of the AV. 
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• Geometrical Center (GC): Because the Vaccination Process requires the sub-
traction of all of the implicated nodes of an AV from the problem set, a substi-
tute for these nodes is reinserted as a placeholder. The Geometrical Center 
represents this point. For a 2D problem, set the coordinates of the GC, they are 
calculated using (2) and (3).  

 (2) 

 (3) 

• Length (L): The length of the implicated nodes in the AV, calculated by Eucli-
dian distance using (4), 

 (4) 

Fig. 2 shows the conceptual illustration of an Artificial Vaccine, and it allows us 
to visualize how it would be implemented in software. It consists primarily of an 
array of node indexes that represent a possible combination of values. 
 

 

Fig. 2. Conceptual representation of an Artificial Vaccine 

3.2   Vaccination Process 

Vaccination Process is the methodical generation, application and removal of vac-
cines from a COP set. 

It consists of three basic steps. The first step is the generation and application of 
the AVs to the problem set or Original Node List (ONL) in order to create the Re-
duced Node List (RNL). For this step, we propose two distinct algorithms called 
Vaccination by Random Selector (VRS) and Vaccination by Elitist Selector 
(VES), both of these algorithms are discussed in depth on the following sections. 
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The second step consists of the solution of the RNL COP with an already estab-
lished algorithm. Once the algorithm presents a solution we are not done, as it will 
be in terms of the RNL and not the ONL. 

This brings us to step three in which we take the optimized tour, and we ex-
change the AV for their corresponding original values in order to bring the solu-
tion to terms of the ONL. This whole process is illustrated in the flowchart shown 
in Fig. 3. 

 

 

Fig. 3. Flowchart illustrating the Vaccination Process 

3.3   Vaccination by Random Selector (VRS) 

Our first method for generating AV is called Vaccination by Random Selector 
(VRS). This method is particularly useful when information about the problem set 
is scarce, nonexistent or simply when this information costs too much to generate. 
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We first randomly select the Initial Element of the AV from which the rest of 
the AV is constructed. Once the element is selected, the VRS algorithm requires 
calculating the distance from the chosen node to the rest of nodes with the aim of 
choosing the nearest one. This method is based on the Nearest Neighbor algorithm 
but does not calculate the entire problem set, only for small subsets. 

In the TSP, we utilize Euclidean distance in order to determine the nearest 
neighbor. VRS is an iterative process for each individual AV that finishes when 
the AV reaches the amount of nodes required per AV; i.e., when the number NN 
indicated at (1) has been reached. This whole process is repeated as many times as 
needed to fill the Vaccine List (VL). Fig. 4 shows the algorithm for this process. 

 
 

 
Fig. 4. Generation of Artificial Vaccines using VRS 

3.4   Vaccination by Elitist Selector (VES) 

In contrast with VRS, Vaccination by Elitist Selector (VES) requires full informa-
tion from the problem set, specifically the distance matrix in the case of the TSP in 
order to generate each AV. 

First we must iterate through each one of the nodes in the problem set and cal-
culate as many nearest neighbors as stated in NN for that particular node. After 
this is done, each one of these calculations is an AV, however, now we perform a  
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sorting operation based on the length of this subset of nodes, and we choose as 
many as we need to complete our Vaccine List (VL), effectively selecting the 
shortest connections in our problem set. Fig. 5 shows the algorithm for this 
process. 
 
 

 

Fig. 5. Generation of Artificial Vaccines using VES 

3.5   Expansion of Vaccinated Route 

As explained before, after the COP solving algorithm gives a solution we must 
perform an additional step in order to obtain the real value for this solution. We 
have defined this method as the expansion algorithm and basically what it takes 
the solution that is in terms of the RNL (vaccinated by either VRS or VES) and 
convert it in terms of the ONL (remove the vaccines). 
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Fig. 6. Algorithm to expand the Reduced Node List to the Original Node List 

When talking about the TSP, the previously removed cities are reinserted as 
sub-paths where the placeholder AV is located and the total tour length is recalcu-
lated taking this into consideration. Fig. 6 shows the algorithm for this process. 

4   Experiments 

For testing the proposed method, we have mentioned that we decided to use the 
TSP because there is extensive research with known results that have been stored 
in public repositories; this is an advantage since it facilitates comparison and dup-
lication of experimental results.  
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We proposed test is aimed to demonstrate that by using the Vaccination method 
is possible to outperform the solutions provided by the Genetic Algorithm for 
large TSP instances. 

For this test, we used three different TSP instances, obtained from the public li-
brary TSPLIB pbn423, rbu737, and rbv1583, with city count of 423, 737 and 1583 
respectably. These problem sets are shown in Table 1, where the problem name, 
city count and the known optimal route are given. In accordance with the results, 
we have considered that this set is enough large for evaluating the Vaccination 
method. 

Table 1. TSP Instances used in experimentation. All problems were obtained from TSPLIB 

TSP name City Count Optimal Route Length 
pbn423 423 1365 
rbu737 737 3314 

rbv1583 1583 5387 
 

For each TSP problem of Table 1, three experiments that embrace a big diversi-
ty of comparative situations were conducted; they will help to conclude about the 
usefulness of the application of the Vaccination method when it is applied to a 
GA. Next, we describe each set of experiments. 

Experiment 1. Obtaining benchmarks: This set of experiments consisted in  
obtaining the control data to be used as benchmarks in order to achieve compari-
sons. The behavior of the GA optimizing the TSP for a different amount of cities 
were marked using the symbol “□” in Figs. 7 to 9. 

Experiment 2. Vaccination with Random Selector (VRS): In this set of experi-
ments vaccination using VRS on the City List was used; i.e., we applied the Algo-
rithm 1 shown in Fig. 4. The behavior of the VRS algorithm for a different amount 
of cities were marked using the symbol “◦” in Figs. 7 to 9. 

Experiment 3. Vaccination using the Elitist Selector (VES): The algorithm 2  
described in Fig. 5 was applied to obtain a reduced set of cities. Similarly to Expe-
riment 2, after reducing the set of cities, the GA was used to obtain the shortest 
path, and then optimal route was using the Algorithm 2 was obtained. The beha-
vior of the VES algorithm for a different amount of cities were marked using the 
symbol “⋄” in Figs. 7 to 9. 

For the three sets of experiments, the results were recorded every 500,000 gen-
erations, we let the TSP solver algorithms run 10 million generations; the results 
are shown from Figs. 7 to 9. For the GA, the parameters are as follows: population 
size of 1000 chromosomes, mutation rate of 3%, random population generation 
with a 75% greedy selection rate and a PMX crossover operation. For Experiment 
2 and 3, the vaccination parameters were as follows: Number of Vaccines is 40% 
of the Original Node List and Number of Nodes per Vaccine was 2. 
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5   Experimental Results and Analysis 

The experimental results were organized into two sections: the first considers op-
timal values and the second execution times. All the experiments were achieved 
several times, and results are consistent and replicable. 

Results of the experiments are shown in Table 2; the graphs of the collected da-
ta are shown from Figs 7 through 9. In these graphs the GA always outperforms 
the final tour value when the Vaccination method is applied. The best suboptimal 
values were obtained using the VES algorithm, although they converge soon for 
TSP instances with a small number of cities. Note that, with a noticeable small 
number of generations the Vaccination method is providing acceptable suboptimal 
values, this is more evident for large TSP instances, where the GA is far from 
reaching the optimal value. 

Table 2. Experimental results for the three TSP instances and the three respective  
experiments 

 GA VRS VES 
TSP L L % L % 
pbn423 1892.4 1738.0 8.16 1622.9 14.24 
rbu737 7031.2 5002.2 28.86 4783.3 31.97 

rbv1583 23781.8 15540.1 34.66 12491.9 47.47 
 
Being more specific, for the case of the TSP with 423 cities (pbn423), from Table 2 

the GA reached the value of 1892.4 which is 38.64% worse solution than the known 
global optimum of 1365 showed in Table 1. Similarly, for the same problem, the VRS 
and VES with values of 1738 and 1622.9 are local optimal values in a 27.33% and 
18.89% far from the global optimum respectively. Significantly, the VRS and VES 
provided 8.16% and 14.24% better solutions respectively than the GA. 

 

 
Fig. 7. The Vaccination method improved the performance of a GA in the TSP instance 
with 423 cities. VES gave the best values with fewer generations; VRS is computationally 
less expensive because it does not require to sort the original city list. 
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Fig. 8. The Vaccination method outperformed the GA every generation milestone that was 
recorded along the TSP instance with 737 cities 

For the TSP with 737 cities (rbu737), from Table 2 the GA reached the value of 
7031.2 which is 112.17% worse solution than the global optimum of 3314. The 
VRS and VES with values 5002.2 and 4783.3 are local optima values in a 50.94% 
and 44.34% far from the global optimum respectively. However, with the VRS 
and VES we obtained better routes than the GA alone in a 28.86% and 31.97%  
respectively. 

For the TSP with 1583 cities (rbv1583), from Table 2 the GA alone reached the 
value of 23781.8 is 341.47% worse solution than the known global optimum of 
5387. The VRS and VES with values 15540.1 and 12491.9 are local optima values 
in a 188.47% and 131.89% far from the global optimum respectably. Notably, the 
solutions provided by VRS and VES are 34.66% and 47.47% better than those 
provided by the GA alone respectively. 

 

 

Fig. 9. The benefits of applying the Vaccination method become more evident as the TSP 
instance grows in size 
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Regarding execution time, there was no substantial difference between using 
VRS or VES, see Fig. 10; however, the use of AV speeds up notoriously the solv-
ing process in comparison with the GA alone, as it can be seen in Fig. 10. 

The improvements in execution time are attributed to the effective reduction of 
nodes that the optimization algorithm has to work in order to provide a solution. 
The improvements are determined by (5) that produce a number of Reduced Node 
List (nRNL) that will depend on the parameters selection. 

 (5) 

Where nONL is the number of Original Node List, NV is Number of Vaccines and 
NNV is Number of Nodes per Vaccine. With this formula in Table 2 we present 
the effective reductions for each TSP instanced with 40% vaccination and 2 Num-
ber of Nodes per Vaccine. Table 3 shows the nRNL for each of the TSP instances. 

 

 

Fig. 10. Comparison of average execution time of the GA vs. VRS and VES for the TSP in-
stances pbn423, rbu737 and rbv1583 

Table 3. Number of elements after vaccination. NV = nRNL * 0.4 and NNV = 2 

Problem Formula nRNL 
pbn423 423-((423*.4)*2)+(423*.4) 254 
rbu737 737-((737*.4)*2)+(737*.4) 442 

rbv1583 1583-((1583*.4)*2)+( 1583*.4) 950 

6   Conclusions 

A novel methodology that allows the reduction of computational complexity of 
COPs based on the concept of immunization by vaccination was presented. As a 
case of study, we present the widely known TSP as well as problem instances 
from the library TSPLIB pbn423, rbu737 and rbv1583. 
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The main issue with every COP solving algorithm is that as the number of ele-
ments grows, the solutions that can be provided are degraded by either creating 
worst solutions, taking a substantial amount of time to generate them or simply be-
ing unable to produce one. 

The Artificial Vaccine is presented to alleviate this by providing a methodology 
where the problem set for a COP is reduced in size by the systematic generation, 
application and removal of the Artificial Vaccines.  

The methodology consists of three steps. The first step is the generation and 
application of the Artificial Vaccines to the problem set. For this step, we pro-
posed two distinct algorithms called Vaccination by Random Selector (VRS) and 
Vaccination by Elitist Selector (VES). 

The second step consists of the solution of the TSP by any algorithm. Once this 
is done, the solution must be converted back into the original problem set values. 

In step three, we take the previous solution and return it to terms of the original 
problem set in order to obtain the real final value for the solution. 

In order to test our proposal, we utilized a Genetic Algorithm and conducted 
three experiments to three different problems instances of the TSP. These tree ex-
periments were meant to provide benchmarking of the GA with and without our 
proposal of VRS and VES. 

For the three problem instances, the application of Artificial Vaccines provided 
for better overall solutions and in the largest instance with 1583 nodes a better so-
lution by 28.86% and 31.97% for the VRS and VES were obtained respectively. 

Additional to the better solution values, the computational time for each one of 
the experiments was reduced substantially between 40% and 55%. This is due the 
fact that the reduction in nodes necessarily reduces the number of calculations that 
the TSP solving algorithm must perform. 

A formula to obtain the number of Reduced Node List (RNL) was developed; it 
provides a tool that allows estimating the improvements before performing the ac-
tual reduction in the number of nodes; therefore, the reduction in execution time 
can be known before testing which can be tedious and time consuming. The for-
mula takes into consideration vaccination parameters such as the Number of Vac-
cine (NV) and Number of Nodes per Vaccine (NNV) which provides flexibility. 

Further study into the effects of modifying the parameters NV and NNV on the 
problem set and solutions is left as future work. 

As a last note, when comparing VRS and VES, VRS requires less computation-
al time to create the Artificial Vaccines while VES provides the better Artificial 
Vaccines that lead to better solutions. The difference in the execution time for the 
same problem set for both VRS and VES none existing as the number of reduced 
nodes for both is the same. 
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Abstract. The Course Timetabling problem is one of the most difficult and common 
problems inside an university. The main objective of this problem is to obtain a 
timetabling with the minimum student conflicts between assigned activities. A 
Methodology of design is a strategy applied before the execution of an algorithm for 
timetabling problem. This strategy has recently emerged, and aims to improve the 
obtained results as well as provide a context-independent layer to different versions 
of the timetabling problem. This methodology offers to an interested researcher the 
advantage of solving different set instances with a single algorithm which is a new 
paradigm in the timetabling problem state of art. In this paper the proposed 
methodology is tested with several metaheuristic algorithms over some well-know 
set instances such as Patat 2002 and 2007. The main objective in this work is to find 
which metaheuristic algorithm shows a better performance in terms of quality, used 
together with the Design Methodology. The algorithms chosen are from the area of 
evolutionary computation, Cellular algorithms and Swarm Intelligence. Finally our 
experiments use some non-parametric statistical test like Kruskal-Wallis test and 
wilcoxon signed rank test.  

1   Introduction 

The timetabling problem is one of the most difficult, common and diverse 
problems inside an university. This problem tries to assign several activities into a 
Timelsots making a Timetabling. The main objective of this problem is to obtain a 
timetabling with the minimum conflicts between assigned activities [16]. This 
paper focus on the Course timetabling problem (CTTP). This problem assigns 
subjects to individual students with a minimum conflicts, usually time-conflicts, 
between the assigned events.  
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Like most timetabling problems, the Course timetabling is NP-Complete [6] 
[21]. The reason is the combinatorial explosion of possible events assigned into 
timeslots, as well as the constraints that each university uses in the course 
timetabling creation. Due to this complexity and the fact that, even now, many of 
these course timetabling constructions are making by hand, it is necessary to 
automate the construction process improving the performance of the solutions 
reached by the human expert [11].  

If we consider that every university usually needs to implement a new course 
timetabling algorithm in order to achieve a good solution (basically due its internal 
policies) then it exists an important obstacle; for example an algorithm that solves 
the problem in a university may not be able to provide at least a feasible solution 
for another university.  

In this context a new methodology of solution has appeared, the methodology 
of design [16] [17] [18]. This design layer offers a new start up method where it 
translates several university policies from the original course timetabling input 
into a set of generic structures for its treatment by means of metaheuristic 
algorithms. This design provides a context-independent layer allowing 
metaheuristic algorithms to work and solve several course timetabling problems 
without using any explicit university constraints. 

The metaheuristics algorithms has been characterized for offer good results in a 
reasonable time. There exist a huge variety of metaheuristics applicable to a wide 
range of problems, but the no-free lunch theorem [22] indicate us that there no 
exist such a metaheuristic capable to give a good solution for every possible 
problem. The selection of the best possible metaheuristic algorithm has a great 
importance over the final performance for the generic proposed approach. This 
paper shows a comparative study between several different metaheuristics and its 
performance over a design approach for the course timetabling problem.  

The paper is organized as follows. Section 2 presents the design methodology 
for the course timetabling, The metaheuristics chosen for comparison and its 
justification. Section 3 contains the experimental setup, results, analysis and 
discussion. Finally Section 4 include some conclusions and future work. 

2   Comparative Approach 

2.1   Problem Definition 

A clear and concise definition of the CTTP is given by Lewis Rhydian [11]: A set 

of events(courses or subjects) neeeE ,,,= 21   is the basic element of a CTTP. 

Also there are a set of periods of time stttT ,,,= 21  , a set of places 

(classrooms) mpppP ,,,= 21  , and a set of agents (students registered in the 

courses) oaaaA ,,,= 21  . Each member Ee∈  is a unique event that requires 

the assignment of a period of time Tt ∈ , a place Pp∈  and a set of students 
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AS ⊆ , so that an assignment is a quadruple ),,,( Spte . A timetabling solution 

is a complete set of n  assignment, one for each event, which satisfies the set of 
hard constraints defined usually by each university of college. This problem is 
documented to be at least a NP-complete problem [6] [21].  

2.2   Methodology of Design for the Course Timetabling Problem 

In the literature it can be seen that there exists a problem with the diversity of 
course timetabling instances due different university policies. This situation 
directly impacts in the reproducibility and comparison between course timetabling 
algorithms[15]. The state of art indicates some strategies to avoid this problem. 
For example, a more formal problem formulation [15] as well as the construction 
of benchmark instances [11]. These schemes are useful for a deeper understanding 
of the university timetabling complexity, but the portability and the reproducibility 
of a timetabling solver in another educational institution is still in discussion[16]. 
In this sense, we use a context-independent layer for the course timetabling 
resolution process. This new layer integrates timetabling constraints into three 
basic structures MMA matrix, LPH list and LPA list.  

MMA matrix contains the number of students in conflict between subjects i.e. 
the number of conflicts if two subjects are assigned in the same timeslots. An 
example of this matrix can be seen in the Figure 1. 
 

 

Fig. 1. MMA matrix 

LPH List: This structure have in its rows the subjects offered. In its columns have 
the offered timeslots, So this list gives information about the allowed timeslots per 
subject. one example of this list can be seen on table 1.  

Table 1. LPH List 

 Day 1 Day 2 
e1 <t3> <t2> 
e2 <t2> <t2or t1> 

 
LPA list: This list shows in its rows events and the classrooms available to be 
assigned to it without conflict. An example of this table can be seen on table 2. 



292 A.S.-A. Jorge et al. 

Table 2. LPA List 

Events Classrooms 
e1 <P1,P2> 

e2 <Lab1,Lab3> 

e3 <P3,Lab2> 

e4 <Lab4> 

    

en <P2> 

 
These structures are constructed with the natural/original inputs of the CTTP 

problem.This process ensures by design the non-existence of violations in the 
selection of any values showned in LPH and LPA. Sothe main problem is how to 
deal with students conflicts. A proposal is to work with these conflicts by means 
of the next minimization function:  

iV

k

i

FAFAMin 
=1

=)(  (1) 

( )lsjsj

s
iVM

l

jVM

s
jV AAFA +

−−

∧ ,,
1=

1)(

1=

=  (2) 

Where: FA = Student conflicts of current timetabling. iV = Student conflicts from 

''Vector'' i  of the current Timetabling. lsjsj AA +∧ ,, = students that 

simultaneously demand subjects s  and 1+s  inside the ''Vector'' j . A  = student 

that demands subject s  in a timetabling j .  

The concept of vector is the most important element in the design methodology. 
This vector is a binary representation of an event.[17][16] It can be constructed as 
seen on table 3 where each vi is a vector that represents event ei.  

The vectors can be easily added and subtracted to construct sets. the symbols 
used for these sets of vectors are V1, V2 … Vi. One characteristic is that the 
number of vectors sets is related with the number of timeslots offered by  
the current timetabling. The main idea about vectors is to have a space where the 
events can be move without assigned them to a fixed timeslot. This independent 
layer of context generalizes in the solution process of the CTTP problem.  

The main objective is to construct a fixed number of vectors sets (usually the 
cardinality of timeslots set) in order to obtain zero conflict on MMA, LPH and 
LPA. It is precisely for the vector sets construction that a metaheuristic algorithm 
is needed, but if any other CTTP problem can be expressed by means of the 
Methodology of design then the same algorithm can be applied without any 
modification.  
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Table 3. Vector Construction 

 e1 e2  en-1 en 
V1 1 0  0 0 
V2 0 1  0 0 

           
Vi-1 0 0  1 0 
Vi 0 0  0 1 

2.3   Metaheuristics 

As it can be seen from section 2.2 the generic approach needs to construct a 
particular vector set where the number of student conflicts between the assigned 
subjects be the minimum or idealy zero. The construction of this set can be seen as 
a combinatorial problem, despite of the wide variety of metaheuristics that can be 
applied to this kind of problem. The chosed metaheuristics for its comparison have 
been tested over similar problems with a good reported performance for its 
respective instances. It is important to say that this is the first time that these 
algorithms will be tested with an generic approach like the methodology of desing, 
and by the No-free lunch theorem [22] the fact that these algorithms have showed 
a good performance with its particular approaches does not guarantee that it can 
be expected a similar behaviour for all metaheuristics in the proposed approach. 

 
Classic GA (sGA). The genetic algorithm is a search heuristic that mimics the 
process of natural evolution. Developed by Holland 1971. This algorithm is 
usually the first option among similar heuristic tools that a researcher has to solve 
a combinatorial problem like the CTT problem. In the Course timetabling state of 
art this algorithm has reported a good results for early works like [25] [8] and [5]. 
The legacy of this algorithm and its ease of implementation allows us to selected it 
as the first metaheuristic tool for our generic approach. This GA uses direct 
representation previously reported by Soria et al [17] where each gene represents 
an event to be assigned into a timeslot or vector. This GA uses single point cross-
over. Probabilistic Roulette for re-selection operator and simple elitism. 

 
Frequency GA (fGA). Genetic Algorithm with non direct and dynamical 
representation. GA Developed by Soria et. al. 2011, This algorithm selects a 
subset of events based on its domain size to solve it, afterwards selects other 
subset of events until every event is assigned to an timeslot. This GA share the 
same operators with the classic GA, but changes the representation. This 
algorithms uses in each gene an indirect value of the possible timeslot to be 
chosen, in the practice this allows the conformation of irregular matrix that 
minimizes the computational operations needed to achieve the number of 
generations given by the user. 
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Eclectic GA (eGA). Genetic Algorithm with Vasconcelos selection and auto-
adaptation in its parameters. This Genetic algorithm was developed by Morales 
and Quezada 1998 [13], and has shown a good performance over high-constrained 
problems [12]. The auto-tunning allows this algorithm to escape from local optima 
by itself. This GA shares the same operators with the fGA and Classic GA. 

 
Cellular GA (cGA). Genetic Algorithm with high parallelism developed by Alba 
et.al [2] [1]. This GA limits each individual to a specific neighbourhood (NEWS 
neighbourhood in this paper), also each individual is placed in a toroidal grid. This 
kind of algorithm admits sub-populations that work at the same time in different 
regions of the search space, but gathers information with a migration operator. 
Several adaptations of common GA operators are made in order to use them in this 
cGA, For example the selection operator only selects neighbours for each 
individual/cell. The Elitism operator is changed as well, making only possible to 
choose the best individual for each subpopulation, i.e in each subpopulation the 
best cell cannot be modify ,but this cell can modify (cross-over) others. 

 
Differential Evolution (DE). The Differential Evolution (DE) is a evolutionary 
strategy designed for problems of continuous nature. This algorithm has been 
reported [19] [20] [14] as a good algorithm capable to work with high constrained 
problems in a small time. Developed by Storn and Price, It is a vector-based 
algorithm and can be considered as a further development to GA. This stochastic 
search algorithm with self-organizing tendency do not uses information of 
derivatives (as a GA). Unlike GA, DE carries out operations over each component 
of the vector (in our case each variable coded in an individual). This kind of 
operators can be expected more efficient when the optimal solution is near to the 
current point coded in an individual [24]. Despite of the discrete nature of the CTT 
problem, the DE can work over a representation like our chromosome where each 
component is an event whit a well-defined pool of timeslot choices. 

 
PSO. Particle Swam Optimization is based on the swarm behaviour was 
developed by Kennedy and Eberhart(1995) [9]. Since then the PSO has been 
applied to almost every area in optimization, computational intelligence and 
design/scheduling applications [24]. This algorithm searches the space of an 
objective function by adjusting the trajectories coded inside each particle (in our 
case the time values of each variable/event) in a quasi-stochastic manner. Each 
particle is attracted toward the position of the current global best g* and its best 
location x*i in history, while at the same time it has a tendency to move randomly. 
This algorithm can be seen adapted to CTT problem with the same considerations 
seen on the DE algorithm. 

 
Great Deluge Algorithm (GDA). The Great Deluge Algorithm was developed by 
Dueck, 1993 [7] based on simulated annealing. This algorithm uses only one 
parameter time execution. It has been observed [3] that a enough big execution  
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time impacts positively in the final solution granted by this algorithm. The GDA 
strategy works with an quasi-stochastic search, looking for the best possible 
solution in the fitness landscape but its constrained to: Do not chose a worse 
solution that current and Do not take a solution with a fitness smaller that the 
remain time execution units. This strategy ensures for example that if GDA has 
100 remain execution units(time) no solution with a fitness bigger that 100 will be 
accepted. This algorithm have been tested over CTT problems with good 
results.[23] 

2.4   Test Instances 

The methodology of design allows to solve several different set instances as long 
as these instances can be expressed in term of the generic structures (MMA, LPH 
and LPA), That is the principal advantage of this generic approach. Two well 
know and referenced set instances are taken to make the comparison experiment 
over our generic approach, these set instances PATAT 2002 and PATAT 2007 
were made for the first and second International Timetabling Competition 
respectively.  

There are 20 test instances for patat 2002 and 24 for patat 2007, the main 
characteristics are share between these sets like the main data as well as some 
constraints. The last two hard constraints marked by (*) are only utilized in ITC 
2007.  
 
 

Patat 2002 and Patat 2007 

These instances consist in:  

• A set of n  events that are to be schedule into 45 timeslots.  
• A set of r  rooms, each which has a specific seating capacity.  
 • A set features that are satisfied by rooms and required by events.  
 • A set of s  students who attend various different combination of events.  

The hard constraints are:  

• No student should be required to attend more that one event at the same time  
• Each case the room should be big enough for all the attending students  
 • Only one event is put into each room in any timeslot. 
 • Events should only be assigned to timeslots that are pre-defined as available *  
• Where specified, events should be scheduled to occur in the correct order. *  

The Soft constraints are:  

• Students should not attend an event in the last timeslot of a day.  
• Students should not have to attend three or more events in successive timeslots.  
 • Student should not be required to attend only one event in particular day.  
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3   Experiment Design 

The comparison between the selected metaheuristics was made with PATAT 2002 
an 2007. Basically once each metaheuristic is adapted to the proposed generic 
approach, that adaptation is used to solve both test instances. It should be noted 
that exists previous works [10] [4] where some metaheuristics were tested for 
patat 2002 or patat 2007, however this is the first time where a single generic 
algorithm is capable to solve both instance sets with no special adaptation for each 
case. For the present comparison each metaheuristic execute 100 independent 
experiments in order to assume statistical normality as well as 1000 functions 
points per independent run. The parameters used for each metaheuristic can be 
seen on table 4. These parameters were taken from the literature and empirical 
evidence obtained in this paper. 

Table 4. Parameters for each metaheuristic 

Algorithm Parameter Value 
sGA Elitism  0.3 
  Cross-over  0.85  
 Mutation  0.15  
 Population  256  
fGA Elitism  0.3  
  Cross-over  0.95  
 Mutation  0.1  
 Selection Harmonic 
 Population  256  
eGA Elitism  0.3  
  Cross-over  Auto adaptable  
 Mutation  Auto adaptable  
 Population  256  
cGA Elitism 1 per sub-population 
  Cross-over  0.937  
 Mutation  0.1  
  sub-populations  16  
 individuals 256  
 Neighbourhood NEWS  
 DE   f   0.9  
  Cr   0.5  
 Population  256  
 PSO  gBest  0.8  
 lBest  0.4  
 Inertia  0.95  
 Population  256  
 GDA   Time   Until it finish  
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3.1   Results 

The results achieved for each metaheuristic can be seen on table 5 and 6. The 
presented results only shows the first 10 instances per set, if the reader is 
interested in detailed results please contact the authors. 

Table 5. Results for PATAT 2002 instances 

Instance Result sGA fGA eGA cGA  DE   PSO  GDA  
 2002-1  Mean Fitness 324 305 308 188 303 288 279  
 Stddeviation 18.8 19.8 20.4 14.9 12.2 19.6 15.5  
 2002-2   Mean Fitness 305.5 215 260 179 184 252 204  
 Stddeviation 18.2 15.5 19.9 14 13.5 17.6 18.4  
 2002-3   Mean Fitness 330.4 278.58 248.04 202.7 295.9 239.6 252.5  
 Stddeviation 15.3 16.8 15.6 13 12.5 16.8 18.4  
 2002-4   Mean Fitness 485.5 451.2 397.2 304 438.2 349.8 390.5  
 Stddeviation 23.9 24 22.8 22.9 19.5 26.5 28.4  
 2002-5   Mean Fitness 480.18 360 423.6 293.3 348.6 440 310.2  
 Stddeviation 26.57 25.5 28.5 21.4 23.3 22.4 21.9  
 2002-6   Mean Fitness 481.8 374.8 416.5 294.8 280.5 439.1 402.7  
 Stddeviation 26.56 25.4 26.85 21.06 25.4 30 27.87  
 2002-7   Mean Fitness 503.4 371.2 282.3 287.9 268.5 400.1 339.9  
 Stddeviation 30.55 29.3 27.6 24.9 12.45 18.66 24.4  
 2002-8   Mean Fitness 371.94 228.6 316.5 210.2 180.6 350.2 237.6  
 Stddeviation 25.14 28.4 22.65 18.65 17.8 28.1 24.6  
 2002-9   Mean Fitness 346.8 254.1 288.6 207.9 274.5 266.5 281.5  
 Stddeviation 20.54 19.5 17.65 16.56 12.45 16.4 20.2  
 2002-10   Mean Fitness 335.15 277.9 202.5 201.9 213.7 271.1 218.5 
 Stddeviation 21.24 19.8 16.5 14.2 10.4 17.4 15.4  

 
 

 

Fig. 2. Performance over Patat 2002 Instances 
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Table 6. Results for Patat 2007 instaces 

In-
stance 

 Result  sGA fGA eGA cGA  DE   PSO   GDA  

 2007-1   Mean Fit-
ness 

1362.5
0 

1315.6
0 

1160.2
0 

975.30 1064.1
5 

1281.4
5 

1279.5
0  

 Stddevia-
tion 

55.00 52.73 47.10 45.96 54.76 54.59 47.93  

 2007-2   Mean Fit-
ness 

1388.5
0 

1123.2
3 

1189.3
0 

999.00 1068.3
2 

1315.2
0 

986.23  

 Stddevia-
tion 

56.87 48.38 47.84 42.78 55.28 44.00 50.08  

 2007-3   Mean Fit-
ness 

556.80 445.30 378.60 286.75 336.80 366.50 359.20  

 Stddevia-
tion 

57.80 57.58 38.89 27.00 26.45 39.43 27.84  

 2007-4   Mean Fit-
ness 

619.20 488.30 334.50 342.80 426.30 329.50 567.20  

 Stddevia-
tion 

44.00 36.18 42.99 30.55 41.72 39.23 39.82 

 2007-5   Mean Fit-
ness 

805.30 697.50 689.23 564.4 520.51 576.30 650.04  

 Stddevia-
tion 

35.70 34.39 35.52 32.28 34.61 33.78 33.54  

 2007-6   Mean Fit-
ness 

794.81 623.50 666.56 552.18 550.36 526.30 713.20  

 Stddevia-
tion 

36.72 33.91 35.54 33.15 34.77 36.63 35.03  

 2007-7   Mean Fit-
ness 

334.90 284.50 200.69 187.8 272.27 196.52 230.13  

 Stddevia-
tion 

28.96 17.56 17.15 15.5 27.48 20.13 21.14  

 2007-8   Mean Fit-
ness 

375.00 284.50 280.42 196.30 320.40 316.50 220.50  

 Stddevia-
tion 

36.14 18.86 21.23 18.72 29.50 27.28 21.30  

 2007-9   Mean Fit-
ness 

1403.1
0 

1206.5
0 

1163.2
0 

979.23 1488.5
0 

1154.3
0 

994.50  

 Stddevia-
tion 

69.77 67.04 58.40 52.67 57.95 67.15 62.59  

2007-
10  

 Mean Fit-
ness 

1400.3
0 

1305.6
0 

1068.2
0 

1011.6
0 

1159.5
0 

1235.4
0 

1056.2
0 

 Stddevia-
tion 

53.58 51.12 50.59 47.38 56.50 47.95 50.61  
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Fig. 3. Performance over Patat 2007 instances 

3.2   Discussion 

Once obtained the results shown in table 5 and 6 the non-parametric Kruskal-
Wallis test is applied. This test is a method for testing whether samples originate 
from the same distribution. It is used for comparing more than two samples that 
are independent, or not related. The factual null hypothesis is that the populations 
from which the samples originate have the same median (in our case this means 
that each metahuristic have the same median performance). When the Kruskal-
Wallis test leads to significant results, then at least one of the samples is different 
from the other samples. The test does not identify where the differences occur or 
how many differences actually occur.  

The Kruskal-Wallis test rejects the null hypothesis and accept the alternative 
hypothesis: at least one of the distributions have different mean. This means that at 
least one of the algorithms have a different performance with the generic approach 
over the test instances. it can be seen some evidence that reinforces this result on 
figures 2 and 3, the figures shows different performance between the proposed 
algorithms.  

Once it is known that the algorithms present different performance, it is needed 
to identify which metaheuristic present the best performance (Minimum conflicts), 
in order to do that Wilcoxon signed rank test is applied to every possible pair or 
metaheuristics. The Wilcoxon signed-rank test is a non-parametric statistical 
hypothesis test used when comparing two related samples, matched samples, or 
repeated measurements on a single sample to assess whether their population 
mean ranks differ. In this the wilcoxon signed rank test is applied in order to 
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evaluate which metahuristic has the best performance in terms of minimun 
conflicts.  

By means of Wilcoxon signed rank test the cGA algorithm has shown a better 
performance in term of quality solution (conflicts) over our of test instances. The 
second best algorithm was the ED/Rand/1 also, this algorithm was also the fastest 
in execution. The second fastest algorithm was PSO however, this algorithm has 
not shown a good performance in terms of quality over the test instances. On the 
figures 2 and 3 it can be seen that the cGA algorithm has the best performance, 
this evidence support the results with Wilconxon Signed Rank test. 

4   Conclusions and Future Work 

This paper has shown a comparison between several different meta heuristics over 
an generic approach for the course timetabling problem. This generic approach has 
been use to solve both well known an referenced international test instances 
PATAT 2002 and PATAT 2007. The Design methodology was capable to solve 
both set of instances with a single algorithm.  

This paper has gathered evidence about the good performance of the cGA 
algorithm as an metaheuristic tool to solve the CTT problem by means of a 
generic approach. The cGA algorithm uses an overlapped neighbourhood as well 
as a fixed toroidal structure, these concepts allows the cGA algorithm to diversify 
the genetic material in its individuals and preserve the best traits and 
characteristics of the best solutions founded. The cGA algorithm also utilizes a 
parallel scheme that accelerates the time needed to achive a solution. this 
algorithm uses a sub-population approach in order to search in different areas of 
the fitness landscape at the same time. This parallelism and sub-population 
techniques have shown a positive impact in the solution of CTT problem over an 
generic approach like the Design methodology.  

For future work is proposed to analyse the performance of the cGA algorithm 
over a different set of instances like UNITIME.org with the same generic 
approach, also to make more test over different neighbourhood schemes for the 
cGA. The integration of the migration concept could be benefit for the cGA since 
this operator can be implemented in a parallel scheme, more test over this idea are 
suggested. 
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Abstract. We used the clonal selection algorithm (CSA) to generate optimal or 
nearly optimal solutions for solving combinatorial optimization problems, the 
algorithm was applied to generate quality G-Code sequences for a CNC Mill 
machine tool problem. We validated the software using the Traveler Salesman 
Problem (TSP) and demonstrated that the algorithm can optimize the travel path 
by reducing manufacturing time and costs. Different optimization experiments 
using the CSA of manufacturing codes of application CAD/CAM software are 
illustrated. 

1   Introduction 

The responsible system of the defense of a vertebrate being from multiple external 
microorganisms and molecules is the immune system. This natural system 
inspired scientists to create a computational model, calling Artificial Immune 
Systems (AIS) to those systems based on the theoretical immune principles [13-
15]. The studies of AIS became strong at late 90s, [17] formulated a background 
for the AIS and their applications on real world problems. The works [2][18] have 
had a great impact on the knowledge of the AIS to the scientific community. In 
[20], a review of different applications is shown and how diverse they are, 
addressing suggestions to the development of AIS area. 

De Castro and Timmis present basic information of models including clonal 
selection, immune network, positive selection and negative selection [1]. 
According to the model of AIS, the resulting algorithms are developed to tackle a 
variety of problems. Much AIS literature has based their work on the clonal 
selection theory, [22] highlights the impact of the Clonal Selection Algorithm 
(CSA) over the years and gives up-to-date applications. 

Comparing the CSA with the Genetic Algorithms (GA), features such as 
affinity proportional reproduction and hypermutation are unique to the CSA [19]. 
Differing from the GA, the CSA has been compared in tasks [8] such as path 
planning showing good performance. 

The manufacturing industry uses a machine tool CNC to perform machining 
processes faster than the average human can do. Drilling a bore can be a time 
consuming if the person in charge does not analyze a short route when 
programming the machine tool CNC. Modern software CAD/CAM is used to 
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generate the tool path by describing it with G-Code, which is a sequence of 
commands for automating operations of CNC machines, with the path, tools, and 
anything needed to produce the figure drawn on  CAD software. 

Some works [9] [10] [16], have used the AIS for path planning giving the 
authors a good step to apply this concept to path planning for the problem of 
optimizing the trajectory of the tool traveling for the points of a drilling operation. 
We developed an implementation of the CSA to generate the optimal sequence of 
G-code obtained from 2D CAD archives for drilling process, the aim is to reduce 
time and costs of performing the drilling operation on a Mill/Router CNC. The 
challenge is to reduce the manufacturing time which is achieve applying the CSA 
to optimize the path.  

The organization of this work is as follows: Section 2 provides the necessary 
concepts of optimization, AIS and the CSA. In section 3, we present experiments 
to illustrate the CSA application, and results. Finally, in section 4 are the 
conclusions and future work. 

2   Methods 

The aim of this section is to provide a brief description of combinatorial 
optimization, as well as to present the basis of AIS emphasizing on the CSA. 

2.1   Optimization 

Finding the best element from a set of available options, can be written mathemat-
ically [11] as: 

        
(1) 

Where x is a vector satisfying f to result the best value, in this case the minimum 
from all possible values. The points that are the center of bores of a drilling opera-
tion can be seen as discrete values of a function. An example of this kind of  
function is the Travelling Salesman Problem (TSP), which is a combinatorial op-
timization problem.  For a list of points (cities) and their distances, the task is to 
search for a minimal route, starting at some point travelling through every other 
only once and returning to the starting point. 

 

Fig. 1. Graph Representation of TSP 
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The optimization of paths has been done by other methods in the area of com-
putational intelligence like Ant Colony Optimization [3], GAs, Bacteria Colony, 
and Particle Swarm Optimization [7]; comparisons of GAs and AIS are in [8]. 

The representation of the TSP using a graph is shown at Fig. 1 where all the 
nodes are the cities to visit and the connections are the weights of traveling be-
tween the connected nodes. The computational complexity of the TSP is O(n!), 
where n is the total number of nodes on the problem. 

2.2   Artificial Immune System 

The system that is in charge of defending against unknown elements is called the 
immune system. The vertebrates have a dynamic changing immune system allow-
ing them to recognize many antigens (nonself elements) and eliminate most of 
them even when the body has never been in contact with it previously. The system 
has been explained by theories of immunology [4] [6], one of them is about the 
proliferation of antibody molecules when an infectious element enters the body. 
Creating clones and mutating them to search good antibody-antigen recognition. 
The AIS are metaphors based on the immune system of vertebrates; they are adap-
tive systems, inspired by theoretical immunology and observed immune functions, 
principles and models, which are applied to problem solving [1]. They are needed 
to encode the actual problem to those principles that reign the interaction of all the 
immune molecules and cells, including antibodies and antigens. To have a graphi-
cal, and mathematical demonstration of those interactions there was proposed 
Shape-Spaces [12].  

All the features about the immune molecules, their interactions with other mo-
lecules, their length, are a set called generalized shape of the molecule. Consider-
ing some length L for all parameters of a molecule describing the generalized 
shape of the molecule; one point over the L-dimensional space, the shape-space, 
can specify the generalized shape of a molecule showing the antigen-antibody 
(Ag-Ab) mutual interaction. A molecule m, be an antigen or antibody, can be 

represented by a string of length L as: m=<m1,m2,...,mL>, where Lm ℜ∈ . The 
string can be of different kinds of attributes depending on the domain of the prob-
lem to solve. 

The type of attributes considered in this work make a Hamming shape-space, 
each string of a finite alphabet will be the ordered way to visit the points. It is 
possible to have an interaction from different length antibody and antigens since 
the shape-space is for describing all those Ag-Ab interacting processes. Once the 
shape-space is coded, as with the attributes used for the representation of the do-
main problem, all interactions need to be measured, this measurement is called the 
affinity measure. Affinity measure is used to map the interaction between two 
strings, the molecules, into a non-negative number. Depending on the kind of 
attributes an affinity can be evaluated, some real-valued shape-spaces can use a 
distance measure like Euclidean and Manhattan. Euclidean distance as the affinity 
D of a pair Ag-Ab can be computed it by the equation (1). 
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On the case of Manhattan distance, the affinity can be calculated using (2). It is 
not very common to use it, but as an alternative for real-valued shape-spaces. As 
an alternative, there are Hamming shape-spaces, which use the Hamming distance 
between two strings. Represented by the differences of between every element: 
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Fig. 2. Clonal Selection Algorithm 

2.3   Clonal Selection Algorithm 

The CSA is one computational model based on the Clonal Selection principle [6]. 
Fig. 2 shows the CSA proposed in [2]. The evolutionary procedure of the CSA is 
explained in [1]. 
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3   Experiments 

The commercial CAM (Computer Aided Manufacturing) software support DXF 
files generated by other CAD software applications. The implementation can read 
the DXF files to extract the points and generate the G-code as an output allowing 
to save as NGC files. Some basic figures to test the performance of the algorithm 
were used. In the experiments, we considered closed paths in order to illustrate the 
similitude to the TSP; however, in real-life applications it is not necessary to re-
turn to the original point. 

3.1   Experiment 1 

In Fig. 3, a 2D 10-points pattern arranged in a five-point mirror at each side of the 
y-axis with the points marked as circles is shown.  It was obtained from a DXF 
file from Solidworks.  

 
 

 

Fig. 3. 10-point mirror pattern 

Fig. 4(a) shows the 10 points as they were captured by the designer; note, that 
they do not follow any optimal order, on Fig. 4(b) the optimal route is shown.  
Fig. 5 shows the algorithm evolution through iterations where the optimal route is 
found after six iterations. The total distance found on the original route is 47.03, 
after the optimization, we found a final distance of 32.92. The optimization per-
centage is 30%. 

3.2   Experiment 2 

In Fig. 6, a pentagon circumscribed, is shown. It has a total of 21 points to be 
drilled. Fig. 7(a)  illustrate the original route and in Fig. 7(b) the optimized route is 
shown. Note that a suboptimal route is obtained in 39 iterations. The convergence 
plot is shown in Fig. 8. The original closed path total distance is 78.56; after the 
optimization, the final distance is 37.11. The optimization percentage is a 52.76%. 
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Fig. 4. 10-Point – (a) original route, (b) optimal route 

 

 

Fig. 5. 10-Point pattern convergence graph 

 

 

Fig. 6. Circumscribed pentagon pattern. DXF file from Solidworks 
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Fig. 7. Circumscribed pentagon – (a) original route, (b) suboptimal route. 

 

Fig. 8. Circumscribed pentagon convergence graph 

 

 

Fig. 9. 27-points test pattern. DXF file from Solidworks 
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3.3   Experiment 3 

In Fig. 9, a 27-point pattern, is shown. Fig. 10(a) shows the original route from the 
CAD file; whereas, Fig. 10(b) shows the suboptimal route obtained after 43 itera-
tions; it can be seen in Fig. 11. The original close path distance is 194.78; after the 
optimization, the optimal distance found is  112.09. The optimization percentage 
is 42.45%. 

 

 

Fig. 10. 27-Point – (a) original route, (b) optimal route 

 

Fig. 11. 27-Point – Convergence graph 

4   Conclusions 

The CSA has been applied successfully in many applications. In this work, this 
basic implementation of the generic CSA was applied with the idea of generating 
optimal solutions in short times.  

In this preliminary work, we used a basic generic implementation of the CSA. 
We achieve many runs of the three experiments obtaining optimal routes most of 
the times. Indisputably,  they can improve the performance of many of the availa-
ble application CAD software since the obtained routes are better, hence the man-
ufacturing times are improved. For this basic implementation, we reduced manu-
facturing time in a range of 30% to 53%. 
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There still much work to do using AIS to solve the same problem since we 
achieved only a basic implementation of this computational paradigm, a sugges-
tion is to use vaccines in order to reduce the computational cost of large problems 
[23]. Another interesting work to do is to compare the results obtained with this 
proposal, against previous results obtained with the Ant Colony Optimization Al-
gorithm (ACO) [4][24].  

For demonstrative proposes the authors added an extra distance, connecting the 
final point and the initial one. This practice is not necessary for field work, since 
the tool will have to drill again at the point where there is a bore. Common ma-
chining practice will require to extract at a safe point, and return to the home of 
the tool holder. 
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Abstract. Although GPUs have been traditionally used only for computer graph-
ics, a recent technique called GPGPU (General-purpose computing on graphics 
processing units) allows the GPUs to perform numerical computations usually 
handled by CPU. The advantage of using GPUs for general purpose computation 
is the performance speed up that can be achieved due to the parallel architecture of 
these devices. This paper describes the use of Bio-Inspired Optimization Methods 
as Particle Swarm Optimization and Genetic Algorithms on GPUs to demonstrate 
the performance that can be achieved using this technology with regard to use 
CPU primarily. 

 
Keywords: PSO, GA, GPU, CPU, Optimization.  

1   Introduction 

We describe in this paper the optimization of a set of mathematical functions using 
bio-inspired algorithms. In this paper, we are using Genetic Algorithms (GAs) and 
Particle Swarm Optimization (PSO), Simulated annealing (SA), and Pattern Search 
(PS) to optimize the functions. The main idea is compare this meta heuristic me-
thods using the Central Processing Unit (CPU) and the Graphic Processing Unit 
(GPU). Nowadays several approaches have been made to optimize mathematical 
functions, for example in [1] [2] [3][13][15][16]. However our approach differs of 
these approaches because we are doing a comparison between the advantage of run 
the methods in a CPU and a GPU with the aim of achieve results quickly. 

In section 1 we describe the introduction to a proposed method. In section 2, 
the bio-inspired optimization methods are described. In section 3, a brief history of 
GPUs is presented, in section 4 the experimental results are shown, in section 5 
the conclusions are presented and finally in section 7, the references are presented. 

2   Bio-inspired Optimization Methods      

To compare the performance between run the methods in a CPU or GPU is neces-
sary evaluate the methods used in this paper. Therefore, in this section we describe 
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a brief description about of the Bio-inspired optimization methods used in this re-
search. The methods used are described as follow: 

2.1   Genetic Algorithms 

Holland, from the University of Michigan initiated his work on genetic algorithms 
at the beginning of the 1960s. His first achievement was the publication of Adap-
tation in Natural and Artificial System [7] in 1975. 

He had two goals in mind: to improve the understanding of natural  
adaptation process, and to design artificial systems having properties similar to natu-
ral systems [8]. 

The basic idea is as follows: the genetic pool of a given population potentially 
contains the solution, or a better solution, to a given adaptive problem. This solution 
is not "active" because the genetic combination on which it relies is split between 
several subjects. Only the association of different genomes can lead to the solution. 

Holland’s method is especially effective because it not only considers the role 
of mutation, but it also uses genetic recombination, (crossover) [9]. The essence of 
the GA in both theoretical and practical domains has been well demonstrated 
[1][4]. The concept of applying a GA to solve engineering problems is feasible 
and sound. However, despite the distinct advantages of a GA for solving compli-
cated, constrained and multiobjective functions where other techniques may have 
failed, the full power of the GA in application is yet to be exploited [12] [14]. 

2.2   Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population based stochastic optimization 
technique developed by Eberhart and Kennedy in 1995, inspired by the social be-
havior of bird flocking or fish schooling [3]. 

PSO shares many similarities with evolutionary computation techniques such as 
Genetic Algorithms (GA) [6]. The system is initialized with a population of ran-
dom solutions and searches for optima by updating generations. However, unlike 
the GA, the PSO has no evolution operators such as crossover and mutation. In 
PSO, the potential solutions, called particles, fly through the problem space by fol-
lowing the current optimum particles [10].   

Each particle keeps track of its coordinates in the problem space, which are asso-
ciated with the best solution (fitness) it has achieved so far (The fitness value is also 
stored). This value is called pbest. Another "best" value that is tracked by the par-
ticle swarm optimizer is the best value, obtained so far by any particle in the neigh-
bors of the particle. This location is called lbest. When a particle takes all the  
population as its topological neighbors, the best value is a global best and is called 
gbest. 

The particle swarm optimization concept consists of, at each time step, changing 
the velocity of (accelerating) each particle toward its pbest and lbest locations (local 
version of PSO). Acceleration is weighted by a random term, with separate random 
numbers being generated for acceleration toward pbest and lbest locations.  
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In the past several years, PSO has been successfully applied in many research 
and application areas. It is demonstrated that PSO gets better results in a faster, 
cheaper way compared with other methods [11].   

2.3   Simulated Annealing 

SA is a generic probabilistic metaheuristic for the global optimization problem of 
applied mathematics, namely locating a good approximation to the global opti-
mum of a given function in a large search space. It is often used when the search 
space is discrete (e.g., all tours that visit a given set of cities). For certain prob-
lems, simulated annealing may be more effective than exhaustive enumeration 
provided that the goal is merely to find an acceptably good solution in a fixed 
amount of time, rather than the best possible solution. 

The name and inspiration come from annealing in metallurgy, a technique in-
volving heating and controlled cooling of a material to increase the size of its crys-
tals and reduce their defects. The heat causes the atoms to become unstuck from 
their initial positions (a local minimum of the internal energy) and wander ran-
domly through states of higher energy; the slow cooling gives them more chances 
of finding configurations with lower internal energy than the initial one. By analo-
gy with this physical process, each step of the SA algorithm replaces the current 
solution by a random "nearby" solution, chosen with a probability that depends 
both on the difference between the corresponding function values and also on a 
global parameter T (called the temperature), that is gradually decreased during the 
process. The dependency is such that the current solution changes almost random-
ly when T is large, but increasingly "downhill" as T goes to zero [18]. 

2.4   Pattern Search 

Pattern search is a family of numerical optimization methods that do not require 
the gradient of the problem to be optimized and PS can hence be used on functions 
that are not continuous or differentiable. Such optimization methods are also 
known as direct-search, derivative-free, or black-box methods. 

The name, pattern search, was coined by Hooke and Jeeves [20]. An early and 
simple PS variant is attributed to Fermi and Metropolis when they worked at the 
Los Alamos National Laboratory as described by Davidon [21] who summarized 
the algorithm as follows: 

They varied one theoretical parameter at a time by steps of the same magnitude, 
and when no such increase or decrease in any one parameter further improved the 
fit to the experimental data, they halved the step size and repeated the process un-
til the steps were deemed sufficiently small. 

3   A Brief History of GPUs 

We have already looked at how central processors evolved in both clock speeds 
and core count. In the meantime, the state of graphics processing underwent a 
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dramatic revolution. In late 1980s and early 1900s, the growth in popularity of 
graphically driven operating system such Microsoft Windows helped create a 
market for a new type of processor. In early 1990s, users began purchasing 2D 
display accelerators for they personal computers. These display accelerators of-
fered hardware-assisted bitmap operations to assist in the display and usability of 
graphical operating systems [22]. From a parallel-computing standpoint, 
NVIDIA’s release of the GeForce 3 series in 2001 represents arguably the most 
important breakthrough in GPU technology. The GeForce 3 series was the compu-
ting industry’s first chip to implement Microsoft’s then-new DirectX 8.0 standard. 
This standard required that complaint hardware contain both programmable vertex 
and programmable pixel shading stages. For the first time, developers had some 
control over the exact computations that would be performed on their GPUs [22]. 

3.1   CUDA 

In November 2006, NVIDIA unveiled the industry’s first DirectX 10 GPU, the 
GeForce 8800 GTX. The GeForce 8800 GTX was also the first GPU to be built 
with NVIDIA’s CUDA Architecture. This architecture included several new com-
ponents designed strictly for GPU computing and aimed to alleviate many of the 
limitations that prevented previous graphics processors from being legitimately 
useful for general-purpose computation [22].     

4   Experimental Results 

This section presents the experimental results obtained with the optimization me-
thods analyzed in this research. The main contribution of this paper is demonstrate 
the advantages of use GPUs to calculated complex processes.    

To validate the proposed method we used a set of 5 benchmark mathematical 
functions; all functions were evaluated with different numbers of dimensions, in 
this case, the experimental results were obtained with 32 dimensions.  

Table 1 shows the definitions of the mathematical functions used in this paper. 
The global minimum for the test functions is 0.  

Table 1. Mathematical functions 
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Table 2 and 3 shows the experimental results for the benchmark mathematical 
functions used in this research using the CPU and GPU to processing of the GA. 
The Table shows the experimental results of the evaluations for each function with 
32 dimensions; where it can be seen the best and worst values obtained, and the 
average of 50 times after executing the method. Also, the time of processing in 
seconds is presented. 

Table 2. Experimental results with 32 dimensions with GA on CPU 

Function Average Best Worst Time (sec) 

De Jong’s 0.00094 1.14E-06 0.0056 1.883603 

Rotated Hyper-  
Ellipsod 

0.05371 0.00228 0.53997 2.015548 

Rosenbrock’s Valley 3.14677173 3.246497 3.86201 3.001564 

Rastrigin’s 82.35724 46.0085042 129.548 1.452212 

Griewank’s 0.41019699 0.14192331 0.917367 2.548792 

Table 3. Experimental results with 32 dimensions with GA on GPU 

Function Average Best Worst Time (sec) 

De Jong’s 0.000084 1.14E-08 0.00040 0.360003 

Rotated Hyper-  
  Ellipsod 

0.005371 0.00228 0.53997 0.004590 

Rosenbrock’s Valley 2.325468 1.97548 3.86201 0.005594 

Rastrigin’s 70.35724 41.54879 130.598 0.502254 

Griewank’s 0.31019699 0.04192331 0.917367 0.920154 

 
 
Table 4 and 5 shows the experimental results for the benchmark mathematical 

functions used in this research using the CPU and GPU to processing of the PSO. 
The Table shows the experimental results of the evaluations for each function with 
32 dimensions; where it can be seen the best and worst values obtained, and the 
average of 50 times after executing the method. Also, the time of processing in 
seconds is presented. 
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Table 4. Experimental results with 32 dimensions with PSO on CPU 

Function Average Best Worst Time (sec) 

De Jong’s 5.42E-11 3.40E-12 9.86E-11 2.5442154 

Rotated Hyper-  
Ellipsod 

5.42E-11 1.93E-12 9.83E-11 1.2456487 

Rosenbrock’s  
Valley 

3.2178138 3.1063 3.39178762 1.3659478 

Rastrigin’s 34.169712 16.14508 56.714207 3.569871 

Griewank’s 0.0114768 9.17E-06 0.09483 5.2654587 

Table 5. Experimental results with 32 dimensions with PSO on GPU 

Function Average Best Worst Time (sec) 

De Jong’s 2.20E-11 2.40E-12 9.86E-11 0.05040454 

Rotated Hyper-  
Ellipsod 

4.20E-11 2.30E-12 9.83E-11 0.02045687 

Rosenbrock’s Valley 3.1071308 2.16020 3.39178762 0.03659470 

Rastrigin’s 34.199999 15.14508 53.802564 0.05678710 

Griewank’s 0.0201564 9.17E-06 0.094831 0.02654580 

 
 
Table 6 and 7 shows the experimental results for the benchmark mathematical func-

tions used in this research using the CPU and GPU to processing of the SA. The Table 
shows the experimental results of the evaluations for each function with 32 dimen-
sions; where it can be seen the best and worst values obtained, and the average of 50 
times after executing the method. Also, the time of processing in seconds is presented. 

Table 8 and 9 show the experimental results for the benchmark mathematical 
functions used in this research using the CPU and GPU to processing of the PS. 
The Table shows the experimental results of the evaluations for each function with 
32 dimensions; where it can be seen the best and worst values obtained, and the 
average of 50 times after executing the method. Also, the time of processing in 
seconds is presented. 
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Table 6. Experimental results with 32 dimensions with SA on CPU 

Function Average Best Worst Time (sec) 

De Jong’s 0.1210 0.0400 1.8926 3.0124 

Rotated Hyper-  
Ellipsod 

0.9800 0.0990 7.0104 3.0215 

Rosenbrock’s  
Valley 

1.2300 0.4402 10.790 2.9999 

Rastrigin’s 25.8890 20.101 33.415 3.2145 
Griewank’s 0.9801 0.2045 5.5678 4.0555 

Table 7. Experimental results with 32 dimensions with SA on GPU 

Function Average Best Worst Time (sec) 

De Jong’s 0.10100 0.06012 1.2699 1.000124 

Rotated Hyper-  
Ellipsod 

0.81200 0.0891 7.1003 1.001015 

Rosenbrock’s Valley 1.31200 0.40002 10.1290 1.018787 

Rastrigin’s 25.3256 21.100 32.2315 1.010145 

Griewank’s 0.99010 0.3050 6.50678 1.000325 

Table 8. Experimental results with 32 dimensions with PS on CPU 

Function Average Best Worst Time (sec) 

De Jong’s 0. 3528 0.2232 2.0779 4.2521 

Rotated Hyper-  
           Ellipsod 

16.2505 3.1667 25.782 6.2154 

Rosenbrock’s Valley 4.0568 3.0342 5.7765 5.2565 

Rastrigin’s 31.4203     25.7660 33.9866 3.25654 

Griewank’s 0.6897   0.0981 3.5061 2.1548 

 
 
Figure 1 shows the comparison results between the processing time on GPU 

and CPU, in the figure is shown the difference in time of each best time obtained 
in the experiments realized in the paper. The blue line represents the time of 
processing in CPU and the brown line represent the time of processing in the 
GPU. Is clear how the best time achieved is when the algorithms were executed on 
GPU. 
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Table 9. Experimental results with 32 dimensions with PS on GPU 

Function Average Best Worst Time (sec) 

De Jong’s 0. 5208 0.1232 2.1579 1.1021 

Rotated Hyper-  
Ellipsod 

16.5005 3.6197 25.182 2.1154 

Rosenbrock’s Valley 4.0588 3.00215 4.2565 2.5105 

Rastrigin’s 31.5203 25.4530 33.9866 1.6054 

Griewank’s 0.14970   0.00980 3.5061 1.4858 

 
 

 

Fig. 1. Comparison results between GPU and CPU 

5   Conclusions 

The analysis of the experimental results of the bio inspired methods considered in 
this paper, the FPSO+FGA, lead us to the conclusion that for the optimization of 
these benchmark mathematical functions the execution on GPU is a good alterna-
tive, because it is easier and very fast to optimize and achieve good results than to 
try it with PSO, GA, SA and GPS on CPU [5], especially when the number of di-
mensions is increased. This is, because the processing on GPUs if faster than the 
processing on CPUs. Also, the experimental results obtained with the use of GPUs 
in this research were compared with other similar approach [17][19], achieving 
good results quickly. 

 
 



Bio-inspired Optimization Methods on GPU for Minimization  321 

References 

1. Man, K.F., Tang, K.S., Kwong, S.: Genetic Algorithms: Concepts and Designs. Sprin-
ger (1999) 

2. Eberhart, R.C., Kennedy, J.: A new optimizer using particle swarm theory. In: Pro-
ceedings of the Sixth International Symposium on Micromachine and Human Science, 
Nagoya, Japan, pp. 39–43 (1995) 

3. Kennedy, J., Eberhart, R.C.: Particle swarm optimization. In: Proceedings of IEEE  
International Conference on Neural Networks, Piscataway, NJ, pp. 1942–1948  
(1995) 

4. Holland, J.H.: Adaptation in natural and artificial system. The University of Michigan 
Press, Ann Arbor (1975) 

5. Valdez, F., Melin, P.: Parallel Evolutionary Computing using a cluster for Mathemati-
cal Function Optimization. In: NAFIPS, San Diego CA, USA, pp. 598–602 (June 
2007) 

6. Castillo, O., Melin, P.: Hybrid intelligent systems for time series prediction using 
neural networks, fuzzy logic, and fractal theory. IEEE Transactions on Neural Net-
works 13(6), 1395–1408 (2002) 

7. Fogel, D.B.: An introduction to simulated evolutionary optimization. IEEE Transac-
tions on Neural Networks 5(1), 3–14 (1994) 

8. Goldberg, D.: Genetic Algorithms. Addison Wesley (1988) 
9. Emmeche, C.: Garden in the Machine. The Emerging Science of Artificial Life, p. 114. 

Princeton University Press (1994) 
10. Valdez, F., Melin, P.: Parallel Evolutionary Computing using a cluster for Mathemati-

cal Function Optimization. In: NAFIPS, San Diego CA, USA, pp. 598–602 (June 
2007) 

11. Angeline, P.J.: Using Selection to Improve Particle Swarm Optimization. In: Proceed-
ings 1998 IEEE World Congress on Computational Intelligence, Anchorage, Alaska, 
pp. 84–89. IEEE (1998) 

12. Back, T., Fogel, D.B., Michalewicz, Z. (eds.): Handbook of Evolutionary Computa-
tion. Oxford University Press (1997) 

13. Montiel, O., Castillo, O., Melin, P., Rodriguez, A., Sepulveda, R.: Human evolutionary 
model: A new approach to optimization. Inf. Sci. 177(10), 2075–2098 (2007) 

14. Castillo, O., Valdez, F., Melin, P.: Hierarchical Genetic Algorithms for topology opti-
mization in fuzzy control systems. International Journal of General Systems 36(5), 
575–591 (2007) 

15. Kim, D., Hirota, K.: Vector control for loss minimization of induction motor using 
GA–PSO. Applied Soft Computing 8, 1692–1702 (2008) 

16. Liu, H., Abraham, A.: Scheduling jobs on computational grids using a fuzzy particle 
swarm optimization algorithm. Future Generation Computer Systems, Article in press 

17. Mohammed, O., Ali, S., Koh, P., Chong, K.: Design a PID Controller of BLDC Motor 
by Using Hybrid Genetic-Immune. Modern Applied Science 5(1) (February 2011) 

18. Kirkpatrick, S., Gelatt, C.J., Vecchi, M.: Optimization by Simulated Annealing. 
Science 220(4598), 671–680 (1983) 

19. Valdez, F., Melin, P., Castillo, O.: An improved evolutionary method with fuzzy logic 
for combining Particle Swarm Optimization and Genetic Algorithms. Appl. Soft Com-
put. 11(2), 2625–2632 (2011) 



322 F. Valdez, P. Melin, and O. Castillo 

20. Hooke, R., Jeeves, T.A.: Direct search’ solution of numerical and statistical problems. 
Journal of the Association for Computing Machinery (ACM) 8(2), 212–229 (1961) 

21. Davidon, W.C.: Variable metric method for minimization. SIAM Journal on Optimiza-
tion 1(1), 1–17 (1991) 

22. Sanders, J., Kandrot, E.: CUDA BY EXAMPLE An Introduction to General-Purpose 
GPU Programming. Addisson Wesley (2011) 



 
 

O. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 323–331. 
springerlink.com                                                           © Springer-Verlag Berlin Heidelberg 2013 

Variants of Ant Colony Optimization: A 
Metaheuristic for Solving the Traveling 
Salesman Problem 

Iván Chaparro and Fevrier Valdez 

Tijuana Institute of Technology, Tijuana, México 

Abstract. Ant Colony Optimization (ACO) has been used to solve several optimi-
zation problems. However, in this paper, the variants of ACO have been applied to 
solve the Traveling Salesman Problem (TSP), which is used to evaluate the va-
riants ACO as Benchmark problems. Also, we developed a graphical interface to 
allow the user input parameters and having as objective to reduce processing time 
through a parallel implementation. We are using ACO because for TSP is easily 
applied and understandable. In this paper we used the following variants of ACO: 
Max-Min Ant System (MMAS) and Ant Colony System (ACS).  

Keywords: ACO, TSP, Optimization, Combinatorial Problems. 

1   Introduction 

There are different algorithms based on the simulation of natural processes and 
genetics such as genetic algorithms and Ant Colony Optimization (ACO), based 
on heuristic problem solving. Currently required to solve more complex problems 
which require too much processing time for result. Therefore, we can work with 
highly complex problems getting results with less processing time with a parallel 
implementation. In this paper we describe several variants of Ant Colony Optimi-
zation (ACO) to solve the Traveling Salesman Problem (TSP) allowing the user 
input parameters using a graphical interface and performing parallel processing. 

2   ACO Variants  

The ACO metaheuristic  is inspired by observing the behavior of real ant colonies, 
which presented as an interesting feature how to find the shortest paths between 
the nest and food, on its way the ants deposit a substance called pheromone, this 
trail allows the ants back to their nest from the food; it uses the evaporation of 
pheromone to avoid a unlimited increase of pheromone trails and allow to forget 
the bad decisions, thus avoiding the persistence of the pheromone trails and there-
fore, the stagnation in local optima [4]. 
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2.1   Traveling Salesman Problem (TSP) 

This problem is defined as  to visit “n” cities, starting and ending with the same 
city, visiting each city once and making the tour with the lowest cost, this cost can 
be expressed in terms of time or distance, i.e., travel a minimum of kilometers or 
perform a tour in the shortest time possible. More formally, the TSP can be 
represented by a complete weighted graph G= (N, A) with N being the set of 
nodes representing the cities, and A being the set of arcs. Each arc (i, j) ∈ A is as-
signed a value (length) ݀௜௝ , which is the distance between cities i and j, with i,j ∈ 
N. In the general case of the asymmetric TSP, the distance between a pair of nodes 
i,j is dependent on the direction of traversing the arc, that is, there is at least one 
arc (i, j) for ݀௜௝ ് ௝݀௜ . In the symmetric TSP, ݀௜௝ = ௝݀௜ , holds for all the arcs in A. 
The goal in the TSP is find a minimum length Hamiltonian circuit of the graph, 
where a Hamiltonian circuit is a closed path visiting each of n=|ܰ| nodes of G ex-
actly once. Thus, an optimal solution to the TSP is a permutation ߨ of the node in-
dices {1,2,…,n} such that the length ݂(ߨ) is minimal, where ݂(ߨ) is given by[4]: 

(ߨ)݂ =  ෍ ݀గ(௜)గ(௜ାଵ)௡ିଵ
௜ୀଵ + ݀గ(௡)గ(ଵ)  (1)

2.2   Max-Min Ant System 

This algorithm introduces four main modifications with respect to the Ant System 
[3]: 

 
• It strongly exploits the best tours found. 
• It limits the possible range of pheromone trail values to the interval 

[߬௠௜௡ ߬௠௔௫ ]. 
• The pheromone trails are initialized to the upper pheromone trail limit, which, 

together a small pheromone evaporation rate, increases the exploration of tours 
at the start of the search. 

• Pheromone trails are reinitialized each time the system approaches stagnation 
or when no improved tour has been generated for a certain numbers of  
consecutive iterations. 

2.3   Ant Colony System (ACS) 

This algorithm was proposed by Dorigo and Gambardella in the year 1997, and 
differs from Ant System in three main points [4]: 

 

• It exploits the search experience accumulated by the ants more strongly than 
Ant System does through the use of a more aggressive action choice rule. 
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• Pheromone evaporation and pheromone deposit take a place only on the arcs 
belonging to the best-so-far tour. 

• Each time an ant uses an arc (i,j) to move from city i to city j, it removes some 
pheromone from the arc to increase the exploration of alternative paths. 

3   Graphical Interface in Matlab 

A graphical Interface was developed with the objective of introducing parameters 
for the variants of ACO. The first user interface was made only as presentation to 
enter the options menu as shown in the figure 1. 

  

Fig. 1. Main Interface 

Or to exit press the button exit, showing the following confirmation message: 

 

Fig. 2. Interface confirmation message 

Figure 3, select the type of variant and method of execution or press the back 
button to go to the previous interface. 
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Fig. 3. Menu of options 

Figure 4, show the execution time and minimum distance that is the cost of tak-
ing the tour of cities in addition to plot the location of cities 

 

Fig. 4. Interface to introduce parameters 

4   Results 

This section shows the results obtained from experiments with the different va-
riants of ACO with sequential and parallel processing. 

30 experiments were performed where vary  alpha, beta, rho factor and the 
number of iterations using 10 cities, the results are shown in table 1, we obtained a 
minimum distance of 2.3001 with 100 and 7 iterations of the algorithm; however,  
for less generations the processing time is lower reducing the execution time to 
0.113762 seconds in experiment number 26. Average was obtained by execution 
of 1.48 seconds. An experiment was performed only with 1000 cities for more 
complexity to the algorithm and obtained an execution time of 16 seconds. 
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Table 1. Sequential  Variant for ACS 

EXPERIMENT CITIES ANTS ITERATIONS ALPHA BETA RHO MINIMUN DISTANCE TIME
1 10 100 100 1 2 0.3 2.4064 2.297667
2 10 100 100 1 2 0.3 2.4064 2.204522
3 10 100 100 1 2 0.3 2.4064 2.151696
4 10 100 100 1 2 0.3 2.4064 2.191324
5 10 100 100 1 2 0.3 2.4064 2.1652
6 10 100 100 1 2 0.3 2.4064 2.185889
7 10 100 100 1 2 0.3 2.4064 2.171482
8 10 100 100 1 2 0.3 2.4064 2.172033
9 10 100 100 1 2 0.3 2.4064 2.175278
10 10 100 100 1 2 0.3 2.4064 2.379699
11 10 100 100 2 3 0.5 2.3001 2.293828
12 10 100 100 2 3 0.5 2.3001 2.343802
13 10 100 100 2 3 0.5 2.3001 2.364691
14 10 100 100 2 3 0.5 2.3001 2.3829
15 10 100 100 2 3 0.5 2.3001 2.330182
16 10 100 100 2 3 0.5 2.3001 2.277928
17 10 100 100 2 3 0.5 2.3001 2.261657
18 10 100 100 2 3 0.5 2.3001 2.288932
19 10 100 100 2 3 0.5 2.3001 2.321291
20 10 100 10 2 3 0.5 2.3001 0.301492
21 10 100 10 2 3 0.5 2.3001 0.266089
22 10 100 10 2 3 0.5 2.3001 0.269683
23 10 10 10 2 3 0.5 2.3001 0.072738
24 10 10 9 2 3 0.5 2.3001 0.125904
25 10 10 8 2 3 0.5 2.3001 0.078677
26 10 10 7 2 3 0.5 2.3001 0.113762
27 10 10 6 2 3 0.5 2.5144 0.075725
28 10 10 5 2 3 0.5 2.5319 0.081266
29 10 10 4 2 3 0.5 2.4064 0.07106
30 10 10 3 2 3 0.5 2.53.19 0.078017
31 1000 100 10 2 3 0.5 40.4873 997.667909

1.483147133 Seconds
16.62779848 Seconds  

 
The same numbers of experiments were performed using the same parameters 

for parallel execution, finding the minimum distance of 2.3001 also with 7 itera-
tions but with less processing time of 0.079525 second in experiment number 26. 
In the parallel implementation are executed 4 processes simultaneously, therefore, 
the average by execution of one process is 0.01988125 seconds and obtained an 
average of all experiments of 1.05 seconds and obtained 8.7125918 seconds for 
the experiment was done with 1000. 

MMAS variant to obtain the minimum distance of 46.5519 in all experiments 
and only 2 iterations is obtained the same distance showing the result in  
table 3.Average was obtained by execution of all experiments of 5.81 seconds and 
performed an experiment with a 22 cities with a time of 20.329047 seconds. 

In parallel the same distance was obtained only reducing the processing time. 
The results are shown in Table 4.  
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Table 2. Parallel Variant for ACS 

EXPERIMENT CITIES ANTS ITERATIONS ALPHA BETA RHO MINIMUN DISTANCE lab1 lab2 lab3 lab4
1 10 100 100 1 2 0.3 2.3001 4.985979 4.670103 5.803356 4.450128
2 10 100 100 1 2 0.3 2.3001 4.717038 5.766149 4.855537 4.638474
3 10 100 100 1 2 0.3 2.3001 5.663317 4.626035 4.773888 4.315661
4 10 100 100 1 2 0.3 2.3001 4.76076 4.650837 5.480135 4.432192
5 10 100 100 1 2 0.3 2.3001 4.562846 4.682623 4.794606 5.590443
6 10 100 100 1 2 0.3 2.3001 4.793052 4.706704 5.581461 4.903088
7 10 100 100 1 2 0.3 2.3001 4.675758 4.627855 5.557725 4.282445
8 10 100 100 1 2 0.3 2.3001 5.676394 4.586213 5.067412 4.835595
9 10 100 100 1 2 0.3 2.3001 4.690962 5.544794 4.667791 4.765641
10 10 100 100 1 2 0.3 2.3001 4.640137 4.616093 5.856676 4.217882
11 10 100 100 2 2 0.5 2.3001 4.740937 4.697812 4.502633 5.72732
12 10 100 100 2 2 0.5 2.3001 4.509803 4.65397 4.752962 5.862888
13 10 100 100 2 2 0.5 2.3001 5.163928 4.935564 4.534519 5.81736
14 10 100 100 2 2 0.5 2.3001 5.184917 5.842456 4.668559 4.347392
15 10 100 100 2 2 0.5 2.3001 4.7837 4.693819 4.962278 6.054081
16 10 100 100 2 2 0.5 2.3001 4.615381 5.656933 4.580497 4.195778
17 10 100 100 2 2 0.5 2.3001 5.58897 4.735533 5.434506 4.359453
18 10 100 100 2 2 0.5 2.3001 5.051927 4.583253 5.678237 4.344494
19 10 100 100 2 2 0.5 2.3001 4.30736 4.675053 4.67073 5.894579
20 10 100 100 2 2 0.5 2.3001 4.667901 4.375274 4.707069 5.797504
21 10 100 100 2 2 0.5 2.3001 5.730341 4.426355 4.604745 4.909657
22 10 100 100 2 2 0.5 2.3001 4.583651 4.664926 5.881932 4.22536
23 10 10 10 2 2 0.5 2.3001 0.070359 0.077827 0.070337 0.05964
24 10 10 9 2 2 0.5 2.3001 0.108555 0.072157 0.072857 0.05581
25 10 10 8 2 2 0.5 2.3001 0.096793 0.065903 0.045364 0.072012
26 10 10 7 2 2 0.5 2.3001 0.062876 0.058779 0.079525 0.045117
27 10 10 6 2 2 0.5 2.5144 0.052096 0.04201 0.106847 0.042266
28 10 10 5 2 2 0.5 2.5319 0.040768 0.061523 0.03778 0.052522
29 10 10 4 2 2 0.5 2.4064 0.132485 0.060001 0.047999 0.046622
30 10 10 3 2 2 0.5 2.5319 0.059991 0.044205 0.050919 0.032897
31 1000 100 10 2 2 0.5 40.4873 1038.578504 1045.511016

1.051396792 Seconds
8.7125918 Seconds  
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Table 3. Sequential  Variant for MMAS 

EXPERIMENT CITIES ANTS ITERATIONS ALPHA BETA RHO MINIMUN DISTANCE TIME
1 10 100 100 1 2 0.3 46.5519 8.513724
2 10 100 100 1 2 0.3 46.5519 8.540868
3 10 100 100 1 2 0.3 46.5519 8.561641
4 10 100 100 1 2 0.3 46.5519 8.786021
5 10 100 100 1 2 0.3 46.5519 8.463686
6 10 100 100 1 2 0.3 46.5519 8.513592
7 10 100 100 1 2 0.3 46.5519 8.530144
8 10 100 100 1 2 0.3 46.5519 8.531728
9 10 100 100 1 2 0.3 46.5519 8.537607
10 10 100 100 1 2 0.3 46.5519 8.532742
11 10 100 100 2 3 0.5 46.5519 8.757501
12 10 100 100 2 3 0.5 46.5519 8.574803
13 10 100 100 2 3 0.5 46.5519 8.584994
14 10 100 100 2 3 0.5 46.5519 8.647263
15 10 100 100 2 3 0.5 46.5519 8.658588
16 10 100 100 2 3 0.5 46.5519 8.748089
17 10 100 100 2 3 0.5 46.5519 8.594535
18 10 100 100 2 3 0.5 46.5519 8.743204
19 10 100 100 2 3 0.5 46.5519 8.732453
20 10 100 10 2 3 0.5 46.5519 0.996702
21 10 100 10 2 3 0.5 46.5519 0.985875
22 10 100 10 2 3 0.5 46.5519 0.980589
23 10 10 10 2 3 0.5 46.5519 0.991487
24 10 10 9 2 3 0.5 46.5519 0.985393
25 10 10 8 2 3 0.5 46.5519 0.988249
26 10 10 7 2 3 0.5 46.5519 0.990082
27 10 10 6 2 3 0.5 46.5519 0.989426
28 10 10 5 2 3 0.5 46.5519 0.98293
29 10 10 4 2 3 0.5 46.5519 0.979736
30 10 10 3 2 3 0.5 46.5519 0.992027
31 22 100 100 2 3 0.5 75.3097 20.329047

5.813855967 Seconds
20.329047 Seconds  
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Table 4. Parallel Variant for MMAS 

EXPERIMENT CITIES ANTS ITERATIONS ALPHA BETA RHO MINIMUN DISTANCE lab1 lab2 lab3 lab4
1 10 100 100 1 2 0.3 46.5519 15.616404 15.656199 15.725126 15.825714
2 10 100 100 1 2 0.3 46.5519 15.678724 15.587746 15.675984 15.923952
3 10 100 100 1 2 0.3 46.5519 15.774443 15.751579 15.747124 15.884351
4 10 100 100 1 2 0.3 46.5519 15.771519 15.598393 15.7615 15.716631
5 10 100 100 1 2 0.3 46.5519 15.910909 15.829529 15.946475 16.128292
6 10 100 100 1 2 0.3 46.5519 15.742674 15.663364 15.72186 15.988445
7 10 100 100 1 2 0.3 46.5519 15.708747 15.692472 15.700473 15.800296
8 10 100 100 1 2 0.3 46.5519 15.767879 15.576825 15.869953 15.948438
9 10 100 100 1 2 0.3 46.5519 15.919635 15.658901 15.972495 15.800514
10 10 100 100 1 2 0.3 46.5519 15.724937 15.706604 15.862844 15.87672
11 10 100 100 2 3 0.5 46.5519 15.861694 15.737939 15.916608 16.02257
12 10 100 100 2 3 0.5 46.5519 15.872514 15.749501 15.821333 15.8214
13 10 100 100 2 3 0.5 46.5519 15.975199 15.763913 15.827095 15.844473
14 10 100 100 2 3 0.5 46.5519 15.827191 15.798001 15.831821 16.165865
15 10 100 100 2 3 0.5 46.5519 15.827191 15.798001 15.831821 16.165865
16 10 100 100 2 3 0.5 46.5519 15.891914 15.836529 16.037666 16.1051
17 10 100 100 2 3 0.5 46.5519 15.874714 15.852839 16.935693 15.865242
18 10 100 100 2 3 0.5 46.5519 15.87535 15.805074 15.996528 15.843767
19 10 100 100 2 3 0.5 46.5519 15.866498 15.82524 15.784151 16.050466
20 10 100 100 2 3 0.5 46.5519 15.850193 15.708793 15.816849 16.069687
21 10 100 100 2 3 0.5 46.5519 15.823103 15.77423 16.148439 15.962383
22 10 100 100 2 3 0.5 46.5519 15.872622 15.737472 16.052308 15.989298
23 10 10 10 2 3 0.5 46.5519 1.765158 1.765994 1.761965 1.729142
24 10 10 9 2 3 0.5 46.5519 1.737158 1.790317 1.788179 1.740829
25 10 10 8 2 3 0.5 46.5519 1.750755 1.71053 1.783875 1.794154
26 10 10 7 2 3 0.5 46.5519 1.778715 1.790239 1.770882 1.825998
27 10 10 6 2 3 0.5 46.5519 1.757422 1.717733 1.760698 1.844163
28 10 10 5 2 3 0.5 46.5519 1.786446 1.754178 1.772288 1.771232
29 10 10 4 2 3 0.5 46.5519 1.741479 1.724236 1.784747 1.783529
30 10 10 3 2 3 0.5 46.5519 1.80604 1.687742 1.78379 1.770516
31 22 100 100 2 3 0.5 75.3097 38.742169 38.24625 37.974074 38.057135

3.058986 Seconds
9.6855423 Seconds  

5   Conclusions 

Experiments were performed using the same parameters and processes executing 
sequentially and parallel form  with different algorithms, ACS and MMAS. Simi-
lar results were obtained but with less processing time a parallel implementation. 
In the experiments where we used 1000 cities with variant ACS, time is doubled 
in the sequential implementation with a time of 16 minutes and in parallel only use 
8 minutes. Subsequently, the variant MMAS was performed an experiment with 
22 cities and the best processing was of 9.68 seconds obtained in parallel. Using a 
parallel implementation we can run complex optimization problems, for example, 
using a larger number de cities and getting results with less processing time. 
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Abstract. The government institutions at all levels, foundations with private funds 
or private companies that support social projects receiving public funds or budget 
to develop its own social projects often have to select the projects to support and 
allocate budget to each project. The choice is difficult when the available budget is 
insufficient to fund all projects or proposals whose budget requests have been re-
ceived, together with the above it is expected that approved projects have a signif-
icant social impact. This problem is known as the portfolio selection problem of 
social projects. An important factor involved in the decision to make the best port-
folio, is that the objectives set out projects that are generally intangible, such as 
the social, scientific and human resources training. Taking into account the above 
factors in this paper examines the use of multi objective methods leading to 
a ranking of quality of all selected projects and allocates resources according to 
priority ranking projects until the budget is exhausted. To verify the feasibility 
of ranking method for the solution of problem social portfolio constructed a popu-
lation memetic evolutionary algorithm, which uses local search strategies and 
cross adapted to the characteristic of the problem. The experimental results show 
that the proposed  algorithm has a competitive performance compared to similar 
algorithms reported in the literature and on the outranking model is a feasible op-
tion to recommend a portfolio optimum, when little information and the number of 
projects is between 20 and 70. 

1   Introduction 

Organizations are constantly making decisions about how to invest and managing 
their resources to satisfy social needs, as: money, time, equipment and people, 
among others. Usually resources are lower than demand, resulting in not being 
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able to provide benefits to all competing projects because of these organizations 
are forced to select the best portfolio that will consist of a subset of projects that 
maximizes the benefits social. One of the main tasks of the manager is to select 
projects that best meet the objectives of the company [12]. Incorrect decisions re-
garding the selection of projects have two main consequences: i) resources gener-
ally limited, are wasted on projects that, although they may be good, not the most 
appropriate for the company and  ii) the organization loses the benefits that could 
have gotten if it had invested in more suitable projects. 

The selection of projects for a portfolio of social projects needs special treat-
ment for the following reasons [7]: 

 
1. The quality of projects is generally described by multiple criteria that are often 

in conflict. 
2. Typically, requirements are not accurately known. Many concepts have no ma-

thematical support for having entirely subjective nature. 
3. Heterogeneity, or differences between the objectives of the projects, makes it 

difficult to compare. 
 
These features of the Social Portfolio Problem (SPP) represent a challenge for 
multi-objective optimization algorithms [8]. Moreover, although optimal solutions 
are found, the problem has not been completely resolved. Even the decision maker 
has the task of implementing just one of the alternatives presented. The decision 
maker will evaluate the alternatives according to her/his criteria and preferences. 

In this paper we are interested in solving the Social Portfolio Problem using a 
set of ranked projects as input data instance and thereafter shall be adopted in pre-
ference relations using methods of categorization and outranking model. All these 
of these features will be included in a memetic algorithm that aims to generate the 
best recommendation for the decision maker. 

2   Background 

In order to place the research in context, this section is divided in six parts. The 
first part define portfolio problem and the second part explain social project. The 
third part defines multi-objetive optimization and the next part describes the prob-
lem formulation, finally the last part explains multi-objective evolutionary algo-
rithm and memetic algorithm.   

2.1   Portfolio Problem 

A project is a temporary, unique and unrepeatable process which pursues a specif-
ic set of objectives [2]. In this work, it is not considered that the projects can be 
broken down into smaller units such as tasks or activities. In other words, a project 
cannot be divided to run only a part, however, different versions of the same 
project can be proposed, each version may vary in amount of activity, time  
required and requested resources. 
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A portfolio consists of a set of projects that can be performed in the same  
period of time [2]. For this reason, projects in the same portfolio share available 
resources in the organization. Thus, it is not sufficient to compare the projects in-
dividually, but must compare groups of projects to identify what portfolio makes 
the greatest contribution to the organization objectives. 

The proper selection of projects to integrate the portfolio, which will receive 
the organization's resources, is one of the most important decision problems for 
both public and private institutions [3, 11]. The main economic and mathematical 
models to the portfolio problem assume that there is a defined set of n projects, 
each project well characterized with costs and revenues, of which the distribution 
over time is known. The Decision Maker (DM) is responsible for selecting the 
portfolio that the company will implement [7]. 

2.2   Social Projects 

Social projects are characterized by objectives whose fulfillment benefits society. 
These objectives are generally intangible, such as social and scientific impact, as 
well as human resource training, among others, without regard to potential eco-
nomic benefit as the main element of measure. In addition, the amount of desired 
objectives in these projects can be of several tens, depending on the level of detail 
and the conditions under which it is restricted. 

It is also important to note that such projects are usually assigned to one area 
and region. The project area is mainly the social sector, e.g. education, public 
health, safety, scientific development, among others. The region is primarily  
concerned with the physical area that will benefit, for example by state, county, 
district, or similar. Thus, to form social portfolios should be considered [11]: 
 
1. No area/region monopolizes most of the budget, leaving remaining 

areas/regions with poor resources. 
2. All areas/regions receive at least a minimal budget, ensuring its permanence 

and growth. 

2.3   Multi-objective Optimization 

From the several emergent research areas in which EAs have become increasingly 
popular, multi-objective optimization has had one of the fastest growing in recent 
years. A multi-objective optimization problem (MOP) differs from a single-
objective optimization problem because it contains several objectives that require 
optimization [4].  

Real-world optimization problems are extremely complex with many attributes 
to evaluate and multiple objectives to optimize [4, 15]. The attributes correspond 
to quantitative values that describe the problem and are expressed in terms of de-
cision variables. The objectives are the directions for improvement of the 
attributes and can be to maximize or minimize. 
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In many cases, due to the conflicting nature of attributes is not possible to ob-
tain a single solution and therefore the ideal solution for a MOP cannot be 
achieved because there is no one solution the problem. Typically, solving a MOP 
has a set of solutions that reached an aspiration level expected by the DM [4]. 

Therefore they are solutions that, although different, their performance is ma-
thematically equivalent and cannot be overcome on both objectives simultaneous-
ly without leaving the feasible solution space [9]. This set of solutions is called the 
Pareto front, and find it is one of the main purposes of solving a MOP [6]. 

But finding the Pareto front does not completely solve a MOP. Now the DM 
should choose a solution from the front, according to his/her own criteria. This is 
not a difficult task if you are managing two or three objectives. However, when 
the number of objectives increases, three major difficulties arise: 

 
1. The capacity of algorithms for finding the Pareto front is rapidly degraded [23]. 

It becomes extremely difficult for the DM, and even impossible, to establish 
valid criteria for comparing solutions when there are conflicting objectives [9]. 

2. The size of the Pareto front can grow exponentially with respect to the number 
of objectives. This complicates the task of the DM to choose a solution [9]. 
 

A compromise solution is understood as a Pareto solution in which the objectives 
achieved acceptable values for the DM, and therefore could be selected. The best 
compromise is the compromise solution that meets best the preferences of the DM. 
Thus, the solution to a MOP is not only finding the Pareto front, but also to identi-
fy the best compromise. 

Identify the Pareto front (or at least an approximation) has been commonly the 
task of multi-objective algorithms, leaving the identification of the best compro-
mise to the user. However, a typical DM is capable of processing only at most five 
to ten pieces of information at once [14], thus being unable to identify the best 
compromise when he/she needs to compare sets of solutions of a MOP over five 
or nine objectives. To address this problem requires the creation of algorithms for 
MOP that show a set of solutions as small as possible, but without discarding 
those that the DM could choose as a final solution. 

Since all Pareto solutions are mathematically equivalent, the DM should pro-
vide information about his/her preferences to MOP algorithms. Such information 
can be provided before or after to generate the Pareto solutions or the process can 
be interactive, progressively consulting DM preferences [8]. 

2.4   Problem Formulation  

The portfolio selection problem is defined by Fernández [8, 10, 21] based on the 
following premises:  

• Consider a set A composed by NA competing and non-interacting projects.  
• Each project is described by a set of attributes Q that specify their quality as 

public-policy, and each project entails a somewhat imprecise request for  
funds. NA is considered to be a large number, and Q contains both tangible and 
intangible attributes. 
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• A DM, representing the higher-level preferences in the organization, is  
assumed. 

• It is assumed that some multicriteria-analysis technique was previously applied 
to a set of competing projects. Thus, unacceptable projects have been eliminat-
ed in advance and the remaining projects are ranked in a quality-descendant  
ordering. 

• This ranking is the input information for the problem. Let A′ denote the set of 
acceptable projects and N = card(A′). 

• The projects may be classified (e.g., regarding activity, function or geographi-
cal impact) in accordance with some demands from the DM. 

• There is a fixed budget that intends to be fairly distributed among the projects. 
 
The solution concept consists in establishing a subset C of A′ whose components 
will be financed according to specific assignations. In what follows, C will denote 
the project portfolio. 

In first place the DM should weigh the number of supported projects against 
quality. As stated, the quality of the projects is comprised in the ranking. The con-
ventional way for allocating resources according to ranks arises from the necessity 
of respecting the information on the projects’ quality. However, a rank contains 
imprecise information. A ranking is basically qualitative and depends on the mul-
ti-criteria evaluation method that is applied for its construction. 

2.5   Multi-Objective Evolutionary Algorithms 

MOEA have become a popular technique for solving multi-objective problems 
[4]. Thus, using MOEA, the DM does not need to do a series of optimizations for 
each objective, as is usually done in the methods of operations research [22, 18]. 

The objective of a Multi-Objective Evolutionary Algorithms (MOEA) is to con-
verge to the true Pareto front of a problem which normally consists of a diverse set 
of points. MOPs can present an uncountable set of solutions, which when eva-
luated produce vectors whose components represent trade-offs in decision space 
[4]. 

However, a limitation on the MOEA is the fact that only involves the process of 
finding a solution set without considering the most important aspect, the decision 
process. Most current approaches to MOEA are focused on finding an approxima-
tion to the optimal set of Pareto front, however, identify the best compromise has 
usually been omitted. 

2.6   Memetic Algorithm (MAs) 

The method is based on a population of agents and proved to be of practical suc-
cess in a variety of problem domains and in particular for the approximate solution 
of NP-hard optimization problems [17]. 
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An important characteristic is the use of a meme, suggests that in cultural  
evolution processes, information is not simply transmitted unaltered between indi-
viduals. This enhancement is accomplished in MAs by incorporating heuristics, 
approximation algorithms, local search techniques, specialized recombination  
operators, truncated exact methods, etc. In essence, most MAs can be interpreted 
as a search strategy in which a population of optimizing agents cooperate and 
compete. The success of MAs can probably be explained as being a direct conse-
quence of the synergy of the different search approaches they incorporate [17]. 
The Figure 1 shows the basic template of MAs.  

 

Fig. 1. Template basic of the MAs 

3   Proposed Algorithm 

This section describes in detail the Memetic Algorithm (MAs) used for SPP and the 
method to evaluate the solutions in according to the model proposed. The MAs are 
evolutionary algorithms that are intimately coupled with local search algorithms, 
resulting in a population-based algorithm at effectively searches in the space of  
local optimal. 

The Figure 2 shows the proposed MAs that we used in our implementation. In 
the line 1, a portfolio initial is obtained, the first individual is generated by  
following the order provided by the ranking; it is assumed a distribution of the 
budget among the projects. Then, the rest of population is randomly built; we  
experimented with a population of 200 individuals.  

 

0 Memetic Algorithm () 
1 PopulationRandomGeneratepopulation( ); 
2 ImprovePopulationLocal Search (Population); 
3 while (not stop condition) 
4          if stagnation then 
5 PopulationSelect best individual (Population); 
6 PopulationRandom Generate Population( );//diversification 

7 ImprovePopulation(Population); 

8          end_if 
9          for i1..#crossoversdo 
10 selectπ a, π b from Population( ); 
11 offspringscrossover( ); 
12        end_for 
13        PopulationSortPopulation(Population); 
14        Best_individualSelect_best(SortedPopulation) 
15 end_while; 
16 end_Memetic Algorithm 
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Fig. 2. Memetic algorithm propose 

From line 2 to 31,in each iteration (generation) the memetic procedure is 
shown, this algorithm is composed by a set of operators, evaluating population, 
parent’s selection, crossover and local search, these operators are described below. 
In the line 3 the population is evaluated, this means that the current values max-
imums local and global of the solutions are calculated. Then, from line 4 to 15, the 
parent’s selection is performed per tournament, each individual from the popula-
tion are evaluate to determine the best candidate in according with the net flow 
calculation. Soon, from the line 16 to 28 the crossover operator is performed by a 
random point and exchanging the two individuals selected before, so are generated 
new individuals. In the line 29, the local search is applied to a solution generated 
by the genetic operators; once again an evaluation of population is performed. 

To determine the calculation of net flow [11], consider a comparison between 
solutions composing a set E, let x, y be members of E. By analogy with outranking 
methods [17], then may be defined the affirmation “x outranks y” as: σ(x,y) = Σ 
wi, where the sum is carried out upon the indices of the criteria where “x is at least  
 

Memetic Algorithm ( ) 
1     GenesGenerate_ population ( );  
2     do 
3           EvaluatePopulation (Genes);  
4          //Selection of parents per tournament 
5   for i=0 to i<population 
6  Candidate1randomPosition(Genes) 
7  Candidate2randomPosition(Genes) 
8  while (candidato1 != candidato2); 
9   if (netFlow_calculation(Candidate1) 

<netFlow_calculation(Candidate2)) 
10          parents[i]Candidate1; 
11    else 
12         parents[i+1]Candidate2; 
13   end_if  
14  end_while 
15  end_for 
16        //Crossover 
17             for i=0 to i<population 
18        Cross_pointrandomPosition(n_projects); 
19           for j=0 to i<Cross_point 
20  temp[i]parents[i]; 
21       end_for 
22       for j=Cross_point to i<n_projects 
23  temp[i] parents[i+1]; 
24      end_for 
25      for int j=0 to i<n_projects 
26                 offspring[i]temp[i]; 
27      end_for 
28            end_for 
29        LocalSearch( ); 
30        EvaluatePopulation( ); 
31    end_while // until reach the set number of generations 
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as preferred as y” holds, then an outranking net flow measure is associated to 
every a∈E, as follows: fn (a) Σ σ (a,x) - Σ σ(x,a), in which the sum involves every 
x∈E, x≠a. The outranking net flow is considered as a quality criterion for every 
solution. 

The Figure 3 describes the procedure to compare the solutions in the model 
proposed [21]; this validation is given by a net flow calculation and each solution 
is characterized by three attributes (strong disagreements, weak disagreements and 
cardinality of the portfolio).  

 
 
 
 
 
 
 
 
 
 

Fig. 3. Outranking model procedures 

To illustrate the procedure of calculations shown in the Figure 4, first suppose a 
normalized weight w is assigned by the DM to each attribute, acting as a measure 
of its importance. In step one performs the categorization of projects, from a given 
instance of ranked projects; this categorization is given by 5 divisions, which  
are vanguard, high-medium, medium, low-medium and rearguard as shows the 
example in the Figure 4. 

 

 

Fig. 4. Example of the categorization of the initial portfolio 

Then a calculation of preference relation is executed, and the possible values 
that can make this calculation are: absolute, strict, weak and indifferent. These are 
shown in the Table 1, which are calculated to institute a relation of superiority be-
tween projects, considering the veto and concordance conditions as shown in the 
Table 2 the thresholds V1, V2 and U1 are attributes which express cost.  

The relation of superiority is given formally considering (a,b) projects such that 
b∈Portfolio and a∉Portfolio, then a relation of superiority indicates that aS’b if  
 

Net Flow Calculation ( ) 
1  Categorization of projects ( ); 
2 Calculating preference relations ( ); 
3 Calculation superiority ( ); 
4 Calculation weak disagreements ( ); 
5            Calculation strong disagreements ( ); 
6         return net flow 
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and only if (ܽ ൐൐ ܾ)   (ܽ ൐ ܾ)  (ܽ ൐ ~ܾ) and there are no veto conditions. 
Finally to generate the net flow calculation is necessary to calculate the weak and 
strong disagreements in addition with the cardinality of portfolio.  

The disagreement is calculated by the next rules:  Let C a set of projects which in-
tegrate the portfolio, formally a disagreement is calculated by: ܦ =  ሼ (ܽ, ܾ) ܣ ݔ ܣ   |   ܽܵ’ܾ, ܾ  ݕ ܥ ܽ  ܥ ሽ; To calculate weak disa-
greements must be considered the relation of weak preference as follows: 
ௗܦ   =   ሼ(ܽ, ܾ)ܣݔܣ  | ܽ ൐ (ܾ)݋ݐݏ݋ܿ   ,ܾ ~  +  ܸ1 ൐ (ܽ)݋ݐݏ݋ܿ   ൐ (ܾ)݋ݐݏ݋ܿ    + ܷ1, ܾݕ ܥ ܽܥሽ The strong disagreements are composed by the elements which 
are not consider in weak disagreements, that is considering the relations absolute, 
strict and indifferent.  

Table 1. Preference relations 

Notation Preference 
a>>b  Absolute 
a>b  Strict 
a>~b Weak 
a~b Indifference 

Table 2. Concordance and veto conditions 

Concordance Conditions Veto Conditions 
a>>b No  veto 
a>b Cost(a) >> Cost(b) + V1 
a>~b Cost(a) > Cost(b) + V2 
A~b Cost(a) > Cost(b) + U1 

4   Experimental Result  

In this section, we describe experiments carried out on the memetic algorithm. The 
objective of the first experiments is study the performance of memetic algorithm in 
comparison with exact algorithm, and the second experiment memetic algorithm 
was compared against a genetic algorithm state of the art proposed in the [10].  

4.1   Experimental Environment 

The following configuration corresponds to the experimental conditions that are 
common to the tests described in this work: 

 
1. Software. Operating system, Windows 7; programming language Java; compiler, 
2. Hardware. Computer equipment dual-processor Xeon (TM) CPU 3.06 GHz in 

parallel and 4 GB RAM. 
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3. Instances. The 5 instances used for this study are randomly generated with 
twenty projects each; in addition we use other instance reported in [10]. 

4. Performance measurement. Performance is measured through the cardinality 
of the portfolio, which indicates the maximum number of projects included and 
the cost of the best portfolio found. 

4.2   Algorithm Performance 

The purpose of this section is to verify the quality of the solutions obtained by 
memetic Algorithm, which was implemented to solve the SPP. In our implementa-
tion, an SPP instance is formed by three attributes: Id, the budget of projects, and 
the ranking of the projects.  

We generated the experimental instances as follows:  we used 5 instances of 
size 20 that were generated randomly, finding optimal solutions for each of the in-
stances and two instances of size 25 and 40 taken from work [10]. The experimen-
tation with MAs was carried out in a total of 20 times and the optimal portfolio is 
selected as the best solution found.  

For each instance were executed 100 generations as a limit. Table 3 shows the 
results obtained with the instances Opt_o9p200 until Opt_o9p205, which are the 
random instances. These results show that the algorithm has good performance 
since it achieves the number of optimal project portfolio that is 11, which was cal-
culated with an exact algorithm, another important factor is the amount of money 
required to be applied in the optimal portfolio, observing that the difference of se-
lected projects amounts vary with a small difference. 

The table 4 shows the results of the instances Opt_o9p200 until Opt_o9p205 
resolved with the exact algorithm, finding the optimal number of projects that can 
be financed with $ 80,000.00 is 11, show that both algorithms report the same 
number of projects that satisfy the optimal portfolio.  

Continuing the analysis of results is observed that the cost of the best portfolios 
found is nearly equal. Taking into account the observations mentioned above it is 
concluded that the MAs that includes: the model of outranking and ranked instances, 
it is a good option to be applied on the recommendation of optimal portfolios. 

Table 3. Experimental Result of the MAs (random instance)  

 
 
 
 
 
 
 
 

 
 
Inst. 

Cost 
Best 
Portfo- 
lio 

MEMETIC RESULT 
Generations = 100; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 

Projects 
1 2 3 4 5 6 7 8 9 1 

0 
1
1

1 
2 

1
3

1 
4 

1
5

1 
6 

1
7

1 
8 

1 
9 

2 
0 

20.0 79860 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1 1 
20.1 79945 0 0 1 0 1 0 1 0 1 0 1 1 0 1 1 0 0 1 1 1 
20.2 77920 1 0 1 1 0 1 0 0 0 1 1 1 1 1 0 1 0 1 0 0 
20.3 78175 0 1 1 0 0 0 1 1 1 0 1 1 1 0 1 0 1 0 1 0 
20.4 79975 1 1 0 1 0 1 0 0 1 1 1 0 1 0 0 1 0 1 0 1 
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Table 4. Experimental Result of the Exact Algorithm (random instance) 

 
 
 
 
 
 
 
 

Table 5. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 25 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations = 100; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 
(b) Generations = 200; Population=200; Projects= 25; Amount = 1200; V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Port 
folio 

Cost 
Best 
Port 
folio Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4 

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

2
3 

2
4 

2
5 

MAs 17 1180 1 0 1 1 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 

GA 18 1190 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 0 0 0 1 0 0 

 
 
In the Table 5 show the results of the instances that were used in the work of 

[10]. Observing the comparison of best results for the two algorithms with the in-
stance of 25 projects. Both algorithms start with a portfolio that includes only 11 
projects, and spends a budget of $ 1180. After the execution, the genetic algorithm 
finds 18 projects in its portfolio optimum, unlike the memetic algorithm that finds 
17 projects in its portfolio optimal.  In analyzing the two optimal portfolios shows 
that the genetic algorithm eliminates the two most expensive projects, unlike the 
memetic algorithm that eliminates five projects not so expensive and optimal port-
folio include eleven projects. 

In the Table 6 and 7 show the results of the instances that were used in the work 
of [13]. Observing the comparison of best results for the two algorithms with the 
instance of 40 projects. Both algorithms start with a portfolio that includes only 24 
projects, and spends a budget of $ 4982. After the execution, the genetic algorithm 
finds 27 projects in its portfolio optimum, unlike the memetic algorithm that finds 
26 projects in its portfolio optimal.   

 

Inst. Cost 
Best 
Portfo- 
lio 

EXACT ALGORITHM RESULT 
Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1 
2 

1 
3 

1 
4 

1 
5 

1 
6 

1 
7 

1 
8 

1 
9 

2 
0 

20.0 79985 0 1 0 1 1 0 1 0 1 0 0 1 1 0 1 0 0 1 1 1 

20.1 76795 1 0 1 0 1 0 0 1 1 1 0 1 0 1 0 0 0 1 1 0 

20.2 78255 0 0 1 1 0 1 0 1 1 0 0 0 1 1 1 1 0 1 0 1 

20.3 79115 0 1 1 1 0 0 1 1 1 0 1 0 1 0 1 1 0 0 1 1 

20.4 79520 1 1 1 1 0 0 1 1 0 0 1 1 1 0 1 0 0 0 0 1 



346 S.C.G. Gómez et al. 

Table 6. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 40 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations=100; Population=200; Projects=40; Amount=5000; V1=30; V2=20; U1=10 
(b) Generations=200; Population=200; Projects=40; Amount=5000;V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Port 
folio 

Cost 
Best 
Port 
folio 

Projects 

1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8 

1
9 

2
0 

Mas 26 4883 0 1 1 0 0 0 1 0 1 0 1 1 1 1 1 1 1 0 1 1 

GA 27 4965 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 

Table 7. Comparison of the memetic algorithm, against genetic algorithm to form the op-
timal portfolio with 40 projects 

Memetic Algorithm (a)Vs Genetic Algorithm Result (b) 

(a) Generations=100; Population=200; Projects=40; Amount=5000; V1=30; V2=20; U1=10 
(b) Generations=200; Population=200; Projects=40; Amount=5000;V1=30; V2=20; U1=10 
A 
L 
G 
O 
R 
I 
T 
H 
M 

No. 
Project 

Best 
Portfolio 

Cost 
Best 
Portfolio 

Projects 

2
1

2
2

2
3 

2
4

2
5

2
6

2
7

2
8

2
9

3
0

3
1

3
2

3
3

3
4

3
5

3
6

3
7 

3
8

3
9 

4
0 

Mas 26 4883 1 1 0 1 1 1 0 0 1 0 1 0 1 1 1 1 1 0 1 0 

GA 27 4965 1 1 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 

5   Conclusions  

This article provides a solution to the Social Portfolio Problem by Evolutionary 
Algorithms, creating a Memetic algorithm that includes the model of outranking 
and ranked instance through which DM´s preferences are modeled during the 
search process. 

The results presented show that Memetic algorithm has a competitive perfor-
mance. The solution that follows the ranking information is generally dominated 
by other solutions which increase the number of projects in the portfolio. The 
quality of solutions indicates that the algorithm reaches the zone where the best 
portfolios are located it helps the DM to explore the solutions at hand, analyze his 
preferences and to clarify his decision policies. 

In the first experiment the memetic algorithm reaches the optimal number of 
projects that can be supported. In the second experiment the two algorithms  
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evaluated 25 projects, the memetic algorithm achieving an average error of 6.66% 
by comparing the amount of optimal portfolio projects found by the genetic algo-
rithm and the second experiment evaluated 40 project, achieving an average error 
of 4.7% by comparing the amount of optimal portfolio projects found by the  
genetic algorithm.  
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Abstract. The development of low-level heuristics for solving instances of a 
problem is relatedto the knowledge of an expert. He needs to analyze several 
components from the problemâ€™s instance and to think out an specialized 
heuristic for solving the instance. However if any inherent component to the 
instance gets changes, then the designed heuristic may not work as it used to do it. 
In this paper it is presented a novel approach to generated low-level heuristics; the 
proposed approach implements micro-Differential Evolution for evolving an 
indirect representation of the Bin Packing Problem. It was used the Hard28 
instance, which is a well-known and referenced Bin Packing Problem instance. 
The heuristics obtained by the proposed approach were compared against the well-
know First-Fit heuristic, the results of packing that were gotten for each heuristic 
were analized by the statistic non-parametric test known as Wilcoxon Signed-
Rank test.  

1   Introduction 

Recent years have seen the emergence of a more general type of search algorithm, 
hyper-heuristics [4] [2], where the search space is a space of heuristics, rather than 
the space of solutions themselves. This leads to more general solution methods, 
and we wish to examine the scalability of these solutions in this paper. Hyper-
heuristics are heuristics which choose “between a set of low-level heuristics, using 
some learning mechanism”[14]. i.e. a hyper-heuristic manages a fixed set of 
heuristics. 

One of the motivations of hyper-heuristics [4] [2] is to “raise the level of 
generality at which optimisation systems can operate”, providing a search 
methodology which will deliver solutions which are “good-enough soon-enough 
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cheap-enough”[2]. While this “off the peg” approach is unlikely to produce 
solutions which are as good at those produced by a “tailormade” problem specific 
method, the goal is to underpin decision support systems which can be applied to a 
broader range of problems than is possible today. 

Hyper-heuristics can also be used to produce new heuristics, which are not very 
dependent upon the problem at hand. In this case was use the μ  DE has hyper-

heuristics to try to obtain heuristics for the Bin Packing Problem. 
There are many heuristics for the bin packing problem which are obtained by 

an experts through them experiences on this problems. The principal problem is 
that this heuristics are developed for a given for a kind of bin packing instances.  

In this paper, we show that the evolved heuristics can be apply to the bin 
packing instances. 

2    Bin Packing Problem 

The classical one dimensional bin packing problem (BPP) [7] consists of a set of 
pieces, which must be packed into as few bins as possible. Each piece݆ has a 
weight ݓ௝ , and each bin has capacityܿ. The objective is to minimise the number of 
bins used, where each piece is assigned to one bin only, and the weight of the 
pieces in each bin does not exceedܿ. This NP-complete decision problem naturally 
gives rise to the associated NP-hard optimization problem. 

A mathematical definition of Bin Packing Problem [7] [10] is: 
Minimize:  

ݖ = ෍ ௜௡ݕ
௜ୀଵ  (1) 

Subject to:  

෍ ௜௝ݔ௝ݓ ൑ ௜௡ݕܿ
௝ୀଵ ݅ ∈ ܰ = ሼ1, … , ݊ሽ (2) 

෍ ௜௝ݔ = 1௡
௜ୀଵ ݆ ∈ ܰ (3) 

௜ݕ ∈ ሼ0,1ሽ ݅ ∈ ܰ (4) 

௜௝ݔ ∈ ሼ0,1ሽ ݅ ∈ ܰ, ݆ ∈ ܰ (5) 

where: 
 

 .݆ ௝: weight of itemݓ •
  .௜: binary variable that shows if the bin ݅ have itemsݕ •
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 .݅ ௜௝: indicates wheter the item݆ is in the binݔ •
• ݊: number of avalible bins (also the number of items݊).  
• ܿ: capacity of each bin.  
 

There are many set tests instances like the Hard28 [13]. It is considered like the 
most difficult instances which could not be solved neither by the pure cutting 
plane algorithm from [1] nor by many reduction methods. 

In [6] was propose an objective function which puts a premium on bins that are 
filled completely or nearly so. Importantly, the fitness function is designed to avoid 
the problem of plateaus in the search space, that occur when the fitness function 
does not discriminate between heuristics that use the same number of bins. 

ݏݏ݁݊ݐ݅ܨ = 1 െ ێێۏ
∑ۍ ൬∑ ௪ೕ௫೔ೕ೘ೕసభ௖ ൰ଶ௡௜ୀଵ ݊ ۑۑے

ې
 (6) 

where: 
 

• ݊: number of bins.  
• ݉ : number of pieces.  
  .௝: weight of piece j-thݓ •

௜௝ݔ • = ቄ1 ݂݅ ݁ݏ݅ݓݎ݄݁ݐ݋ 0݅ ܾ݊݅ ݊݅ ݏ݁ ݆ ݁ܿ݁݅݌  

• ܿ: bin capacity.  
 

To solve the Bin Packing Problem are many heuristics like the First-fit [5]. It is a 
constructive heuristic which packs a set of pieces one at a time, in the order that 
they are presented. The heuristic iterates through the open bins, and the current 
piece is placed in the first bin into which it fits. This heuristic is for the online bin 
packing problem, because it packs pieces one at a time, and a piece cannot be 
moved once it has been assigned to a bin. The First-Fit algorithm can be seen in 
the algorithm  1. 
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3   Micro-differential Evolution 

Differential Evolution (DE)  [15] was developed by R. Storn and K. Price in 1996. 
It is a vector-based evolutionary algorithm, and it can be considered as a further 
development to genetic algorithm. It is a stochastic search algorithm with self-
organizing tendency and it does not use the information of derivatives  [16]. 

Like in genetic algorithms [8], the design parameters in a d-dimensional search 
space are represented as vectors, and various genetic operators are operated over 
their bit of strings. However, unlikely genetic algorithms, differential evolution 
carries out operations over each component (each dimension of solution).  

For a ݀ െ dimensionaloptimization problem with ݀parameters, a population of ݊ solution vectors are initially generated, we have ݔ௜where ݅ = 1,2, … , ݊. For each 
solution ݔ௜at any generationݐ, we use the convetional notation as:  ݐ݅ݔ = ݐ1ݔ) , ݐ2ݔ , … , ݐ݀ݔ ) (7) 

which consist of ݀ െ components in the ݀ െ dimensional space. This vector can 
be considered as the chromosomes or genomes.  

This metaheuristics consists of three main steps: mutations, crossover and 
selection.  

Mutation is carried out by the mutation scheme. For each vectorݔ௜ at any time 
or generationݐ, first randomly choose three distinct vector ݔ௣, ݔ௤  and ݔ௥  atݐ, and 
then generate a so-called donor vector by the mutation scheme.  1+ݐ݅ݒ = ݐ݌ݔ + ݐ݌ݔ൫ܨ െ ݐݎݔ ൯ (8) 

whereܨ ∈ ሾ0,2ሿ is a parameter, often refered to as the differential weight. This 
requires that the minimum number of population size is݊ ൒ 4. We can see that the 
perturbationߜ = ௤ݔൣܨ െ  ,௜ݒ௣ is used to generate a donor vectorݔ ௥൧ to the vectorݔ
and such perturbation is directed and self-organized.  

The crossover is controlled by a probabilityC୰ ∈ ሾ0,1ሿand actual crossover can 
be carried out in two ways: binomial and exponential. The binomial scheme 
performs crossover on each of thed componets or variables/parameters. By 
generating a uniformly distributed random numberr୧ ∈ ሾ0,1ሿ, the jth componets of v୧ is manipulated as: ݑ௝,௜௧ାଵ = ൜ ௝,௜ݒ ݂݅ ௜ݎ ൑ ௝,௜ݔ௥ܥ  (9) ݁ݏ݅ݓݎ݄݁ݐ݋

This way, each component can be decided randomly whether to exchange with 
donor vector or not.  

In the exponential scheme, a segment of the donor vector is selected and this 
segment starts with a random݇ with a random lenght ܮ which can include many 
components. Mathematically, this is to choosek ∈ ሾ0, d െ 1ሿ and L ∈ ሾ0, dሿ 
randomly, and we have: 
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௝,௜௧ାଵݑ = ቊݒ௝,௜௧ ݎ݋݂   ݆ = ݇, … , ݇ െ ܮ ∈ ሾ1, ݀ሿݔ௝,௜௧ ݁ݏ݅ݓݎ݄݁ݐ݋  (10) 

As the binomial is simpler to implement we will use the binomial crossover in our 
implemention. 

Selection is essentially the same as that used in genetic algorithms. It is to 
select the most fittest, and for minimization problem, the minimum objective 
value. Therefore, we have: ݔ௜௧ାଵ = ቊݑ௝,௜௧ାଵ ݂݅ (௜௧ାଵݑ)݂ ൑ ௜௧ݔ(௜௧ݔ)݂ ݁ݏ݅ݓݎ݄݁ݐ݋  (11) 

All the above three components can be seen in the pseudo code as shown in 
algorithm  2. It is worth pointing out there that the use ofܬ is to ensure that ݒ௜௧ାଵ ്  ௜௧, which may increase the evolutionary or exploratory efficiency. Theݔ
overall search efficiency is controlled by two parameters: the differential weight ܨ 
and the crossover probabilityܥ௥.  

 

 
 

In [9] can see 5 strategies to mutate the ݒ vector: 

୧ݒ : 1/݀݊ܽݎ/ܧܦ • = x௥ଵ + F(ݔ௥ଶ െ   .(௥ଷݔ
୧ݒ : 1/ݐݏܾ݁/ܧܦ • = x௕௘௦௧ + F(ݔ௥ଵ െ   .(௥ଶݔ
௜ݒ : 1/ݐݏܾ݁ ݋ݐ ݐ݊݁ݎݎݑܿ/ܧܦ • = ௜ݔ + ௕௘௦௧ݔ)ܨ െ (௜ݔ + F(ݔ௥ଵ െ   .(௥ଶݔ
௜ݒ : 2/ݐݏܾ݁/ܧܦ • = ௕௘௦௧ݔ + ௥ଵݔ)ܨ െ (௥ଶݔ + F(ݔ௥ଷ െ   .(௥ସݔ
௜ݒ : 2/݀݊ܽݎ/ܧܦ • = ௥ଵݔ + ௥ଶݔ)ܨ െ (௥ଷݔ + F(ݔ௥ସ െ   .(௥ହݔ
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where: ݎଵ, ,ଶݎ ,ଷݎ ,ସݎ  ହ are random and mutually different integer,witch should alsoݎ
be different from the trial vector's index݅ and ݔ௕௘௦௧ is the individual vector with 
best fitness.  

Micro-Differential Evolution (ܧܦߤ) [11] has the same structure and operations 
with standard DE. The only difference is the population size, which is typically 
very small. Thus, although it is recommended to use populations of size up to ܰ = 10݊, where ݊ is the problem dimension, ܧܦߤ uses the smallest possible 
number of individuals. Taking into consideration the restriction, ܰ ൒ 5, that 
permits the application of all mutation operators, a population size, ܰ = 6, can be 
considered a reasonable choice for ܧܦߤ. 

Moreover, ܧܦߤ is expected to converge rapidly due to the small number of 
individuals. Usually, the ratio, ݊/ܰ, is indicative of the difficulty met by an 
algorithm on a given problem. Small values of this ratio (less than 1) correspond 
to population with size larger than its dimension. On the other hand, values higher 
than 1 correspond to problem dimension higher than population size. Empirical 
evidence suggest that in most cases the higher the ratio is, the harder the problem 
becomes for the algorithm. Therefore, ܧܦߤ can be considered as a promising 
approach in rather low-dimensional problems. The changes made in the ܧܦߤ can 
be seen in the pseudo code as shown in algorithm  3. 
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3.1   Indirect Representation 

The indirect representation used by the ܧܦߤ is based on the Grammatical 
Evolution [12]. The Grammatical Evolution is based on the Backus Naur Form 
(BNF), which is a notation for expressing the grammar of a languaje in the form of 
production rules. BNF grammars consist of terminals, which are items that can 
appear in the laguage, and non-terminals, which can be expanded into one or more 
terminals and non-terminals. A grammar can be represented by the 4th-tuple, ሼܰ, ܶ, ܲ, ܵሽ, where ܰ is the set of non-terminals, ܶis the set of terminals, ܲis the 
set of production rules that maps the elements of ܰ toܶ, and ܵ is a start symbol 
which is a member ofܰ. 

The Grammatical Evolution was used as inderect representation in the ܧܦߤ. 
Each vector is a grammar constructed using each elements from the vector to build 
the grammar followed BNF. 

4   Experiments 

The proposed approach tries to find an heuristic, which is developed through the 
evolution of the grammar (an indirect representation of the problem) by ܧܦߤ. The 
grammar used is: 

 
<begin> ::= ( <expr> ) <= ( <expr> )  
<expr> ::= ( <expr><op><expr> ) | <var> | abs( <expr2> )  
<expr2> ::= ( <expr2><op><expr2> ) | <var> 
<var> ::= F | C | S <op> ::= + | * | - | /  

 
where:   

• S: size of the current piece.  
• C: bin capacity.  
• F: sum of the pieces already in the bin. 

 
After an heuristic is generated by evolving the grammar, it is applied to all test 
instance from Hard28. Finally is calculated the fitness for each instance by using 
the objective function (equation 6).  

The table 1 shows the parameters used for ܧܦߤ. They were choosen by 
empirical evidence. The cores number of the machine used for the experiments 
served to establish the size population, it was 8. The number of function calls 
was only the 40% of the total number reported in [3], this number showed good 
results.  

It was expected that both heuristics (the First-Fit and the evolved heuristic) 
would have the same performance over the hard28 instances.  
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Table 1. Initialisation parameters of each ܧܦߤrun 

Parametre  Value  
Strategie  DE/rand/1  
Functions Call  20000  
Population Size  8  
F  0.9  

rC  0.8  

Restart  100  
Elitism  3  

5   Results 

The table 2 shows the heuristics generated by the ܧܦߤ. These heuristics are the 
results of the evolution of the grammar for each hard28's instance. The heuristics 
are applied over the BPP as follow: As first step, it must be analized if the chain 
that represents the generated heuristic, contains only terminal components. The 
next step is to apply the heuristic, if the current item fits in the first bin, then the 
item is put into that bin, otherwise the heuristic is applied until it is found a bin 
where the current item fits. 

Table 2. Heuristics obtained for each instance for the Hard28 

  Instance   Envolved Heuristic  
 BPP 13   ( ( S - ( F - ( F + F ) ) ) ) ≤  ( abs( C ) )  
 BPP 14   ( ( F + S ) ) ≤  ( C )  
 BPP 40   ( ( abs( F ) + S ) ) ≤  ( abs( C ) )  
 BPP 47   ( F ) ≤  ( abs( ( C - S ) ) )  
 BPP 60   ( abs( ( F + S ) ) ) ≤  ( abs( ( S - ( S - C ) ) ) )  
 BPP 119   ( ( abs( S ) + F ) ) ≤  ( C )  
 BPP 144   ( abs( ( S + ( S - S ) ) ) ) ≤  ( abs( ( F - C ) ) )  
 BPP 175   ( S ) ≤  ( ( C - F ) )  
 BPP 178   ( F ) ≤  ( abs( ( S - C ) ) )  
 BPP 181   ( abs( F ) ) ≤  ( abs( ( ( ( C / F ) * F ) - S ) ) )  
 BPP 195   ( S ) ≤  ( abs( ( C - ( C / ( C / F ) ) ) ) )  
 BPP 359   ( ( F + S ) ) ≤  ( C )  
 BPP 360   ( abs( S ) ) ≤  ( abs( ( C - F ) ) )  
 BPP 419   ( F ) ≤  ( abs( ( S - C ) ) )  
 BPP 485   ( abs( S ) ) ≤  ( abs( ( C - F ) ) )  
 BPP 531   ( ( S + abs( F ) ) ) ≤  ( C )  
 BPP 561   ( F ) ≤  ( abs( ( C - S ) ) )  
 BPP 640   ( abs( ( F + S ) ) ) ≤  ( C )  
 BPP 645   ( S ) ≤  ( ( C - abs( F ) ) )  
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Table 2. (continued) 

 BPP 709   ( ( F + abs( S ) ) ) ≤  ( C )  
 BPP 716   ( F ) ≤  ( ( C - abs( S ) ) )  
 BPP 742   ( abs( ( F + S ) ) ) ≤  ( C )  
 BPP 766   ( S ) ≤  ( ( abs( C ) - F ) )  
 BPP 781   ( F ) ≤  ( ( abs( C ) - abs( S ) ) )  
 BPP 785   ( F ) ≤  ( abs( ( C - S ) ) )  
 BPP 814   ( S ) ≤  ( ( ( abs( ( C + F ) ) - F ) - F ) )  
 BPP 832   ( F ) ≤  ( ( C - S ) )  
 BPP 900   ( abs( S ) ) ≤  ( ( abs( C ) - abs( F ) ) )  

 
The table 3 shows the results after packing and evaluating the instances with 

the objective function. It shows the results of each instance using the First Fit 
algorithm and the evolved Heuristic. it was applied the Wilcoxon Signed-Rank 
Test, to discern which heuristic have the best performance based on the table 3, 
and it could not discern if there is a difference.  

Table 3. Results obtained from the set Hard28 

Instance First Fit Evolved Heuristic 
BPP 13 0.023376 0.023376 
BPP 14 0.025691 0.025691 
BPP 40 0.025589 0.025589 
BPP 47 0.024322 0.024322 
BPP 60 0.028981 0.028981 

BPP 119 0.023894 0.023894 
BPP 144 0.022027 0.022027 
BPP 175 0.021079 0.021079 
BPP 178 0.022417 0.022417 
BPP 181 0.022276 0.022279 
BPP 195 0.021526 0.021526 
BPP 359 0.024243 0.024243 
BPP 360 0.026152 0.026152 
BPP 419 0.019084 0.019084 
BPP 485 0.023592 0.023592 
BPP 531 0.022172 0.022172 
BPP 561 0.022407 0.022407 
BPP 640 0.023383 0.023383 
BPP 645 0.023268 0.023268 
BPP 709 0.022516 0.022516 
BPP 716 0.023494 0.023494 
BPP 742 0.023274 0.023274 
BPP 766 0.024135 0.024135 
BPP 781 0.019128 0.019128 
BPP 785 0.021841 0.021841 
BPP 814 0.022449 0.022449 
BPP 832 0.031609 0.031609 
BPP 900 0.021422 0.021422 
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6   Conclusions and Future Work 

It has been shown that human designed heuristics like firstfit can be easily 
obtained by an indirect representation along to µDE. The heuristics were evolved 
without any apriori knowledge. It was only used a grammar to represent the 
problem.  

For all cases were obtained heuristics that can be applied to a BPP instance. 
The objective function used is capable to discern in a better way since it measures 
the available space of the bins instead the number of bins. 

A protential area for future work is to generate only one heuristic for all the 
instances instead of one for each instance. 
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Abstract. This paper promotes the application of empirical techniques of analysis 
within computer science in order to construct models that explain the performance 
of heuristic algorithms for NP-hard problems. We show the application of an ex-
perimental approach that combines exploratory data analysis and causal inference 
with the goal of explaining the algorithmic optimization process. The knowledge 
gained about problem structure, the heuristic algorithm behavior and the relations 
among the characteristics that define them, can be used to: a) classify instances of 
the problem by degree of difficulty, b) explain the performance of the algorithm 
for different instances c) predict the performance of the algorithm for a new in-
stance, and d) develop new strategies of solution. As a case study we present an 
analysis of a state of the art genetic algorithm for the Bin Packing Problem (BPP), 
explaining its behavior and correcting its effectiveness of 84.89% to 95.44%. 

1   Introduction 

Most optimization problems in the real world belong to a special class of problems 
called NP-hard, which means that there are no known efficient algorithms to find 
the optimal solution in the worst case. To solve these problems, the efforts of 
many researchers have resulted in a variety of heuristic algorithms that have 
shown satisfactory performance. However, to date there is no algorithm that is 
best for all possible situations. One of the main challenges of behavioral analysis 
of heuristic algorithms is to identify what strategies make an algorithm to show an 
improved performance and under what conditions they get it. 

In this paper we formulate an experimental approach for a comprehensive study 
of the optimization process in order to identify inherent relationships among the 
factors that affect the algorithmic performance. The proposed approach combines 
methods of exploratory data analysis and causal inference in three stages. In the 
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characterization phase factors that influence performance are identified and quan-
tified by indexes. In the characteristics refining stage incorrect and redundant in-
dexes are discarded. In the study of relations stage an analysis of the characteris-
tics of the optimization process is made in order to obtain performance relations 
that eventually will become algorithm behavior explanations. 

To evaluate the contribution of the proposed approach we performed a study of 
the optimization process for the Bin Packing Problem (BPP). BPP is considered 
NP-hard [1, 2] and consists in packing a set of n items of different sizes 
W={w1,…,wn} in the minor number of fixed size bins without violating the capaci-
ty c of any bin. BPP has an extensive number of industrial and logistic applica-
tions and frequently happens as a sub-problem in several practical problems [3, 
13]. The case study confirms the importance of applying exploratory data analysis 
as a guide for understanding the performance of algorithms. 

2   Performance Analysis of Heuristics Algorithms 

The so-called NP-hard problems are of great interest in computer science. One 
feature of these problems is that the exact algorithms used to solve require an ex-
ponential amount of time in the worst case. In other words, these problems are 
very difficult to solve [1]. In these conditions it is necessary to use heuristic algo-
rithms that provide approximate solutions in a reasonable time, but do not guaran-
tee the optimal solution. Heuristic algorithms are procedures that used strategies 
based on common sense in order to obtain high quality solutions (not necessarily 
optimal) to complex problems efficiently. 

The criteria for measuring the performance of heuristic algorithms depend on 
the methods chosen for characterization, which can be theoretical or experimental. 
In the first, for each algorithm, mathematical analysis are used to determine the 
amount of resources required as a function of the size of the better, worse or aver-
age case. The latter is based on experimentation for the characterization and, un-
like the theoretical methods, allows describing the behavior of specific cases. 

The theoretical study of heuristics algorithms performance is unusual, because 
the randomness in some of these algorithms and the complexity of the optimiza-
tion problems that impede a proper mathematical analysis. Moreover, the applica-
bility of the theoretical results is very limited, because these are obtained based on 
idealized conditions that do not occur in practical situations [4, 5]. 

Despite the importance of the experimental analysis of performance, this has 
not been sufficiently exploited in the study of heuristics algorithms. One of the 
reasons which make difficult this study is that, generally, the algorithms are consi-
dered as black boxes whose inner workings are unknown. 

Recent works propose tools that can be taken into account to assist the analysis 
of the factors that influence the algorithmic performance and thus the explanation 
of performance [4, 6, 7, 8, 9]. In general, tools for data analysis (factors) proposed 
in these works can be grouped into two categories: exploratory data analysis tech-
niques and confirmatory data analysis techniques.  

In the exploratory data analysis (EDA) the aim is to obtain knowledge of the 
data set and its underlying structure. Includes statistical methods, tabular  
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comparisons, graphical analysis, causal inference and multivariate analysis that 
make possible the construction of a model that describes the set of relations of the 
factors under study [10, 11, 12]. 

Confirmatory data analysis (better known as statistical hypothesis testing), be-
gins with assumptions (models) about functional relationships between variables 
(factors) of the data. Includes estimations of parameters of the models and statis-
tical hypothesis testing to complement and validate proposed models [8, 11, 12]. 

The identification of appropriate data analysis techniques for the types of prob-
lems and opportunities that occur when analyzing the algorithmic performance is a 
research area still in development. The selection of tools to use depends on the 
characteristics of the data under study (problem and algorithm). For example, 
graphical methods of exploratory data analysis are most appropriate to analyze 
trends in large multivariate data sets. Also, methods of confirmatory data analysis 
can be problematic, depending on how much knowledge exists about the function 
(model), therefore, methods of data analysis, with exploratory bases, that do not 
start assuming functional relationships between the factors studied, are most ap-
propriate when the objective is to discover relationships and evaluate various 
models [4]. 

3   Characterization of the Optimization Process 

The characterization of the problem and the solution process is an essential part in 
the performance analysis of algorithms, and allows identifying the factors that in-
fluence the algorithmic behavior. A quality performance analysis requires the de-
finition of appropriate indexes to quantify the features that impact final perfor-
mance. 

 

Fig. 1. The optimization process of a problem 

To gain insight into the performance of a heuristic algorithm on an optimization 
problem, it is necessary to make a comprehensive study of the entire solution 
process. The optimization process can be understood as the act of solving an opti-
mization problem (input) using an algorithm (process), obtaining a final solution 
(output). This process is illustrated in Figure 1. 

The input consists of an instance of the optimization problem to solve, com-
posed of a set of specific parameters that define it. The process includes the set of 
strategies used to solve the problem, like the functions and parameters used by the 
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algorithm. The output provides the solution of the problem and some important 
measures of performance, like number of iterations and execution time. 

4   An Experimental Approach to Study the Optimization 
Process 

Figure 2 shows the proposed approach for the experimental analysis of heuristics 
algorithms in optimization problems. The main objective of the characterization 
stage is to identify, in each phase of the optimization process, relevant and mea-
surement feasible performance factors. These factors are characterized through 
characterization functions (indexes) that provide useful information to describe the 
algorithmic performance. In the second stage, characteristics refining, the indexes 
defined in the characterization stage are analyzed using exploratory techniques in 
order to rule out incorrect, redundant or irrelevant indexes. If necessary, new in-
dexes are defined using multivariate analysis techniques. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Experimental approach to study the performance of heuristic algorithms 

CHARACTERIZATION 

CHARACTERISTICS REFINING

STUDY OF RELATIONS
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In the third stage, study of relations, an exploratory analysis of the characteris-
tics of the optimization process is done in order to obtain performance relations 
that explain the behavior of the heuristic algorithm under study. For this purpose 
we use multivariate statistical methods, tabular and graphical analysis, data visua-
lization techniques and causal analysis. The knowledge gained as a result of the 
study of relations allows understanding the behavior of the heuristic algorithm, 
explaining how its final performance is affected by several factors that cause it, vi-
sualizing possible improvements in its structure. 

5   Case Study: Bin Packing Optimization Process 

In this section we present the application of the proposed experimental approach 
to the characterization of the bin packing problem (BPP) by analyzing the perfor-
mance of a state of the art genetic algorithm named HGGA-BP [13]. We introduce 
a new set of indexes for BPP and the algorithm behavior characterization; in addi-
tion, we show the redesign of HGGA-BP algorithm structure and present new ex-
perimental results. 

5.1   Phase 1: Characterization 

This stage is carried out to characterize the optimization problem, the behavior of 
the algorithm of interest and the final performance. Having identified the factors 
that influence the optimization process, it is analyzed which aspects can be meas-
ured in each category, and indexes that characterize these factors are defined. 

Bin Packing Characterization 

Characterize the structure of an instance of BPP is a key to predict the behavior 
that will have a heuristic algorithm at the time of the solution. It is known that  
factors like the number of items, the central tendency of the weights and their dis-
tribution, impact the degree of difficulty that an instance can have on a solution 
algorithm. The challenge is to formulate indicators that quantify these factors. 

We carried out the compilation of 1668 benchmark instances recognized by the 
scientific community. These test instances were taken from Internet sites [14, 15, 
16, 17]. Descriptive information for each instance of the problem is characterized 
by indexes which use information from the parameters of the problem in that in-
stance. Different authors have proposed set of indexes for the characterization of 
BPP [18, 19].  

With the goal of modeling the structure of a instance, Pérez and Cruz [18] for-
mulated a specific-purpose indexes set, formed by five difficulty indexes: instance 
size (p), occupied capacity (t), dispersion (d), factors (f), and bin usage (b). In oth-
er work, Álvarez [19] proposed 21 indexes based on descriptive statistics, these 
indexes characterize the weight distribution of the BPP items and can be grouped 
into four categories of statistical measures: centralization, dispersion, position and 
form of the frequency distribution of the weights. We studied all these indexes by 



366 C.M. Quiroz et al. 

w/c

analyzing if they allowed discriminating between different BPP instances. To as-
sist in this study and contribute with the characterization of BPP, each instance 
was plotted showing the distribution of the weights of items in relation to the bin 
capacity. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Weight distribution graph for a BPP instance 

Figure 3 shows the distribution plot of a BPP instance. At the top of the plot 
one can see the name of the instance (I: u1000_00), the bin capacity (c: 150) and 
the number of items (n: 1000). The horizontal axis represents the weight of the 
items as a percentage of the bin capacity (0 < wi/c ≤ 1). The vertical axis counts 
the number of items in each weights percentage. As it can be observed, the 
weights of the items are uniformly distributed between 13% and 67% of the bin 
capacity. The chart also shows that the number of items with each weight varies 
between 6 and 31. 

 
 
 
 
 
 
 

Fig. 4. Different weight distribution graphs for a BPP instances 

Figure 4 shows representative plots of the set of instances. It can be observed 
the variety of forms of the frequency distribution of the weights of the items, as 
well as the ranges of weights, suggesting the importance of a correct characteriza-
tion of these factors. The analysis of the distribution plots allows identifying  
differences between different classes of instances and helps to discover characteri-
zation indexes. 

I: u1000 00  c: 150 n: 1000

n



Improving the Performance of Heuristic Algorithms 367 

The study of the weight distribution graphs revealed that the indexes proposed 
in previous works for BPP characterization are able describe much of the structure 
of an instance of BPP. However it seems that there are certain aspects that were 
not taken into account by the authors, factors that are important to point out differ-
ences between instances. In this work we propose five new indexes of characteri-
zation. These new indexes can: locate the distribution range of the set of weights, 
identify important trends in the weights of items, measure the frequency of repeti-
tion of the weights, and contribute to the characterization of the form of the distri-
bution of the weights. These indexes are defined below. 

Lower_Weight and Upper_Weight indexes, respectively, represent the weight 
of the smallest and the biggest item, in relation to the bin capacity, and allow lo-
cating the beginning and the end of the weights distribution.  

Multiplicity characterizes the average number of repetitions of each weight and 
helps to identify trends or peaks in the weights frequency distribution. Equation 1 
defines this index, mi is the number of items with weight si ϵ S, where S include 
the n̂  different weights, without repetitions ( nn ≤≤ ˆ1 ). 
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Max_Repe index represents the maximum frequency of repetition of a weight in 
the set of items. Comparing this measure values with those of Multiplicity index, 
may suggest the existence of points of the weights frequency distribution having a 
greater accumulation items. 

Uniformity measures the degree of uniformity of the weights distribution, from 
the division of the range of the weights into four segments of equal magnitude and 
the differences between the expected number and the actual number of items in 
each subrange. Given: n (number of items),  W = {wi : wi<wi+1}, 1 ≤ ∀ i ≤ n (array 
of weights in increasing order),  R = max(W) - min(W) (range of the weights), ri = 
min(W)+iR/4, 0 ≤ i ≤ 4 (division of subranges). The set of items contained in each 
subrange j is:     Bj = {w ϵ W : rj-1< w ≤ rj}, 1 ≤ j ≤ 4. Equation 2 measures the de-
gree of uniformity of distribution of the set of weights. A value of Uniformity 
close to one represents a uniform distribution. 
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Algorithm Characterization 

The behavior of the algorithm was measured by three indexes: a) New_individuals 
which is the average number of new individuals added to the population in each 
generation; b) Deviation_Fitness characterizes the average deviation in the fitness 
of the solutions of the population; c) Deviation_Best represents the deviation in 
the fitness of the best solutions of each generation [13]. 
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Final Performance Characterization 

The final performance of the algorithm was measured by means of three indexes: 
a) Theoretical_Ratio, which is the ratio between, the number of bins of the ob-
tained solution, and the number of bins of the optimal solution; b) Best_Fitness, 
the fitness of the best solution obtained, for an instance of BPP, in r runs of the al-
gorithm; c) Generation, represents the generation in which the algorithm finds the 
best solution for an instance. 

5.2   Phase 2: Characteristics Refining 

After an initial review of BPP indexes, it appears that several features of the struc-
ture of the problem (BPP) are characterized by a large number of indexes, so it is 
possible that some of them are redundant or unnecessary. The exploratory analysis 
of the measures helps to verify this fact. The correlation matrix, revealed the exis-
tence of association between certain variables that characterize the centralization, 
dispersion and form of the weights distribution. If there are lineal associations be-
tween pair of variables it is possible that statistical analysis based in the correla-
tion matrix does not make sense or produce incorrect results. To avoid this, some 
indexes were discarded to eliminate redundancy and possible problems in future 
analyzes. Overall, it was decided to keep indexes requiring fewer calculations. 

Having identified the new set of indexes, it is necessary to analyze the contribu-
tion and consistency of each measure. The aim of this study is to identify and 
eliminate those indexes that do not provide meaningful information for the charac-
terization of the structure of the BPP instances. Inconsistent or incorrect indexes 
only add wrong information to the description of an instance and do not allow dis-
criminating between instances of different nature. 

An example of inconsistent indexes can be seen in Figure 5 that shows two 
scatter plots for characterization indexes of central tendency (Mode and t),  
 

 

Fig. 5. Scatter plots for Mode, t, d and Pearson_Asymmetry for BPP instances 
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dispersion (d) and form (Pearson_Asymmetry). These indexes were applied to the 
characterization of five sets of instances with different structures. In the first plot, 
we use the index Mode proposed by Álvarez [19] as a measure of central tendency 
of the set of weights of items and it can be seen that this measure cannot discrimi-
nate between different instances. In the second plot, substituting Mode for t  
proposed by Pérez and Cruz [18], it can be clearly seen the importance of the in-
formation provided by the latter, by interacting with d and Pearson_Asymmetry; 
the different instances sets are better identified in groups. 

The exploratory data analysis suggested that indexes Mode, Quartiles, Deciles, 
Percentiles, Pearson_Coefficient_Mode, Bowley_Skewness and Standard_Error 
adapted for BPP by  Álvarez [19] did not offer significant information for the cha-
racterization and some of their values are inconsistent with the structure of the 
BPP instances. 

The exploratory analysis of the indexes for BPP showed the contribution and 
importance of each, in the characterization of the problem. Starting from an initial 
set of 31 indexes, 10 were discarded due to redundancy and other 7 were eliminat-
ed by their inconsistency or no contribution. The final set of characterization in-
dexes is shown in Table 1. 

Table 1. Final set of BPP characterization indexes 

Type Indexes 
Size p [18] 
Centralization t [18] 

Dispersion 
Range [19] 
Variation_Coefficient [19] 
d [18] 

Form 
Pearson_Coefficient [19] 
Kurtosis [19] 
Uniformity [This work] 

Location 
Lower_weight [This work] 
Upper_weight [This work] 

Relations 
items/Bins 

f [18] 
b [18] 

Multiplicity 
Multiplicity [This work] 
Max_Repe [This work]  

 
The first component, called Variability, measures the variation of the weights 

of items and groups the measures of central tendency, dispersion and location. The 
second, called Form, describes the weight distribution, grouping measures of 
form, location and size of the problem. The last component, called Multiplicity, 
measures the frequency of occurrence of the weights of items. 

The principal components allowed plotting the characteristics of the six groups 
of instances, in Figure 6 is possible to distinguish clearly between six different 
classes of instances analyzed. 
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Fig. 6. Scatter plot for the first three principal components of the set of indexes 

The analysis of the scatter plot of the weights distribution (defined in Section 
5.1) proved the accuracy and discriminatory power of the proposed indexes, be-
cause the similarities and differences between the characteristics of the instances 
belonging to the six sets agree with those observed in the plots. 

The analysis of algorithm and final performance measures showed that there 
were no incorrect, redundant or inconsistent indexes, as each captures important 
aspects of HGGA-BP algorithm and its performance. 

5.3   Phase 3: Study of Relations 

In this stage, the final set of indexes of characterization is studied in order to dis-
cover relationships of performance detailing the structure of the optimization 
process. The main objective of this study is to gain knowledge that could explain 
the performance of the algorithm. 

To explain the optimization process is necessary to analyze the relation be-
tween the characterization indexes that define: the structure of BPP instances, the 
behavior shown by the algorithm and the final performance. These relationships 
were obtained by means of the association analysis, scatter plots and causal infe-
rence. Initially all the analyses were performed on the entire set of instances, for 
an overview of the performance relationships that define the behavior of the algo-
rithm and the difficulty of the BPP instances. 

In order to discover the underlying relation structure between BPP characte-
ristics and the final performance of the algorithm we use causal inference. The 
PC learning algorithm of the TETRAD tool [20] was applied for automatically 
learning a causal model from the measures of the principal components of BPP 
(Variability, Form and Multiplicity) and the three performance indexes (Theo-
retical_Ratio, Best_Fitness and Generation). The causal graph obtained 
through the analysis is presented in Figure 7, which clearly shows that BPP in-
stances characteristics have a direct influence on the final performance of the 
algorithm.  
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Fig. 7. Causal relations between problem characteristics and final performance 

Figure 8 shows the causal graph for the algorithm characteristics (Devia-
tion_Fitness, New_individuals and Deviation_Best) and the final performance. It 
seems that New_individuals measure (highlighted in yellow) have no relation to 
the final performance, it seems that the procedures used to create new individuals 
are not helping to escape from local optima. 

 

Fig. 8. Causal relations between algorithm behavior and final performance 

Figure 9 includes two scatter plots that associate problem and algorithm behavior 
measures and the theoretical radius of the final solutions of the algorithm. Each plot 
shows the way a feature of problem (t is average weight of the items) affects the be-
havior (Deviation_Best and Deviation_Fitness) and the final performance of the  
algorithm (Teoretical_Ratio). From the examination of the plots it can be seen that 
instances with large items are the easiest. Also, in some cases, diversification of the 
population helps the algorithm to find better solutions. The plot a) shows a very im-
portant algorithmic behavior: for instances with small and medium weight the algo-
rithm does not achieve good results when the best solutions are highly associated 
with each other, indicating that the algorithm is stuck at local optima. In plot b) we 
use different colors to highlight different sets of instances, it can be observed that 
within the same class of instances there are easy and difficult cases. 

 

Fig. 9. Relations between problem, algorithm and final performance measures 

a) b) 
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Figure 10 shows scatter plots illustrating the behavior shown by the algorithm 
in two instances classes. The difference in the complexity inside every instance 
class appears to be caused by the shape of the weight distribution as well as the 
multiplicity and size of the problem. The instances for which the optimal was 
found were marked in blue and the more "difficult" were marked with black. 

 

Fig. 10. Relations between problem, algorithm and performance measures 

After analyzing the performance relations we can infer the following algorithm 
behavior explanations: 

− The main features that reflect the degree of difficulty of an instance of BPP are 
the central tendency and variability of the weights of items. 

− For instances that have similar values of central tendency and variability meas-
ures, the degree of difficulty of the instances is influenced by the form and mul-
tiplicity of the set of weights. 

− The easier instances are those with larger items and greater variability in the 
weights of items. 

− The bigger the problem, relative to the size of the bin (this implies that the 
items are large and/or there are many items), the instance is easier; this may 
possibly be because the solution space is smaller and flatter. 

− The strategies included in the algorithm had good results for instances with 
large items but do not appear to be adequate to address instances with medium 
and small items. 

− For "difficult" instances, strategies for generation of individuals do not allow to 
add diversity in the population and genetic operators do not lead the algorithm 
to new regions. 

5.4   Redesign of the Algorithm and Performance Improvement 

The algorithm behavior explanations gained from the experimental analysis of the 
optimization process of the HGGA-BP algorithm showed that the strategies used 
for the creation of solutions and the search space exploration were not helping the 
algorithm to obtain good solutions for instances with medium and small items, this 
knowledge was used to redesign the algorithm structure by modifying the proce-
dures that had the greatest impact on the algorithm performance.  



Improving the Performance of Heuristic Algorithms 373 

After a detailed analysis of the main strategies that define the structure and be-
havior of the algorithm, the procedures used for the creation and exploration of so-
lutions were modified in order to include a greater diversification and exploitation 
of the search space. We incorporated efficient random heuristics to increase the 
solutions diversity and to prevent the premature convergence of the algorithm 
[13].  

Diversification was added to the population by: a) including different packing 
strategies in the creation of individuals; b) increasing the size of the population; c) 
adding new individuals to replace individuals with repeated fitness. 

Intensification was added to the search by: a) including a new strategy to im-
prove the filling of the bins; b) including a new crossover operator for good solu-
tions; c) including a new crossover operator for the improvement of solutions  
fitness. 

The application of the knowledge obtained in the analysis of the characteristics 
of the optimization process of BPP using the algorithm HGGA -BP, yielded a sig-
nificant improvement in the performance of the algorithm. The final results are 
shown in Table 2, which includes the results obtained by the old and the new ver-
sion of the algorithm. For every class of instances, it first shows the number of test 
cases (Column inst.), followed by the results obtained by each version of HGGA-
BP: the number of optimal solutions found (Column opt.), the average execution 
time measured in seconds (Column time (s)) and the average generation (Column 
gen.). 

The experimental results make obvious the usefulness and applicability of the 
algorithm behavior explanations obtained by means of the experimental approach 
proposed in this work. The effectiveness of the heuristic algorithm HGGA-BP was 
improved from 84.8% to 95.4%. Also, it was possible to outperform results of the 
best state of the art algorithms. HI-BP algorithm [21] was outperformed in three 
instances of the Gau 1 set (TEST0058, TEST0082 and TEST0005). Perturbation-
SAWMBS algorithm [22] was outperformed in three instances of Hard28 set 
(hBPP640, hBPP531 and hBPP814). 

Table 2. Improved results for the HGGA-BP algorithm 

Class inst. 
HGGA-BP Original HGGA-BP Improved 

opt. time (s) gen.  opt. time(s) gen. 
Uniform 80 52 8.53 47 79 1.67 13 
Triplets 80 0 1.90 69 80 5.14 53 

Data Set 1 720 692 2.43 43 718 2.67 19 
Data Set 2 480 450 0.57 10 480 0.90 6 
Data Set 3 10 8 1.75 8 9 8.10 77 

Was 1 100 99 0.05 6 100 0.04 3 
Was 2 100 98 0.34 28 100 0.99 32 
Gau 1 17 9 0.59 54 15 1.92 40 

Hard28 28 5 1.53 90 8 6.75 87 
NIRUP 53 3 1.09 81 3 4.45 89 
Total 1668 1416 1.88 44 1592 3.26 42 

Effectiveness  0.848   0.954   
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6   Conclusions and Future Work 

This work shows that the exploratory data analysis is useful in the study of NP-
hard problems and heuristics algorithms, because it allows identifying clearly 
what are the characteristics of the problem that impact the final performance of the 
algorithms and to what extent they do. 

We propose an experimental approach that combines exploratory data analysis 
techniques for the performance analysis of heuristic algorithms with the objective 
to explain the algorithmic optimization process. As a case study we perform a 
comprehensive study of the optimization process for the Bin Packing Problem 
(BPP) solved by a heuristic algorithm.  

We studied and characterized the structure of bin packing instances and we 
proposed 5 indexes for the bin packing characterization. The optimization process 
of BPP was explained by relations, which allowed us to understand the behavior 
of a genetic algorithm in the solution of BPP instances with different structures. 
The case study confirmed the importance of applying exploratory data analysis 
techniques as a guide for understanding the performance of algorithms. The know-
ledge gained from models of explanation led to improve performance of the 
HGGA-BP algorithm, correcting the effectiveness of 84.89% to 95.44% for a set 
of 1668 instances, outperforming the effectiveness of the best state of the art algo-
rithms in some instances. 

As future work, in the case of the genetic algorithm, we are planning to make a 
deeper study within the features of the algorithm which seem to be the most prom-
ising to increase the final performance and design new models that includes the 
impact of the parameters that control the behavior of the algorithm in order to ob-
tain more detailed explanations of the optimization process. 

In general, it is expected that the work presented in this paper represents a 
guideline to study the performance of heuristic algorithms through the application 
of exploratory data analysis techniques in other algorithms and optimization prob-
lems. The experimental approach presented in this work allows obtaining a deep 
understanding about algorithmic behavior; this knowledge can be used to improve 
the performance. 
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Abstract. In this paper, we present the development of a Decision Support System 
(DSS) for the project portfolio selection problem, financed with public funds. The 
selection of the portfolio is a complex optimization problem with multiple 
subjective criteria, which are difficult to compare. The Decision Maker (DM) has 
to find a manageable and most preferred set among many non-dominated 
(efficient) solutions. There is a vast variety of techniques and software for multi-
criteria decision making. However, the portfolio selection is an area that requires 
more and better software. An interactive “Framework” is presented; it is designed 
to help the DM to select the best portfolio in a flexible way. The Framework is 
based on the classic decision process of Simon, the SMART method and a friendly 
man-machine interface. The SMART method was adapted to allow the DM the 
discovery of his preferences and to express them on the terms of the objective 
weights and budget constraints. The graphic user interface assist the DM through 
the visualization of the impact on the change of preferences and also on the 
projects within a reference portfolio, this way he can make a decision or adjust the 
necessary changes. 

1   Introduction 

This article addresses the development of a Decision Support System (DSS) for 
project portfolio selection to be financed by public funds (SPP, Social Portfolio 
Problem). Portfolio selection is a complex optimization problem involving 
conflicting, subjective criteria difficult to compare. 

According to Weistroffer [1], the general problem for the implementation of 
DSS for project selection is in its beginning and there are few studies on it. 
Weistroffer criticizes the current DSS and mentions that there is not a 
methodology that is best for all problems of project portfolios. 
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By the above, in the present investigation a framework was developed that 
allows interaction of the decision maker (DM) with the decision process involved 
in selecting public portfolio. 

One of the main tasks of management in government organizations at all levels 
is to evaluate a set of social impact projects competing for financial support. With 
an amount to distribute less than the demand, the benefit to all competing projects 
cannot be granted. The decision on the allocation of resources is regularly held by 
a person who will make the decision whether or not resources goes to a particular 
project. 

Under certain restrictions determined by the orientation of public policies, 
quality portfolios projects just be formed which maximize the impact (with 
ideological connotations of the decision maker) of the chosen solution (see Fig.1). 
This is an big social problem that the cost of poor solutions is simply immense, 
but its complexity has prevented so far real progress to solve it. 

 

Fig. 1. Decision Maker 

Counting on a framework to guide them through an appropriate order of steps, 
applications and data conversions, large organizations that distribute public 
resources for public projects may choose, through a framework, projects that have 
a greater benefit to society and therefore optimize their resources. It is expected 
that the realization of this project will contribute to decision-makers to make 
proper use of public resources. 

This paper is organized in five parts, starting from the introduction. The second 
section reviews the general Portfolio Selection Problem that occur during the 
resources allocation. This problem involves differrent kinds of situation, wich 
requires different solution. For this reason, the third section describes three 
solution approaches, based on multi-criteria optimization, for the Social Portfolio 
Problem (SPP). Besides, it is well known that the decision maker (DM) has to find 
an acceptable (compromise) solution from among many efficient (non-dominated) 
solutions given by optimizers. Because the rational capacity of human being is 
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limited for this task, an interactive Decision Suport System (DSS) is imperaty to 
mainly identify the most preferred solution. Section 4 analyzes the literatura 
related with frameworks to develope DSS´s. Finally, Section 5 presents our 
framework proposed for SPP. 

2   Project Portfolio Selection 

A project can be defined as a complex effort, usually less than three years, 
consisting of interrelated tasks carried out by various organizations, with a clear 
objective, timetabled and a budget. A portfolio is a set of projects undertaken 
under the administration of an organization. These projects must compete for 
scarce resources, because usually the resources provided by the organization are 
not sufficient to carry out all proposed projects for the portfolio. The project 
portfolio selection is the activity of creating a portfolio from the proposed projects 
of the organization, which met in the best way with the objectives set by the 
organization, and not exceeding the amount of resources given or breaking other 
constraints given by managers.  

The portfolio selection process use assessment and evaluation techniques 
divided into three stages: 

 

• Strategic considerations. The techniques used at this early stage may help 
in determining a strategic approach to the overall distribution of the 
budget for the portfolio. 

• Individual assessment of projects. Techniques at this stage can be used 
for evaluating projects independently of the others.  

• Portfolio Selection. This last stage deals with the portfolio selection 
based on the parameters of candidate projects. For Example, the project 
synergy is important because the value of the portfolio is different from 
the sum of the values of the individual projects. 

 

Following this three-stage process, Archer [13] proposes a set of suggestions that 
specify the requirements that addresses each phase: 
 

Stategic Considerations Phase 

Strategic decisions relating to the portfolio approach and budget considerations 
must be made in a broader context that takes into consideration internal and 
external business factors before the portfolio is selected.   

A framework for selecting projects must be sufficiently flexible to allow 
interested parts to choose a way forward with specific techniques or 
methodologies which they are comfortable, to analyze relevant data and make 
decisions about the types of projects on hand. 

To simplify the portfolio selection process, it should be organized in a number 
of stages, allowing decision makers moving logically toward a comprehensive 
consideration of the projects most likely to be chosen based on theoretical models.  
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Users should not be overloaded with unneeded data, but should be able to 
access relevant information when needed. 

Project Evaluation Phase 

Common Measurements should be chosen that could be calculated separately for 
each project under consideration. These allow a fair comparison of the projects 
during the selection process. 

The current projects that have reached milestones should be re-evaluated while 
new projects are being considered for selection. This allows a combined portfolio 
to be generated without violating the resource constraints at regular intervals due 
to (a) compliance of the project or neglect, (b) new project proposals, (c) changes 
in strategic focus, and (e) changes in the environment. 

The filtering should be used, based on carefully specified criteria to eliminate 
projects to be considered before the portfolio selection process is carried out.  

Portfolio Selection Phase 

Interactions of projects (synergy) through direct dependencies or resource 
competition should be considered in selecting the portfolio.  

The selection of the portfolio must take into account the time-dependent nature 
of the resource consumption of projects. 

Decision makers must provide interactive mechanisms to control and cancel 
any portfolio generated by any algorithm or model, and also should receive 
feedback from the consequences of such changes. The project portfolio selection 
should be adaptive to environments for decision support groups. 

3   Social Portfolio Problems, SPP 

The selection of projects of a social portfolio, unlike the selection with other types 
of projects (Research and Development, Information System and Financial 
investment), requires a special treatment for the following reasons [2]: 

 

a) The quality of projects is usually described by multiple-criteria that are 
often in conflict. 

b) Often, the requirements are not known accurately. Many concepts have 
no mathematical support due their entire subjective nature.  

c) The heterogeneity among potential projects in a portfolio, making it 
difficult to compare. 

d) Information provided by the DM, is not strong so it can be called 
incomplete preference information. 

e) The impact on social prosperity, which is the most important concept of 
the problem of public project portfolio, is a variable of subjective nature 
and usually takes very long term to achieve the expected benefit, depends 
on the DM put a value on this variable for each project. 
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The above points are characteristic of public projects such as projects focused to 
education, health, public transport and general prosperity. To our knowledge, there 
are only two scientific approaches concerning this type of project portfolio [2]: 

 

1) The most used is the cost-benefit analysis. Some statistical techniques 
can reduce the number of variables of a project to easily represent a 
monetary value. 

2) Using multi-criteria analysis to explore the preferences of the DM as 
well as manage the inherent complexity of DM. Multi-criteria analysis 
is a good alternative to overcome the limitations of cost-benefit 
analysis, since it can handle ambiguous and intangible preferences and 
conditions of veto. Multi-criteria analysis provides techniques for 
selecting the best project or a small set of best projects that are 
equivalent, classifying the projects into several categories according to 
predefined preferences or priorities given by the DM.  

3.1   Multi-criteria Solution Approaches 

Using multi-criteria analysis, the decision on which projects should receive 
funding, may be based on the best individual projects or based on the best 
portfolio on the set of all feasible portfolios. For the problem of public portfolio is 
insufficient to compare projects with each other, as this does not guarantee that all 
the best projects is the best portfolio. 

For example, under the scenario of portfolio selection, it is possible to reject a 
good project (in terms of social impact), because it requires an excessive financing 
that might conflict with the preferences of a decision maker who wants to 
encourage more projects. 

The preferences of the decision maker, to form a portfolio, can be modeled from 
different perspectives, using different approaches to reach the goal. These 
approaches depend on who the decision maker is (A single person or a 
heterogeneous group), and how much effort the DM is willing to invest in finding 
the solution to the problem. This work considers the information about the impact of 
projects; their quality can be obtained from the DM using three different approaches 
to solving this problem, two of them are described in the following sections. 

Value Function 

Given a set of premises (insufficient funds, projects that meet minimum 
requirements of acceptability, ethical conduct, etc.), it is possible to create a value 
model for portfolios from the perspective of the main decision maker (SDM, 
Supra Decision Maker). The set of premises to consider might be based on the 
following assumptions [9]: 

 

a) Each project and each portfolio has a subjective value for the SDM, even 
if the initial value can not be quantified. 

b) The SDM have a consistent system of preferences or has aspirations to 
build it.  
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c) The SDM want to invest a considerable amount of mental effort in order 
to define the consistent set of preferences and produce the value model. 

Priority Ranking 

Flerida develops a model for the composition of socially oriented portfolios [14]. 
Information concerning the quality of the projects is in a priority (ranking) of 
projects, which can be obtained by a suitable application of an adequate multi-
criteria method, but the ranking does not take a proper assessment of social impact. 

The model provides a preference relation on the portfolio positions in the 
ranking of projects, project costs and the rejection of the DM toward costly 
projects. A better portfolio is mainly found through multi-objective optimization 
respect to the violations of preset preferences of the decision maker and the 
cardinalities of competing portfolios. 

An example of this approach is the division of the ranking in five categories 
labeled as Vanguard, Medium-High, Medium, Medium-low and Rear. With this 
characterization four preference relations are built according to the ranking: 
absolute preference, strict preference, weak preference and indifference. 

It is necessary to compare the quality of the portfolios to find the best. The best 
portfolio is defined not only by the quality of the projects but also by the number of 
projects it contains. Some discrepancies may be acceptable between the information 
given by the ranking and the decisions concerning the approval of some projects, 
provided that this increase in the number of projects in the portfolio. However, this 
inclusion should be controlled because the admission of unnecessary discrepancies 
when comparing portfolios is equivalent to underestimate the ranking information. 
The model of Flerida considers 3 objectives: 

 

1) Number of strong discrepancies (Ds) 
2) Number of weak discrepancies (Dw) 
3) Portfolio cardinality (nc) 

 

The portfolio to be elected should be the best solution to the multiobjective 
problem: 

      Minimize (Ds, Dw) 
 
                                                     Maximize (nc)     (1) 
 

C ∈ RF 
 

Where C denotes portfolios and RF is the feasible region according to budgetary 
constraints.  

4   Frameworks for the Development of Decision Support 
Systems 

In the work presented by Jichang Dong, et al. [3], a framework for portfolio 
selection is proposed, which is adaptable to the needs of financial organizations 
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and individual investors. It focuses on the implementation of a web-based 
framework, adopting technologies such as online analytical processing, as an 
additional tool for analysis, as well as the parallel use of a virtual machine to 
improve overall performance. This framework, however, leaves many problems 
unresolved, like the problems of transaction costs, multi periods and incomplete 
information. On the other hand, it does not use many of the existing 
methodologies and models because they are too complex and require lots of input 
data. 

RPM is a methodology for decision support to analyze portfolio problems with 
multiple criteria [4]. The RPM framework extends the use of preferential 
programming methods in the portfolio problem. RPM is based on the calculation 
of the set of non-dominated portfolios accord to the incomplete information. It 
includes performance measures that help to analyze the attractiveness, robustness 
of portfolios and individual project proposals. According to the authors, this 
approach provides a systematic and transparent framework for decision support 
that may have a valuable contribution in the selection of project portfolio, 
especially when the number of proposals is high. In summary the RPM approach 
provides: 

• A scoring model applicable to the evaluation of the projects. 
• Proactive Analysis of uncertainty parameters (robustness). 
• Identification of projects to be unquestionably included or excluded.  
• Analysis and negotiation of projects on the border. 
• Transparency of individual projects through performance measures. 
•  Tentative/split Conclusions at any stage of the selection process. 
• A variety of functions to plot interactively the decision support. 

In the research done by Castro [6], it is designed an extensible framework that 
serves to adjust algorithms for exploration and optimization of the space of the 
project portfolio of R & D in public organizations by implementing a factorial 
experiment. The framework can also be used for adjusting parameters in 
optimization methods for the project portfolio of R & D in public organizations.  

The implementation of the framework is incomplete without logbook functions 
and data recovery; there is no possibility to compare different methods for 
portfolio optimization.  

The framework was designed following a three-tier architecture design 
paradigm: the Model-View-Controller. The functions are grouped into packages 
seeking a balance between the internal cohesion of each packet and the coupling 
with the rest of the packets. 

Among the most representative researchers are Dong [3] and Liesio [4]. Table 1 
shows these and others. The analysis of related work reveals that the activities that 
have been less addressed can be seen in column 5 and column 7, they are related 
with the generation of a reference portfolio and the architecture design, 
respectivately. This paper proposes a DSS that cover all the analyzed stages of the 
decision-making through a comprehensive architectural design. 
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Table 1. Comparative table of frameworks for decision support systems 

- 

Project Capture 
Interaction 

with the DM 

Reference 

Portfolio 

Generation 

Architechture 

Data Preferences Conceptual Physical 

Dong, et. 
al [3] 

✓ ✓ ✓ - ✓ - 

Castro  
[6] 

✓ - - - - ✓ 

Liesio  
[4] 

✓ ✓ ✓ - ✓ - 

Lourenco
[7] 

✓ - ✓ - - - 

Yeh, et. 
al. [8] 

- ✓ ✓ - ✓ - 

Este 
trabajo 

✓ ✓ ✓ ✓ ✓ ✓ 

5   Framework Proposal 

We designed an interactive DSS to assist the DM to select the best portfolio in a 
flexible manner. The core of the DSS is a Framework, which includes the SMART 
method and a friendly man-machine interface with the next characteristics: 

 

1) The SMART method was adapted to allow the DM the discovery of their 
preferences and to express them in terms of weights of the objectives and 
budget constraints. 

2) The Framework is based on the classical process of decision making by 
Simon [9], and the model-view-controller paradigm. 

3) The graphical interface assists the DM by visualizing the effects of 
changes in their preferences and projects on a reference portfolio, so a 
decision can be made.  
 

5.1   SMART Method for Preferences Elicitation 

To obtain the preferences, the SMART (Simple Multi Attribute Rating Technique) 
[10] method was adapted; at each stage the DM is involved with the required 
information: 

 

1) Identify the alternatives and relevant attributes for the problem and for 
each attribute assign a value to each alternative. These values form a 
descending order of preference. 

2) For each attribute determine the associated absolute weight expressed as 
a percentage of preference and according to the established order. 

3) For each alternative distribute the absolute weight associated with the 
evaluated attribute according to their preferences. 
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4) Calculate the relative weights of each alternative with its attribute, based 
on the percentages given. 

5) Perform sensitivity analysis to check the consistency of preferences; this 
implies repeating the process until the DM requires it. 

5.2   Model-View-Controller 

The MVC (Model-View-Controller), see Figure 2, allows us to separate the 
control logic (what needs to be done but not how), business logic (how things are 
done) and the presentation logic (how to interact with the user). MVC is 
recommended for design interactive web applications [11]. Using this type of 
pattern is possible to achieve higher quality, an easier maintenance and extension. 
One of the most important things that allow the use of this pattern is to normalize 
and standardize the software development. 

The architecture of the DSS framework was design by the Model-View-
Controller pattern with the next general functions:  

 

• In the view layer, the user interface is developed. 
• In the controller layer, the problem of portfolio selection of social 

projects is solved. 
• In the Model layer, there are the protocols for: data import, incorporation 

of obtaining methods and incorporation of optimizers. Also this layer 
includes two entities: database and libraries. 

 

Fig. 2. MVC pattern for SPP 

5.3   Decision Making Process Based on Simon 

Another perspective of the architecture of the framework was design following the 
traditional process of decision making of Simon: Intelligence, Design and Selection, 
as shown in Figure 3. The interaction with the DM is detailed in Figure 4. 
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Fig. 3. Decision making process for SPP 

 

Fig. 4. Interaction with the DM 

5.4   Architecture 

The architecture shown in Figure 5 is the result of the integration of three 
conceptual independent designs: model-view-controller (MVC in Figure 2), 
decision making processs (DMP in Figure 3) and user interaction (Figure 4).  The 
modules with solid lines were implemented with simple stategies to show the 
feasibility of the proposed method for preference elicitation. The dotted lines 
represent what was left out for future work.  
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The description of the final architecture follows the DMP phases (intelligence, 
design and election), for each phase the three layers of MVC are explained. 
Because in the social portfolio selection users can participate in all processes, 
restricting their tasks, we decided not to make a roles distinction in this 
architecture and include it as an access control scheme. 

Intelligence 

The intelligence phase within the view layer, involve the data capture of the 
instance, the project evaluation capture, the capture of preferences. All of these are 
within the Intelligence since they involve an in depth preliminary analysis. 

In the controller layer, there are the goals, scales, projects and project 
evaluation breakdown of preferences methods, each of these in this layer 
undergoes a consistency and coherence checker. 

In the model layer is the protocol for data import, so that data can be processed, 
these should preferably be in the same format, and the protocol to incorporate 
techniques of project evaluation and preference disaggregation. 

Design 

Here we find the capture of expected portfolios provided by the DM. It will be a 
reference profile of alternatives and used for the comparison of portfolios, all in 
the view layer, due this is what the end user see. The DM forms his reference 
portfolios and has the possibility to compare these portfolios against generated by 
optimizers, recommenders and benchmark portfolios. 

In the controller layer, we have the methods of obtaining preferences and 
portfolio evaluation; here also all of of these undergoes a consistency and 
coherence checker. 

In the Model layer, we need protocols for the incorporation of new methods to 
get the decision maker's preferences by elicitation and methods for the portfolio 
evaluation 

Election 

In the view layer, we have the visual representation of the recommendation, it 
represents visually the portfolios for the user and the projects that are in the 
portfolio, and it presents the information in a visual and friendly manner. 

In the controller layer, we Optimization Manager, which is where the optimizers 
developed by the network, in the future it is planned that in this part the algorithms 
for different approaches to the public portfolio problem will be stored. The 
architecture provides the existence of three approaches for solution (function value, 
rank, Fuzzy Preference Relation), which help the DM depending on the amount of 
effort willing to contribute. Also, here is also the recommendation manager. 

The Model layer have the protocol for the incorporation of portfolio optimizers 
and the protocol to incorporate recommenders. The latter is necesarry to overcome 
the limited rational capacity of the DM to deal with a big set of optimized 
portolios. 
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5.5   User Interface 

The Figures 6 and 7 correspond to two screens showing a part of the interaction of the 
DM with the DSS. The first shows the result of applying the SMART method to 
generate two reference portfolios. In the second, the user can choose the final portfolio 
looking at the impact of the portfolios, which are differentiated by colored bubbles. 

 

Fig. 6. Weights Editing 

 

Fig. 7. Presentation of the recommendation 
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6   Conclusions and Future Work 

A DSS was developed for the portfolio selection problem of social projects with 
the following contributions: 
 

a) A Framework based on MVC that involves the entire decision making 
process (Intelligence, Design, Election) and its interaction with the DM. 

b) A simple method for obtaining preferences of a single DM. 
c) A simple and intuitive interface, which facilitates the obtaining of DM 

preferences, without so many complications, and visually displays the 
effects of changes in their preferences. 

 

The proposed solution helps to solve some issues involved with the interaction of 
a single DM whose preferences are difficult to obtain. Because in the subjective 
world, the opinions vary widely and consensus between DM´s and the 
organization is hard to find, we need a new robust method that consider all this 
interactions. Besides, as a future work an evaluation in terms of usability is 
considered. 

Other recommendations of future work are: 
 

• Design and implement of the DSS with multiple views, either for each 
type of user, the available time of the DM,  and the access control 
scheme. 

• Develop protocols to have and extensible DSS, that can be easily 
upgraded with new methods. 

• Complement the DSS with different solution approaches to the problem 
of social project portfolio, as well as the group decision support for these 
approaches. 
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Abstract. The efficiency of a maritime container terminal mainly depends on the 
process of handling containers, especially during the ships loading process. A 
good stowage planning facilitates these processes. This paper deals with the con-
tainership stowage problem, referred to as the Master Bay Plan Problem (MBPP). 
It is a NP-hard minimization problem whose goal is to find optimal plans for stow-
ing containers into a containership with a low containership operation cost, subject 
to a set of structural and operational restrictions. For MBPP, data are not available 
for confidentiality reasons. The lack of a performance evaluation benchmark of 
solution algorithms for MBPP raises the need for a generation of instances. Due to 
this limitation, we present a generation scheme of instances for the MBPP, which 
is based random generation according on selected sets of parameters. The parame-
ters are variable within certain ranges to characterize the vessel and containers; the 
ranges are real-life values taken from the literature. A constructive loading heuris-
tic for stowing containers into a containership is proposed in this paper to have 
reference solutions. An instance set, its known-best solutions and the generator are 
available on-line. 

1   Introduction 

Stowage planning for container ships is a core activity for the shipping lines. This 
problem, known as MBPP, is a difficult problem due to the combinatorial nature 
of alternative allocations of containers stowed at locations on the ship, and the 
number of constraints associated with the type of vessels and containers. Good 
planning of stowage container has great impact on a port terminal, because it faci-
litates loading and unloading of containers, which have high cost. 

Several researchers have proposed various algorithms for solving real-world in-
stances, but their results are not repeatable, because the instances are not available 
for confidentiality reasons. In this sense, there is no a reference point for  
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comparing the quality of the proposed algorithms. One possibility is to use the re-
sult obtained by the algorithms on the same set of artificial instances. Another al-
ternative is to use the limits produced by exact methods. In this paper we propose 
a simple strategy following the first approach. 

With the proposed generator, instances are obtained randomly by considering 
ranges of the parameters that define an instance of MBPP. These ranges were de-
termined from reports in the literature for real-world instances. In order to have 
reference solutions, we create a set of instances and propose a Constructive Load-
ing Heuristic, which does the stowage of containers without considering load ba-
lancing. The algorithm, instances and its solution are available online to enable the 
reproduction of our experiments and the evaluation of new algorithms. 

This paper is organized into seven parts. The second section reviews basic con-
cepts. The third section describes MBPP. Section 4 presents a heuristic proposed 
to solve MBPP. Section 5 describes the proposed instances generator. Section 6 
corresponds to the experimentation.  

2   Background 

In this section the information related to research is described. The concepts of a 
port terminal are very wide; the most commonly used in this work are described 
below. 

2.1   Maritime Port 

Ports are interfaces between the different transport modes and are typically  
combined transport centers. In short, they are multifunctional, commercial and in-
dustrial areas when the goods are not only in transit, but also are handled, manu-
factured and distributed. The ports are multifunctional systems, which, to function 
properly, must be integrated into the global logistics chain [1, 2]. 

2.2   Port Terminal 

In a port, maritime terminals can be found, that are specific sections of the port 
where a company or more can make loading and unloading operations of goods 
and all other operations required to perform these processes. The maritime termin-
als have operation and flow of containers areas [3, 4]. 

2.3   Container 

A container is a metal box in which goods can be stored. Each container has a 
weight, height, length, and port where it has to be unloaded (discharge port), and 
may need to be provided with electric power (reefer container). Containers can be 
20’, 40’, or 45’ long, and 8’6” or 9’6” high (high-cube containers). 
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Each cell in a stack can hold one 40-foot container or two 20-foot containers, 
but there may be some cells in the location that are limited to a single length. Con-
tainers that are already on board the vessel when the stowage plan is made are 
called loaded containers. A container in a stack is overstowing another container 
in the stack if it is stowed above it and discharged at a later port. An overstowing 
container is expensive, since it must be removed in order to discharge the over-
stowed container [5]. 

The basic container unit today is of size 20’×8’×8’6” (length, width, height), al-
so referred to as a TEU (Twenty-foot equivalent unit). The containers prevailing 
in maritime, road, and rail transport have a length of 40’ feet, represented by two 
TEU, but also referred to as FEU (Forty foot equivalent unit) [6]. 

2.4   Container Vessel 

Container vessel is a ship that transports box formed containers on a fixed cyclic 
route. The cargo space of a vessel is divided into bays. Each bay is divided into an 
on deck and hold part by a hatch cover, which is a flat, leak-proof structure that 
prevents the vessel from taking in water and allows containers to be stowed on top 
of it.  On and below deck parts of a bay are transversally divided into stacks that 
are one container wide and are composed of two TEU stacks and a FEU stack. We 
can see all these elements in Figure 1  [5]. 

 

Fig. 1. The arrangement of cargo space in a container vessel 

2.5   Locations in the Vessel 

Vessel contains a set of locations, and each one is identified by three indices. In 
particular, each location is addressed by the following identifiers:  

•  Bay, that gives its position relative to the cross section of the ship 
(counted from bow to stern).  

•  Row, that gives its position relative to the vertical section of the corres-
ponding bay (counted from the centre to outside). 

•  Tier, that gives its position related to the horizontal section of the corres-
ponding bay (counted from the bottom to the top). 
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Thus a container is located in a given bay, on a given row and on a given tier [5, 7, 
8]. The Figure 2 shows that each 20’ bay is numbered with an odd number, i.e. 
bay 01, 03, 05, etc., while two contiguous odd bays conventionally yield one even 
bay, for the stowage of 40’ containers, i.e. bay 06= bay 05 + bay 07. The effective 
even bays depend on the particular structure of the ship under consideration but, in 
any case, each even bay, is associated with two contiguous odd bays.  

As for the second index (row), ship locations have an even number if they are 
located on the seaside, i.e. row 02, 04, 06, and an odd number if they are located 
on the yard side, i.e. row 01, 03, 05, etc.  

Finally, for the third index (tier), the levels are numbered from the bottom of 
the hold to the top with even number, i.e. tier 08, 10, 12, etc., while in the upper 
deck possible numbers are 82, 84 and 86. Note that, in the final stowage plan such 
tier numbers allow the containers stowed in the hold to be distinguished from 
those in the upper deck. 

 

Fig. 2. Cross-sectional view of a containership [9] 

3   Description of Master Bay Plan Problem 

The stowage of a containership is carried out daily by each terminal management. 
This problem can be to define as following [7]:  

Given a set C of n containers of different types to be loaded on the ship and a 
set S of m available locations on the containership, we have to determine the as-
signment of each container to a location of the ship, in such a way, to satisfy all 
the given structural and operational constraints related to ship and containers, and 
to minimize the total stowage time. 

In MBPP each container ܿ ∈ ݈ must be stowed in a location ܥ ∈ ܵ of the ship. 
The l-th location is actually addressed by the indices i, j, k representing, respec-
tively: the bay (i), the row (j), and the tier (k). We denote by I, J and K, respective-
ly, the set of bays, rows and tiers of the ship, and by b, r and s their corresponding 
cardinality. 
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The objective function is expressed in terms is the sum of the time ݐ௟௖ required 
for loading a container c, ܿ׊ ∈ ݈׊ ,in location l ,ܥ ∈ ܵ, such that ܮ = ∑ ௟௖௟௖ݐ . 
However, when two or more quay cranes are used for the loading operations the 
objective function is given by the maximum over the minimum loading time (ܮ௤) 
for handling all containers in the corresponding ship partition by each quay crane 
q, that is ܮ = maxொ஼ሼܮ௤ሽ, where QC, is the set of available quay cranes.  

The main constraints that must be considered for the stowage planning process 
for an individual port are related to the structure of the ship and focused on the 
size, type, weight, destination and distribution of the containers to be loaded. The 
description of each of them will be found below. 

Size of containers. Usually, set C of containers is considered as the union of two 
subsets, T and F, consisting, respectively, of 20 and 40 feet containers, such that ܶ ת ܨ = ∅ and ܶ ׫ ܨ =  Containers of 40 feet require two contiguous locations .ܥ
of 20 feet. Note that according to a practice adopted by the majority of maritime 
companies, bays with even number are used for stowing 40’ containers and corres-
pond to two contiguous odd bays that are used for the stowage of 20’ containers. 
Consequently, if a 40’ container is stowed in an even bay (for instance bay 02) the 
locations of the same row and tier corresponding to two contiguous odd bays (e.g. 
bay 01 and bay 03) are not anymore available for stowing containers of 20’. 

Type of containers. Different types of containers can usually be stowed in a 
containership, such as standard, carriageable, reefer, out of gauge and hazardous. 
The location of reefer containers is defined by the ship coordinator (who has a 
global vision of the trip), so that we know their exact position. This is generally 
near power points in order to maintain the required temperature during transporta-
tion. Hazardous containers are also assigned by the harbour-master’s office which 
authorizes their loading. In particular, hazardous containers cannot be stowed ei-
ther in the upper deck or in adjacent locations. They are considered in the same 
way as 40’ containers. Note that, for the definition of the stowage plan we consid-
er only dry and dry high cube containers, having exterior dimensions conforming 
to ISO standards of 20 and 40 feet long, either 8 feet 6 inches or 9 feet 6 inches 
high and 8 feet depth.  

Weight of containers. The standard weight of an empty container ranges from 2 
to 3.5 tons, while the maximum weight of a full container to be stowed in a con-
tainership ranges from 20–32 and 30–48 tons for 20’ and 40’ containers, respec-
tively. The weight constraints force the weight of a stack of containers to be less 
than a given tolerance value. In particular the weight of a stack of 3 containers of 
20’ and 40’ cannot be greater than an a priori established value, say MT and MF 
respectively. Moreover, the weight of a container located in a tier cannot be great-
er than the weight of the container located in a lower tier having the same row and 
bay and, as it is always required for security reasons, both 20’ and 40  containers 
cannot be located over empty locations. 

Destination of containers. A good general stowing rule suggests to load first 
(i.e. in the lower tiers) those containers having as destination the final stop of the 
ship and load last those containers that have to be unloaded first. 
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Distribution of containers. Such constraints, also denoted stability constraints, 
are related to a proper weight distribution in the ship. In particular, we have to ve-
rify different kinds of equilibrium, namely: 

•  Horizontal equilibrium:  the weight on the right side of the ship, includ-
ing the odd rows of the hold and upper deck, must be equal (within a giv-
en tolerance, say ଵܳ) to the weight on the left side of the ship. 

•  Cross equilibrium: the weight on the stern must be equal (within a given 
tolerance, say ܳଶ) to the weight on the bow. 

•  Vertical equilibrium: the weight on each tier must be greater or equal 
than the weight on the tier immediately over it. Let us denote by L and R, 
respectively, the set of rows belonging to the left /right side of the ship 
and by A and P, respectively, the sets of anterior and posterior bays of the 
ship. 

The MBPP is NP-hard combinatorial optimization problem. In Avriel et al. [10] 
the demonstration of the complexity is presented. The following defines the  
problem. 

Given: ܵ = Set of available locations on the ship, where the s-th location is 
identified by the indices ݅, ݆, ݇, such that ݅ ∈ ݆ ,ܫ ∈ ݇ y ܬ ∈  ܭ
representing, respectively its bay, row and tier address. ܥ = Set of containers to be loaded into the ship. ܶ = Stowage time required for loading the set of containers. Each ݐ௟௖ is 
given by time for handling container ܿ from the quay to the location  ݈ of the ship. 

We seek a solution ܺ, that minimize the total stowage time L: 

ܮ ݊݅ܯ = ෍ ෍ ௟௖ ௖∈஼௟∈ௌݔ௟௖ݐ  

ܺ ∈ ܴி 

(1) 

Where: 

 ,௟௖  are binary variables (0,1) of decision of the problem, ݈ = 1, … , |ܵ|, ܿ = 1ݔ •
∋ ௟௖ݔ and |ܥ| , … ܺ. 

• ܴி is the feasible region determined by five types of restrictions on container 
(size, type, weight, destination and distribution). 
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4   Constructive Loading Heuristic 

The constructive loading heuristic proposed is described in Algorithm 1. This heu-
ristic has as purpose to construct an initial solution for MBPP. This proposal does 
not consider the constraint of distribution of containers. 

The operation of the Algorithm 1 can be divided into three phases. In the initial 
phase (Line 1), the set of containers ܥ is partitioned in 2ൈ  is ܦ subsets, where ܦ
the total number of destination ports. Each subset is identified by ܥ௛௑, where ݄ = 1, … , ܺ and ܦ ∈ ሼܶ,   .ሽܨ

In the last one phase of the algorithm (Lines 3 to 20) is trying to load containers 
into the vessel. First containers belonging to ܥ௛் (Lines 4 to 19) are assigned and 
subsequently this procedure is repeated again to load containers belonging to ܥ௛ி. 
In this procedure first the containers of each subset is sorted in decreasing order of 
the weights (Line 4). Then the largest number of containers to locations available 
to each bay of each subset ݄ܺ is trying to assign (Lines 5 to 15), so that the hea-
viest to be loaded first (Lines 7 to 13). Finally in this last phase, the remaining 
containers are trying to locate above the loaded containers, without violating the 
size, weight and destination constraints (Lines 16 to 19). 

Algorithm 1. Constructive loading heuristic (CHL). It generates an initial solution 
for MBPP. 

1. Let ܥᇱ = ሼܥଵ, ,ଶܥ … , ,௛ܥ … , -஽ሽ be a partition of C, where Ch deܥ
notes the set of containers having as destination port 
h. Split Ch according to the type of containers, that is 
20’ and 40’, thus obtaining sets ܥ௛் and ܥ௛ி, respective-
ly. 

2. Apply the bay partitioning procedure based in Ambrosino 
et al. [11] to determine the subsets ܫ௛ ك -of bays as ܫ
signed to destination h, h=1,…,D. Split each Ih according 
to the type of bays, that is 20’(odd bays) and 40’ (even 
bays), thus obtaining sets ܫ௛் and ܫ௛ி, respectively. 

3. For each destination h, starting from the last one (D) 
back to 1, assign first containers belonging to ܥ௛் 
(Twenty) as follows: {this cycle (Lines 3 to 20) is re-
peated for containers belonging to ܥ௛ி (Forty)} 

4. Sort ܥ௛௑ (where ܺ ∈ ሼܶ,  ሽ) in decreasing order of theܨ
weights. 

5. Repeat – While ܥ௛௑ ് ∅ and ܫ௛௑ ് ∅ 
6. Select i ∈ I୦X, the first one on the set 
7. For cont=1 to |ܥ௛௑| 
8. For k=1 to K  
9. For j=1 to J  
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10. If location (݅, ݆, ݇) is available, assign con-
tainer ܿ ∈ ,݅) ௛௑ to locationܥ ݆, ݇), then set ܥ௛௑ = ௛௑ܥ ך ሼܿሽ, cont=cont-1, k=K and j=J. 

11. End For 
12. End For 
13. End For 
14. Set ܫ௛௑ = ௛௑ܫ ך ሼ݅ሽ 
15. End While 
16. If ܥ௛௑ ് ∅ and ܫ௛௑ = ∅, try to locate the remaining con-

tainers without violating the size, weight and desti-
nation constraints as follows: 

17. If ܥ௛் ് ∅, the remaining containers are possibly 
located above 20’ containers having destination h’ 
≥ h without violating the weight constraints. 

18. If ܥ௛ி ് ∅, the remaining containers are possibly 
located above 20’ containers if they have the same 
destination, otherwise, either above 20’ or 40’ 
containers having destination h’ ≥ h, provided that 
the weight constraints are satisfied. 

19. End If 
20. End For 

5   Instances Generator Description 

Recent work analyzed so far have worked with industrial collaborators, there-
fore to validate their proposed approaches, they have used real test instances, 
which are private [1]. Due to this limitation, in this work we present an instances 
generator for MBPP; the main characteristics of this generator are described  
below. 

The proposed generator is based on selected sets of parameters. The supported 
parameter values are listed in Table 1. Certainly, some dependencies among pa-
rameters may exist, e.g. the containers number to be loaded will likely correlate 
with the vessel capacity (TEUs of the ship). However, we have not restricted the 
parameterization of the generator with regard to this, in order to provide highest 
possible flexibility for the generation of MBPP instances. 

The instances, that are generated thought the proposal scheme, have some par-
ticulars characteristics, as well the container vessel as the set of containers, at this 
moment. Figure 3 shows the structure of the generated output file. The first 12 
rows are for the single parameters. The next n rows are for specify the containers 
to load; each row has five parameters for one container. The final rows are for the 
average loading time of any container into each vessel location; the set of times is 
specified as a matrix of r ൈ   The next section details and exemplifies this  .ݏ
format. 
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Table 1. Parameter values 

Parameter Description Ranges 

B Number of even bays {6,  11} 

R Number of rows  {4, 12} 

S Number of tiers {5, 11} 

sH Number of tiers in the hold {3, 6} 

sD Number of tiers in the deck {2, 5} 

Q1 Maximum horizontal equilibrium tolerance  in tons {20, … , 30} 

Q2 Maximum cross equilibrium tolerance  in tons {40, … , 50} 

MT 
Maximum vertical equilibrium tolerance  in tons for 
20’ containers 

{45} 

MF 
Maximum vertical equilibrium tolerance  in tons for 
40’ containers 

{66} 

TEU Number of containers in TEUs {138, … , 1800} 

N Number of containers in absolute number (#) {100, … , 1413} 

T Number of 20' containers  {62, … , 1026} 

F Number of 40' containers  {38, … , 387} 

L Number of containers for low weight  class   {46, … , 424} 

M Number of containers for medium weight  class   {50, … , 848} 

H Number of containers for high weight  class   {4, … , 141} 

D Number of the destination port {2 , 3} 

ND Number of containers for each destination {40, … , 721} 

LL Lowest loading time (times are in 1/100 of minute) {120, 200 } 

HL High loading times (times are in 1/100 of minute) {270, 230} 

 
The instances were designed under the following conditions: 

•  All bays of a vessel are of same size. 
•  The ship is empty [12].  
•  We assume that the number of containers to load on board is not greater 

than the number of available locations; this means that we are not con-
cerned with the problem of selecting some containers to be loaded among 
all [11]. 

•  We assume that the capacity of the ship related to the maximum weight 
and size available for all containers to be loaded is verified [11]. 
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Fig. 3. Description of the instance format 

5.1   Description of Test Instance Sets 

Two sets of instances (set A and set B) were generated randomly, using the ranges 
on Table 1; each generated instance is a file with the format in Figure 3. Ranges 
are given for those parameters that are variable within a set and were taken of spe-
cialized literature [12, 13].  

The first column of Table 2 shows the particular parameters, while the second 
and third columns show parameter values for each set. According to the literature, 
the first set A of problem instances concerns a small size containership, and the 
second one was considered for a medium size.  

Set A 

The first set is formed by small size test instances. Table 3 reports the characteris-
tics of the considered 10 instances, showing the total number of containers, both in 
TEU and absolute number (n), the number of 20’ (T) and 40’ (F) containers, the 
number of containers for three classes of weight (L: low, M: medium, H: high) and 
the partition of containers for each destination. Three classes of weight are consi-
dered, namely low (from 5 to 15 tons), medium (from 16 to 25 tons) and high con-
tainers (from 26 to 32 tons).  
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Table 4 shows the loading times for the small containership; in that case load-
ing times, depending on the row and tier and growing from left side rows to the 
right ones and from highest tiers on the deck to the lowest ones in the hold, have 
been assumed in the literature [13]. 

Set B 

A second set of 14 instances was considered for a medium size containership. Ta-
ble 4 shows the characteristics of the medium size instances and in Table 5 the 
corresponding loading times as done for Tables 3 and 4, respectively. 

Table 2. Parameters used for the generation of instance sets 

Parameter Set A Set B 

b {6} {11} 

r {4} {12} 

s {5} {11} 

sH {3} {6} 

sD {2} {5} 

Q1 {20, … , 30} {20, … , 30} 

Q2 {40, … , 50} {40, … , 50} 

MT {45 } {45 } 

MF {66 } {66 } 

TEU {138, … , 188} {945, … , 1800} 

n {100, … , 150} {715, … , 1413} 

T {62, … , 120} {485, … , 1026} 

F {38, … , 50} {230, … , 387} 

L {46, … , 70} {215, … , 424} 

M {50, … , 78} {429, … , 848} 

H {4, 5} {71, … , 141} 

D {2 , 3} {2 , 3} 

ND {40, … , 85} {264, … , 721} 

LL {200} {120} 

HL {270} {330} 
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Table 3. Containers for the set A (Small size test instances) 

Instance TEU n 
Type (n) Weight (n) Destination (n) 
T F L M H 1 2 3 

1 138 100 62 38 46 50 4 47 53 — 
2 165 120 75 45 52 64 4 55 65 — 

3 170 130 90 40 60 66 4 62 68 — 
4 175 130 85 45 58 68 4 62 68 — 
5 180 140 100 40 62 74 4 61 79 — 
6 180 150 120 30 70 76 4 65 85 — 
7 185 130 75 55 60 66 4 62 68 — 
8 185 140 95 45 58 78 4 65 75 — 

9 185 140 95 45 62 73 5 50 40 50 
10 188 148 108 40 68 76 4 50 50 48 

Table 4. Loading times for the set A (small size test instances), the times are expressed in 
1/100 of minute 

 

6   Experimental Results 

In this section the performance of the Algorithm 1, the constructive loading heu-
ristic CLH, is presented. First we describe the experimental environment. 

6.1   Experimental Environment 

The following configuration corresponds to the experimental conditions that are 
common to the test described. 

•  Software: Operating system Microsoft Windows 7 Home Premium; Java 
programming language, Java Platform, JDK 1.6; and integrated develop-
ment, Eclipse 3.4. 

•  Hardware: Computer equipment with processor Intel (R) Core (TM) i5 
CPU M430 2.27 GHz and RAM memory of 4 GB. 
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•  Instances: There are 10 small size test instances (see Tables 2 to 4) and 
14 medium size test instances (see Tables 2, 5 and 6); their characteristics 
are described in Section 5.1. 

Table 5. Containers for the set B (Medium size test instances) 

Instance TEU n 
Type (n) Weight (n) Destination (n) 

T F L M H 1 2 3 

1 945 715 485 230 215 429 71 350 365 — 
2 1022 762 502 260 228 458 76 374 388 — 
3 1120 820 520 300 246 492 82 402 418 — 
4 1218 898 578 320 270 541 87 442 456 — 
5 1320 980 640 340 295 589 96 334 382 264 

6 1380 1090 800 290 327 654 109 534 556 — 

7 1386 984 582 402 296 590 98 483 501 — 

8 1415 1069 723 346 321 642 106 363 396 310 

9 1420 1060 700 360 318 636 106 520 540 — 

10 1528 1202 876 326 361 721 120 589 613 — 

11 1522 1138 754 384 341 683 114 392 438 308 

12 1627 1215 803 412 365 729 121 600 615 — 

13 1724 1331 938 393 400 799 132 454 517 360 

14 1800 1413 1026 387 424 848 141 692 721 — 

Table 6. Loading times for the set B (medium size test instances), the times are expressed 
in 1/100 of minute 
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6.2   Performance Measurement of the Constructive Loading  
Heuristic 

In this section we show experimentally the performance of the Algorithm 1, 
named CLH.  Tables 7 and 8 show the results for the small and medium size test 
instances, respectively. The first column of each table shows the name of the in-
stances of each dataset, the second one indicates the containers number to be 
loaded (n) and the third column shows the loaded containers (nC) by the CLH al-
gorithm. Finally the last column indicates the stowage time for each instance, this 
stowage time is also determined by CLH. 

Table 7. Performance of the CLH Algorithm for the set A (small size) 

CLH Algorithm 

Instance n nC L (1/100 of minute) 

Instance_1.txt 100 100 23750 

Instance_2.txt 120 120 28430 

Instance_3.txt 130 130 30800 

Instance_4.txt 130 130 30890 

Instance_5.txt 140 118 27910 

Instance_6.txt 150 145 34170 

Instance_7.txt 130 130 30830 

Instance_8.txt 140 138 32620 

Instance_9.txt 140 140 33440 

Instance_10.txt 148 148 35280 

Percent 100% 97.8% - 

Table 8. Performance of the CLH Algorithm for the set B (medium size) 

CLH Algorithm 

Instance n nC L (1/100 of minute) 

Instance_11.txt 715 715 164120 

Instance_12.txt 762 670 152230 

Instance_13.txt 820 820 189210 

Instance_14.txt 898 892 204010 

Instance_15.txt 980 934 216390 

Instance_16.txt 1090 1027 232430 

Instance_17.txt 984 953 217780 
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CLH Algorithm (Continuation) 

Instance n nC L (1/100 of minute) 

Instance_18.txt 1069 963 222270 

Instance_19.txt 1060 1006 228450 

Instance_20.txt 1202 1161 265110 

Instance_21.txt 1138 1112 255680 

Instance_22.txt 1215 1115 253150 

Instance_23.txt 1331 1293 296540 

Instance_24.txt 1413 1413 323830 

Percent 100% 95.8% 

7   Conclusions 

The Master Bay Planning Problem (MBPP) is one of the relevant problems in-
volves in the efficient operation of ports. Nowadays, does not exist a test bed to 
compare algorithms for MBPP, mainly because real-data are confidential.  

In order to contribute to the design of a suitable test bed, we propose an initial 
and simple test bed integrated by 14 instances, an instance generator, and a solu-
tion algorithm called HCL (Heuristic Constructive Loading). The test bed is avail-
able online at: 
https://sth-se.diino.com/lauracruzreyes/MBPP/TestBed1. 

The random generation scheme for MBPP is based on the selection of a para-
meters set. The parameters were obtained from established ranges from the specia-
lized literature; theirs values characterize containers and vessel from real-life.  

In the small and medium size test instances, HCL loads in vessel at least 95% 
of the total of the containers. This heuristic generates a solution without consider-
ing the equilibrium constraints. This type of solution can be used as an initial solu-
tion of other algorithms. We are developing a metaheuristic that takes advantages 
of HCL. 
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Abstract. The paper discusses a research related with the innovative sense of 
using Decision Support System based on a Bioinspired Algorithm related with an 
Agribussiness and hobby too about Hydroponics, to determine the correct and 
adequate selection of seeds in small spaces to build scenarios of location in the 
future to analyze the way to improve Mexican families’ economy, this research 
which permits select a specific number of seeds to cultivate each one of 25 
different seeds –In a time horizon of a seasonal cultivate (approximately three 
months)-, these seeds are evaluated from a information repository with data from 
another suceesful hydroponics systems. Each harvest was analyzed to built their 
cost-benefit during different times and scenarios and determine the viability of 
cultivate in the time horizon using a formal methodology based on Bioinspired 
Algorithms. The group of 25 seeds cultivated by “Leguizamo Povedano 
Cooperative” is characterized and analyzed by obtain the most representative and 
sucessful future scenario to determine the quantity of seeds cultivated which try to 
improve the limited resources and the perspectives of determine the correct 
selection to stablishment a signifcately life day. A case of study is presented 
regarding to the proposal horizons using data obtained from the Repository of the 
Cooperative. The intention of the present research is to apply the computational 
properties; in this case of established a Model of Hydropoics cultivate in a 
Cooperative. In addition, we analyzed the selection and location of location to 
cultivate a specific seed using a similarity model to locate this. The sample of 
study allowed analyzing the individual features of each harvest with the emulation 
from set matching features (commercialization, climate, in others). By means of 
this is possible to predict the best location to cultivte.   

Keywords: Cultural Algorithms, Pattern Recognition and Decision Support System. 

1   Introduction 

Researchers discovered many features of plant’s physiology in the nineteenth cen-
tury, for example that plants absorb essential minerals through inorganic ions  
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dissolved in water. In a normal environment under natural conditions, the soil acts 
as a mineral nutrient reservoir but the soil itself is not essential for plant growth. 
For this reason when the mineral nutrients in the soil dissolve in water, plant roots 
are able to absorb them. And for this action when the mineral nutrients are intro-
duced into the water supply plant and the soil is not required for the plant to 
thrive, see Figure 1. Almost of any terrestrial plant can grow with hydroponics, 
but some may do better than others. The Biological Hydroponics is also a standard 
technique in biological research, education and a popular pastime. 

Today this activity is reaching a boom in countries where conditions are ad-
verse for agriculture, combining hydroponics with good management of the 
greenhouse yields reach much higher than those obtained in open crops. It is a 
simple, clean and inexpensive to produce fast-growing plants and generally rich in 
nutrients. With this technique of small-scale farming using the resources that 
people have on hand, as waste materials, unused spaces, and free time. 

During 2011 we can say that hydroponics or soilless commercial standards and 
has achieved some foods, ornamentals and snuff young plants are grown in this 
way for various reasons having to do with the lack of suitable soils, for soils con-
taminated by microorganisms that cause disease to plants or by using groundwater 
that degraded the quality of these soils. Hydroponics requires advanced know-
ledge for those intending to carry out a cash crop. By not using ground and there is 
no cushion or buffer the effect which provides an agricultural soil. It also has sev-
eral problems with oxygenation of the roots and is not a thing as clean when done 
on a commercial scale. For people who want to enjoy free time for research, dem-
onstration to students about the essentiality of certain chemical elements, even for 
those who want to grow in a container, a small tub, to grow in spaceships or crops 
on a large scale, will present various levels of complexity especially if it is to be 
an economic activity and have low environmental impact. The classification of 
hydroponics has evolved more recently to form open or closed depending on 
whether the effluent dumped or reuse the nutrient solution as a form of environ-
mental protection and greater economy in use. 

2   Cultural Algorithms 

The initial development of Cultural Algorithms (CAs) can be attributed to Rey-
nolds [12] this approach is a complement to the metaphor used by evolutionary al-
gorithms, which had focused on the concepts of genetics and natural evolution. 
Cultural algorithms are based on the theories of anthropologists, sociologists and 
archaeologists, who have tried to model the evolution as a process of cultural evo-
lution [5]. The belief space characterizes CAs as evolutionary algorithms, which 
are used to store the acquired knowledge from previous generations. The informa-
tion in this space must be accessible to any individual, who may use it to change 
their behavior and their respective proposed solution. To join the belief space and 
the population is necessary to establish a communication protocol, which dictates 
rules of the type of information to be exchanged between spaces. This protocol de-
fines the acceptance and influence functions. The acceptance function is responsi-
ble for accepting the information or the experience that individuals have obtained 
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in the current generation and transport into the belief space. On the other hand, the 
influence function is responsible for "influencing" variation operators (e.g. cros-
sover and mutation in the case of genetic algorithms). This means that this func-
tion set some kind of pressure on resultant individuals from the application of  
variation operators to reach the desirable behavior, also away from undesirable re-
sults, always according to information stored in the belief space. 

 

Fig. 1. Different Spaces employed by the Cultural Algorithm 

Figure 1 presents the interaction between the belief space and population space. 
The population space works similar to that of an evolutionary algorithm, i.e. the 
population consists of a set of individuals where each has an independent feature 
used to determine their suitability (fitness). The interaction between the two spac-
es makes the cultural algorithm increases the complexity in the development and 
computation of the evolutionary algorithm. Below we show the general pseudo-
code of a cultural algorithm. 

Begin 
  t=0; 
  Initialize POP(t); // Initialization of population 
  Initialize BLF(t); // Initialization of believing space 
  Evaluate POP(t); 
  While (Do not condition of term t=t+1)  
    Vote (BLF (t), Accept (POP(t)))); 
    Adjust (BLF (t)); 
    Evolve(POP(t), Influence(BLF(t))); 
    t = t +1; 
    Select POP(t) from POP(t-1); 
  End While 
End 

3   Selection and Characterization of Seeds in a Hydroponics 
Project 

Hydropnics require of many features to determine the quantity, distributions of 
seeds and location to improve the commercialization of each specialized space as 
the shown in the Figure 2. 
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Fig. 2. Component

Table 1. Specifica

Specie Weather 
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Chives Cold 
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Lettuce Temperate 
Melon Warm 
Turnip Temperate 
White  Turnip Cold 
Cucumber Warm 
Parsley Cold 
Leek Temperate 
Reed Radish Temperate 

Beet Temperate 
Rendelí Temperate 
Cabbage Cold 
Watermelon Warm 
Tomato Warm 

Carrot Temperate 

 
We try to improve the

productivity reached for c
cording to diverse feature

                              P = NL

In where:  

NL = Number of lines 
12 issues. 

CO = Commercializati
kets. 

C    =Represents if the 
riander. 

A. Ochoa-Zezzatti et a

 

ts of a Hydroponics System to cultivate different seeds 

ations related with the time to cultvate diverse species 

Row 
spacing 
in cm 

Distance between 
plants in cm Depth 

Germination 
time day 

Harvest 
time day 

20 20 1.5 21 70
20 20 0.3 33 90
30 25 1 21 75
12 10 0.5 33 80
10 8 0.5 33 55

35 30 1 37 80
10 5 2 17 60
17 17 2 20 75
15 15 1.5 5 100
50 40 4 7 120
50 40 3 7 90
17 17 5 21 50
30 30 3 6 90
10 10 1 5 80
10 8 2 17 75
30 30 3 5 70
15 12 0.5 23 70
10 10 0.5 37 80
8 5 2 4 30

15 10 1 23 85
15 10 3 10 120
30 25 1 33 90
40 40 4 8 90
35 30 1 20 65

8 10 3 18 120

e next equation 1 using the table 1, in which is P as th
cultivate a seed and its respective economical impact ac
s to cultivate.  

L [ IA + (CO – C)PS ] ± CBS                                      (1) 

cultivated with the same seed, the unit is a line with unt

ion of the harvest when its offers in diverse kind of ma

seed can be cultivate during all year, for example the co

al.

0 
0 
5 
0 
5 

0 
0 
5 
0 
0 
0 
0 
0 
0 
5 
0 
0 
0 
0 

5 
0 
0 
0 
5 

0 

he 
c-

til 

ar-

o-



Small Hydroponics Garden Improved Using Cultural Algorithms 413 

IA = Inputs associated with improve of cultivate to produce more with less 
money. 

PS = Sustainability is associated with the reuse of inputs to more of one harvest 
in the time. 

CBS = Social Benefits-Cost related with each seed, in the case to Tomato is as-
sociated with improve of healthy in the customers. 

Table 2. Multivariable analysis with the information related with the harvest, including in-
dex of commercialization, climate and cost-benefit to cultivate 

Seed Cultivate  
Lines 

Commercialization Climate Water 
Consumption 

Cost- 
Benefit 

Chard 9 0.778 0.734 0.674 0.814 
Celery 13 0.912 0.673 0.728 0.972 
Broccoli 6 0.632 0.589 0.682 0.915 
Onion 10 0.837 0.715 0.629 0.885 
Chives 14 0.944 0.763 0.725 0.723 
Chile Pepper 5 0.782 0.488 0.562 0.811 
Coriander 4 0.694 0.695 0.679 0.796 
Spinach 9 0.778 0.734 0.674 0.814 
Bean 13 0.912 0.673 0.728 0.972 
Güicoy 6 0.632 0.589 0.682 0.915 
Little Güicoy 10 0.837 0.715 0.629 0.885 
Lettuce 14 0.944 0.763 0.725 0.723 
Melon 5 0.782 0.488 0.562 0.811 
Turnip 4 0.694 0.695 0.679 0.796 
White Turnip 12 0.726 0.823 0.825 0.837 
Cucumber 7 0.926 0.875 0.714 0.862 
Parsley 9 0.857 0.742 0.678 0.783 
Leek 11 0.796 0.816 0.785 0.827 
Red Radish 8 0.814 0.765 0.863 0.799 
Beet 14 0.795 0.811 0.835 0.847 
Rendelí 5 0.747 0.838 0.842 0.817 
Cabbage 8 0.816 0.794 0.803 0.858 
Watermelon 9 0.947 0.836 0.828 0.807 
Tomato 12 0.877 0.819 0.842 0.805 
Carrot 7 0.954 0.797 0.783 0.912 

4   Multiple Matching 

The multiple matching is a series of seven evaluations according to different  
combinations of seeds and a batch of 50 runs under different scenarios. In the 
evaluation phase economics specifications with more similarities will be given a 
preference, and then these aspects will be selected to compete. Each seed makes a 
compromise and participates in exactly seven of these evaluations. Seeds must be 
ranked according to their customers’ preferences after tournaments end once the 
final list of multiple matching is evaluated. The hybrid algorithm sets the right for 
customers to evaluate a batch according to the organizational needs and the seeds 
for each comparison assign the seeds list before a new cycle begins. Each evalua-
tion will have all the seeds playing over a schedule of seventeen runs. The hybrid 
algorithm will be scheduled to set the timing for the comparison of different simi-
larities using a round of multiple matching analyses based in the commercializa-
tion assigned to a seed. Then, seeds that qualify for selection in a Model will be 
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chosen on the following prioritized basis. For the first cycle of similarity, all seeds 
in the Repository (ie. Beet or Leek seeds) will be invited to participate for differ-
ent comparisons. Given the organization for each seed and the matches for each 
round in the algorithm, seeds are asked to state their participation for its evaluation 
in each of the series. In case any of these seeds decline to participate in the series, 
the algorithm may nominate one seed to be set as a replacement, and this seed has 
to be rated amongst the top seeds in the Repository. Based on an average calcula-
tion of two decimal places, the rating list in the series of comparisons, before start-
ing a new cycle, ten qualifiers will be selected (excluding the seven seeds that will 
be compared in the matches). In case seeds have the same average rating, the 
number of similarities set for the match will be used to determine its ranking. To 
ensure an active participation in the future, a minimum of twenty-five games are 
recommended for the four included rating lists and before the main rating list. 
When a seed does not accept to play into a Multiple Matching series, then the se-
lection process uses the average rating plus number of games played during the 
rating period. The algorithm repeats this process until reaching the required qua-
lifiers of the Multiple Matching series. 

5   Experimentation 

In order to obtain the most efficient arrangement of seeds, we developed a cluster 
for storing the data of each of the representative individuals for each seed. The 
narrative guide is made with the purpose of distributing an optimal form for each 
the evaluated seeds [9]. The main experiment consisted in implementing seeds in 
the Cultural Algorithm, with 500 agents and 200 beliefs into the belief space. The 
stop condition is reached after 50 runs; this allowed generating the best selection 
of each kind and their possible location in a specific Model. A location is obtained 
after comparing the different cultural and economical similarities of each seed and 
the evaluation of the Multiple Matching Model as in [10]. The vector of weights 
employed for the fitness function is Wi=[0.6, 0.7, 0.8, 0.5, 0.6], which respectively 
represents the importance of the particular attributes: Cultivate lines, Commercia-
lization, Climate, Water Consumption and Cost-Benefit. Then, the cultural algo-
rithm will select the specific location of each seed based on the attributes similari-
ty. Each attribute is represented by a discrete value from 0 to 5, where 0 means 
absence and 5 the highest value of the attribute. The experiment design consists of 
an orthogonal array test with interactions amongst the attribute variables; these va-
riables are studied within a location range (1 to 400) specific to a coordinates x 
and y. The orthogonal array is L-N(2**5), in other words, 5 times the N execu-
tions. The value of N is defined by the combination of the 5 possible values of the 
variables, also the values in the location range. In Table 3 we list some possible 
scenarios as the result of combining the values of the attributes and the specific lo-
cation to represent a specific issue (seed). The results permit us to analyze the ef-
fect of the variables in the location selection of all the possible combinations of 
values. 
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Table 3. The orthogonal array test 

Cultivate 
Lines 

Commercialization   Climate Water Con-
sumption 

Cost-
Benefit

 

4 1 2 2 3  

3 1 2 2 3  

2 1 3 2 4  

5 1 3 2 5  

 
The use of the orthogonal array test facilitates the reorganization of the differ-

ent attributes. Also the array aids to specify the best possibilities to adequate cor-
rect solutions (locations) for each seed. Different attributes were used to identify 
the real possibilities of improving a seed set in a particular environment, and to 
specify the correlations with other seeds (see Figure 3). The locations will be 
chose based on the orthogonal test array. 

 

Fig. 3. Location of seeds to different harvest in a small garden based on Hydroponics The 
white dots represents harvest with less water necessities and the black dots represent harv-
est with more high water necessities. 

6   Conclusions 

After our experiments we were able to remark the importance of the diversity of 
the established economical patterns for each seed. These patterns represent a 
unique form of adaptive behavior that solves a computational problem that does 
not make clusters of the seeds. The resultant configurations can be metaphorically 
related to the knowledge of the behavior of the community with respect to an op-
timization problem (to culturally select 25 similar seeds [4]). Our implementation 
related each of the seeds to a specific a location quadrant. The Narrative guide, al-
lowed us to identify changes in time related to one or another seed. Here, we show 
that the use of cultural algorithms substantially increased the understanding in  
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obtaining the “best paradigm”. This after the classification of agent communities 
was made based on a relation that keeps their attributes. Therefore, we realize that 
the concept of "negotiation" exists based on determining the acceptance function 
to propose an alternative location for the rest of the seeds [8]. For further imple-
mentations we intend to analyze the level and degree of cognitive knowledge for 
each seed. Additionally, this may help to understand true similarities that share 
different seeds based in the characteristics to be clustered and also to keep their 
own biological identity. In a related work [7], it has been demonstrated that small 
variations go beyond phenotypic characteristics and are mainly associate to tastes 
and related characteristics developed through the time. On the other hand, CAs 
can be used in the Evolutionary Robotic field where social interaction and deci-
sion is needed, for example in the training phase described in [11], and to organize 
group of robots for collaborative tasks. Another future work using CAs is related 
to the distribution of workgroups, social groups or social networking. Finally, CAs 
can be used in pattern recognition in a social database, for example: fashion styl-
ing and criminal behavior. 
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Abstract. Public and private organizations continuously invest on projects. With a 
number of candidate projects bigger than those ones that can be funded, the organ-
ization faces the problem of selecting a portfolio of projects that maximizes the 
expected benefits. The selection is made on the evaluation of project groups and 
not on the evaluation of single projects. However, there is a factor that must be 
taken account, since it can significantly change the evaluation of groups: synergy. 
This is that two or more projects are complemented in a way that generates an ad-
ditional benefit to they already own individually. Redundancy, a special case of 
synergy, occurs when two or more projects cannot be financed simultaneously. 
Both features add complexity to the evaluation of project groups. This article 
presents an evaluation of the two most used alternatives for handling synergy, in 
order to incorporate it into an ant-colony metaheuristic for solving project portfo-
lio selection.  

1   Introduction 

One of the most important decisions in organizations is to select which projects 
will be funded for ensuring their growth [2]. This decision is made by one or sev-
eral people, commonly called the Decision Maker (DM). In resources allocating 
for social projects, the monetary benefits are not the main criteria for selecting 
projects. Other objectives that measure the social profit are more important. DMs 
are responsible for selecting a portfolio depending on: 

1. Values in the portfolio objectives which have to assure a minimal acceptability 
level. 

2. His/her criteria that shall depend on several personal subjective issues, among 
which can be cited: his/her belief, experience, policies to follow according to 
the organization and personal ethics. 
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Typically the Social Portfolio Problem (SPP) is modeled as a multicriteria prob-
lem [3, 15, 20], and has been solved by means of algorithms that commonly 
search a Pareto frontier approximation. This guarantees a good level of acceptabil-
ity (in terms of objective values) in the final solution set. However, the cardinal of 
this set is often too long; this complicates the selecting process made by the DM. 
A typical DM will have problems for processing more than 5-9 pieces of know-
ledge [19], so he/she is unable to select satisfactorily one portfolio even from a 
relatively-short set of solutions with more than five objectives. To ease the deci-
sion making process, the reducing the final solution set is critical. But, the reduced 
set presented to the DM has to match the preferences of him/her. 

Three approaches are commonly used for identifying solutions that match the 
DM preferences [17]: 

1. Including the DM’s preferences after optimization process, searching a uniform 
Pareto frontier but presenting only the solutions that better match his/her prefe-
rences.  

2. Including the DM’s preferences before optimization process, guiding the search 
to privileged Pareto frontier zones that better match the DM’s preferences. 

3. Interacting with the DM progressively during optimization process. 

In this paper we use the Fernández’s model for identifying the DM’s preferences 
about the portfolios. It is a priori articulation of preferences by creating fuzzy out-
ranking relations that allow identifying which solutions match better the DM’s 
preferences (these solutions are called the best compromise). 

One feature commonly presents in SPP is synergy, which involves that there 
are interrelated groups of projects. Such interrelation provokes an additional bene-
fit to organization objectives. So, when the whole synergetic group is supported 
the benefits are bigger than the sum of benefits of the same projects taken  
independently. 

Basically, there exist two forms when the synergy may be neglected without 
major problems, when: 

1. the interaction is too weak.  
2. the interactions affect all the projects in a similar way and constantly. 

But in other cases, when no previous characteristic is present, then synergy and 
redundancy among projects become relevant matters for decision making on 
project portfolio. 

When the DM identifies important synergetic effects, finding an appropriate 
way for handling synergy and redundancy is not a simple task. Commonly, it is 
done by means of inclusion of an artificial project, that groups the synergetic set 
and whose benefits already include the synergy gain. But, extra redundancy rela-
tions must be included, between artificial project and each one of the original 
projects with synergy. 

Although previous works on the formation of project portfolio with synergy 
have been proposed [3, 6, 18, 20], it has made evident the lack of methods that al-
so include the decision maker’s preferences. This work presents an Ant Colony 
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Optimization (ACO) Algorithm that searches a Pareto frontier subset that matches 
the DM’s criteria for selecting a portfolio. 

This paper is structured as follows: we formalize the problem in Section 2; in 
Section 3 we analyze the metaheuristic procedures used to solve it; Section 4 de-
velops our proposal; Section 5 presents the instances and discusses the results; and 
final section offers the conclusions. 

2   Background 

In order to establish the theoretical elements needed to pose our contribution, we 
begin with a formal definition for social portfolio problem, afterward we shall  
focus on the elements related to the synergy among projects, types and issues in-
herent, and we conclude with a description of the preference model used in this 
proposal. 

2.1   Social Portfolio Problem 

From a set of all proposed projects competing for resources, denoted as X, a port-
folio may be defined as a subset of them. Typically is modeled as a binary vector x 
= {x1, x2, x3, . . . , xN}, where N is the total of project proposals and the variables xi 
indicate whether the project i is included in the portfolio (if xi = 1) or not  
(if xi = 0). 

There is a total budget that the organization is willing to invest, which is de-
noted as B, and each project proposal i has an associated cost to carry it out, de-
noted as ci, it is understood that the formation of any portfolio x is subject to the 
constraint: 

1

N

i i
i

x c B
=

  ≤ 
 
     (1) 

It is also common that projects are associated with some form of grouping that in-
fluences the decision of the DM. For example in a private company, projects may 
be associated to departments (e.g. marketing, sales, production or human re-
sources), in this case a balanced DM would try to ensure a minimum of the total 
budget for each, and would prevent either of them unjustifiably monopolizes most 
of the budget. For public projects, such groups can be associated with geographi-
cal divisions, social groups or public interest areas (e.g. social security, education 
or public health). In general terms, this form for grouping will be called “areas”.  

Let Li and Ui be respectively the minimum and maximum budget that an area i 
can get (Li ≤ Ui ≤ B). The area for a project i may be defined as ai. For each area j, 
any portfolio x must satisfy the constraint: 

,
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where gi;j may be defined as follows: 
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    (3) 

Suitable values for L and U and the total of areas depend on the problem characte-
ristics, the DM criteria and the organizational policies.  

In private organizations is more natural to represent the benefits of projects in 
monetary units than in public or social organizations. There are also ethical and 
moral reasons preventing the realization of a monetary equivalent of objectives of 
public organizations, for example, can raise questions such as: what is the value of 
a person’s health?, and for a child’s education?, and for a young man’s postgra-
duate studies?. Due to these reasons, the selection of social projects is done on the 
multiobjective evaluation of portfolios, and not on a single monetary equivalent of 
objectives. 

So, the benefits for a project i evaluated on p objectives may be modeled as  
f(i) = {f1(i), f2(i), f3(i), . . . , fp(i)} . And therefore, the quality of a portfolio x is  
expressed as  

z(x) = {z1(x), z2(x), z3(x), ….., zp(x)} 
   (4) 

where zj(x) is defined as 

( ) ( )
N

j i j
i

z x x f i=  (5) 

Social Portfolio Problem (SPP) consists in identifying one or more portfolios that 
solve 

{arg max ( )}x X z x∈ , (6) 

subject to the constraints expressed in Equations 1 and 2. In this case, the maximi-
zation concept is based on Pareto efficiency. In this case, the dimension of its so-
lution space is 2N, and if taken into account additional considerations such as  
synergy, partial support, project scheduling or risky conditions, the problem com-
plexity and the number of possible solutions tend to increase. 

2.2   Synergy Among Projects 

Interactions between projects may affect the evaluation of portfolios. Among syn-
ergy types to be found are: 

1. Synergy positive on objective values. When two or more projects are comple-
mented for increasing profits. For example, a Project A: creating a recreational 
park, and a Project B: Paving a road. Each one individually benefits certain 
amount of people, but if the recreation park (project A) is on the road to be 
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paved (project B) both increase their value. The park becomes more accessible 
to people, and increase the amount of persons that use the road. 

2. Negative synergy on objective values: The benefit of two or more projects de-
creases when are together. For example, a project A that benefits to 100 people 
and a Project B benefiting 200 people. But if there are 50 people in common 
between both projects, the benefit of supporting both projects is 250 people in-
stead of 300 as expected. 

3. Redundancy: Two projects can not be supported simultaneously. For example, 
a Project A: Building a hospital, and a Project B: building a school. But if the 
hospital needs to be built on the same ground that the school, only one of them 
can receive budget. 

4. Decrease in the cost: Two projects decrease the costs if both are supported si-
multaneously. For example, a project A: has a total cost of 250 monetary units, 
of which uses 100 to buy expensive computer equipment, and a Project B: it has 
a cost of 200 monetary units and also need to use similar equipment. If possi-
ble, and both projects have no problem sharing the common resource, the cost 
of financing both resources is 350 monetary units instead of 450 as expected. 

Addressing the synergy among projects is a task that is not considered trivial in 
the forming of social portfolios [14]. Handling of redundancy involves modifying 
the feasibility conditions of a portfolio. While the handling of synergy that 
changes the objective values has been handled typically in two forms: 

1. Doing an adaptation in the multiobjective function (Equation 4). 
2. Adding an artificial project that represents the synergetic set and adding all ne-

cessary redundancy relations to prevent the artificial project and any original 
synergetic projects in this set appear together. 

Synergy have been addressed in the social portfolio problem [3, 6, 20], but few re-
search works have also considered the use of a model of preferences [18]. 

2.3   Preference Model 

Although finding Pareto front is important [4, 9], the problem does not is com-
pletely solved [5, 11, 12, 13, 23]. Now the DM will choose which portfolio will be 
selected to receive the budget. Presenting a large set of solutions will complicate 
the decision process of the DM, even if the solutions found belong to the Pareto 
front, moreover finding a single function that matches the DM’s preference, such 
as a weighted sum, is not simple and nor guaranteed for real problems [21, 22]. 

Fernández [10] proposed an a priori articulation to guide the search process to 
areas of the Pareto front that best match the preferences of the DM. Thereby re-
ducing the amount of solutions presented to the DM. The preference model is 
based on the value of σ(x,y), which measures the degree of credibility of the 
statement “x is at least as good as y”, where x and y are portfolios in SPP. To cal-
culate the value of σ(x,y) can be used several proven methods, including the 
ELECTRE [1] and PROMETHEE [8] methods. 
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Considering the parameters λ, β, and ε (0 ≤ ε ≤ β ≤ λ), the model identifies one 
of the following relationships for each pair of portfolios (x, y): 

1. xIy, Indifference: Corresponds to existence of reasons that justifies equiva-
lence between x and y. xIy is justified if both conditions are held: 

a. σ(x,y) ≥ λ ∧ σ(y,x) ≥ λ. 
b. |σ(x,y) − σ(y,x)| ≤ ε. 

2. xPy, Strict preference: Represents the existence of reasons that justify signifi-
cant preference in favor of x. The statement “x is strictly preferred to y” is 
hold if at least one of following sentences is true: 

a. x dominates y. 
b. σ(x,y) ≥ λ ∧ σ(y,x) < 0.5. 
c. σ(x,y) ≥ λ ∧ (0.5 ≤ σ(y,x) ≤ λ) ∧ (σ(x,y) − σ(y,x)) ≥ β. 

3. xQy, Weak preference: Corresponds to the existence of reasons in favor of x 
over y, but that are not sufficient to justify strict preference. xQy is modeled 
by the conjunction of the following propositions: 

a. σ(x,y) ≥ λ ∧ σ(x,y) ≥ σ(y,x). 
b. ¬xPy. 
c. ¬xIy. 

4. xRy, Incomparability: There is no reason that justifies preference or equiva-
lence in favor of x or y. xRy is the conjunction of 

a. σ(x,y) < 0.5. 
b. σ(y,x) < 0.5. 

5. xKy, K-Preference: There exist reasons for justifying preference in favor of x, 
but with no significant division established between xPy and xRy. xKy is held 
if the conjunction of following propositions is true: 

a. 0.5 ≤ σ(x,y) < λ. 
b. σ(y,x) < 0.5. 
c. σ(x,y)- σ(y,x) > β/2 

Let O be the set of alternative portfolios found by an algorithm, we can calculate 
the number of portfolios that are strictly preferred to each x ∈ O as follows: 

S(O,x) = {y∈O | yPx},     (7) 

and, from this, the non-strictly outranked frontier in O is defined as NS(O) = 
{x∈O | S(O,x) = ∅}. The best compromise is in NS(O). However, it is possible to 
identify more “weak” preference relations in the set, defining: 

W(O,x) = {y∈O | yQx ∨ yKx}.     (8) 

Using Equation 8, the non-weakly outranked frontier in O is defined as NW(O) = 
{x∈O | W(O,x) = ∅}. The best compromise is in NS(O) and NW(O). Even within 
the set NW(O), a third measure of preference can be established. Consider the pre-
ference flow for an alternative x as: 

 ( )
{ }

F , ( , ) ( , )n
y O x

O x x y y xσ σ
∈ −

= − ,  (9) 
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note that Fn(x) > Fn(y) denotes a kind of preference relation x on y. Similar to 
W(O,x) and S(O,x) sets, F(O,x) may be defined as: 

F(O,x) = {y∈O | Fn(y) > Fn(x)},   (10) 

and the non-net-flow outranked frontier in O is defined as NF(O) = {x∈O | F(O,x) 
= ∅}. A solution x with |F(O,x)|=0 should match with the preferences better than 
another with a higher value. Thus, identification of the best compromise can be 
expressed as: 

x* = arg minx∈O {|S(O,x)|, |W(O,x)|, |F(O,x)|}.

 

 (11) 

In Equation 11, the minimization is lexicographical; this involves the minimiza-
tion of the three objectives in order. 

3   Related Works 

Several algorithms have been developed to solve SPP with synergy, which range 
from deterministic heuristic algorithms to more sophisticated metaheuristic tech-
niques. The options in the handling of synergy have been basically two: 1) Mod-
ifying the multiobjective evaluation function and 2) Adding artificial projects 
representing the synergic group, and then add redundancy relations that prevent 
the artificial project appears at the same portfolio that some project of that group. 

P-ACO (Pareto Ant Colony Optimization) [6] is an algorithm based on the 
known metaheuristic of Ant Colony to generate the Pareto front with the most ef-
ficient portfolios. Each ant generates a candidate portfolio, and the amount of phe-
romone deposited by such ant is inversely proportional to the number of solutions 
that dominate it. The algorithm stores the solutions that have never been dominat-
ed, which form an approximation of the Pareto front. P-ACO is able to deal with 
the synergy between projects, salient characteristic in the algorithm. The algorithm 
only considers the handling of synergy between groups of two projects. No con-
sideration is made about the DM’s preferences and the synergy is handling by 
modifying the multiobjective function. 

APS (Adaptive Sampling Pareto) [20] is an algorithm that uses a sampling ap-
proach for estimation of the Pareto front, based on Monte Carlo simulation me-
thod. APS allows the portfolios selection considering synergy between projects. 
APS is compared with P-ACO over a hundred instances of test, outperforms it. No 
preference model is considered and the synergy is handling by modifying the mul-
tiobjective function. 

RPM (Robust Portfolio Modeling) [18] is a support tool for multiobjective de-
cision making for project selection. RPM has an algorithm that develops a com-
prehensive search with dynamic programming to find all optimal portfolios, which 
then are indexed according to the DM’s criteria through a weighted sum of the ob-
jectives. The synergy is handling by means of adding artificial projects and extra 
redundancy relations. 

SS-PPS (Scatter Search for Project Portfolio Selection) [3] is an algorithm 
based on scatter search that addresses the problem of the portfolio selection.  
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SS-PPS has basically two stages, the first generates a set of efficient starting 
points using Tabu Search, and the second stage improves the initial set by Scatter 
Search. No consideration is made about the DM’s preferences and the synergy is 
handling by modifying the multiobjective function. 

4   Proposed Algorithm 

Our algorithm, ACOS-SPP (Ant-Colony Outranking System for SPP) is an ant co-
lony algorithm for solve social portfolio problem. It takes ideas from Dorigo’s 
ACS [7], but incorporates changes in the constructing and updating phases for tak-
ing into account the preference model. As most ACO algorithms, ACOS-SPP has 
two phases: constructing and updating. 

During ACOS-SPP constructing phase, each ant selects a portfolio, choosing 
project by project until the budget is over. The way for selecting next project to 
portfolio is named selecting rule. 

Afterwards, the updating phase is performed. All portfolios are evaluated by the 
preference model (Section 2.2), obtaining the three non-outranked fronts: NS, NW 
and NF, then pheromone is evaporated and each ant drops pheromone according 
to non-outranked front of its portfolio. 

In this section is described the pheromone structure, and constructing and up-
dating phases for ACOS-SPP. 

4.1   Pheromone Structure 

The pheromone is modeled as a two-dimensional matrix with a size N×N, where N 
is the total of projects, so τ has two entries. τi,j is the preference of having the 
projects i and j in the same portfolio. The values of τ is in (0, 1], being one the ini-
tial value. The pheromone is decreased with a constant factor, ρ, once at the end of 
each iteration. 

4.2   Constructing Phase 

The next project selection depends on the selection rule: 
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where jx is the next project to be incorporated in portfolio x, X is the project list, 
Ω(x,i) is a function that evaluates the expected benefit to incorporate i to portfolio 
x, L is the roulette selection function based on Ω(x,i), ℓ is a function that randomly 
selects an available project, and ℘ is a pseudo-random number between zero and 
one with uniform distribution. The benefit function Ω(x,i) may be defined as 
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where x is the current portfolio, i is the candidate project for being added to x, ηi is 
known as local knowledge, and is a measure of benefit of the project i, τi,j is the 
pheromone between projects i and j, and w is a weight factor between local know-
ledge and the pheromone. The local knowledge ηi may defined as 

( )

( )

0

0

1
f

1
max f

p

j
ji

i p

k X j
jk

i
c

k
c

=

∈
=

 
 
 η =
   
  
   




,    (14) 

where ci is the cost of project i, p is the total of objectives, fj(i) is the objective 
function of project i in the j-th objective, and X is the candidate project list. A high 
value ηi indicates that the project i has high objectives values with a low cost. 

According to Equation 12, the selection rule has three phases: 1) Exploitation 
(if ℘ ≤ α1), the project with highest value of Ω is selected, 2)Exploitation-
Exploration (α1 < ℘ ≤ α2), a roulette selection function is used to promote the best 
projects but not totally ignore those with low values in Ω, and 3) Exploration, 
where a project is randomly selected to promote constructing of new portfolios. 

The first term in Equation 13 favors projects with high values in η, and the 
second term favors projects with high pheromone with the current portfolio which 
is being constructed. The last term allows sensing the performance of the portfolio 
when completed. 

4.3   Updating Phase 

An ant lays pheromone depend on the portfolio created, according to 
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where i and j are projects in the portfolio c, NS is the non-strictly outranked front, 
NW is the non-weakly outranked front and NF is the non-net-flow outranked 
front. 
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5   Experimental Results 

In this section, tests to verify the quality of the results are reported. This section 1) 
provides the experimental conditions of the tests, and 2) verifies the quality of the 
results obtained for each type of synergy handling. 

5.1   Experimental Conditions 

The following configuration corresponds to the experimental conditions that are 
common to the tests described in this section: 

1. Software. Operating system, Microsoft Windows 7; programming language, 
Java; compiler, JDK 1.6 

2. Hardware. Computer equipment dual-processor Xeon (TM) CPU 3.06 GHz 
in parallel and 4 GB RAM. 

3. Instances. Two groups of 30 instances and nine objectives each one. One 
group with 25 projects, and the second one with 100 projects. 

4. Addressed synergy types: Redundancy and synergy in objective functions 
(negative and positive). For instances of 25 projects, there are between three and 
six synergetic relations; for instances of 100 projects, between 12 and 24. 

5. Performance measurement. Performance is measured according to the num-
ber of Non-Outranked Solutions(NOS) found by the algorithm. In this work, a 
portfolio x is considered as NOS if has S(O,x) = 0, W(O,x) = 0 and F(O,x) = 0. 

6. Parameters values: The values of the preference model parameters are λ = 
0.67, β = 0.1 and ϵε = 0.05. The values of ACOS-SPP parameters are w = 0.35, α1 
= 0.7, α2 = 0.2 and ρ = 0.05. 

7. ACOS-SPP stop criteria: ACOS-SPP finishes if any of following conditions 
occurs: 

a) 1000 iterations are reached. 
b) NS, NW, NF fronts remain unchanged for ten iterations. 

5.2   Comparison between Synergy Handling Techniques 

For instances of 25 projects, an enumerative search was performed for knowing 
the NOS. Moreover, two versions of ACOS-SPP were created; the first handles 
the synergy into the multiobjective function, and the second one adding artificial 
projects. Figure 1 presents a performance comparison chart between both synergy 
techniques. As can be observed, except for three instances, both methods find the 
optimal solution. No relevant difference on execution time was observed. 

For instances of 100 projects, it was not possible to perform an enumerative 
search. The preference model was applied to the results provided by each version 
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of the algorithm, and the amount of NOS found for each was counted. Figure 2 
presents these results. The performance difference in favor of “synergy in the ob-
jective function” was 15% on average. 

 

Fig. 1. Performance on instances of 25 projects 

Furthermore, significant differences in the execution time were observed. In 
Figure 3 shows the time run consumed by each version of the algorithm. The time 
reduction averaged 11% by using “synergy in the objective function”. 

 

Fig. 2. Performance on instances of 100 projects 
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Fig. 3. Execution time on instances of 100 projects 

6   Conclusions and Future Work 

This article was elaborated to select one of the two most used forms to handle the 
synergy, and add it into an ant colony algorithm to solve SPP, called ACOS-SPP. 
The choice had to be made based on experimental evidence. According to Section 
5.1, handling of synergy as an adaptation of multiobjective function offers a better 
performance, in terms of the solution quality and execution time, at least in the 
instance sets used. 

It is important to note that adding artificial projects and redundancy rules is 
more flexible. In this way, all synergy type presented in Section 2.1 can be 
addressed, whereas the other needs more specific changes for each synergy type, 
either in the multiobjective function or in feasibility conditions. Despite its 
flexibility, it increases the number of unfeasible combinations by adding artificial 
projects, which can affect the performance of search algorithms, as was the case of 
ACOS-SPP. 

On the test instances used, there was an average increase of 15% in 
performance, and a 11% reduction of consumed time, by adapting the objective 
function instead of adding artificial projects. 

As future work, we plan to include all synergy types of the Section 2.1. 
Moreover, to solve other SPP cases, for example partial supporting and 
scheduling. 
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Abstract. There has been an increasing use of the graphic processing unit (GPU) 
in many areas including artificial neural networks (ANN) for several years. How-
ever, reported works concentrate on the application itself and not on the metho-
dology used to implement the ANN model in the GPU. This paper presents a set 
of practical aspect to be considered by new GPU user in the implementation of 
ANN in GPUs. To illustrate the proposed aspects, the paper describes the realiza-
tion of the Pulse Coupled Neural Network (PCNN), an iterative model, following 
these aspects and discusses the problematic of synchronization presented in this 
and other ANN models that is not treated in other works. 

1   Introduction 

Nowadays the graphic processing unit, GPU, has become an important tool on dif-
ferent research areas where massive computation is required. GPU technology is 
currently available in many processing platforms [1] and at affordable cost.  Paral-
lel processing is a key point on GPU technology making it very suitable for paral-
lel model realizations which are inherent to bi-inspired algorithms [2]. Based on 
these considerations the artificial neural network, ANN, area is a very suitable 
area to obtain the benefits of the GPU technology. During the last years, different 
ANN works have been reported in the literature.  A no serial implementation of a 
Systemic Computation Architecture is reported in [2]. The GPU development of 
the SOM and MLP models are presented in [3]. More complex models like CNN, 
[4], and spiking ANN have been brought to the GPU technology, [5]. Even com-
plete software including different tools and biologically-inspired models to be 
used for cognitive and developmental robotics research have been published in the 
literature [6]. 

Notwithstanding several ANN realizations in GPU technology has been re-
ported in the literature, there exists some gap of information on thes literature. 
Most papers assume that the reader master the fundamentals of GPU and also the 
knowledge about the CPU and GPU cooperation [7]. The paper presentation goes 
directly to the ANN implementation without providing inside hints to the reader 
about consideration for a good development or a methodology for easy translation 
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of other languages to the GPU. In other cases there is a brief explanation or de-
scription of the methodology but in both cases the information provided is not 
enough for new GPU prospective users. Based on these issues, the present work is 
intended to provide new information to ANN researchers, who want to incursion 
into the GPU technology, which now is available in almost any computer.  

The contributions of the work are: to establish a set of important suggestions 
for the realization of  ANN on GPU, synchronization of  block tasks when work-
ing with iterative ANN models, a methodology for Matlab to GPU implementation 
and the realization of the PCNN ANN in a GPU. The organization of the work is 
as follows. A set of important suggestions for the realization of ANN in GPU is 
presented in Section 2. Section 3 describes the implementation of the PCNN mod-
el into the GPU architecture following the set of suggestions mentioned in Section 
2. Finally Section 4 highlights the results and conclusions of the work. 

2   Methodology Suggestions 

In these days there exist different development platforms for GPU technologies. In 
this work we will concentrate on the Matlab, Visual C++ tools and the CUDA 
Nvidia architecture. The GPU technology can be viewed as a multiprocessor unit 
or device able to execute several unit of software at the same time. Readers inter-
ested in acquired a deeper inside of the hardware of the GPU are encouraged to 
consult [8]. This section concentrates on the explanation of a set of suggestions in 
the implementation of ANN into the GPU technology. 

2.1   Technical Capability and Concepts 

One of the first points to consider in the design of an algorithm in GPU is to verify 
the requirements to write and compile a GPU program. Therefore, it is necessary 
to confirm that the computer count on a hardware compatible with CUDA. It is al-
so necessary to install the latest development driver from Nvidia and the CUDA 
toolkit. This toolkit includes the compiler and the “visual profiler”. The software 
Parallel Nsight may also be installed to configure Visual Studio C++ and also to 
use debug tools directly on the GPU. Other software is the CUDA SDK tool that 
provides application examples. In case it is desire to work only on the Matlab en-
vironment, the hardware needs to have a CUDA capability at least of 1.3. 

2.1.1   Basic Concepts Definition 

Some important definitions in the GPU terminology are: CUDA Kernel, it is a pa-
rallelizable part of an application that is executed by the GPU processors with an 
array of threads. Thread, the smallest unit of processing. All threads run the same 
code and each thread has an ID, threaded.x/y that is used to compute memory ad-
dresses and make control decisions. Thread block, set of threads that can coope-
rate. They have shared memory, and can be synchronized inside the same block. 
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Each block has its own ID, blockIdx.x/y. 1D, 2D or 3D arrays can be constructed 
with the blocks. Grid, a set of thread blocks. Device, it is a GPU. Host, it is a 
CPU. These concepts can be visualized in Fig. 1. 
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Fig. 1. GPU internal architecture 

2.1.2   Memory Model 

The threads can access different types of memories, shared or not shared. The 
memory hierarchy is shown in Fig. 2. It is composed of; the Local Memory, that 
can be accessed only by its thread. Each block of threads includes a shared memo-
ry space for the threads that conforms the block with a life time equal to the exis-
tence of block. Next is the global memory that is accessible to all threads. The 
constant and texture memories are accessible to/from all threads but are read only. 
Global memories have a life time equal to the existence of the kernel.   

2.1.3   Function Type Qualifiers 

The function type qualifier indicates where a function is executed or called from. 
_devide_ specifies that a function is executed by the GPU. This function can only 
be called from other GPU functions. 

 

Fig. 2. CUDA memory model 
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_globa_ the function is called from the CPU to be executed by the GPU. It can-
not be called from GPU functions. It must return void. 

_host_ the function is executed by the CPU and it can only be called from the CPU. 

2.1.4   Function Variable Type Qualifiers 

The variable type qualifier determines the memory location of the variable as well 
as its life cycle. 

_device_ is for variables in the global memory space with life cycle corres-
ponding to the complete application, accessible from all threads in the grid and al-
so from the CPU with the CUDA runtime library, i.e. cudaMemcpy. 

_constant_ variable located at the constant memory with life cycle of the com-
plete application. It is accessible to all threads in the grid and from the CPU with 
the runtime library. 

_shared_ variables in the shared memory of a block with life cycle correspond-
ing to thread block. It is only accessible by the threads in the same thread block. 

2.1.5   Execution Configuration 

This process consists on a call from the CPU to execute a function, 
_global_,(Kernel) in the GPU. The difference between invoking a kernel and call-
ing a normal C function is the specification of the amount of threads per block and 
blocks per grid. This is done by 

List 1 
__global__ void Kernel(float *parameters); 
//Called as: 
Kernel <<< (dim3 Dg), (dim3 Db), (size_t Ns) >>> (parameters); 

where Dg indicates the grid dimension. Dg.x x Dg.y is the number of blocks in the 
grid, Db corresponds to the dimension of the blocks. Db.x x Db.y x Db.z is the 
number of threads in the block, and Ns (optional) is the number of bytes in the 
shared memory. 

2.2   Matlab Algorithm Preparation 

If the implementation starts from a Matlab code, it requires a preparation in order 
to facilitate the codification into CUDA C/C++. For example the sum operator on 
matrices is overloaded in Matlab, so instead of work with  

List 2 
function Matrix3=sum_matrix(Matrix1,Matrix2) 
Matrix3=Matrix1+Matrix2; 
 

A better option to visualize the code is 

List 3 
function Matrix3=sum_matrix(Matrix1,Matrix2) 
for(i=1:1:size(Matrix1,1))  
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 for(j=1:1:size(Matrix1,2))  
  Matrix3(i,j)= Matrix1(i,j) + Matrix2(i,j);  end; end; 

 

Doing that, the parallelization can be implemented as 

List 4 
  __global__ void sum_matrix(float *Matrix1,float *Matrix2,float *Matrix3,int size_x,int size_y) 
{int i=blockIdx.x*blockDim.x+threadIdx.x; 
int j=blockIdx.y*blockDim.y+threadIdx.y;  
int index = i * N + j; 
if (i < N && j << N) 
Matrix3[index] = Matriz1[index] + Matriz2[index];} 
 
int main(){ 
dim3 dimBlock (blocksize, blocksize); //Block thread dimensions 
dim3 dimGrid (size_x/dimBlock.x, size_y/dimBlock.x); //Block grid dimensions 
//Kernel call 
sum_matrix<<<dimGrid, dimBlock>>>( Matrix1, Matrix2, Matrix3, size_x, size_y);  
return 0;} 

2.3   Data Structures and Memory Access 

A data structure is a form to organize a set of elemental data in order to optimize 
their manipulation. 

2.3.1   Matrix Data Structure 

In this section it will be shown the advantage of using a correct data structure. As-
suming a 1000 pixels RGB color image where data may be arranged in two ways 
by; block, all pixels of one color followed by all pixels of the other two colors, 
R1… R1000 G1… G1000 B1… B1000 or alternated R1 G1 B1… R1000 G1000 B1000. If we 
consider the transformation of the color image to a gray scale image it can be no-
ticed the influence of the data structure in the computation time as illustrated in 
the List 5 block data structure with execution time of 83ms and List 6 alternated 
data structure with 57ms. Both times correspond to an average execution of the 
code of 10 realizations. 

List 5 
__global__ void RGB_2_GRAY (char *d_charIn, char *d_charOut, int WIDTH, int HEIGHT)  
{  int col = blockIdx.x * blockDim.x + threadIdx.x; //Obtain ids 
int row = blockIdx.y * blockDim.y + threadIdx.y; 
if(col>=0 && row>=0 && col<=WIDTH && row<=HEIGHT) //Limit working area 
{  //Define local variables 
  float r,g,b; 
  WIDTH*=3;  col*=3; 
 //Save original image data 
 b=(d_charIn[row*WIDTH+col] & 0xff); //Blue 
 g=(d_charIn[row*WIDTH+col+102400] & 0xff); //Green 
 r=(d_charIn[row*WIDTH+col+204800] & 0xff); //Red 
 b=(r+g+b)/3; //Averaging 
d_charOut[row*WIDTH+col]=b; d_charOut[row*WIDTH+col+102400]=b;  
d_charOut[row*WIDTH+col+204800]=b;}} 
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List 6 
  __global__ void RGB_2_GRAY (char *d_charIn, char *d_charOut, int WIDTH, int HEIGHT)  
{    
    … same as List 5 
// Save original image data 
b=(d_charIn[row*WIDTH+col+0] & 0xff); //Blue 
g=(d_charIn[row*WIDTH+col+1] & 0xff); //Green 
r=(d_charIn[row*WIDTH+col+2] & 0xff); //Red 
b=(r+g+b)/3; //Averaging 
d_charOut[row*WIDTH+col+0]=b; d_charOut[row*WIDTH+col+1]=b;  
d_charOut[row*WIDTH+col+2]=b;}} 

2.3.2   Memory Allocation 

The next example illustrates the effect of memory allocation in Matlab. List 7 
shows a code without memory allocation and List 8 with memory allocation. 

List 7 
for(i=1:1:size(Matrix1,1))  
 for(j=1:1:size(Matrix1,2))  
  Matrix3(i,j)=Matrix1(i,j)+Matrix2(i,j);%Matrix addition 5kx5K elements 
 end;end; 

 

List 8 
Matrix3=zeros(5000,5000); %Memory allocation 5Kx5K 
for(i=1:1:size(Matrix1,1))  
 for(j=1:1:size(Matrix1,2))  
  Matrix3(i,j)= Matrix1(i,j) + Matrix2(i,j); 
end; end; 

It is noticeable the reduction in time from 1.2569 for List 7 to 0.46956 for List 8, 
just by performing memory allocation. List 9 illustrates the case of memory allo-
cation in the GPU implementation. 

List 9 
__global__ void sum_matrix(float *Matrix1,float *Matrix2,float *Matrix3,int size_x,int size_y) 
{int i=blockIdx.x*blockDim.x+threadIdx.x; 
int j=blockIdx.y*blockDim.y+threadIdx.y; 
int index = i * size_x + j; 
if (i < size_y && j < size_x) //Working region 
Matriz3[index] = Matriz1[index] + Matriz2[index];} 
int main(){ 
… 
dim3 dimBlock (blocksize, blocksize); //Dimensions of thread by block 
dim3 dimGrid(size_x/dimBlock.x,size_y/dimBlock.x);//Block Grid dimension 
size_t memSize = 5000 * 5000 * sizeof(float); //5Kx5K 
cudaMalloc((void**) &Matriz1,  memSize ); //Memory allocation 
cudaMalloc((void**) &Matriz2,  memSize ); 
cudaMalloc((void**) &Matriz3,  memSize ); 

cudaMemcpy(Matrix1,Mat1,memSize,cudaMemcpyHostToDevice); 
cudaMemcpy(Matrix2,Mat2,memSize,cudaMemcpyHostToDevice); 

//Kernel call 
sum_matrix<<<dimGrid,dimBlock>>>(Matrix1,Matrix2,Matrix3,size_x, size_y);  
cudaMemcpy(Mat3,Matrix3,memSize,cudaMemcpyDeviceToHost); 
cudaFree(Matrix1); //Release memory allocated 
cudaFree(Matrix2);cudaFree(Matrix3); return 0;} 
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2.3.3   Global Memory Access 

Memory access by the threads in the GPU must follow a regular pattern as indi-
cated in Fig. 3 because they are design to work in this way. In some cases memory 
access cannot be achieved as indicated and this reduces the performance of the al-
gorithm. Therefore, if random and not sequential memory access is expected, then 
it is recommended to use the texture memory because it includes a faster cache 
memory than the global memory. However, since the texture memory is read only 
from the kernels, data writing must be done by coping data from RAM memory of 
the CPU. 

 

 

 

Fig. 3 Thread memory access 

2.3.4   Shared Memory Access 

Shared memory is useful when data must be reused because shared memory is 
faster than global memory. However care must be taken to avoid possible conflicts 
when more than one thread try to access the same location at the same time. If this 
situation happens then memory latency may occur. 

2.4   Parallelize  or Not Parallelize? 

A key point on the use of GPU is to determine whether or not parallelize. Two pa-
ramount points that indicate the necessity of parallelize are the following. 

1. If a time consuming code needs to be executed several time during experi-
mentation. 

2. For high demand computational (CPU, memory, access disk, etc.) pro-
grams. For example ANN implementation. 

2.4.1   Consideration at Parallelizing 

In order to obtain an efficient parallelization it is important to consider; 

1. Computational independency. Identify independent task like for’s, do’s, 
subroutines or independent modules. 

2. The previous independent task must be where most of the computational 
load is achieved. 

 

Note that computational independency may imply also data independency. As an 
example, let consider the code in List 10. Lines 1 and 8 are not parallelized be-
cause are disk read and write sequential operations. Lines 2 – 4 are memory  

1 2 3 4 5 6 … n-2 n-1 n

Th4 Th5 Th6 Thn-2 Thn-1 ThnTh2 Th3Th1
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allocation and variable initialization, which must be done from the CPU. The 
computational load in the matrix product in line 5 does not worth to be paralle-
lized. The convolution in line 6 represents the higher computational load and there 
exist computational independency, thus, it is possible to divide it into parts and in 
consequence is ideal to be parallelized. 

 

List 10 
1 A=double(imread('myimagein.jpg'));%BW Image  640x480 
2 B=zeros(480,640); % Output image 
3 c=ones(3,3)/9; 
4 d=rand(3,3); 
5 d=c*d; % Matrix product 3x3 
6 B=conv2(A,d,'same');%Convolution with image  
7 B=(B+A)/2; 
8 imwrite(B,'myimageout.jpg'); 

2.5   Synchronization 

Synchronization is an inherent issue in any parallel architecture. Ideally, it must be 
desired to take a serial code, distribute the operations in equal number in the 
threads and let the CUDA cores to execute them in parallel. However, in some 
signal processing algorithms as well as in ANN models, it is necessary to use pre-
vious output data. This case corresponds to iterative algorithms with data depen-
dency. If the operations of these algorithms are forced to run in parallel without 
synchronization, they will generate incorrect results, since the variables will be 
used before its value is calculated or otherwise updated. This condition is called 
data dependency and is the Achilles heel of any parallel processing architecture. 

It should be noted that the essential condition required to successfully paral-
lelize a loop is that each iteration must be independent of other iterations. If a 
cycle meets this condition, then the execution order of iterations does not matter, 
they can be executed in any order, and the result remains the same. This feature is 
derived from data dependence, suggestion 2.4.1. For a cycle with data dependency 
no iteration of the cycle must write a value to a memory location that is for read-
ing or writing for any other iteration of this cycle. Thus, to determine whether a 
particular cycle can run in parallel, it is necessary to examine how the variables 
are used in cycles. It is necessary to pay particular attention to the variables that 
appear on the left side of assignments, because the data dependency occurs only 
when the memory locations are modified. If a variable is not changed, there is no 
data dependency associated with it. 

Despite the possible problems of synchronization in ANN and signal 
processing applications where it becomes necessary to use iterative algorithms 
with data dependency, it is still a better option to use the parallel architecture in 
this kind of applications because of the high-density calculations. 

When a parallel architecture becomes necessary to use thread synchronization 
for proper operation, it should be noted that the key for a correct parallel 
processing, i.e. to affect as little as possible parallelization, is to divide the algo-
rithm into tasks where the need for synchronization is less. The less it is required, 
the better the results in speed. 
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Nvidia through CUDA architecture provides two functions that allow synchro-
nization; 

_syncthreads(). This function is executed in one kernel and it synchronizes all 
threads of the same block at one point before they can continue execution. How-
ever, it does not work with threads of different blocks. It is ideal to write and then 
read from shared memory, although it is not convenient to synchronize accesses to 
global memory. 

_threadfence(). Unlike the pervious function, it is used for a global synchroni-
zation. It assures that all operations on the global memory inside a block preceding 
this instruction have been completed before continuing. However this function 
may generate an overload reducing the computation speed. An alternative to this 
situation is to copy data from the CPU memory to the GPU, execute the kernel in 
one iteration, then copy data from an output variable on the GPU to an input vari-
able in the same GPU and execute the kernel again. This process is executed until 
the number of necessary iteration is reached. At the end, just copy the GPU output 
variable information to the CPU. This process is illustrated in Fig. 4. 

In summary, the best way to synchronize blocks is to execute the kernel in the 
GPU and make the CPU to wait for all blocks to finish its execution and then start 
the execution in the GPU again.   

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Fig. 4. An alternative to iterative process 
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2.6   Final Considerations 

It is important to keep in mind the bandwidth communication of the GPU with the 
CPU when transferring data, because it must wait until the transfer is complete be-
fore continuing with program execution. 

One of the weaknesses of GPU hardware previous to version 1.3 with respect 
compute capability is that precision of floating point arithmetic operations are 
sometimes not fully adhere to the IEEE floating point standard. For this reason it 
is not surprising that sometimes the results of the GPU and the CPU do not match 
completely. 

Among the limitations of the CUDA architecture is that it does not support the 
display of images on screen. This operation requires the Nvidia primitive libraries 
(NPP), or to use some library that makes use of these primitives, such as OpenCV 
or CUVI. 

3   PCNN Model Implementation 

The implementation of the PCNN model is described in this section. A brief de-
scription of the PCNN model is presented first and then follows the GPU imple-
mentation including references to the suggestion of Section 2. 

The PCNN model implemented is the one proposed in [10] which is briefly de-
scribed next. 
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The feeding region is represented by Eq. (1), where Sij is the input (pixel informa-
tion), αF is the time constant of the leakage filter of the feeding region, VF is a po-
tential, Y(n) is the neuron output at time n, (all neuron outputs at time n is termed a 
pulsation), W is the feeding kernel and * stands for the convolution operation. Eq. 
(2) describes the linking activity. αL is the time constant of the leakage filter of the 
linking region and M is the linking kernel. Equation (3) corresponds to the internal 
activity of the neuron element. The internal activity depends on the linking and 
feeding activity. In (3) β is the linking coefficient. β defines the amount of mod-
ulation of the feeding due to the linking activity. The dynamic threshold is imple-
mented by (4), where αθ is the time constant of the leakage filter of the threshold 
and Vθ is the threshold gain.  Finally the output of the neuron is defined by (5).  
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3.1   GPU Implementation 

The proposed model was previously implemented in Matlab code. Therefore the 
first stage was to apply suggestion 2.2 to that code. The general scheme of the 
PCNN implementation is illustrated in Fig. 5. This scheme is included in 3 files, 
main.cpp, cuda1.h and cuda.cu.  These files are explained next. 

The first step is to read the image to be processed. This can be done with the 
OpenCV library. It is necessary to include some header files; the first one is the 
cuda1.h which includes the PCNN object definition. The files cv.h, excore.h and 
highgui.h are requires in order to use the OpenCV library, List 11. 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. PCNN implementation in GPU 

List 11 file main.cpp 
//main.cpp 
//Open image, process the image and show output image 
#include "cuda1.h" //Header with PCNN object 
#include "cv.h" //OpenCV. 
#include "cxcore.h" 
#include "highgui.h" 
int key; // Keyboard variable. 
int main(int argc, char* argv[]) 
{ 
…. 
IplImage *img = cvLoadImage(filename,0); //Open image. 
cvNamedWindow("Window1",1);//Create widows 
cvNamedWindow("Window2",1); 
cvShowImage("Windows1",img);//Show original image 
*Images tt(img->data,&iteracion,img->height,img->width);//Create image object 
pcnn(tt);  // Execute pcnn model 
cvShowImage("Window2",img);//Show output image 
 … 
return 0; //Terminamos el programa 
} 
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In this code the object tt of class Images is created to contain the image data, size 
and number of iteration to perform. 

Following the suggestion 2.3.1 data structure, the class Images is defined as 

List 13 file Cuda1.h 
//Cuda1.h 
class Images {   int *iter,*height,*width; public:   char *x; //image data pointer 
 //Construction 
 Images(char *x,int *iter,int * height,int *width): x(x), iter(iter), height(height), width(width) {} 
 

The function pcnn is declared as friend of Images  
 

List 14 
friend int pcnn(Images&); }; 
#endif 

The file cuda.cu contains the 3 kernels and the pcnn function. The file includes the 
header cuda1.h which contains the class Images. The constant definition follows 
this header 
 

List 15file cuda.cu 
 

//cuda.cu 
//GPU code 
#include "cuda1.h"  
#define BETA 1 
#define FEED_GAIN 0.1  
#define FEED_TIME -0.1 
#define LINK_GAIN 1 
#define LINK_TIME -0.1 
#define THRESH_ALPH 5  
#define THRESH_GAIN 5 
#define ITERATIONS 25 
#define LINKING_KERNEL {0.05, 0.16, 0.05, 0.16, 0.16, 0.16, 0.05, 0.16, 0.05} 
#define FEEDING_KERNEL {0.05, 0.16, 0.05, 0.16, 0.16, 0.16, 0.05, 0.16, 0.05} 
 

Prototype functions are now declared, for example the error check CUDA func-
tion. Notice the GPU functions have the qualifier _global_, suggestion 2.1.2. 

 

List 16 
// Cuda Error check function 
void checkCUDAError(const char *msg); 
// Data conditioning and variable initialization function. Kernel 1 
__global__ void M_start (char *d_datos, float *d_a , float *d_b, float *d_link, float *d_pulse, float 
*d_threshold ,float *d_internal, float *d_feed); 
// pcnn function. Kernel 2 
__global__ void M_PCNN (float *d_a , float *d_b, float *d_link, float *d_pulse, float *d_threshold 
,float *d_internal, float *d_feed); 
// Output data conditioning kernel 3 
__global__ void M_final (char *d_datos, float *d_b); 
 

The function pcnn is defined as follows. It starts with variable declaration and de-
fines the dimension of the set of blocks and thread. Since the kernels work with 
the same dimensions, they are defined once, suggestion 2.1.5. 
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List 17 
int pcnn(Imagenes& tt) 
{ 
// Host pointers 
float *h_b; 
// GPU pointers      
float *d_a,*d_b,*d_link,*d_pulse,*d_threshold,*d_internal,*d_feed; 
char *d_datos; 
// Grid and block size definition      
int numThreadsPerBlock=8*8;//image of 256*256 = threadbyblock(8*8) blocks(32*32) 
int numBlocks = 32*32; 
// blocks and thread dimension configuration 
dim3 dimBlock(8,8); 
dim3 dimGrid(32,32);   
 

The next step is to determine the amount of memory required and to reserve this 
memory in the video card memory as well as in the RAM, according to the sug-
gestion of data structure and memory allocation 2.3.1. 

 

List 18 
// host and device memory allocation     
size_t memSize = numBlocks * numThreadsPerBlock * sizeof(float); 
//Memory allocation for the host variable corresponding to the pulsed image. 
h_b = (float *) malloc(memSize);      
//GPU memory allocation 
cudaMalloc((void**)&d_a,memSize);cudaMalloc((void**) &d_b, memSize );  
cudaMalloc((void**)&d_link,memSize);cudaMalloc((void**)&d_pulse, memSize ); 
cudaMalloc((void**)&d_threshold,memSize);cudaMalloc((void**) &d_internal, memSize ); 
cudaMalloc((void**) &d_feed, memSize ); 
 

Call kernel 1 for data initialization M_start. 
 

List 19 
size_t memSizechar = numBlocks * numThreadsPerBlock * sizeof(char); 
cudaMalloc((void**) &d_data memSizechar ); 
cudaMemcpy(d_data,tt.x,memSizechar, cudaMemcpyHostToDevice); 
checkCUDAError("cudaMemcpy"); 

//Kernel 1 call 
M_start <<< dimGrid, dimBlock  >>> (d_data, d_a, d_b, d_link, d_pulse, d_threshold, d_internal, 
d_feed); 
cudaThreadSynchronize(); 
 

Now kernel 2 which includes the PCNN model is executed List 20. This part of 
the code requires synchronization, therefore it is necessary to wait to finish before 
a new iteration would be started, suggestion 2.5. The code also includes local vari-
able initialization according to suggestions 2.3.3. 

 

List 20 
// kernel 2 call  
M_PCNN <<< dimGrid, dimBlock  >>> (d_a, d_b, d_link, d_pulse, d_threshold, d_internal, d_feed); 
cudaThreadSynchronize();// GPU synchronization     
printf("Iteration 1\n"); 

 

Back to the CPU and before the second iteration, data of Y(n) in the variable d_b 
is copied to Y(n-1) variable d_pulse. This memory operation is synchronized and 
error is checked.  



446 M.I. Chacon-Murguia and J.A. Cardona-Soto 

List 21 
for(int n=1;n<*tt.iter;n++) 
{ 
cudaMemcpy( _pulse,d_b,memSize,cudaMemcpyDeviceToDevice); 
cudaThreadSynchronize(); 
checkCUDAError("cudaMemcpy");  
M_PCNN<<<dimGrid,dimBlock>>>(d_a,d_b,d_link,d_pulse,d_threshold,d_internal,d_feed);       
// Wait for the GPU to end    
printf("Iteration %d\n",n+1); 
} 

Now output data is arranged using the global function M_final corresponding to 
kernel 3 

 

List 22 
// kernel 3 call  
M_final <<< dimGrid , dimBlock  >>> (d_datos,d_b); 

 

Finally, in the CPU, data arranged are copied from the GPU to the CPU. Memory 
copy is synchronized and errors are checked. At the end, all memory used is re-
leased and the result is displayed, suggestion 2.6. 

 

List 23 
// Copy form device to host and releases memory 
cudaMemcpy(tt.x,d_datos,memSizechar,cudaMemcpyDeviceToHost); 
cudaThreadSynchronize(); 
checkCUDAError("cudaMemcpy"); 
// release device memory    
cudaFree(d_data); cudaFree(d_a); cudaFree(d_b);cudaFree(d_link); 
cudaFree(d_pulse);cudaFree(d_threshold);cudaFree(d_internal); 
cudaFree(d_feed); 
// release host memory 
free(h_b); 
printf("Ok!\n"); 
return 0; 
}//pcnn ends 
 

Kernel 1 M_start 
Image data is converted to uchar to float and then it is normalized. Following 

the suggestion 2.3.3 of avoiding access to global memory a local float variable is 
used in this operation. 

 
List 24 
//  kernel 1 
__global__ void M_start (char *d_data, float *d_a , float *d_b, float *d_link, float *d_pulse, float 
*d_threshold ,float *d_internal, float *d_feed)  
{     
int col = blockIdx.x * blockDim.x + threadIdx.x; //Obtain ids 
int row = blockIdx.y * blockDim.y + threadIdx.y; 
float temp; //Avoid access to global memory 
if(col>=0 && row>=0 && col<640 && row<480) //define working area { 
temp=(d_data[row*640+col] & 0xff); 
d_a[row*640+col]=temp/255; 
d_b[row*640+col]=0.0;//data initialization 
d_link[row*640+col]=0.0; 
d_pulse[row*640+col]=0.0; 
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d_threshold[row*640+col]=0.0; 
d_internal[row*640+col]=0.0; 
d_feed[row*640+col]=0.0; 
}} 

 

The PCNN model is contained in Kernel 2 M_PCNN  
 

List 25 
//  kernel 2 implementation 
__global__ void M_PCNN (float *d_a , float *d_b, float *d_link, float *d_pulse, float *d_threshold 
,float *d_internal, float *d_feed)  
{    
int col = blockIdx.x * blockDim.x + threadIdx.x; //Obtain ids 
int row = blockIdx.y * blockDim.y + threadIdx.y; 
if(col>0 && row>0 && col<639 && row<479) 
 // define working area 
{ 
//local variables declaration 
float ff, lf, tf, dif; 
float X; //2D convolution result 
float F_K[9]=FEEDING_KERNEL; 
float L_K[9]=LINKING_KERNEL; 
int m; 
//Exponential initialization 
ff=FEED_GAIN*exp(FEED_TIME); 
lf=LINK_GAIN*exp(LINK_TIME);  
tf=exp(-1.0/THRESH_ALPH); 

 

The for in the Feed function, Eq. (1) is not recommended for parallelization since 
it only access 9 data, suggestion 2.4.1. In fact it can be rewritten as nine products.   

 

List 25 
//Feed Eq. (1) 
//Synaptic weights convolution with the image 
m=0; 
X=0.0f; 
for(int i = -1; i < 2; i++) 
{ 
for(int j = -1;j < 2; j++) 
 { 
  X+=d_pulse[(row+i)*640+col+j]*F_K[m]; 
  m++; 
   } 
 } 
d_feed[row*640+col]=X+d_a[row*640+col]+ff*d_feed[row*640+col]; 

 

The same suggestion 2.4.1 for the Linking function, Eq. (2) is considered 
   

List 26 
//Link Eq. (2) 
// Synaptic weights convolution with the image 
m=0; 
X=0.0; 
for(int i=-1;i<2;i++) 
{ 
 for(int j=-1;j<2;j++) 
 { 
    X+=d_pulse[(row+i)*640+col+j]*L_K[m]; 
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    m++; 
  } 
} 
d_link[row*640+col]=X+lf*d_link[row*640+col]; 

 

Next the internal energy, the threshold and pulsation are computed 
 

List 27 
//Internal energy Eq. (3) 
d_internal[row*640+col]=d_feed[row*640+col]*(1+BETA*d_link[row*640+col]); 
//Threshold Eq. (5) 
d_threshold[row*640+col]=(THRESH_GAIN*d_pulse[row*640+col])+(tf*d_threshold[row*640+col]
); 
//Pulsation Eq. (4) 
dif=d_internal[row*640+col]-d_threshold[row*640+col]; 
d_b[row*640+col]=((int)(dif*1000000000)>0) ? 1.0:0.0;}} 

 

Kernel 3, M_final 
 

List 28 
// kernel 3 
__global__ void M_final (char *d_data, float *d_b)  
{    
int col = blockIdx.x * blockDim.x + threadIdx.x; //Obtain ids 
int row = blockIdx.y * blockDim.y + threadIdx.y; 
if(col>=0 && row>=0 && col<=639 && row<=479) 
{ d_datos[row*640+col]=d_b[row*640+col]*255.0;}}  
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Fig. 6. GPU vs. CPU performances in the PCNN realization considering different image 
sizes and number of PCNN iterations(Semilog plot) 

4   Results and Conclusions 

Several suggestions involving technical capability and concepts, Matlab algorithm 
preparation, data structures and memory access, parallelize or not parallelize, syn-
chronization and final considerations were presented in this work. These  
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suggestions provided important aspect to consider in the implementation of ANN 
models as it can be verified in the PCNN realization.  This realization was tested 
with different image sizes and number of iterations to show the reader the benefits 
of implementing an iterative ANN model with CPU – GPU synchronization. Re-
sults of these tests are illustrated in Fig. 6. It is very obvious the tremendous in-
crease of processing when the PCNN is developed in the GPU. The experiments 
where performed with a GPU Nvidia Quadro FX3800 with 192 Cuda-cores and 
1GB DDR3 in a workstation with a CPU Intel(R)  Xenon(R) E5620@ 2.40GHz, 
4GM RAM running in Win7pro 64-bits.  

It is our desire that the presented material in this work may motivate new pros-
pective GPU user to venture into the benefits of implementing ANN models in the 
GPU technology which represent an inherent alternative for bio-inspired models. 
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Abstract. NSGA-II is one of the most popular algorithms for solving Multi-
objective Optimization Problems. It has been used to solve different real-world 
optimization problems. However, NSGA-II has been criticized for its high compu-
tational cost and bad performance on applications with more than two objective 
functions. In this paper, we propose a high performance architecture for the 
NSGA-II using parallel computing, for evaluation functions and genetic operators. 
In the proposed architecture, the Mishra Fast Algorithm for finding the Non Dom-
inated Set was used. We present results for five different test functions. 

 
Keywords: GA, NSGA, NSGA – II. 

1   Introduction 

Optimization refers to obtain the values of decision variables, which correspond to 
the maximum or minimum of one or more objective functions [1]. Many  
applications consider only one objective function, probably due to the available 
computational resources; however, most real problems involve one or more  
objectives, which are very difficult to solve because of its high computational cost. 
The way of finding optimal solutions of such a problem is known as multiobjec-
tive optimization (MOO). 

In single-objective optimization, the search space is often well defined. When 
we try to optimize several objectives at the same time, the search space also be-
comes partially ordered. A multiobjective optimization problem could be written 
in the form minimize [f1(x), f2(x),…,fk(x)] for k objective functions 

ℜ→ℜn
if : subject to some equality and inequality constraints. For  

T
nxxxx ],...,,[ **

2
*
1=  , the vector of decision variables, our task is to determine 

the set F of all vectors which satisfy all the constraints, the particular set of values 

],...,,[ **
2

*
1 nxxxx =  and also yields the optimum values for all the objective 

functions [2]. 
If all objective functions are for minimization, a feasible solution x is said  

to dominate another feasible solution y (x > y), if and only if, zi(x) ≤zi(y) for  
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i = 1,…,K, where K is the number of objective functions and z is a set of K objec-
tive functions, and zj(x) < zj(y) for least one objective function j [3]. One general 
approach is to determine an entire Pareto Optimal solution set or a representative 
subset. A Pareto optimal set is a set of solutions that are non-dominated with re-
spect to each other, as shown in Fig. 1. 

 

 

Fig. 1. Decision variable and objective space relationship 

The main purpose of a multiobjective optimization algorithm is to identify solu-
tions in the Pareto optimal set. There are three principal methods of dealing with 
multiple objectives: 

1. Combine all the objectives into a single scalar value, typically as a weighted 
sum, and optimize the scalar value. 

2. Solve for the objectives hierarchically, optimizing for a first objective, if there 
is more than one solution, optimize these solutions for a second objective, and 
repeat for a third etc., if appropriate. 

3. Obtain a set of alternative, non - dominated solutions, each of which must be 
considered equivalent in the absence of further information regarding the rela-
tive importance of each of the objectives. 

Generating the Pareto set can be computationally expensive and is often infeasible 
because the complexity of the underlying application prevents exact methods from 
being applicable. For this reason, a number of stochastic search strategies such as 
evolutionary algorithms, tabu search, Ant Colony Optimization have been devel-
oped, and they usually find a good approximation, i.e., a set of solutions whose 
objective vectors are not too far away from the optimal objective vectors. 

2   Pareto-optimality 

Definition 1. Domination: A decision vector, x1 dominates a decision vector x2 

(denoted by 21 xx  , if and only if 

• x1 is not worse than x2 in all objectives, i.e. fk (x1) ≤ fk (x2) , knk ,...,1=∀ , and. 

• x1 is strictly better than x2 in at least one objective, i.e. knk ,...,1=∀ , fk(x1) ≤  

fk (x2). 
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Similarly, an objective vector, f1, dominates another objective vector f2, if f1 is not 
worse than f2 in all objective values, and f1 is better than f2 in at least one of the ob-

jective values. Objective vector dominance is denoted by 21 ff  . From  

Definition 1, solution x1 is better than solution x2  if 21 xx   (i.e. x1 dominates x2), 

which happens when 21 ff  . The concept of dominance is illustrated in Fig. 2. 

 

 
Fig. 2. Dominance concept. Point (f1(x),f2(x)) dominates all other points 

Definition 2. Pareto-optimal: A decision vector Ω∈*x  is Pareto - optimal if 

there, does not exist a decision vector Ω∈≠ *xx  that dominates it. An objec-

tive vector, )(* xf , is Pareto-optimal if x is Pareto-optimal. 

3   Genetic Algorithms 

Holland and his colleagues proposed the concept of Genetic Algorithms (GA) in 
the 1960s and 1970s [4]. GA is inspired by the evolutionist theory explaining the 
origin of species. In nature, weak and unfit species within their environment are 
faced with extinction by natural selection. The strong ones have greater opportuni-
ty to pass their genes to future generations via reproduction. In the long run, spe-
cies carrying the correct combination in their genes become dominant in their 
population. Sometimes, during the slow process of evolution, random changes 
may occur in genes. If these changes provide additional advantages in the chal-
lenge for survival, new species evolve from the old ones. Unsuccessful changes 
are eliminated by natural selection. 

A solution vector Xx ∈  is called an individual or a chromosome. Chromo-
somes are made of discrete units called genes and each gene controls one or more 
features of the chromosome [5]; genes are assumed to be binary bits.  
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. 

An operate with a collection of chromosomes, called a population and is nor-
mally randomly initialized. As the search evolves, the population includes fitter 
and fitter solutions, and eventually it converges, meaning that it is dominated by a 
single solution. 

3.1   Operators for Solution Generation 

GA uses two operators to generate new solutions from existing ones: crossover 
and mutation. In crossover, generally two chromosomes, called parents, are com-
bined to form new chromosomes, called offspring. The parents are selected among 
existing chromosomes in the population with preference towards fitness so that 
offspring is expected to inherit good genes, which make the parents fitter. By ite-
ratively applying the crossover operator, genes of good chromosomes are expected 
to appear more frequently in the population, eventually leading to convergence to 
an overall good solution. 

The mutation operator introduces random changes into characteristics of chro-
mosomes. A mutation is generally applied at the gene level. In typical GA imple-
mentations, the mutation rate (probability of changing the properties of a gene) is 
very small and depends on the length of the chromosome. Therefore, the new 
chromosome produced by mutation will not be very different from the original 
one. Reproduction involves selection of chromosomes for the next generation; the 
fitness of an individual determines the probability of its survival for the next gen-
eration. There are different selection procedures in GA, depending on how the fit-
ness values are used, such Proportional section, ranking, and tournament selection 
are the most popular selection procedures. 

The general procedure for GA given in Algorithm 1 summarizes a general GA. 
 

 

4   NSGA-II 

The NSGA-II, Non Dominated Sorting Genetic Algorithm is an improved version 
of the algorithm NSGA proposed by Srinivas and Deb [9]. This is a scheme for 
solving multiobjective optimization problems using the concept of non-dominance 
introduced by Goldberg [8], and a genetic algorithm to produce new solutions. 

The schematic of this algorithm is shown in Fig 3 which shows that the first 
randomly generates a population Pt  with N individuals and from them creates a Rt 
set of offspring solutions using the genetic operators of crossover and mutation. 



High Performance Architecture for NSGA-II 455 

Parents and offspring generated are added to a new set called Rt, in this set is made 
a non-dominated sorting with which are obtained different fronts of non-
dominated, after each solution is assigned a crowding distance. A new parent pop-
ulation is formed from the fronts with better range of non-dominance and the last 
frontier choosing solutions with best crowding distance. The pseudocode for the 
NSGA-II is given in the algorithm 2: 

 

 

 

Fig. 3. Illustration of the NSGA-II process 

The fast non-dominated sorting procedure separates the population into differ-
ent fronts according to their level of dominance for that Deb suggested the follow-
ing algorithm: 

First, for each solution is calculated two entities: i) ni, which is the number of 
solutions that dominate the solution i, and ii) Si is the set of solutions that i domi-
nates. It identifies all the points that have ni = 0 and put on the list F1. It is named 
to the list F1 current front. For each solution (i) of the front current visit, each 
member (j) for a whole (Si) and is reduced by one the number of individuals do-
minating nj. By doing this, if some member of j the counter becomes zero (nj = 0), 
is put on a new list H. When all members of the current front have been revised, 
declare the members of the front F1 as the first front and the front H becomes our 
current front. 
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This algorithm to maintain diversity of the population in each non-dominated 
frontier using a density estimator for each individual who is named Crowding Dis-
tance, which is an average separation between two contiguous individuals, indi-
viduals who are at the ends are assigned infinite distance the pseudocode for this 
procedure shown in algorithm 3. 
 

 

5   PNSGA-II 

The PNSGA-II is an algorithm based in the NSGA-II structure with different sorting 
procedure, elite mechanism and genetic operators. The first step is initialize a popu-
lation of size 2N where N is a population size, each individual is an array of real 
numbers of size k+m+2 as shown in the Figure, where k is the number of variables, 
m is the objective functions and other tow places for Pareto Rank (R), and Crowding 
Distance (d). The compute of their objective values is realized in parallel form. 
 

 

Fig. 4. Encoding of individuals in a population 
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The next step is assign Pareto rank to each individual using the parallel sorting 
procedure execute using the following step. 

• Step 1. Sort all the solutions R in decreasing order of their first objective 
function (Si) 

• Step 2. Divide the population R in equal number of the parallel workers 
R1, R2…, RW. 

• Step 3. For each parallel worker, assign Pareto Rank to RW and return the 
subpopulation PW. 

• Step 4. Synchronize the workers and join the population P  

To assign Pareto Rank to each individual of the subpopulation RW the first step is 
finding the non-dominated set of RW using the Mishra fast algorithm, assigns Pa-
reto Rank 1 to its set add to new PW and delete from RW. For the new population 
RW, find the non-dominated set, add to PW and delete from RW, this process contin-
ue until RW is an empty set. 

In this algorithm, one of two strategies to archive truncation is applied, the first 
choose the solutions with better Pareto Rank, for these strategies first sort P in ascen-
dant order of their Rank, if some solution of the first N has Pareto Rank greater than 1 
delete the last N individual and assign crowding distance, if this conditional are not sa-
tisfied preserve only the solutions with Rank 1 and compute de crowding distance. 

If the size of the population P is bigger than N, the second archive truncation 
strategies is applied. For this strategies sort, P in decreasing order of their crowd-
ing distance and preserve only the first N solutions. 

The crowding distance is uses to a diverse front by making sure each member 
stays a crowding distance apart. This keeps the population diversity and helps the 
algorithm to explore the fitness landscape. For compute de crowding distance to 
de population P each solution of Rank i is moved to a new subset Fi. For each Fi 

sort in ascendant order of their first objective function and assign infinite distance 
at the first and the last solutions, for the other solutions compute de average be-

tween adjacent solutions, m
j

m
j

m
j

m
j FFdd 11 −+ −+= , this process is iterative for 

each objective function. 
Applying the elitism strategy, we have N Parents P with the better Rank and/or 

Crowding distance. With the crowding comparator, we choose the better solutions 
and move to the mating pool for generate new offspring solutions. 

The crowding comparator is a binary tournament that compare two solutions 
randomly selected from P, and the winner has the better Rank.  If the Rank is 
equal, the winner have the lower crowding distance and moved to the mating pool 
B this process continue until B have N solutions. 

To create new solutions the blend crossover (BLX-0.5) [18] and Non-uniform 
mutation are used, [19], these GA operators are executed in parallel form with W 
workers at the same time. For this process, the mating pool B is a global memory 
and each worker generate N/W offspring and after this are synchronized to the 
offspring population Q. 

Each worker chooses two random solutions from B, after generate two random 
numbers c (crossover probability) and m (mutation probability), if p is bigger than 
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the selected crossover probability the worker choose other parents, else apply the 
BLX-5. If m is bigger than the mutation probability the new solution is added to the 
offspring population Q; else, the non-uniform is applied, and the new solution is  
added to the offspring population Q, this process continue until have N/W offspring. 
If some offspring is out of the variable boundaries, it is replaced for some parents. 

6   Results 

This algorithm was tested with the function SCH1, SCH2 [20], ZDT1, ZDT2 and 
ZDT1 [21] (minimization of both objectives). 
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For these functions the Pareto optimal is known, for SCH1 when xϵ [0,2], for 
SCH2 the Pareto optimal occurs xϵ [1,2]U[4,5], for the function ZDT1-3 the Pare-
to optimal corresponds to x1ϵ [0,1] and xi= 0 for i = 2,3,…,30.  

Fig. 5 show the non-dominated solutions obtained by PNSGA-II on SCH1 after 
10 generations using crossover probability of 0.8 and mutation probability of 0.01, 
these probabilities are the same for the other experiments, the population size is 
100. With these parameters, the mean of non dominated solution is 0.966260381, 
in xϵ [0.002789492, 2.002688216] the standard deviation of 0.578461005 and the 
variance of 0.334617134. In Fig. 5 show the non-dominated solutions obtained for 
SCH2 using the same configuration than for SCH1, the mean of non dominated 
solution is 2.079552681, in xϵ [0.999171542, 5.001348663] the standard deviation 
of 1.218250089 and the variance of 1.48413328. 

This algorithm has good results for the ZDT functions like show in Table 1 and 
in Figs.5 and 6. The population size is 100, the results presented were obtained af-
ter 200 generation, the non dominated set is near to the Pareto front known for 
these problems and its spread in the non-dominated front is good. The conver-
gence to Pareto Front is faster than other algorithms. 

Table 1. Statistical analysis of ZDT functions 

Function x1 x2- x30 

ZDT1 Mean 0.43942224 0.005943853 

Range 
[5.7005E-05, 
0.99961505]

[0.003354647, 
0.010692929] 

Deviation 0.3200986 0.002217063 

Variance 0.10246311 4.91537E-06 

ZDT2 Mean 0.60248299 0.00430547 

Range 
[0.00016236, 
0.99863189]

[0.00186554, 
0.00952807] 

Deviation 0.266575 0.00173071 

Variance 0.07106223 2.9954E-06 
ZDT3 Mean 0.42721361 0.02621265 

Range 
[7.1923E-05, 
0.85166161]

[0.01333688, 
0.13884388] 

Deviation 0.27739178 0.02283645 

Variance 0.0769462 0.0005215 
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Fig. 5. Non-dominated solutions obtained by PNSGA-II on SCH1 and SCH2 

 

Fig. 6. Non-dominated solutions obtained by PNSGA-II on ZDT1, ZDT2 and ZDT3 

7   Conclusions 

The proposed scheme for applying genetic operators in parallel can be used for 
any genetic algorithm, the suggestion to use shared memory allows maintaining 
the diversity of the population, but this strategy only works if parallelization is 
used for large granularity. 

The elitism strategy used is an improvement to the algorithm NSGA-II because 
the area of MOOEA has been given great importance to the spread of solutions in 
the Pareto optimal front. Being the only criterion of unemployment the number of 
generations, if the algorithm is iterated for more generations needed to reach the 
Pareto frontier, the only thing is that it will occur to improve the spread. 
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Abstract. People constantly make decisions based on information, most of which 
is stored in databases. Accessing this information requires the use of query lan-
guages to databases such as SQL. In order to avoid the difficulty of using these 
languages for users who are not computing experts, Natural Language Interfaces 
for Databases (NLIDB) have been developed, which permit to query databases 
through queries formulated in natural language. Although since the 60s many 
NLIDBs have been developed, their performance has not been satisfactory, there 
still remain very difficult problems that have not been solved by NLIDB technolo-
gy, and there does not yet exist a standardized method of evaluation that permits 
to compare the performance of different NLIDBs. This chapter presents an  
analysis of NLIDBs, which includes their classification, techniques, advantages, 
disadvantages, and a proposal for a proper evaluation of them. 

1   Introduction 

Information is a fundamental factor in decision making. Currently the largest 
sources of information are stored in databases (DBs). Information stored in data-
bases has been growing constantly, which has brought about the need for creating 
systems that permit users to obtain information easily, fast and reliably. In order 
for a user to obtain information from a database, he/she needs formulate a query in 
such a way that the computer interprets and generates the correct answer (usually 
in a database query language such as SQL). Unfortunately, only computing pro-
fessionals can formulate queries in such way. Therefore, natural language inter-
faces to databases (NLIDBs) emerge as an alternative that permit users accessing 
information stored in databases through a query in natural language (NL). 

The need for NLIDBs has grown popular nowadays as a consequence that 
many users request accessing information in different types of systems (comput-
ers, cell phones, PDAs) [8, 4]. 

Unfortunately, despite that fact that NLIDBs have been developed for more 
than 50 years, they have not attained a high enough performance (percentage of 
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correctly answered queries close to 100%) to make them widely used in business 
applications. Most of the NLIDBs that have achieved good results (success rate 
around 95%) are domain dependent; i.e, those that can only be used to query a 
single database; however, domain-independent NLIDBs still have deficiencies in 
the translation process (form NL to a DB query language) and have attained a suc-
cess rate in the interval 80-90%. 

It is clear that the development of effective NLIDBs continues to be an open re-
search topic, for the simple fact that no domain-independent NLIDB has achieved 
a success rate close to 100%. 

This analysis of the state of the art in NLIDBs aims at showing the state of 
progress of this technology to date. To this end, the most relevant architectures, 
NL processing techniques and types of GUIs that have been used for implement-
ing NLIDBs are described together with their advantages and disadvantages, as 
well as examples of NLIDBs that have used them. This chapter includes a descrip-
tion of the most relevant problems that have prevented NLIDBs achieving a level 
of performance good enough to make them widely used in business applications. 
Finally, since evaluation is an important aspect for assessing the progress of tech-
nologies, this chapter includes an overview of the databases, query corpuses and 
metrics that have been used for evaluating NLIDBs, as well as a proposal for stan-
dardizing their evaluation. 

2   History 

The first NL querying systems were developed in the 60s, and they were basically 
NLIs for expert systems tailored for specific domains, being some of the most 
famous BASEBALL [2] and LUNAR [3]. Most of those NLIDBs were developed 
keeping in mind a particular database, and consequently they could not be easily 
modified for querying different databases or they were difficult to port to different 
application domains. These systems had a database or a knowledge system created 
manually by domain experts. Some of the first NLIDBs were based on pattern 
matching techniques, described in Subsection 4.1.1. 

Other interfaces that were developed in the late 70s were PLANES [36], REL 
[36] and LADDER [36]. These systems used a semantic grammar, described in 
Subsection 4.1.3. A boom of NLIDBs development occurred in the 80s, when nu-
merous research prototypes were implemented, such as CHAT-80 [3], DATALOG 
[3], EUFID [3], and TELI [3]. 

The next generation of NLIDBs used an intermediate representation language, 
which expressed the meaning of user queries in terms of high level concepts, in-
dependently of the database structure [3]. TEAM [20] is an experimental and port-
able NLIDB developed in 1985, which consists of two main components: expres-
sion mapping from NL to formal representations and transformation of these 
expressions to a DB query language, which permits the separation of the linguistic 
process from the mapping process in the knowledge base.  

Masque/pro translates English queries to expressions in a logic language called 
LQL, which are evaluated against Prolog databases. Later on, since most existing 
databases are relational, the authors decided to modify this system, from which 
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Masque/sql evolved, which is a portable NLIDB that supports SQL databases. The 
main adaptation consisted of translating LQL queries to SQL expressions [3]. 

Several NLIDBs were developed which were commercialized. Some of the 
most successful were INTELLECT, Q&A, English Wizard and English Query. 
However, when graphical user interfaces were introduced, these NLIDBs were 
gradually discontinued. Their performance was not very satisfactory, due to the 
existence of several problems: the language coverage of the system was not ob-
vious for users; i.e., the system might be able to answer the query but it would not 
generate the correct result; the origin of its mistakes could not be discerned; i.e., 
the user could not guess if the problem was caused by a language coverage limita-
tion or the conceptual scope of the database; and when the NL queries were ambi-
guous, usually the result was not what users expected. 

3   Recent Work 

The boom of NLIDBs development occurred in the 80s. Despite the development 
of many systems at that time, gradually their use decreased due to several prob-
lems that affect their performance. In this section some of the most relevant of re-
cent works are presented; moreover, several of the systems described in this  
section were included because they use translation techniques different from the 
traditional ones. 

PRECISE [30] introduces the notion of "semantically tractable sentences", 
which are those that can be translated to a unique semantic interpretation. Its accu-
racy rate for tractable sentences is impressively high (100%), however its recall 
rate is just 78-95%. 

NLPQC [34] is a NLIDB that is used for querying the virtual library CINDI. 
This system is constituted by a run-time preprocessor. The preprocessor builds a 
conceptual knowledge base of the DB schema using WordNet, which is used at 
run time for analyzing the user query according to several predefined frameworks 
and for generating an SQL expression. 

WYSIWYM [29] uses a semantic graph inspired by the one described in [37]. 
The interface helps users formulate queries using predefined frameworks, through 
a query interface, where the user completes the framework choosing from a list of 
search values for the columns involved in the query. 

DaNaLIX [18] is a NLIDB to query XML databases. In this system the domain 
knowledge can be obtained from the interaction with the user. Query analysis fo-
cuses on keywords and its relationships with the XML elements, which are used 
for translating the query to XQuery. 

C-PHRASE [22] has an authoring tool for editing the data dictionary of the 
NLIDB for a specific domain. Query analysis focuses mainly on recognizing noun 
phrases, and it uses a semantic grammar based on rules and patterns, which are 
used for translating the query to SQL. 

In [11] a NLIDB that uses Sequence and Tree Kernels (STKs) and some va-
riants is presented. In this system sets of data are constructed that consist of pairs, 
where each pair is constituted by a NL query and its translation into SQL. The 
NLIDB represents these pairs through syntactic trees, and uses kernel functions 
and support vector machines for carrying out the translation from natural language 
to SQL. 
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4   Classification of NLIDBs 

In this section three types of classification of NLIDBs are presented; according to: 
their type of architecture, language processing technique, and type of graphical  
interface. 

4.1   Classification by Architecture 

4.1.1   Pattern Matching Systems 

The first NLIDBs used this type of method, which employs a simple technique 
based on patterns or rules that are applied to the NL query [3]. In pattern-matching 
systems, their inner workings are closely related to the peculiarities of the data-
base to be queried; consequently, these systems are limited to specific databases 
and the complexity of the patterns considered. In order to exemplify the simplicity 
of the method, let us consider a rule that could be used for the ATIS database [33]: 

 Pattern of NL query: 
  “Flight Code” of <A Flight Number> 
 SQL expression that corresponds to the preceding pattern: 

SELECT flight_code.flight FROM flight WHERE flight_number = <A Flight 
Number> 

The advantage of this technique is that it is neither necessary to implement a syn-
tactic parsing nor interpretation modules for translating the query, which facilitates 
their implementation. The main disadvantage is that the simplicity and superficiality 
of the implementation (because of the limitation of the rules defined) frequently 
causes an incorrect translation of the NL query to a DB query language. Additional-
ly, the coverage of the system is limited by the number of patterns it uses. 

Some NLIDBs like the system described in [1] and gNarLI use this type of 
technique. 

4.1.2   Syntax-Based Systems 

Syntax-based systems use a syntactic parser for generating the parse tree corres-
ponding to NL queries [3]. The parse tree is mapped to the DB query language 
based on predefined syntactic grammars. 

The syntactic parser is a program that parses NL sentences. Parsers are imple-
mented from a set of grammar rules and lexicons. Parsers are generally designed 
for a specific natural language due to the idiosyncrasies of different languages  
regarding grammar rules and lexicons. 

The result of parsing a sentence is the syntactic representation of the sentence. 
The representation obtained consists of three types of information: part of speech 
of words, phrases, and relationships between words or phrases. The part of speech 
of a word in a sentence is its syntactic category (verb, noun, adjective, preposition, 
etc.). A phrase is a sequence of two or more words that are grammatically linked 
without subject and predicate. 
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Parsers also generate a representation for a sentence, called constituent tree. Re-
lationships between words are represented in the constituent tree. Parsers use a set 
of rules based on the constituent tree for generating the syntactic relationships be-
tween words and phrases. 

Once a user query is parsed into a constituent tree, syntax-based systems use a 
syntactic grammar for mapping user queries. An example of a possible grammar 
for a query to the GeoBase database looks as shown below. 

 
• S  WQ VP 
• WH  “what” | “which” 
• WQ  WH “river” | WH “state” 
• VP  V DP 
• V  “passes through” | “borders” 
• DP  “Illinois” | “Missouri” | “Indiana” 
Considering the following query: 

Which river passes through Illinois? 
 
According to the syntactic grammar, the system could map this query to the fol-
lowing logical query to the database (where X denotes a variable): 

? (river(x)∩flow_through(X,Ilinois)). 

The advantage of using this technique is that it facilitates mapping from the syn-
tactic tree to the DB query language, because the tree contains detailed informa-
tion of the sentence of the user query. The disadvantages are related to problems 
concerning domain independence and DB query language. Problems such as se-
mantic ellipsis may cause ambiguity when the query refers to a column that  
belongs to several DB tables. Other problems are related to the possibility of gene-
rating several syntactic trees, which could lead to several interpretations of the us-
er query. There also exists the difficulty of mapping the sentence directly to a DB 
query language (such as SQL) due to the rules defined. The syntactic structures 
are deeply rooted to the database information; therefore, the systems that use this 
technique are difficult to port to another database. 

An example of NLIDB that uses this translation technique is LUNAR. 

4.1.3   Semantic Grammar Systems 

The semantic grammar systems are similar to syntax-based systems: syntactic 
parsing is used for generating the constituent tree of the user query. This technique 
uses predefined grammars for mapping from the constituent tree to an SQL ex-
pression. An example of a possible semantic grammar is shown below [3]. 

 
S  River_question Flow_through 
River_question  “which river” 
Flow_through  “passes through” State 
State  “Illinois” 
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Semantic grammars offer more-semantically-enriched information than syntactic 
grammars, which extends the scope of application of such systems. Semantic in-
formation about the domain knowledge is related to the semantic grammar. Se-
mantic grammar categories are usually selected to enforce semantic constraints. 

The advantage of this type of architecture is that the semantic representation does 
not have a complex syntactic tree. The structures permit assigning semantic informa-
tion to the tree nodes, which reduces the elliptical problems of user queries. 

The disadvantage of this method is that the semantic information about the know-
ledge domain is hard-wired into the semantic grammar (a new semantic grammar 
has to be written whenever the system is configured for a new domain), which 
makes difficult to port NLIDBs from one database to another. Moreover, the struc-
tures of the syntactic tree can hardly be useful for other databases. Some systems  
intend to obtain information from the domain knowledge by interacting with the user 
or extracting such information from a corpus of queries formulated by users. 

Examples of NLIDBs that employ this translation technique are LADDER, 
PLANES, REL, PHILIQA1, EUFID, ASK, DATALOG, Nchiql, QBI, CoBASE, 
PRECISE, NLPQC, WYSIWYM, and the system presented in [11]. 

4.1.4   Intermediate-Representation Language Systems 

Currently most NLIDBs use this technique for translating a NL user query to an 
intermediate logical query (in some intermediate meaning representation lan-
guage). Intermediate logical queries express the meaning of user queries in terms 
of high-level-world concepts, which are independent of the database structure [3]. 

In this type of systems a sentence is mapped first to a logical query language, 
and subsequently this query is translated to a DB query language. This type of sys-
tems may include more than one meaning representation language. 

In intermediate-representation language systems, a system can be divided into 
two parts: the first generates the logical query and the second generates the DB 
query from the logical query. The use of logical query languages permits adding 
reasoning capabilities to the system through the incorporation of reasoning mod-
ules between the semantic analyzer and the DB query generator. A recent varia-
tion of this architecture consists of using an internal structure (such as a semantic 
network) instead of an intermediate-representation language. 

The advantage of using this technique is that the part that generates the logical 
queries is independent of the DB management system. This technique also permits 
the domain to be independent of the system modules and the addition of reasoning 
modules that enables the system to carry out reasoning based on information 
stored in the database. A disadvantage is that most of these kind of NLIDBs use 
deductive databases, which are much less used than relational databases; thus, the 
scope of application is limited. 

Examples of systems that use this technique are RENDEZVOUS, CHAT-80, 
DIALOGIC, TEAM, DIAGRAM, JANUS, TELI, TAMIC, EDITE, and C-
PHRASE. 
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4.2   Classification by Language Processing Techniques 

4.2.1   Symbolic Approach 

The symbolic method was prevalent in the first decades of NLIDBs development. 
Words are symbols that represent objects in the real world, and they are subject to 
well-defined grammar rules. 

In this type of approach, language is coded in rules or other forms of represen-
tation. Language is analyzed at several levels for obtaining information, from 
which rules are obtained that are applied for achieving the intended linguistic 
functionality for the system. Similarly to the human language capabilities, a rule-
based reasoning is carried out which is supported by symbolic processing [2]. 

The advantage of this approach resides on its simplicity, since it does not re-
quire a complex implementation. Its disadvantage is that its functionality and 
scope are limited to the rules defined for interpretation. 

Many NLIDBs use this technique since they use rules for answering user  
queries. Some systems that use this technique are LUNAR, LADDER, PLANES, 
REL, PHILIQA1, EUFID, ASK, DATALOG, TAMIC, EDITE, NLPQC, and  
C-PHRASE. 

4.2.2   Empirical Approach 

Statistical analysis is the main tool for this type of approach, since it is based on 
text corpora analysis. The corpora are used as source of information for the natural 
language [2]. In this approach the syntactic parsing is carried out on a training 
corpus, in which the ellipsis and ambiguity problems can be resolved considering 
the context of the information obtained. 

The advantage of using this approach is that, unlike the symbolic approach, this 
method automatically carries out the acquisition and learning of more complex 
knowledge. Its disadvantage is that its effectiveness depends on the training cor-
pus, and it also needs some processing time that depends on the corpus size. 

Examples of NLIDBs that use this approach are PRECISE, WYSIWYM, Da-
NaLIX and the system presented in [11]. 

4.2.3   Connectionist Approach 

Artificial neural networks permit modeling language processing. Instead of sym-
bols, this method is based on distributed representations that correspond to statis-
tical regularities in natural language [2]. 

The advantage of this approach consists of permitting high-level representa-
tions of knowledge, which allows more information and possibly larger domain 
independence. The disadvantage is that it probably needs more processing capaci-
ty that the other techniques. 

An example of the use of this method is presented in [11]. Additionally, sys-
tems such as Nchiql, QBI, CoBase, and WYSIWYM use semantic graphs for in-
terpreting user queries. In Owda’s NLIDB [25] knowledge representation trees are 
used. 
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4.3   Classification by Type of GUI 

4.3.1   Command Line Based 

This is a method that permits users to input NL queries through a simple text line. 
The first NLIDBs used this type of approach because of the existing software and 
hardware limitations. 

Though inexperienced users easily learn to interact with graphic interfaces, a 
well-designed command line interface has several advantages over other interface 
types. Since the interface does not have complex components, its simplicity and 
uniformity make it easy to use. In general, the execution of a command can be 
faster than using a graphic interface. 

A disadvantage of this type of approach is that it might be complicated to  
minimize user mistakes. Though this type of interfaces have uniformity in the in-
teraction with the user, since they do not have other tools such as clarifying dialo-
gues, the results obtained are not always satisfactory because there is no feedback 
from the NLIDB. 

An example of NLIDB that uses this type of interface is NLPQC. 

4.3.2   Menu-Based 

In this type of systems users formulate queries choosing from menus of phrases 
and search values. The menus are displayed on the screen and are constantly up-
dated. The user can browse the menus to find out the queries that the system can 
answer. 

The advantage of this kind of systems is its ease of use and the guarantee that 
queries are correctly worded. A major disadvantage is that the coverage of the sys-
tem is limited by the number of phrases included in its menus. Another disadvan-
tage is the heavy use of computer resources due to the constant updating of the 
system menus. Additionally, query formulation may occasionally require search-
ing through a lot of information, which may cause a lengthy search in the menus. 

Some examples of menu-based NLIDBs are NLMenu System, TEAM, and 
WYSIWYM, as well as the systems presented in [15] and [19]. 

4.3.3   Conversation/Dialogue-Based 

Conversation-based systems use conversation agents that permit users to interact 
with the NLIDB, in such a way that the users may refine their queries through di-
alogues until they get the desired result. There exists another type of dialogues 
used by NLIDBs, which are called clarifying dialogues. These dialogues, like 
conversation-based dialogues, are used after the query has been preprocessed in 
order to clarify the meaning of a query that has not been fully understood (usually 
asking for omitted words in the query wording). 
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The advantage of this type of interface is its reliability and friendliness, since it 
permits the user to refine or clarify the query for attaining the desired result. Inte-
raction with the user makes possible to integrate learning modules that permit  
feedback to the system, which in turn leads to improved performance. With a good 
dialogue design, this type of interfaces guarantees obtaining the desired results 
with better accuracy. 

However, it might be necessary to configure the system so it adequately responds 
and interprets the responses obtained from the user as a result of the interaction with 
the system. There might also occur superfluous interactions with the user. Another 
disadvantage is that the interaction with the system could be lengthy when dealing 
with complex queries or elliptical queries (those in which words crucial for their in-
terpretation are omitted). Due to the processing and coverage of dialogue cases, the 
system might require a larger amount of computational resources. 

Some examples of conversation/dialogue-based NLIDBs are SHRDLU, 
WISBER, and TAMIC, as well as the systems presented in [15] and [25]. Other 
systems such as IR-NLI support spoken dialog. 

4.3.4   Multimode-Based 

This kind of interfaces has sophisticated selection and navigation techniques for 
selecting objects and context-sensitive menus for manipulating them. This tech-
nique could be considered as a combination of menu-based interfaces and dialo-
gue-based interfaces, which in some cases includes the use of checkboxes, lists, 
objects, etc., and even speech for interacting with the system. 

Because of the combination of techniques, multi-mode interfaces share their 
advantages and disadvantages. Among their advantages, it can be mentioned that 
users can formulate queries at a higher level, since queries can be formulated at 
different levels of construction, additionally they permit clarifying details of the 
user query. 

The main disadvantage if this type of interface is that it requires a larger use of 
computational resources because of the larger amount of constituent elements. 
Occasionally, user-system interaction could be tedious and its use might possibly 
be difficult when the user ignores the operation of the system. 

Some examples of multimode-based NLIDBs are JANUS, QBI, CoBase, info-
Vis, DaNaLiX, and C-PHRASE. 

5   Problems in NLIDBs 

For over 50 years a large number of NLIDBs prototypes and commercial systems 
have been developed; however, to date they have not attained satisfactory results; 
i.e, recall rate close to 100%. 

Interfaces such as PRECISE [30] (considered one of the most successful), only 
answers queries that are considered "tractable", where tractable is defined as "easy 
to understand, questions where the words or phrases correspond to database  
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elements or constraints on join paths." Unfortunately, in complex databases (like 
ATIS), many queries involve semantic ellipsis which makes queries difficult to 
understand; for example in the query corpus for ATIS, the percentage of elliptical 
queries is approximately 85%. 

The pitiful situation of commercial NLIDBs gives an indication of the back-
ward state of NLIDB technology; most of the commercial products have been  
discontinued due to their poor performance and the difficulty for porting and con-
figuring them. For example, LanguageAccess was discontinued by IBM, English 
Query (developed by Microsoft) was included for the last time in SQL Server ver. 
8.0 in 2000, and English Wizard (by Linguistic Technology Corporation) was dis-
continued several years ago. ELF [5] (reputed as being one of the best NLIDBs 
and still available for sell) does not provide anymore technical support and it has 
not been updated nor improved its operation for many years. 

Though many ILNBDs problems still remain unsolved, most researchers that 
have worked in this area, have moved to other research topics and have not con-
tinued to improve their prototypes performance. 

Some of the main problems in which most of the researchers agree, are those 
related to portability (domain independence) and translation from NL to a DB 
query language [22, 30]. 

5.1   Domain Independence 

A major issue in domain-independent NLIDBs is that it is very difficult to attain a 
recall rate above 90%, and usually this requires a tedious configuration process for 
adapting an interface to a specific database. The NLIDBs that offer domain inde-
pendence need an initial configuration process before the final users can introduce 
their queries. 

Configuring a NLIDB consists of supplying the system with the words and 
concepts needed for the new domain, which are related to the information stored 
in the database. Usually DB administrators need high levels of expertise and a 
long time for configuring the system [22]. Unfortunately, NLIDBs will not be 
widely used in businesses until their configuration is so easy that any computer 
professional could be able to perform it. 

As a result of the difficulty of developing domain-independent NLIDBs that 
achieve recall rates closer to 100%, in recent years many researchers have focused 
their efforts in developing NLIDBs for specific domains and for languages differ-
ent from English, some of which are described in [1, 7, 9, 10, 12, 14, 16, 17, 19, 
24, 26, 31, 32]. 

Currently some NLIDBs that are considered domain-independent, have not 
shown supporting experimental results (CoBase [37] and InBASE [6]), have been 
tested with a single domain (NLPQC, STEP [22], C-PHRASE, and [23]), and oth-
er NLIDBs have been tested with databases that are not complex (ENLIGHT [13], 
NaLIX [18], DaNaLIX, and the system presented in [11]). 
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Table 1. Types of problems that occurs in queries 

Cases Problems 
1 Use of words or phrases of different syntactic categories 
1.1 Use of nouns or nominal phrases for referring to tables or columns. 

Example: List number of seats on D9S. 
1.2 Use of verbs or verbal phrases for referring to tables or columns. 

Example: What time does flight 102136 leave ATL to DFW? 
1.3 Use of prepositions or prepositional phrases for referring to tables or

columns. 
Example: Give me an economy class flight from DFW to BWI one-
way. 

1.4 Use of adjectives or adjectival phrases for referring to tables or col-
umns. 
Example: How fast can the Concorde fly? 

1.5 Use of temporal adverbs. 
Example: List fares for all flights leaving after twelve o'clock noon 
from BOS to BWI. 

1.6 Use of conjunctions. 
Example: Flights exiting Fort Worth and entering Dallas. 

2 Semantic ellipsis 
2.1 Lacking information of tables or columns. 

Example: List fares for all flights leaving after twelve o'clock noon 
from BOS to BWI. 
Note: there exist two columns related to the word "fare":
"one_way_cost" and "rnd_trip_cost", thus it is not clear which of these 
columns is being referred to. 

2.2 Lacking information of tables or columns referred to by some value. 
Example: How much is Delta flight 539? 

2.3 Lacking information of tables or columns about the information re-
quested. 
Example: All flights from ATL to SFO on Delta first class. 

3 Covering of the capability of SQL 
3.1 Queries that involve several tables. 

Example: Give me an economy class flight from DFW to BWI one-
way. 
Note: the columns referred to by “economy”, “flight” and “one-way” 
belong to different tables. 

3.2 Queries that involve aggregate functions and the Group By clause. 
Example: Which flight from Philadelphia to Dallas has the cheapest 
fare? 

4 Other type of problems 
4.1 Search values that involve two or more columns. 

Example: Give me the hire date of the employee Margaret Peacock. 
Note: the value "Margaret Peacock" involves two columns:
“FirstName” and “LastName.” 
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Table 1. (continued) 

4.2 Search values constituted by two or more words. 
Example: Give me the postal code and city of the supplier “Exotic Liq-
uids”. 

4.3 Incomplete search values. 
Example: What is the name of the store where is “the busy”. 

4.4 Inexistent tables or columns. 
Example: Get me a date on flight 294 leaving ATL to Washington. 
Note: the table or column “date” does not exist in the database. 

4.5 Spacing, punctuation and formatting mistakes. 
Example: Flights between SFO and Dallas between noon and 5:00 P.M. 
Note: the ATIS database uses the military format for time. 

4.6 Imprecise search values. 
Example: Show me the Atlanta to Dallas flights in the morning. 

5.2   Translation Process 

The translation process is one of the most important aspects of a NLIDB, since it 
deals with understanding the query and translating it to a DB query language. In 
Sections 4.1 and 4.2 several translation approaches were described. 

Translation issues are caused by problems that occur in queries. From an analy-
sis carried out on query corpora involving three databases (ATIS, Northwind and 
Pubs), four general types of problems (i.e., those that usually are found in queries 
for most databases) were identified and classified [29]: 

 
1. The use of words or phrases of different syntactic categories (such as nouns, 

verbs, adjectives, and prepositions) for referring to tables or columns of the  
database. 

2. Semantic ellipsis that occurs when words that are necessary for clearly under-
standing the query are omitted. 

3. Coverage of the capabilities of SQL, such as involving several tables of the da-
tabase and the use of aggregate functions. 

4. Other type of problems related to human errors, such as nonexistent informa-
tion in the database, words that indicate imprecise values, etc. 

 
The classification obtained and some examples are shown in Table 1. It is impor-
tant to point out that the classification carried out according to the problems found 
in the corpora mentioned can be applied to most databases. 

5.3   Desirable Features of a NLIDB 

Obviously the main characteristic that any NLIDB must have is that it should an-
swer correctly all the user queries. Additionally, a survey of the literature on 
ILNBDs revealed that, regarding the issues faced by ILNBDs, other characteristics 
that are considered the most important are the ones mentioned next. 
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Ease of configuration. The interface should be easily and swiftly configured (re-
quiring a minimal user intervention). It should preferably be auto-configurable. 

Operability. The system should be easy to use (friendly interface). Preferably, us-
ers should be guided through the querying process. 

Authoring. The interface should have a tool that permits carrying out modifica-
tions of the knowledge base or data dictionary. 

Habitability. The capacity of an interface for meeting user expectations, without 
surpassing the system linguistic capacity (limited grammar and linguistic coverage). 

Transparency. The capabilities and limitations of the system should be evident to 
its users. 

Robustness. Capacity of answering all the user queries. 

Efficiency. The system should answer quickly. 

Accuracy. The system should answer correctly all the queries. 

Intelligence. The system should be able to answer deductive and temporal que-
ries. It should also be able to improve its performance through information feed-
back obtained from user-system interaction. 

Multimodality. Since most NLIDBs only support user-system interaction through 
keyboard, which is little practical, it is expected that the interface uses different 
means for inputting queries (such as speech, menus, forms, graphic objects, etc.) 
that permit users to obtain the advantages from the use of several input media. 

Independence. The interface should be independent in four aspects: 

1. Domain independence. The interface should be able to be ported to any data-
base, so that it can answer queries concerning the domain at hand. 

2. DBMS independence. The interface should extract information from the data-
base regardless of the database management system (Oracle, Sybase SQL Serv-
er, PostgrestSQL, Microsoft SQL Server, Access, DB2, and Informix, and 
MySQL). 

3. Natural language independence. The interface should be multi-lingual. 
4. Hardware and software independence. The interface should permit porting it to 

any computing platform. 

Handling of linguistic phenomena. The interface should consider the linguistic 
problems that may affect the meaning of the syntactic elements involved in user 
queries. Some of the most important are: anaphora, ellipsis and ambiguity. 

6   Evaluation of NLIDBs 

Currently, evaluating a NLIDB is a disturbing task, because there are no generally 
accepted evaluation benchmarks that can be used for comparing the performance 
of different NLIDBs, unlike other more mature research fields. Some characteris-
tics of the evaluations of most NLIDBs are presented next, regarding databases 
used, test corpora and evaluation metrics. 
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6.1   Databases Used for Evaluation 

Despite the large number of NLIDBs developed to date, there are only a few data-
bases that have been used for evaluation. 

Many of the NLIDBs use three databases developed by L. Tang and R. Mooney 
(used in [35]): Geobase, Restbase and Jobdata, relative to geography, restaurants 
and jobs domains. It is important to point out that these databases are not relation-
al (they are programmed in Prolog) and their structure is simple (they contain 
from 1 to 8 entity classes). Researchers that have used these databases to test their 
NLIDBs, had to convert manually these databases to relational databases. 

The first NLIDBs were designed for this type of databases, called deductive da-
tabases, because they contain rules for deducting facts from logic predicates. 
NLIDBs for deductive database never became popular because the vast majority 
of the databases used in businesses are relational. 

Some of the databases used for testing are Northwind (traders database) [21], 
Pubs (books database) [21], CINDI (database of the virtual library of the Concor-
dia University) [34], and in some cases student databases, which do not have a 
complex structure, and for which there does not exist a real-life or a corpus of 
complex queries for testing. 

Finally, ATIS, a database that handles information on airline flights, is one of 
the most complex relational databases used for testing. Due to the complexity of 
its structure (27 tables, 123 columns and a corpus with 85% of elliptical queries), 
only few NLIDBs have dared to test their performance using this database. 

6.2   Query Corpora Used for Evaluation 

Similarly to the fact that there is no generally accepted benchmark database, nei-
ther does exist a benchmark corpus of queries for testing NLIDBs. From the query 
corpora mentioned in the literature, only the ATIS, Geobase, Restbase and Jobdata 
have corpora of real-life queries. Unfortunately, despite the large number of que-
ries in ATIS (the largest corpus) many queries are repeated (i.e, they have the 
same structure but different search values), and the queries do not encompass all 
the types of problems that occur in queries. 

The corpora for Geobase, Restbase and Jobdata are constituted by deductive 
queries because the databases are deductive. The queries of these corpora may 
have a high degree of logical complexity, but their databases do not have a com-
plex structure (as compared with ATIS, for example). 

The ATIS corpus, though it has many repeated queries, it has a large variety of 
queries that involve the most common interpretation problems found in real life. 
Moreover, the complexity of the database adds further complexity to some queries. 

6.3   Evaluation Metrics 

There exist many metrics that could be used for evaluating ILNBDs; however, the 
most used ones by researchers are the following: 
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100
queriesparsed ofnumber  total

queriescorrect ofnumber  total
accuracy ×=  (1) 

100
queries ofnumber  total

queriescorrect ofnumber  total
recall ×=

 
(2) 

As shown by expression (1), accuracy is the percentage of correctly answered que-
ries with respect to the number of translated queries. As shown by (2), recall is the 
percentage of correctly answered queries with respect to the number of queries in-
put to the interface. 

Unfortunately, there is no uniformity on what "correct query" means. In some 
NLIDBs evaluations, queries whose results include additional information to that 
requested in the query, are counted as "correct queries"; while in other NLIDBs 
evaluations "correct queries" include only those queries whose results include just 
the requested information. This lack of uniformity makes impossible to compare 
the performance of different NLIDBs. 

6.4   Proposed Evaluation 

As it has been mentioned, evaluating a NLIDB (by researchers and potential users 
of commercial interfaces) might be a disturbing task, since there is no established 
benchmark that permits standardizing the tests to carry out for a NLIDB. This sit-
uation makes impossible to compare the performance of different NLIDBs and to 
assess the progress of NLIDB technology. 

As a result of the survey carried out on different state-of-the-art NLIDBs, we 
propose some testing means for guaranteeing a meaningful and useful evaluation 
of NLIDBs, which includes databases, query corpora, and evaluation metrics. 

We propose to evaluate interfaces using corpora that include queries that in-
volve the problems listed in Table 1, in order to find out how many of such prob-
lems are dealt with correctly by an interface. 

Concerning databases, the use of at least three relational databases is proposed, 
whose structure has a complexity degree from medium to high (regarding number 
of tables and relations among tables). The ATIS database is a good candidate for 
the benchmark, since it has 27 tables and a complex relations structure. However, 
additional databases are needed, since the ATIS database is not adequate for for-
mulating queries that involve certain problems; for example, queries that involve 
the Group By clause. By the way, the group of benchmark databases should per-
mit formulating queries that involve all the problems listed in Table 1. 

Additionally, we propose that only the recall rate should be used to assess  
performance, and to this end, each query in the benchmark corpora should be ac-
companied with the equivalent expression in SQL, in order to verify the correct 
translation of the query. 

We claim that the performance of a NLIDB can not be fully described by a 
single recall number, but by a group of numbers, one for each aspect to eva-
luate. For example, a test of ELF carried out by us on a set of five complex queries 
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that involve the Group By clause yielded 0% of correctly answered queries; how-
ever, when tested with another query corpus ELF's recall rate is around 75% [28]. 
Therefore, to fully assess the performance of a NLIDB, a recall percentage should 
be measured for queries that involve words or phrases of different syntactic cate-
gories (nouns, verbs, adjectives, prepositions), a recall percentage should be 
measured for elliptical queries, another recall percentage for queries that involve 
Group By, and so on. 

7   Concluding Remarks 

This analysis of the state of the art in NLIDBs aims at showing the state of 
progress in this field to date. Our conclusion is that, despite the large number of 
ILNBDs that have been implemented for more than 50 years, these systems have 
not attained a high enough success rate (recall close to 100%) to make them wide-
ly used in business applications. We claim that for NLIDBs to be useful for such 
applications, they have to reach a success rate greater than or equal to the success 
rate of a good computing professional. Therefore, the good news for NLIDB re-
searchers is that there is plenty of work ahead. 

The main issues that hinder the advancement of NLIDB technology are: achiev-
ing high recall rates with domain-independent systems, developing easily confi-
gurable NLIDBs, and lack of benchmarks for evaluating NLIDB performance. 

From the experience gained during the development of two NLIDB prototypes 
during the past 11 years [27, 28], we have arrived at the following conclusion: the 
process of correctly translating from a NL query to SQL is an extremely difficult 
problem, since it involves many issues (most of which are summarized in Table 
1). We think that new efforts should focus on thoroughly studying and fully solv-
ing each of those problems. 

Finally, like other more mature research fields, there is the need for an estab-
lished benchmark that permits obtaining a meaningful evaluation of the perfor-
mance of NLIDBs. To this end, we propose: the development of a benchmark 
consisting of two or three databases (ATIS could be a good candidate), the devel-
opment of query corpora for the benchmark databases consisting of queries that 
involve the problems presented in Table 1, and the use an overall recall rate to-
gether with a recall rate for each of the different problems that occur in queries 
(those presented in Table 1). 
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Abstract. Exponentiation is an important and complex task used in cryptosystems 
such RSA. The reduction of the number of multiplications needed during the  
exponentiation can significantly improve the execution time of cryptosystems. The 
problem of determining the minimal sequence of multiplications required for per-
forming a modular exponentiation can be formulated using the concept of Brauer 
Chains.  

This paper, shows a new approach to face the problem of getting Brauer Chains 
of minimal length by using a Genetic Algorithm (GA).  The implementation de-
tails of the GA includes a representation based on the Factorial Number System 
(FNS), a mixture of Neighborhood Functions (NF) and a mixture of Distribution 
Functions (DF). We compare the proposed GA approach with another relevant  
solutions presented in the literature by using three benchmarks considered difficult 
to show that it is a viable alternative to solve the problem of getting shortest  
Brauer Chains. 

Keywords: Addition Chains, Genetic Algorithms. 

1   Introduction 

Exponentiation is an important and complex task used in cryptosystems such as 
RSA. The reduction of the number of multiplications needed during the exponen-
tiation can significantly improve the execution time of cryptosystems [2]. The 
problem of determining the minimum operations required for the exponentiation 
of  xn have been searched with different strategies and a naive solution is to apply 

a sequence of n-1 multiplications of x such that xn= x·x·... ·x. For example, if we 
want to compute x23 using the naive way we have to apply 22 multiplications. 
Another possibility to compute xn is by applying the binary method [11], which is 
showed in a recursive description in the Equation 1. 

ఈݔ ቐ ݔ if α = ఈଶݔ1 · ఈଶݔ if α is evenݔఈିଵ · ݔ otherwise  (1) 
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For the example of the exponentiation x23, using the binary method we only need 
to perform 7 multiplications, as can be seen next: ݔݔ = ,ଶݔ ଶݔଶݔ = ,ସݔ ସݔݔ = ,ହݔ ହݔହݔ = ,ଵ଴ݔ ଵ଴ݔݔ = ,ଵଵݔ =                            ଵଵݔଵଵݔ ,ଶଶݔ ଶଶݔݔ =  ଶଷݔ

But it is possible to reduce further  the number of multiplications needed for the 
exponentiation than those used by the naive way or the binary method, and there 
have been reported different strategies to simplify this complex task like the m-ary 
method and the window-based method [5,11]. 

Also, the problem of determining the minimal sequence of multiplications re-
quired to perform an exponentiation can be formulated with the concept of Addi-
tion Chain (AC). The addition chain-based methods for exponentiation use a se-
quence of positive integers such that the first number of the chain is 1 and the last 
number is the exponent n. Therefore, the length of an addition chain n is equal to 
the corresponding number of multiplications required for the computation of xn. 
Thus, the smallest of such multiplications, given by the chain length l(n), makes 
the exponentiation task faster. 

Given a positive integer n, an AC is a sequence of integers ܥ = ሼߙ଴, ,ଵߙ … ,  ௥ሽߙ
such that: ߙ௜ = ൜1              if ݅ = ௝ߙ0 + ௞  ifߙ ݅ ൐ 0 for some ݆, ݇ ൏ ݅  (2) 

The length of the AC is |ܥ| =  the chain length l(n) is the minimal length of all ,ݎ
possible ACs for n,  and the smaller addition chain is called Minimal Addition 
Chain (MAC). 

An example of an AC is the sequence of numbers shown in the Figure 1, where 
can be see how each non root member in the chain are composed by two previous 
members and the element r is an integer equal to n. 

In an AC every set of values {j,k} is called step, and according with their prop-
erties along the chain, the steps and the complete chain takes some particular 
name. A first instance is if j and k are equal to i-1, it its called "double step". 
Another instance is when j is equal to i-1 and k<j, i.e. if one of the addends is the 
previous member, then it is called a star step, and  "an addition chain that consists 
entirely of star steps is called a star chain" [20] or Brauer Chain (BC) [12] in hon-
or of Brauer (1937). We denote l*(n) the minimal BC length for a number n, and 
where a BC C has the smallest length r for a number n we can say that C is a Mi-
nimal Brauer Chain (MBC) for n. 

 

 
Fig. 1. Example of an AC for the number 5 
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An example of a BC is (1,2,4,5,9,18,23), which leads to the following scheme 
for the computation of x23 using only 6 multiplications: 

ݔݔ  = ,ଶݔ ଶݔଶݔ = ,ସݔ ସݔݔ = ,ହݔ ସݔହݔ = ,ଽݔ ଽݔଽݔ = ,ଵ଼ݔ ହݔଵ଼ݔ =  ଶଷݔ
 

In this paper we propose a Genetic Algorithm (GA) to face the problem of getting 
MBCs, using a representation based on the FNS, a mixture of neighborhood func-
tions and a mixture of distribution functions. The remaining of this paper is orga-
nized as follows. Section 2 gives a brief description of a variety of approaches 
proposed to find MACs and MBCs, Section 3 describes our proposed approach 
and the parameter configuration used, Section 4 shows the results obtained and fi-
nally Section 5 gives the reached conclusions. 

2   Relevant Related Work 

In the last years, it has been shown that metaheuristic strategies find near optimal 
solutions for a wide variety of combinatorial problems in a reasonable time. In this 
section are described some approaches that have been designed for the problem of 
finding MACs and MBCs. 

Bleichenbacher and Flammenkamp [2] search for MACs by using Direct Acyclic 
Graphs (DAG) to represent the chains and a BackTracking (BT) search to construct 
the graph. Their backtrack  approach  uses a stage where special cases of addition 
chains are replaced with another equivalent ones in order to get smaller ACs. 

Thurber in 1999 [20] proposed a BT algorithm to find MACs, by using a repre-
sentation based on a tree of k levels and branch and bound methods to explore the 
tree of a size at least k!. 

Nedja and Moruelle in 2002 [14] designed an approach based in the m-ary  
method using a parallel implementation to compute MACs by decomposing the ex-
ponent, in its binary representation, in blocks (also called windows) containing suc-
cessive digits of ones that results in variable length zero-partitions and one-partitions. 
They found ACs with a lower number of elements than the binary method does. 

Nedja and Moruelle in 2003 [17] used large windows inside a genetic  
algorithm. Their optimal parameter settings found were: 50 individuals; a double-
points crossover; a mutation rate between 0.4 and 0.7; and a mutation degree of 
about 1% of the last value in the binary encoding sequence. 

Cruz-Cortes et. al in 2005 [5] proposed a GA to solve the problem of finding 
MACs with the following features: each solution is represented as a sequence of 
integers, where each gene is related to one step of the AC, so each time that their 
algorithm apply a crossover operator it have to assure that the resulting sequence 
is a valid AC and the fitness is the AC length. The remaining features of their pro-
posed GA are: a "non elitist" survivor selection; a population size of 100; a num-
ber of generations of 300; a mutation rate of 0.5; a selection of parents pairs to be 
recombined by a binary tournament; and a one point crossover. Their results sug-
gest that this kind of algorithm can be a good alternative to solve the problem of 
finding MBCs. 
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Nedja and Moruelle in 2004 [15] and 2006 [16] proposed Ant Colony Systems 
(ACS) to obtain MACs that use a bi-dimensional triangular array to store the ACS 
global memory. The local memory is divided in two parts: a vector of length n and 
the fitness of the path traveled by the ant to construct the AC. 

Gelgi and Onus in 2006 [10], proposed some heuristics approaches for the 
problem of getting an MBC. They present five approaches: three greedy heuristics 
and two dynamic programming approaches. They found empirically, that their dy-
namic heuristic approach has an approximation ratio (obtained length / minimum 
length) of 1.1 with 0 ൑ ݊ ൑ 20000. 

Cruz-Cortes et. al in 2008 [4] presented an algorithm using the metaheuristic 
approach known as Artificial Immune System (AIS) to tackle the problem of find-
ing short BCs, which uses a cloning operator and a hypermutation operator (the 
hypermutation operator is inversely proportional to the clones fitness) over the 
best solutions; and an "elitist" selection. The values of the parameter used are:  a 
population size of 45;  a number of best individuals to be cloned of 11;  a number 
of replaced antibodies of 4 and 25 iterations of the main cycle. Also they combine 
their AIS system with a slide-window method to deal with large numbers. They 
use a function named  fill to search for a valid BC, but its important to say that 
they do not mention about how much effort is done inside the fill function either in 
terms of time or evaluations. 

Osorio-Hernandez et. al in 2009 [18] design a GA to find minimal length Brauer 
Chains, despite the name of the work ("A Genetic Algorithm with repair and local 
search mechanisms able to find minimal length addition chains for small expo-
nents"). They use a repairing process; local search; and integer representation. They 
were able to find short BCs with the following parameters: population size of 200; 
maximum number of generations of 300; and binary tournament selection. However 
they don't were able to find all minimal length BCs with only one configuration and 
they had to use two different configurations to find some of them. Other important 
aspects of this work are that: the parameter configuration was obtained by trial and 
error, and there is no mention about how many operations are used or how much 
time is used inside the fill function (which is used to search for a valid BC). 

Dominguez-Isidro et. al in 2011 [6,7] designed an algorithm to face the  
problem of finding MBCs using an evolutionary programming approach, where 
mutation is the only variation operator. Each individual k in the current population 
generates by mutations t mutants, and the best of them is chosen as k’s offspring.  
As parameter values they use: population size of 100; maximum number of  
generations of 230; 4 mutants per individual; and a survivor selection based on a 
tournament of size 10. 

Jose-Garcia et. al in 2011 [13] designed an interesting algorithm based on  
Simulated Annealing (SA) approach for the problem of finding MBCs, although 
the name of the work mentions addition chains, which uses a mixture of 4 neigh-
borhood functions and a representation based on a chain in FNS. This algorithm 
works only with one solution at a time due to Simulated Annealing specification 
and the parameter values were: an initial temperature of 10, a cooling rate of .85 
and a length of a Markov chain of 10. Also, with the purpose of reducing consum-
ing time of the experimentation they performed and used a parallel test scenario.  
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Rodriguez-Cristerna et. al in 2011 [19] reports a Mutation-Selection (MS) algo-
rithm, based on the general scheme of an evolutionary algorithm but without the 
recombination stage to find MBCs. This algorithm uses: a representation based on 
FNS, which is adequate to apply genetic operators and always generate a valid so-
lution; a fitness function based in the n achieved and the length of the chain; a 
"non elitist" survivor selection; 3log2n parents; 7log2n mutated children per each 
parent; and ݊ ൈ 1000 iterations. 

Clift in 2011 [3], designed a BT strategy based on a graph representation and a 
novel prune criterion. This approach was able to find all l(n) with ݊ ൑ 2ଷଶ using a 
computational time of about a month using 12 processors. 

3   Proposed Approach 

3.1   Genetic Algorithm 

In order to present the GA proposed, a brief description of how it works is given. 
GA uses one or more points in the search space, called parent-points, to generate 
multiple points through recombination and then its applied a mutation process 
(many times implemented as a local search procedure) to the new points. The gen-
erated points are  called children-points and are evaluated in search of an optimal 
point. When no optimal point is found, the whole process is repeated replacing the 
parent-points with some points of the population according to a rule, which is 
called survivor selection. This cycle is repeated until an optimal point is found or 
certain termination criterion is met. 

The algorithm proposed is based on the general scheme of an evolutionary al-
gorithm [8], and its pseudocode is showed below. 

 
General scheme of the GA algorithm proposed. 
INITIALIZE parents 
EVALUATE parents 
REPEAT  
  SELECT pairs of parents 
  RECOMBINE pairs of parents 
  MUTATION through local search with the  
resulting offspring 
  EVALUATE new candidates 
  parents =  survivor selection 
UNTIL the number of evaluations functions are  
done 
 

Contextualizing the GA for MBC computation, we have to address the next 
points:  

– The representation and the search space used by the proposed algorithm 
(described in Subsection 3.2). 
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– The distribution functions used to select a position in a BC (in FNS 
representation) and the distribution function used to pickup values for a given 
position in the BC (described in Subsection 3.3). 

– The survivor selection methods used (described in Subsection 3.4). 
– The children-points generated through selection and recombination (detailed in 

Subsection 3.5). 
– The local search process with children-points using Neighborhood Functions 

(detailed in Subsection 3.6). 
– The evaluation function used to measure the quality of the potential solutions 

and the termination condition (described in Subsection 3.7). 

3.2   Representation and Search Space 

The representation used is based on the FNS and the search space is r! where r is 
the length of the BC. We use a lower bound denoted by φ and an upper bound 
denoted by ψ, defined in the Equations 3 and 4 respectively. The lower bound is 
defined as the barrier of minimum number of multiplications that are needed if we 
could apply only double steps and the upper bound is defined as the maximum 
number of multiplications needed by the binary method. φ = ψ (3) ۂlogଶ(n)ہ = 2 ·  (4) ۂlogଶ(n)ہ

In FNS we can describe a BC C with a chain of numbers, that we refer as C', by 
taking a value from the set {0,1,...,i-1} for each node of C' with an index position i 
greater than 0, because the representation in FNS for the node 0 of C has no value.  
We can rebuild the original BC from the chain C' applying the Equation 5. The 
Figure 2 shows an example of how to represent a BC C for n=23 using a chain of 
numbers C' in the FNS. 

It's necessary to mention that the population is initialized only with double 
steps nodes, and the chain C' is always translated to a BC until the last node which 
its translation is equal or lower than n.  

 
 

 

Fig. 2. Example of representation of a BC C for n=23 in a chain of numbers C' using the 
FNS 

(݅)ܥ = ൜ܥ(݅ െ 1) + ᇱ(݅)൯ܥ൫ܥ if ݅ ൐ 01      if ݅ = 0  (5) 
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3.3   Distribution Functions for Selecting a Position in the BC 

The distribution functions allows to select an i position in a C' chain, such that 1 ൑ ݅ ൑  with a non Gaussian distribution in two steps:  first is calculated a ,ݎ
random value x with 0 ൑ ݔ ൑ τ (Equation 6) and second is used one of the two 
distribution functions in Equation 7 to calculate the selected i position.  

The main purpose of the two distribution DF1 and DF2 is the selection of a 
point in the BC. DF1 allows to select with more probability the left most positions 
while the distribution function DF2 allows to select with more probability the right 
most positions. The importance of using  DF1 and DF2 is to establish a balance 
between exploration and exploitation. DF1 enables exploitation and DF2 enables 
exploration. The distribution functions DF1 and DF2 also has the property to select 
with a small probability a higher position,  but not more than one unit far from the 
chain length, which increases the possibility of modifying the chain length. ߬ = ݎ) + 1) ൈ ݎ) + 2)2  (6) 

݅ = ۔ۖەۖ
ۓ ଵܨܦ = ቞1 + ඥ1 + ݔ)8 + 1)2 ቟ െ 1

ଶܨܦ = ݎ + 3 െ ቞1 + ඥ1 + ݔ)8 + 1)2 ቟ (7) 

Once defined the criteria for selecting a position within the BC, we are able to 
define the criterion to choose a valid value for the positions. The steps that follow 
a neighborhood function to select a valid value for an i position in a BC are two: 
first is selected a random x' such that 0 ൑ Ԣݔ ൑ τԢ  (Equation 8); and second is 
used the distribution function DF1. This methodology ensure that the i chain 
member has a value from the set {0,1,...,i-1} and also has the property to set in the 
i position a double step with high probability. ߬Ԣ = (݅ + 1) ൈ ݅2  (8) 

3.4   Survivor Selection 

It is important to select the best survivor selection type because it allows to 
manage the memory of the GA in different ways. For that reason we explore the 
use of three types of survivor selection: the first one is called (μ+λ) and takes the 
best points from the set of parent-points and the children-points using a random 
criterion as a tiebreaker. 

The second one is called (μ+λ) with no repetitions, which takes the best points 
from whole population but discards the points with the same fitness. In the cases 
where the parent-points can not be full filled with different individuals, the 
parent-points are completed with the the best  remaining individuals. 
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The third one is called (μ,λ) and takes the best points from the set of the 
children-points, in case of ties its used a random selection criterion. The parent-
points are randomly replaced in case that they were fewer children-points than 
parent-points. 

3.5   Selection and Recombination 

The selection of parents pairs to be recombined were explored with the following 
strategies: random selection, tournament of size two and tournament of size three. 
In the random selection both parents are randomly chosen. For the tournament of 
size two, there are selected two groups of two parents points and only the best one 
of each group is selected to be recombined. Finally for  the tournament of size 
three, there are selected two groups of three parents points and the best parent 
point for each group is selected. 

For the recombination, we use a simple recombination of one point scheme. It 
means, that if we choose the point t for the recombination,  the children-point C''1 
is constructed with the first t elements of the parent-point C'1 and the remaining 
elements of the parent-point C'2, in complement, the children-point C''2 is 
constructed with the first t elements of the parent-point C'2 and the remaining 
elements of the parent-point C'1. This process is exemplified in the Figure 3. 

 
 

 

Fig. 3. Example of recombination of  parents-point  C'1 and C'2 

To pickup the t point, we explore five mixtures of use of the distribution functions 
DF1 and DF2:  
 
1. 0% DF1 - 100% DF2  
2. 25% DF1 - 75% DF2  
3. 50% DF1 - 50% DF2  
4. 75% DF1 - 25% DF2  
5. 100% DF1 - 0% DF2  
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3.6   Neighborhood Functions and Local Search 

Inside of the local search we explore the use of a mixture of four neighborhood 
functions, which are described below: 

– NF1(s). Select a random index position i from s, and pickup another FNS value 
different from the original with the use of DF1, the change is made only if the 
resulting BC is better than the original. 

– NF2(s). Select a random index position i from s, and pickup a FNS value dif-
ferent from the original in i. Then select another different random position j 
from s, and pickup a FNS value different from the original in j. The change is 
applied only if the resulting BC is better than the original. 

– NF3(s). Select a random index position i from s, and pickup the best FNS value. 
– NF4(s). Select a random index positions i and j from s, and pickup the best 

FNS values. 

To select the i and j positions inside the pairs of neighborhood functions  NF1- NF3 
and NF2- NF4, we test the use of a mixture of distribution functions as in  
Section 3.5, because the use of different distribution functions modify the 
behavior of the neighborhood functions. For example, the use of the distribution 
function DF1 implies exploitation  while the use of the distribution function DF2 
implies exploration. Additionally  NF1 and NF2 use the DF1 to pickup a value for 
the selected position. 

The local search consists in applying iteratively the neighborhood functions. To 
explore the behavior of the amount of resources wasted during the local search in 
the algorithm, we try five limits of number of iterations: 1, 0.10·r+1, 0.20·r+1, 
0.50· r+1, r+1.  

3.7   Evaluation Function and Termination Condition 

The evaluation function ς used in the GA is shown in Equation 9. ߫ = |݊ᇱ െ ݎ)|݊ + 1) +  (9) ݎ

In Equation 9 r represents the length of the BC that is evaluated, n' is the value of 
the  evaluated chain in its r position and n is the searched value. In this way, 
solutions whose n' is near to the n searched, have an evaluation only determined 
by its length,  but solutions whose difference between n' and n, have an evaluation 
determined by its difference multiplied by its length plus its length which mean 
that those solutions are penalized, making possible to discriminate between the 
quality of chains.  

The termination condition is met when certain limit number of evaluation 
functions are done. We established the limit of evaluations functions as 
log2(n)2*26log2(log2(n)). The evaluation functions are considered according to each 
time that is checked the fitness in the chain,  thus NF3 and NF4 use a number of 
evaluation functions that grows with the position or positions that their are 
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modifying while  NF1 and NF2 only use one evaluation function each time that are 
called. This criterion make us able to distinguish the potential of the different 
configurations of the full system using the same computational resources. 

3.8   Parameters Used 

As a result of a fine-tuning process the best configuration obtained was set to: 

– 0% of use DF1 and 0% of use DF2 inside NF1-NF3. 
– 100% of use DF2 and 0% of use DF2 inside NF1-NF3. 
– 25% of use DF2 and 75% of use DF2 inside inside of the recombination 

strategy. 
– r+1 iterations of neighborhood functions during the local search. 
– Random parent-point selection for the recombination strategy. 
 .parent-points and children-points  ۀ3logଶnڿ –
– 20% of use of NF3 and 80% of use  of DF4. 

3.9   Implementation Note 

The proposed GA was coded using C language and compiled with GCC 4.3.5 with 
-O3 optimization flag. The algorithm has been run on a single core of a cluster 
with 4 processor six-core  AMD® 8435 (2.6 Ghz), 32 GB RAM, and Operating 
System Red Hat Linux Enterprise 4. 

4   Results 

In order to measure the performance of the GA proposed, the first experiment was 
to search the MBC  for a benchmark made of 27 different numbers n that satisfy 
the restriction of be c(r), available in [9] along a database of many l(n) values 
computed by Neill Clift [3],  and to get statistical significance each experiment 
was tested 31 times with different random seeds. c(r) is the smallest number which 
have an addition chain of lenght r, and the set of numbers that accomplish the c(r) 
property are a special class of numbers for which is hard to obtain the minimum 
addition chains. 

The main results of the first experiment are shown in Table 1, where we can see 
the set of n's tried; the minimal, average and maximum length obtained; the 
average and standard deviation of the time to conclude each experiment; and  the 
hits (times that a MBC was found). It can be seen that for the first experiment 
(Table 1) all the MBC was obtained and the average length and the standard 
deviation obtained indicates the reliability of the GA. The behavior of the 
proposed GA for the first experiment also can be seen in the Figure 4 that shows 
the difference between minimum, average and maximum length with their 
respective standard deviation versus optimal lengths, where is evident that our 
approach can get easily most of the Brauer Chains with l*(n)<22 and for the other 
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cases the average length obtained are not too far from the optimal. Table 3 shows 
the MBCs found for  n ∈ {2211837, 4169527, 7624319, 14143037} where can be 
verified the restriction of the BC's. 

A second benchmark, taken from [18], is composed by 20 different numbers 
hard to optimize, because its minimal addition chains currently has not been 
generated by deterministic methods (i.e. binary method or window-based) or  
some other non deterministic methods. For the second benchmark, every instance 
was tried 31 times with different random seeds and the results are showed in Table 
1 where can be seen the set of n's tried; the minimal, average and maximum length 
obtained; the average and standard deviation time to finish the tests; and  the hits. 
In the second benchmark only for one instance was not obtained its MBC 
(3926651), however the minimum size found is not to far from the optimal, in fact 
it is only at one unit of distance.  Additionally, with the complete results we 
observe that the worst cases and the average cases are not far from the optimal 
solution, getting in the worst case BC's only three units far from the optimal and in 
average at 1.4 units plus the optimal length.  One of the MBCs found for the 
numbers  3459835, 3493799, 3704431 and 3922763.  are presented  in Table 4. 

In order to contrast the obtained results, Table 5 presents a comparison between 
the obtained results of our proposed approach in the first experiment and other 
five approaches reported in the literature:  BackTracking  [2],  Genetic Algorithm 
[5], Artificial Inmune System  [4], Mutation Selection [19] and Simulated 
Annealing [13]. The comparison is made using the minimum length obtained, the 
average time (in seconds) and the average hits, where the symbol ⊕ means that it 
is a worse result than the one given by our approach in both time and/or number of 
hits. It can be observed that our results have the same or better quality than the 
procedures presented in the state of the art. It could be useful a more detailed 
comparison against one of the best reported works  [4], however they don't report 
time spent; number of evaluation functions; or number of hits for each case. 

A third experiment, consisted in calculate the accumulated addition chain 
length for the range of exponents [1,Z] for Z ∈ {512, 1000, 1024, 2000, 2048, 
4096}, where each exponent was tested 31 times with different random seeds. The 
best results are calculated according to Equation 10  and the worst case according 
to Equation  11, where GA is a function that receives an integer number and 
returns a BC generated through our proposed approach. The average results are 
computed according to Equation 12 and the standard deviation is based on the 
Equation 13. CV is the coefficient of variation calculated as CV=average/stddev 
and δ is the difference between the best case and the optimal case. 

෍ min ሼܣܩ௝(݅)|0 ൑ ݆ ൑ 30ሽ௜ୀ௓
௜ୀଵ  (10) 

෍ max ሼܣܩ௝(݅)|0 ൑ ݆ ൑ 30ሽ௜ୀ௓
௜ୀଵ  (11) 
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݁݃ܽݎ݁ݒܽ ൝ܣ ௝ܵ = ෍ ௝(݅)minܣܩ |0 ൑ ݆ ൑ 30௜ୀ௓
௜ୀଵ ൡ (12) 

ݒ݁݀݀ݐݏ ൝ܣ ௝ܵ = ෍ ௝(݅)minܣܩ |0 ൑ ݆ ൑ 30௜ୀ௓
௜ୀଵ ൡ (13) 

Table 6 presents the results of the third experiment where it is observed the 
optimal case calculated using the public database of addition chains of Achim 
Flammenkamp [9]; the best case; the worst case; the average case; and the 
standard deviation. Additionally it is presented the accumulated time spent for all 
the cases together with the standard deviation and the difference between the 
optimal case and our best case (δ). Our results for Z ∈ {512, 1000, 1024} exhibits 
a δ=0, meaning that all the Minimal Brauer Chains were constructed, but δ is 
greater than 0 for Z ∈ {2000, 2048, 4096} where the list of numbers (with their 
corresponding l(n)) for which the GA was not able to construct their MBC were: 
(1063,13), (1143,13), (1387,13), (2011,14), (2087,14), (2091,14), (2135,14), 
(2151,14), (2251,14), (2285,14), (2507,14), (2617,14), (2647,14), (2774,14), 
(2957,14), (3199,15), (3559,15), (3707,15), (3801,15), (3803,15), (3819,15),  
(3829,15), (4051,15) and (4070,15). However this doesn't mean that our approach 
with different configurations cannot reach that MBCs. Also is visible in Table 6 
that the best case is very close or equal to optimum case, the average case is also 
competitive and the coefficient of variation is small which means that our results 
have a high degree of confidence and are not  dependent on the random seeds. 

Table 7 allows to see a comparison between classic approaches ([1])  and the 
GA proposed for the calculation of the accumulated addition chains where n is in 
the range [1,1000]. There is a remarkable difference between the accumulated 
addition chain computed by the binary and dichotomic method versus the optimal 
accumulated sum, however both are fast options to compute addition chains since 
they are deterministic approaches that do not imply any heuristic search or 
backtrack. 

A comparison between the GA proposed and the more recently metaheuristics 
are presented in Table 8 and it is done using the best results for an accumulated 
addition chain in the range [1,Z] for Z ∈ {512, 1000, 1024, 2000, 2048, 4096}, 
where Δ is the difference between the best reported results and our best result. The 
metaheuristics chosen for the comparatison, that are part of the best strategies to 
construct Minimal Addition Chains or Minimal Brauer Chains, are:  AIS [4], SA 
[13], EP [6,7], GA [5] and GA [18]. 

In Table 8 we can see with the symbol ⊕ when the difference between the 
accumulated addition chain and the results of other strategy is positive, meaning 
that  our result is better. It can be seen that the quality of our result are better than 
the best reported in the state of art, however it is not possible to conclude that our 
approach have a better efficiency than the approaches used for the comparison due 
to lack of necessary information. Here it's necessary to remark the difference that 
we only use one configuration for the reported results, and the complexity of the 
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system as the number of times that is checked the fitness of a BC, taken as as 
evaluation function or the test of how long is the chain and what is the obtained 
number in the r position, is limited to log2(n)2*26log2(log2(n)). A more detailed 
comparison can be done between our approach and other approaches, but they do 
not report accumulated time or how many operations are done inside the working 
chain or chains. It is need to say that: AIS [4], EP [6,7] and GA [18] do not report 
evaluations functions used, however in [6,7] are used 92000 comparison between 
individuals and in GA [18] are used 300000 comparisons. 

But it is not only important the best results, it is also is important how much 
confidence we can have in the average case, taken as the coefficient of variation. 
For this reason we have made a comparison using the coefficient of variation 
between the GA proposed and the metaheuristics compared in Table 8. The 
comparisons of coefficients of variation for the accumulated addition chains 
lengths is presented in Table 9, where can be observed that all approaches have a 
high degree of confidence, and the one with the highest confidence is EP [6,7]. 
Also, with ⊕ are marked the coefficients of variation that have less confidence 
than our results. 

Table 1. Summary of results to compute MBC for some n for which is hard to find their 
MBC (part 1) 

id n Min. 
r 

Average 
r 

Max. 
r 

Std. 
Dev. 

r 

Average 
time (s) 

Std. 
Dev. 

time (s) 

hits 

1 7 4 4 4 0 0 0 31 
2 11 5 5 5 0 0.0003 0 31 
3 19 6 6 6 0 0.0010 0 31 
4 29 7 7 7 0 0.0023 0 31 
5 47 8 8 8 0 0.0055 0 31 
6 71 9 9 9 0 0.0107 0.0001 31 
7 127 10 10 10 0 0.0259 0.0021 31 
8 191 11 11 11 0 0.0442 0.0006 31 
9 379 12 12 12 0 0.1031 0.0007 31 

10 607 13 13 13 0 0.1760 0.0017 31 
11 1087 14 14 14 0 0.3241 0.0076 31 
12 1903 15 15 15 0 0.5503 0.0034 31 
13 3583 16 16.0323 17 0.1767 0.1767 0.0075 30 
14 6271 17 17 17 0 1.5671 0.0117 31 
15 11231 18 18 18 0 2.4806 0.0176 31 
16 18287 19 19 19 0 3.5497 0.0250 31 
17 34303 20 20.1613 21 0.3678 5.5663 0.0553 26 
18 65131 21 21 21 0 8.5120 0.1364 31 
19 110591 22 22.2903 23 0.4539 11.9941 0.1586 22 
20 196591 23 23.0323 24 0.1767 17.0883 0.2624 30 
21 357887 24 24.1613 26 0.4470 24.0470 0.3448 27 
22 685951 25 25.6129 27 0.5493 34.3607 0.6828 13 
23 1176431 26 27.0645 29 0.6689 46.5622 1.0647 5 
24 2211837 27 27.9677 30 0.6949 63.2554 0.8555 7 
25 4169527 28 28.3226 29 0.4675 86.3890 2.1981 21 
26 7624319 29 30.0968 34 1.1175 114.9951 2.2392 11 
27 14143037 30 30.9677 32 0.6949 152.4645 2.2392 8 
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Table 2. Summary of results to compute MBC for some n for which is hard to find their 
MBC (part 1) 

id n Min. 
r 

Average 
r 

Max. 
r 

Std. 
Dev. 

r 

Average 
time (s) 

Std. 
Dev. 

time (s) 

hits 

1 2948207 27 28.2258 30 0.5512 73.3253 0.9955 1 
2 3093839 27 28.2903 30 0.6812 75.2953 0.9979 3 
3 3167711 27 27.9355 30 0.7155 74.5330 1.0593 7 
4 3182555 27 27.7419 28 0.4376 75.1344 0.7311 8 
5 3190511 27 27.9355 29 0.5643 74.7987 1.0623 6 
6 3230591 27 27.9677 29 0.3094 75.5409 0.7089 2 
7 3234263 27 27.3548 29 0.5983 75.3779 0.7897 22 
8 3235007 27 28.0645 30 0.6188 75.8259 0.9108 2 
9 3243679 27 28.0000 29 0.5080 75.8844 0.8510 4 

10 3243931 27 28.0000 29 0.5680 75.7768 0.8483 5 
11 3266239 27 28.3548 30 0.6500 76.5093 1.1414 1 
12 3287999 27 28.1935 30 0.6435 76.5596 1.0754 3 
13 3325439 27 28.3871 30 0.6052 77.0552 1.0106 1 
14 3352927 27 27.6774 29 0.5895 76.5714 0.9955 12 
15 3440623 27 28.0968 30 0.7769 78.6647 0.9695 7 
16 3459835 27 28.0968 29 0.3898 78.6540 0.8115 1 
17 3493799 27 28.0968 29 0.5301 79.6454 0.9094 3 
18 3704431 27 27.9355 30 0.5643 81.2270 1.3532 5 
19 3922763 27 28.4839 30 0.6154 84.6750 1.3315 1 
20 3926651 28 28.3548 29 0.4785 84.2965 1.4677 0 

 

Table 3. Some MBCs found (part 1) 

n MBC found l*(n) 
2211837 1→2→4→8→16→32→33→65→130→260→520→ 

1040→1073→2146→4292→8584→8617→17234→34468→ 
68936→137872→137937→275809→551618→ 

552691→1105382→1106455→2211837 

27 

4169527 1→2→3→6→7→14→28→56→112→113→226→ 
452→904→1808→3616→7232→7238→14476→28952→ 

28955→57910→115820→231640→260595→ 
521190→1042380 →2084760→4169520→4169527 

28 

7624319 1→2→4→6→7→14→28→30→58→116→232→464→ 
928→1856→3712→7424→14848→29696→29724→ 

59448→118896→237792→475584→951168→953024→ 
1906048→1906078→3812156→7624312→7624319 

29 

14143037 1→2→3→5→10→13→26→52→104→208→ 
416→832→858→1716→1726→3452→6904→ 

13808→27616→55232→110464→220928→441856→ 
883712→1767424→3534848→3535706→3535758→7071516→ 

14143032→14143037 

30 

 
 
 
 
 



A Genetic Algorithm for the Problem of Minimal Brauer Chains 495 

 

Fig. 4. Comparison between minimum, maximum and average found versus optimal 
lengths  for some n's for which is hard to find their MBC (part 1) 

Table 4. Some MBCs found (part 2). 

n MBC found l*(n) 
3459835 1→2→4→8→16→32→33→66→99→ 

198→396→792→1584→1683→1691→3374→6748→ 
13496→26992→53984→107968→215936→216332→432268→ 

864536→1729072→3458144→3459835 

27 

3493799 1→2→3→5→8→13→26→27→53→106→ 
212→424→848→1696→3392→6784→13568→27136→ 

54272→108544→217088→434176→868352→868365→875149→ 
1309325→2184474→3493799 

27 

3704431 1→2→4→6→12→13→25→50→63→113→ 
226→452→904→1808→3616→7232→14464→28928→ 

28940→57880→115760→231520→463040→463052→926092→ 
1852184→3704368→3704431→ 

27 

3922763 1→2→4→8→9→17→34→68→136→272→ 
281→349→698→1396→1532→3064→6128→12256→ 

24512→49024→98048→196096→392192→784384→784665→ 
1569049→2353714→3922763 

27 
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Table 5. Comparison of results to compute hard MBC 

id n l(n) 
 

BT 
[2] 

GA 
[5] 

AIS 
[4] 

MS [19] 
(time s.) (hits) 

SA [13] 
(hits) 

GA proposed 
hits 

(time s.) 
(hits) 

3 19 6 6 6 6 ⊕6 (9.629s) 
(20) 

6 (32) 6 (0.001s) (31) 

4 29 7 7 7 7 ⊕7 (7.470s) 
(27) 

 7 (32) 7 (0.002s) (31) 

5 47 8 8 8 8 ⊕8 (9.477s) 
(10) 

 8 (32) 8 (0.005s) (31) 

6 71 9 9 9 9 ⊕9 (13.408s) 
(8) 

9 (32) 9 (0.01s) (31) 

7 127 10 10 10 10 ⊕10 
(12.282s) (4) 

⊕10 
(30) 

10 (0.025s) 
(31) 

8 191 11 11 11 11 ⊕11 
(14.816s) (2) 

⊕11 
(30) 

11 (0.044s) 
(31) 

9 379 12 12 12 12 ⊕12 
(14.057s) (29) 

⊕12 
(30) 

12 (0.103s) 
(31) 

10 607 13 13 13 13 ⊕13 
(21.635s) (21) 

⊕13 
(28) 

13 (0.176s) 
(31) 

11 1087 14 14 14 14 ⊕14 
(26.326s) (8) 

⊕14 
(13) 

14 (0.324s) 
(31) 

12 1903 15 15 15 15 ⊕15 
(18.538s) (26) 

⊕15 
(6) 

15 (0.550s) 
(31) 

13 3583 16 16 17 16 - ⊕16 
(1) 

16 (0.973s) 
(30) 

14 6271 17 17 17 17 ⊕17 
(23.032s) (9) 

⊕17 
(1) 

17 (1.567s) 
(31) 

15 11231 18 18 18 18 ⊕18 
(30.650s) (20) 

⊕18 
(1) 

18 (2.480s) 
(31) 

16 18287 19 19 19 19 ⊕19 
(28.136s) (4) 

⊕19 
(2) 

19 (3.549s) 
(31) 

17 34303 20 20 20 20 ⊕20 
(29.623s) (0) 

⊕20 
(1) 

20 (5.566s) 
(26) 

18 65131 21 21 21 21 ⊕21 
(32.396s) (3) 

⊕21 
(2) 

21 (8.512s) 
(31) 

19 110591 22 22 22 22 - ⊕22 
(2) 

22 (11.994s) 
(22) 

20 196591 23 23 23 23 - ⊕23 
(2) 

23 (17.088s) 
(30) 

21 357887 24 24 24 24 - ⊕24 
(1) 

24 (24.047s) 
(27) 

22 685951 25 25 25 25 ⊕25 
(37.696s) (2) 

⊕26 
(0) 

25 (34.360s) 
(13) 

23 1176431 26 26 ⊕27 26 ⊕27 
(46.717s) (0) 

⊕26  
(1) 

26 (46.562s) 
(5) 

24 2211837 27 27 ⊕28 27 - ⊕27 
(2) 

27 (63.255s) 
(7) 

25 4169527 28 - ⊕29 28 28 (33.291s) 
(1) 

⊕28 
(1) 

28 (86.3890s) 
(21) 

26 7624319 29 - ⊕30 29 29 (42.237s) 
(1) 

⊕30 
(0) 

29 (114.9951s) 
(11) 

27 14143037 30 - ⊕31 30 30 (64.844s) 
(1) 

⊕30 
(2) 

30 (152.4645s) 
(8) 
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Table 6. Accumulated addition chain length and time obtained with the GA proposed for n 
in the ranges [1,512], [1,1000],  [1,1024], [1,2000],  [1,2048] and [1,4096] 

n ∈ [1,512] [1,1000] [1,1024] [1,2000] [1,2048] [1,4096] 
AS       

Optimal 4924 10808 11115 24063 24731 54408 
δ 0 0 0 3 4 24 

Best 4924 10808 11115 24066 24735 54432 
Average 4926.2581 10817.0645 11124.3226 24106.2581 24777.6129 54572.5791 
Worst 4932 10838 11147 24185 24860 54807 

Std. Dev. 1.1062 1.9333 1.8384 3.8266 4.1557 11.5808 
CV 0.0002 0.0001 0.0001 0.0001 0.0001 0.0002 

Time (s)       
Best 33.4870 138.9694 146.0097 567.8268 595.2965 2291.0749 

Average 34.4035 141.9297 149.0738 577.4052 605.2810 2326.0918 
Worst 39.0730 153.831 161.2811 602.2832 630.98 2338.8750 

Std. Dev. 0.1024 0.3386 0.3412 0.8298 0.8331 2.1918 
CV 0.0029 0.0023 0.0022 0.0014 0.0013 0.0009 

Table 7. Comparison between classics approaches and the GA proposed for accumulated 
addition chains in the range [1,1000] 

Strategy Total 
length 

Difference with 
l(n) 

Binary [1] 11925 1117 
Factor [1] 11088 280 

Dichotomy [1] 11064 256 
Fermat [1] 10927 119 
Dyadic [1] 10837 29 
Total [1] 10821 13 

Proposed GA 10808 0 
Optimal 10808 - 

Table 8. Comparison of  the best results of accumulated addition chains lengths 

n ∈ optimal AIS 
[4] 

SA  
[13] 

EP  
[6,7] 

GA 
[5] 

GA 
[18] 

Proposed Δ 

[1,512] 4924 4924 - 4924 4925 4924 4924 0 
[1,1000] 10808 10808 10823⊕ 10808 - 10809⊕ 10808 0 
[1,1024] 11115 11120⊕ - 11115 - - 11115 0 
[1,2000] 24063 24108⊕ - 24070⊕ 24124⊕ 24076⊕ 24066 4 
[1,2048] 24731 4778⊕ - 24737⊕ - 24748⊕ 24735 2 
[1,4096] 54408 54617⊕ - 54487⊕ 54648⊕ 54487⊕ 54432 55 
total Δ        61 
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Table 9. Comparison of coefficient of variation (CV=average/stddev) of the of accumu-
lated addition chains lengths 

n ∈ AIS 
[4] 

SA  
[13] 

EP  
[6,7] 

GA 
[5] 

GA 
[18] 

Proposed 

[1,512] 0.0001 - 0 0.0009⊕ 0 0.0002 
[1,1000] 0.0002⊕ 0.0002⊕ 0 - 0.0001 0.0001 
[1,1024] 0.0002⊕ - 0 - - 0.0001 
[1,2000] 0.0002⊕ - 0 0.0002⊕ 0.0001 0.0001 
[1,2048] 0.0002⊕ - 0 - 0.0001 0.0001 
[1,4096] 0.0002 - 0 0.0002⊕ 0.0001 0.0002 

5   Conclusions 

In this paper, we have presented a novel approach to find Minimum Brauer Chains 
based on a GA with the following features: a representation based in FNS which 
has proven to be well suited to the problem of addition chains [13,19]; the use of 
distribution functions used by the neighborhood functions to focus their behavior; 
and a limit of evaluation functions according to the BC searched. 

The use of a representation based on the FNS allows the implementation of 
neighborhood functions and recombination without a repairing process, giving the 
advantage to construct hard MBCs in a fast way, without modifying the search 
space. This properties allow to preserve the characteristics of individuals inside 
the recombination strategy and the local search. In this sense, the use of FNS open 
the possibilities of using other neighborhood functions or recombination 
strategies, like recombination of two points or uniform crossover. 

Each one of the neighborhood functions used have distinct properties: NF1 and 
NF2 can be named as explorations functions while NF3 and NF4 can be seen as 
exploitation functions. Also NF1 and  NF3 produce less dramatic changes than NF2 
or NF4. 

The use of distribution functions allowed to focus the section of the chain 
where its necessary to make a change with more probability. For this reason we 
used a mixture of distribution functions inside the recombination strategy and 
neighborhood functions. In the case of the single point recombination, the position 
of point used could determine if it is going to be an exploration or an exploitation 
so the use of a distribution functions let center the main work that need to be done 
by the crossover. 

The experimental results of the three benchmarks used  demonstrated the 
strength of the GA proposed, in terms of the quality of the solutions. For the first 
benchmark consisting of 27 hard instances (that meet the requirement to be c(r)), 
we  obtained the same or better results in all the instances as others  competitive 
approaches reported in the literature, in fact all l(n) was reached. 

For the second experiment which consisted on 20 instances hard to optimize, 
we could reach 19 chains with length equal to l(n). 

For the third experiment which was done through calculating the accumulated 
addition chain length for a sequence of number in the range [1,Z] for Z ∈ {512, 
1000, 1024, 2000, 2048, 4096}, our proposed approach gives a competitive 
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solution against the classics approaches: binary, factor, dichotomic, fermat, dyadic 
and total  [1].  

Additionally our approach is strong versus new metaheuristic strategies, achieving 
better quality results than:  BackTracking  [2],  Genetic Algorithm [5], Artificial 
Inmune System  [4], Mutation Selection [19] and Simulated Annealing [13]. 

Due to overall results in the three benchmarks, we can conclude that the 
proposed approach is a feasible solution to get MBC, however the search of 
efficient strategies to get MACs and MBCs is not finished and need more research 
and that the practitioners of cryptosystems use MBC in a more thoroughly way. 
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Abstract. This paper proposes a new approach to simulating language evolution, 
it expands on the original work done by Lee and Zadeh on Fuzzy Grammars and 
introduces a Type-2 Fuzzy Grammar. Ants in an Ant Colony Optimization algo-
rithm are given the ability of embedding a message on the pheromone using a 
Type-2 Fuzzy Grammar. These ants are able to gradually adopt a foreign language 
by adjusting the grades of membership of their grammar. Results that show the  
effect of uncertainty in a language are given. 
 
Keywords: ACO, Language Evolution, Type-2 Fuzzy Grammar. 

1   Introduction 

How humans developed language can be explain from two different points of 
view. Some researchers believe that human linguistic abilities are innate ([7], [22], 
[23], [24]), this is what is called the Nativist point of view, which sustains that 
language is rooted in the brain's biology, in other words, the brain has an organ 
dedicated to language. The second point of view is known as Non-nativist, which 
claims that language is a byproduct of general intellectual abilities ([9], [26], 
[27]), this point of view doesn’t assume the existence of certain characteristics in 
human biology but claims that language is an emergent response to evolutionary 
pressure applied to human ancestors. 

Having these two points of view has created the Nativist versus Non-nativist 
divide. One example that supports Nativist is the existence of a critical period 
where children can learn a language; if a child is exposed to a language before the 
age of six he is able to learn it fluently regardless of intellectual and environmental 
circumstances, while an adult requires a greater amount of e ort to learn a foreign 
language [21]. 

The origin of the Nicaragua Sign Language is another example of language na-
tivism. The first school for deaf children in Nicaragua was opened in 1977, before 
then deaf people lived isolated with their immediate family and communicated  
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using signs specific to their home. It wasn't until they opened these schools that 
children had the opportunity to socialize with others with similar abilities. 
Through this interaction they took each other's dialects and formed a more com-
prehensive vocabulary by which all children could communicate. Re-searchers 
noted that younger children could conjugate verbs in ways that older children 
could not and it was also found that younger children were introducing new struc-
tures to the grammar as they were learning it ([17], [18], and [25]). 

In [12] researchers found that in order to enhance a child's ability to learn adults 
adjust their language level when talking to them by using simpler grammatical 
forms and vocabulary, which suggest that humans are instinctively good at teach-
ing language, which is a Non-nativist method of transmitting language. 

To close the Nativist vs. Non-nativist division simulations of language  
evolution can be applied. As explained in [21] simulations should explore three 
different aspects: the Nativist vs. Non-Nativist perspectives, syntax evolution and 
finally the evolution of communication (usage of words as symbols). 

There have been many attempts to simulate this phenomenon which have 
shown good results in formal languages ([2], [3], [13], [14], [15]); most common 
are those that use genetic algorithms ([3], [13], [15]) and neural networks ([14]), 
which will be further explain in later sections. 

This paper explores grammar evolution and language acquisition using a Type-
2 Fuzzy Grammar, which is an extension of Lee and Zadeh's original work in [19] 
on Fuzzy Grammars. A modified Ant Colony Optimization algorithm is used to 
simulate the social interactions required in a communicating society and  
results that support the validity of this approach are given, as well as a detailed 
explanation of how the simulation operates. 

This paper has four sections organized as follows: section two is a collection of 
previous work. Section three is an explanation of the simulation itself; it includes a 
formal definition for Fuzzy Grammars as well as the modified ACO algorithm. Re-
sults are presented in section four and finally conclusions are shared in section five. 

2   Previous Work 

2.1   Emergent Vocal System in an Agent Society 

This is an example of a Non-nativist simulation in which a language changes due 
to the constant interaction between participating agents. In [2], de Boer simulates a 
sound system organization using imitation games. To achieve this he proposes an 
experiment in which agents are added or removed from a population, each having 
a device that synthesizes sounds similar to the human voice and another device 
that receives and decodes sounds in real time. 

During a game, an agent randomly generates a sound that is added to its lex-
icon, a second agent perceives this sound and tries to decode it and reproduce it, if  
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the first agent finds that the imitation is sufficiently similar it gives positive feed-
back to the second agent. If however the sound is very different, the second agent 
tries to modify it to better match the original. 

Using this method de Boer shows that a system of shared sounds can emerge 
through adaptive imitation games. 

2.2   Development of Shared SYMBOLS 

Another case in which the simulation takes a Non-nativist approach is as follows. 
Hutchins and Hazelhurst in [14] tried to weaken the assumption that a lexicon 
used by agents must be provided externally by the researcher. They started with 
agents with no innate knowledge of a lexicon and prepared them with a finite set 
of situations they may experience. In order to identify them, each agent has a net-
work that represents a situation as an activation of nodes (the network's connection 
weights are initialized at random). 

Agents take turns performing roles as emitters and receivers. Both are pre-
sented with the same situation, and a pattern is formed within each network, the 
emitter then transmits its pattern to the receiver, and since both perceive the same 
situation the receiver can use the emitter's pattern as an additional input in order to 
adjust its own network. 

After a certain number of iterations agents converge on a shared vocabulary, 
which means that when agents perceive the same situation the patterns produced 
by the network are equal for all agents. 

2.3   The Bioprogram Hypothesis and the Baldwin Effect 

Using a multi-agent system Briscoe simulated the propagation of language using 
genetic algorithms [3], this is an example of a simulation taking the Nativist point 
of view in consideration. Agents are created with a grammar capable of analyzing 
a sequence of categories or statements. The grammar is partly innate and contains 
categories with some of the ways they can be combined. 

One agent generates a sequence and another tries to interpret it using its internal 
grammar, if a derivation tree can be generated then the interaction is successful. 

The genetic part of the algorithm comes into play when agents are selected for 
reproduction. Each agent has a degree of fitness that depends on its success in in-
teractions, the expressibility of the language and the amount of memory used to 
make derivations. 

When an agent is unsuccessful in its interaction it can modify its grammar. The 
fittest agents are chosen for reproduction, the o spring's grammar is formed by 
both parents' grammar. 

This method proves that through genetic assimilation one grammar will even-
tually dominate over an entire population. 
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2.4   Grammar Emergence in Communication Agents 

Ikegami and Hashimoto demonstrated that a grammar can increase complexity, 
and therefore be more expressive, using an evolutionary method [13]. 

In this method, agents have an internal grammar they use to generate a string of 
ones and zeros that is then transmitted to other agents. Agents who receive the 
string try to use their internal grammar to replicate it, each agent keeps track of 
how many steps it needs to derive the string from its grammatical rules. 

For selection, agents that interpret long chains in fewer steps randomly change 
their grammatical rules and are allowed to reproduce. Agents that fail to derive  
the string are removed from the population and since only the most successful 
agents are kept in the population this could be seen as another example of a Nativ-
ist simulation. 

Through this process a regular grammar eventually transforms into a context-
free grammar. It is known that a context-free grammar can generate more words 
than a regular grammar. 

2.5 Evolution of Communication Agents in the Predator-Prey 
Pursuit Game  

Jim and Giles in [15] use the Predator-Prey pursuit game as a case study. During a 
game, agents communicate with each other by writing a string of ones and zeros to 
a message board. Once all messages have been posted, each agent reads all the 
strings and concatenates them into a single input that is passed to a finite state ma-
chine to determine the next move. 

In order to evolve the language each predator is encoded in a chromosome. The 
initial generation usually doesn't capture the prey, but as generations advance the 
lengths of the strings grow and improve agent performance. 

Jim and Giles find that there must be a minimum size language to solve such 
problems. 

2.6   Comparison with Previous Work 

The proposed method is a new approach to the study of language evolution, it differs 
from those discussed earlier in that it doesn't use traditional crisp grammars but in-
stead opts to use Type-2 Fuzzy Grammars. It also differs from previous experiments 
[1] in that Fuzzy Grammars are extended into a Type-2 Fuzzy Grammar. 

As noted in [19], Fuzzy Grammars are a midway point between the precision of 
formal languages and the ambiguity of natural languages. They provide the flex-
ibility to partially integrate new rules to a grammar and maintain seldom used 
rules without completely eliminating them. Type-2 Fuzzy Grammars also provide 
a level of uncertainty that in this case will model the mastery level of an individual 
with a new language. 
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3   Simulation 

Dorigo's Ant Colony Optimization [10] also known as ACO, was selected as a 
case study. ACO is a meta-heuristic inspired by the foraging habits of ants where 
each ant communicates with other members of the colony by placing a chemical 
substance, called a pheromone, on the ground. This experiment takes advantage of 
this feature since successful interaction with other ants is key to finding a solution. 

During the experiments each ant is able to embed a message to the pheromone 
using a Fuzzy Grammar, other ants need to parse it in order to follow the trace. 
Classic ACO algorithms use a homogeneous colony to find a solution, the algo-
rithm is extended by including more than one group of ants who are segregated by 
a different Fuzzy Grammar, and this allows multiple groups of ants to work on the 
same problem space to find multiple solutions. During the simulation the colony 
will attempt to minimize De Jong's function, which has one global minimum. 

The experiments show how two groups of ants find the same solution by ac-
quiring each other's language through the use of Fuzzy Grammars. 

3.1   Ant Colony Optimization 

Social interaction is one of the most important aspects of ant survival, this interac-
tion is modeled by Dorigo in the Ant Colony Optimization algorithm [10]. In 
ACO, individual ants leave a pheromone deposit to mark a solution in a problem 
space, doing so allows other ants to follow the pheromone trace and arrive at simi-
lar solutions. Pheromone intensity is either reinforced as more ants visit the same 
solution or it evaporates as bad solutions get discarded. Eventually the highest 
concentration is found around the best solutions. 

The pheromone in ACO is a form of communication, by embedding a word in 
it ants may pass messages between themselves. Ants are divided into different 
groups, such that ants will only follow a pheromone trace left behind by other ants 
of the same group, this is done by providing each group with its own language as 
described by a Fuzzy Grammar. 

3.2   Type-2 Fuzzy Grammar 

In 1975 Zadeh introduced a concept called Type-2 Fuzzy sets [30], which is an ex-
tension that permits the inclusion of uncertainty about the membership functions 
of traditional fuzzy sets. Ever since then there have been many contributions that 
use this concept, for example in Fuzzy Logic [5][20] and machine learning [4]. 

Lee and Zadeh's original definition for Fuzzy Grammars [19] is extended into a 
Type-2 Fuzzy Grammar by implementing the concept of a Type-2 fuzzy set as  
follows: 
 
Definition 1. A Type-2 Fuzzy Grammar is a quadruple G = (VN; VT; P’; S) in 
which VT is a set of terminals, VN is a set of non-terminals, P is a set of fuzzy pro-
ductions and S 2 VT is the set of starting variables 
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The elements of P’ are all productions in the form  

 
(1) 

Where α → β expresses a re-writing rule, and are in (VN U VT) and ω′ is the grade 
of membership given in an interval [0, 1] of β given α. A fuzzy production where 
ω = [0; 0] is assumed to not be in P’. 

A string of terminals x is said to be in the fuzzy language L(G) if and only if 
x is derivable from the starting variable S. The grade of membership of x in L(G) 
is given by  

 

(2) 

The uncertainty of a string of terminals x is given by ∆(x) 

 (3) 

3.3   The Algorithm 

The simulation has two groups of ten ants (twenty in total, at the beginning ants 
share the same Fuzzy Grammar with members of their group (these grammars are 
given in Chomsky Normal Form). Both groups will attempt to minimize De Jong's 
function which is as follows: 

 
(4) 

In this case ants will find the point in which equation 4 evaluates to zero in a two 
dimensional space, so n = 2. In other words, ants walk across a plane such that 
each coordinate pair is used as input in De Jong's function. As ants explore the 
problem space they will evaluate De Jong's function looking for the global mini-
mum, finding it means they have found a food source and thanks to ACO other 
ants will be able to follow the pheromone trace to it. It is expected that after some 
iterations the number of ants that find the food source will increase. It is important 
to note that the two dimensional plane is discretized to allow ants to take steps in 
controlled increments. 

Each point in the problem space is a deposit that holds pheromones. Since 
many ants can pass over the same deposit, different pheromone levels are tracked. 
Before an ant can decide on a new position the dominant pheromone is deter-
mined (the pheromone with the highest intensity is the dominant one). 

The simulation is divided into epochs, during each epoch ants must choose a 
route based on the dominant pheromone left behind during the previous epoch. 
The main body of the simulation is as follows. 
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1: ant[n] is an array of n ants  

2: Each ant is assign one of two grammars  
given in Chomsky Normal Form 

3: Each ant is placed randomly in the two  
dimensional plane 

4: for epoch = 0 to maximum number of epochs 
do  

5: for i = 0 to n do 

6: ant[i] chooses a route  

7: end for  

8: update pheromone intensity 

9: update messages in the pheromone  

10: end for  

 

An ant forms a route incrementally by stepping into a new deposit and then select-
ing from the eight possible adjacent spaces, a route is completed once it has 
reached a maximum number of allowed movements. The probability of choosing 
deposit i is: 

 

(5) 

where τ(i) is the pheromone intensity at deposit i and ∆ is the uncertainty of the 
message in i as given by 3. The following pseudo-code illustrates how a route is 
generated. 

 

1: route[n] is an array of deposits of size n 

2: best is the best solution found so far for  
De Jong's function 

3: Set route[0] = best  

4: for j = 1 to n do  

5: position[8] is an array of eight possible 
positions an ant can choose as its next step  

6: Set position with the message and intensity 
of the dominant pheromone  

7: for i = 0 to 8 do  
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8: Set route[j] = position[i] with probability 
given by equation 5  

9: end for 

10: if route[j] is a better solution then best 
when evaluated under De Jong then  

11: Set best = route[j]  

12: end if  

13: end for  

In order to parse the embedded message an algorithm given by Cocke [6], Young-
er [26] and Kasami [14], also known as the CYK algorithm, is used. One common 
implementation of the CYK algorithm uses a three dimensional boolean matrix to 
store true or false values as the parsing tree is built. In order to calculate G(x) as 
given in 2 a modification that allows storage of grades of membership of each 
production rule is made to the CYK algorithm. 

1: S = a1a2...an is the message to parse of 
length n  

2: G(S) is the grade of membership of S in the 
fuzzy grammar 

3: The fuzzy grammar contains r non terminal 
variables  

4: P[n, n, r] is a three dimensional matrix 
with real values, each position stores both the lower 
and upper grades of membership of a production rule  

5: for i = 0 to n do  

6:  for all unit productions Rj ai do  

7:   P[0, i, j] = μ(Rj  ai)  

8:  end for  

9: end for  

10: for i = 1 to n do  

11:  for j = 0 to n - i do  

12:   for k = 0 to i do  

13:    for all productions RA  RBRC do 

14:     if P[k, j, B] > 0 and P[i-k-1, j+k+1; 
C] > 0 then 

15:      P[i, j, A] = min(μ(RA  RBRC), P[k, 
j, B], P[i-k-1, j+k+1, C])  
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16:     end if  

17:    end for  

18:   end for  

19:  end for  

20: end for  

21: G(S) = P [n    1; 0; 0] 

Grades of membership for the fuzzy production rules have to be adjusted after the 
route has been selected. The grammar rules that were used are reinforced by rais-
ing their grade of membership, while those that weren't are lowered. As epochs 
pass the rules most often used will have a higher grade of membership while the 
least used will eventually cease to be part of the grammar. 

1: P [n] is an array of production rules of 
size n 

2: μ(P[i]) is the grade of membership of pro-
duction P[i] 

3: is the degree by which μ(P[i]) is lowered 
or increased 

4: set α = 0.01 
5: for i = 0 to n do 

6:  if Production P[i] was used during parsing 
then 

7:   Set µ(P[i]) = µ(P[i]) + (µ(P[i]) * α) 
8:   Set µ (P[i]) = µ (P[i]) + ( µ (P[i]) * α) 
9:  else  

10:   Set µ(P[i]) = µ(P[i]) - (µ(P[i]) * α) 
11:   Set µ (P[i]) = µ (P[i]) + ( µ (P[i]) * α) 
12:  end if  

13: end for  

Each ant is equipped with a method for deducing the grammar rules corresponding 
to a message it could not understand. This allows the ant to follow a pheromone 
trace of a different group, the advantage being that if a different group is more 
successful in finding food then the ant will eventually integrate itself into that 
group by adopting their language. The method is based on the CYK algorithm and 
is the same as described in [1] but the grade of membership for the new rules are 
given in an interval. 
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1: S = a1a2...an is the message to parse of 
length n 

2: The fuzzy grammar contains r non terminal 
variables  

3: P[n, n, r] is a three dimensional matrix 
with real values, each position stores both the lower 
and upper grades of membership of a production rule  

4: for i = 0 to n do  

5:  if the unit productions Rj  ai doesn't 
exist then  

6:   add µ(Rj  ai) = 0.01 to the fuzzy gram-
mar  

7:   Set P[0, I, j] = 0.01 

8:  end if  

9: end for  

10: for i = 1 to n do  

11:  for j = 0 to n i do  

12:   for k = 0 to i do  

13:    if There doesn't exists a production RA 
 RBRC such that P[k, j, B] > 0 and P[i-k-1; j+k+1; 
C] > 0 then  

14:     add µ(RA  RBRC) = 0.01 to the fuzzy 
grammar  

15:     add µ (RA RBRC) = 0.0075 to the fuzzy 

grammar  

16:     Set P[i, j, A] = [0.0075; 0.01]  

17:    end if  

18:   end for  

19:  end for  

20: end for  

The last step of each epoch updates the pheromone intensity in all deposits, the 
following equation is used: 

 

(6) 

Where τ(i) is the current pheromone intensity in deposit i, ρ is the forgetting fac-
tor, the constant Q is a value in the same order as f(j) and f(j) is the result of eva-
luating De Jong's function with the best solution found so far by ant j. 
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1: ant[n] is an array of n ants 

2: deposits[m] is an array of pheromone depo-
sits of size m  

3: for i = 0 to n do  

4:  for j = 0 to m do  

5:   if ant[j] visited deposit[j] then  

6:    Use equation 6 to set depo-
sit[j].intensity  

7:    Set deposit[j].message = 
ant[i].getMessage  

8:   end if  

9:  end for  

10: end for 

4   Experiments and Results 

4.1   Experiment 1 

The first experiment consisted of two groups of ten ants each and for each group's 
grammar G, ∆(G) = 0. This simulation ran for fifty epochs with no evolution, the 
results are given in table 1. The first group minimized the function before the 
twentieth epoch, while the second group couldn't explore the problem space be-
cause the dominant pheromone wasn't understood. This experiment illustrates how 
a group of ants can quickly reach a solution if there's no uncertainty in the lan-
guage and it also shows how group that can't understand the dominant language is 
kept away from the solution. 

Table 1. Two groups of ants over 50 epochs with no language evolution and ∆() = 0 

Epoch Group 1 Group 2 
5 7.152 17.704 
10 1.1 17.704 
15 0.288 17.704 
20 0 17.704 
25 0 17.704 
30 0 17.704 
35 0 17.704 
40 0 17.704 
45 0 17.704 
50 0 17.704 
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4.2   Experiment 2 

During the second experiment each group of ants had a grammar G with ∆(G) = 
0.3 and language evolution was applied. As is shown in 2, due to the level of un-
certainty the first group managed to minimize the function on the fortieth epoch 
while the second group reached a lower solution than the first experiment but still 
didn't reach the global minimum. This simulation shows how uncertainty slows 
down the overall search. 

Table 2. Two groups of ants over 50 epochs with language evolution and ∆(G) = 0.3 

Epoch Group 1 Group 2 
5 6.716 14.416 
10 3.204 8.364 
15 0.9 5.428 
20 0.376 4.3 
25 0.188 1.436 
30 0.072 1.084 
35 0.004 0.852 
40 0 0.296 
45 0 0.084 
50 0 0.008 

4.3   Experiment 3 

In the third experiment the level of uncertainty is reduced to ∆(G) = 0.2 in order to 
view the impact this would have on the results. Table 3 shows how it only took 
group one thirty epochs to reach a solution, but the level of uncertainty is still high 
enough that the second group couldn't reach it also. 

Table 3. Two groups of ants over 50 epochs with language evolution and  ∆ (G) = 0.2 

Epoch Group 1 Group 2 
5 8.712 14.356 
10 4.228 8.836 
15 2.944 5.372 
20 2.456 1.98 
25 1.416 1.036 
30 0 0.444 
35 0 0.208 
40 0 0.208 
45 0 0.036 
50 0 0.036 
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4.4   Experiment 4 

For the final experiment ∆(G) was reduced even further to ∆(G) = 0.1. The results 
in table 4 show both groups of ants reaching the same solution in fewer epochs 
than in previous experiments, the level of uncertainty was low enough to allow 
this and both groups converged on compatible languages. 

Table 4. Two groups of ants over 50 epochs with language evolution and    ∆(G) = 0.1 

Epoch Group 1 Group 2 
5 8.304 9.556 
10 3.908 4.104 
15 0.872 2.776 
20 0.096 2.436 
25 0.088 0.432 
30 0 0.164 
35 0 0 
40 0 0 
45 0 0 
50 0 0 

5   Conclusions 

By formally defining Type-2 Fuzzy Grammars the work done in [1] and [19] was 
expanded in order to simulate the uncertainty experienced by an individual learn-
ing a new language. 

In order to test this, ACO was modified in several ways, first each ant was 
equipped with a Type-2 Fuzzy Grammar that allows it to parse and create messag-
es. Second, the pheromone was modified to carry a message, thus an ant must be 
able to parse the message with a low uncertainty in order to follow the trace. Dif-
ferent grammars where used as a way to distinguish between multiple groups of 
ants exploring the same problem space. 

The experiments show that if two groups of ants attempt to solve the same 
problem and neither group is able to understand the other's language, only one will 
reach the solution; but if both groups are able to assimilate each other's language 
then both will converge on the solution. Also, uncertainty plays an important role 
in finding a solution, experiments show that a large enough uncertainty will slow 
down the search. 

This leads to conclude that Type-2 Fuzzy Grammars are a viable tool in lan-
guage evolution research. 
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Abstract. In this paper the linear ordering problem with cumulative costs 
(LOPCC) is approached. Currently, a tabu search and a GRASP with evolutionary 
path-relinking have been proposed to solve it. We propose a new pseudo-parallel 
strategy based on cellular computing that can be applied to the design of heuristic 
algorithms. In this paper the proposed strategy was applied on a scatter search  
algorithm to show the feasibility of our approach. A series of computational expe-
riments of the designed cellular algorithm were carried out to analyze the perfor-
mance reached with the proposed approach versus its monolithic counterpart.  
Additionally, several parameters used were analyzed to determine their effect on 
the performance of the designed algorithms. We consider that the new pseudo-
parallel approach used in this work can be applied to design high performance 
heuristic algorithms. 

1   Introduction 

The linear ordering problem with cumulative costs is originated in wireless com-
munications. In this context, the wireless devices have to communicate to a base 
station in order to be identified. To this end,, the Universal Mobile Telecommuni-
cation Standard (UMTS) adopted the code division multiple access technique 
where each device has a specific code. However, due to the simultaneous commu-
nication and radio propagation, a distortion is induced on the all the wireless de-
vices. Then, each device produces distortion on the rest of the devices in different 
proportions. And so the need arises to keep the distortion as low as possible, while 
ensuring reception for each wireless device. There is a technique designed to keep 
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a low level distortion called successive interference cancellation (SIC). This tech-
nique detects one device at a time and then its interference is removed, so the rest 
of the devices would have less interference [2]. 

Then the problem arises of finding the order of detection for the devices that 
produces the minimal total interference, while keeping a desirable level of recep-
tion for each device. This problem is addressed as a joint power-control and re-
ceiver optimization (JOPCO), which is equivalent to the NP-hard linear ordering 
problem with cumulative costs (LOPCC) [1][2]. Formally LOPCC is defined as: 

Given a complete digraph ܩ = (ܸ, with no negative arc costs ܿగ೔గೕ (ܣ  and 

nodes with no negative costs ݀గ೔  a, the problem is to find a permutation ߨ =(1, 2, ڮ , ݊ െ 1, ݊) that minimizes: 

(ߨ)ܥܥܱܲܮ =  ෍ గ೔ߙ
௡

௜ୀଵ  

where ߙగ௜ =  ݀గ೔ + ∑ గ೔௡௝ୀ௜ାଵߙ + ܿగ೔గೕ  for   ݅ = ݊, ݊ െ 1, ݊ െ 2, ڮ ,1 

With respect to the wireless devices application, ܿగ೔గೕ  represents the interference 

of device ߨ௝ on device ߨ௜ , and ߙగ೔  represents the power of the signal emitted by 
device ߨ௝. 

In this work we propose a scatter search algorithm structured with a new cellu-
lar approach to solve LOPCC. This approach consists of the pseudo-parallel ex-
ecution of a set of heuristic searches in the solution space. Each heuristic search 
evolves its own set of solutions, using the typical scatter search methods, and its 
execution is stopped once a stagnation condition is reached. Once all the heuristic 
searches have reached a stagnation state, an information interchange process is 
carried out and the pseudo-parallel execution of the heuristic searches continues. 
The main idea in the cellular processing approach is to split a sequential algorithm 
into several pseudo-parallel processing modules. The pseudo-parallel execution 
permits exploring different regions of the solutions space. Also the consistent veri-
fication of the stagnation conditions avoids wasting time in unnecessary tasks. 

This paper is organized as follows. In Section 2 a detailed review of the related 
work is presented. The cellular processing approach and the proposed algorithm 
are described in Section 3. Finally, Sections 4 and 5 contain the experimental re-
sults and the conclusions of this work respectively. 

2   Related Work 

2.1   Linear Ordering Problem with Cumulative Costs 

Bertacco in [2] presents for the first time the LOPCC problem and its context, the 
proof of its hardness and proposes two exact algorithms: a mixed-integer linear 
programming algorithm and an ad-hoc enumerative algorithm which uses branch 
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and bound techniques. This algorithm uses a queue to produce solutions (permuta-
tions) and thus uses less memory and time to produce the tree of solutions. An in-
teresting aspect of that algorithm is that it does not wait to have a complete solu-
tion to evaluate it, instead it begins the evaluation at any part of the construction 
and, if the evaluation of the solution exceeds the best solution known so far, then 
it prunes the current branch and continues with the next. 

Righini [10] proposes a modification to Bertacco's enumerative algorithm using 
a new lower bound parameter to reduce the search space. This new parameter 
yields a better efficiency than the original algorithm. 

In [3] a tabu search algorithm (TS) is proposed. This algorithm includes four 
main phases: an initial construction, a local search that uses an indicator to detect 
critic elements to be reordered as long as they are not tabu elements, a local search 
that descends to a local optimum, and another local search process that allows 
worsening the current solution in order to add diversification to the search process. 
In [11] it is shown that the initial construction is the most relevant process in the 
tabu search algorithm proposed in [3]. The main drawback of this approach is that 
the resource consumption significantly grows with the size of the instances. 

In [4] a GRASP algorithm hybridized with an evolutionary path-relinking is 
proposed. Evolutionary path-relinking is used to produce solutions that can be 
 included in an elite-set (ES), and the algorithm keeps working as long as new so-
lutions are included in ES. The standard experiment used to compare the perfor-
mance of the solution algorithms to LOPCC is modified in this work. Currently, 
this algorithm is the state of the art to solve LOPCC. 

In this paper a new scatter search algorithm structured with a new cellular ap-
proach is proposed to solve the linear ordering problem with cumulative costs 
(LOPCC). Also we show the results of a series of experiments, of three important 
variables that might improve the performance of our proposed algorithm. 

3   Cellular Processing Scatter Search Algorithm 

3.1   Scatter Search 

The scatter search heuristic was first proposed by Fred Glover in [5]. This is a 
procedure that tries to evolve and improve a reference set through several methods 
and uses a small amount of randomness in order to find global optimal solutions. 

Our motivation to use a scatter search algorithm is that, it is a poblational  
algorithm that has several customizable functions. Also its reference set RefSet is 
constituted of quality and diversity solutions, this property permits having better 
control over the intensification-diversification balance. The scatter search algo-
rithm uses a reference set, which can be constructed using quality and diverse 
elements. 

Also, instead of using a genetic algorithm, as an alternative we choose the scat-
ter search approach, because of its multiple configurable methods, which permits 
fully customizing the algorithm. 

The methods used in the scatter search algorithm implementation are described 
in the following sections. 
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3.1.1   Diversification Generation Method 

A reactive greedy construction was implemented for the diversification generation 
method [9][7]. The general structure is the same as that of the basic greedy con-
struction, but when producing the restricted candidate list (RCL) ܴܮܥ ௠௜௡ݐݏ݋ܥ= + ௠௔௫ݐݏ݋ܥ)ߚ  െ ௠௜௡, multiple values of β are used, where 0 ൑ݐݏ݋ܥ ߚ ൑1. These values are selected according to statistical information of the perfor-
mance of previous solutions obtained with each value. The general structure of the 
greedy construction is shown in Algorithm Algorithm 1. 

Algorithm 1: Reactive greedy construction 

 Output π 
1 cost = 0 
 insertElement(Random, π) 
3 cost += calculateCostOfInsertion() 
 While {notFinished(π)} 
5  β = selectBeta() 
  RCL = createCandidateList(β) 
7  nextElement = selectRandomElement(RCL) 
  insertElement(nextElement, π) 
9  cost += calculateCostOfInsertion() 
  cost += tryToImproveSolutionSoFar() 
11  updateBeta() 

  EndWhile 
 

The selection and update of the β values are performed in lines 5 and 11 respec-
tively; further detail can be found in [9]. The insertElement function in line 8,  
inserts the nextElement in the next position to be included in permutation π, it is 
important to remark that the permutation π is constructed in reverse order due to 
the cumulative costs. While the tryToImproveSolutionSoFar() is a partial local 
search that tries to find a better partial solution by trying to insert the new element 
in other position. 

3.1.2   Improvement Methods 

For the improvement methods in our cellular processing scatter search, three local 
searches were used: a percentage-of-critical-elements local search (PCLS), a stag-
nation local search (SLS) and an optimal local search (LOS). These local search 
algorithms work together to form two different configurations of composite local 
search, each one of them with a particular purpose [12]. 

The percentage-of-critical-elements local search (PCLS) builds a set C of criti-
cal elements of the current permutation ordered according to the α values consi-
dered to determine their objective values. The most critical element ܿ ∈ -is se ܥ
lected, inserted in a position that improves the objective value of the permutation 
and removed from C. This process continues until a certain percentage of critical 
elements are removed from C, which we set at 30%. 
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The stagnation local search (SLS) selects a random element of the current per-
mutation in order to be inserted in a position that improves the objective value of 
the permutation. This process is carried out until a given number of iterations 
without improvement are reached. We define 10\% of the instance size as the limit 
of iterations without improvement. 

The local optimal search (LOS) builds a set C of critical elements of the current 
permutation, based on the α values considered to determine their objective values. 
The most critical element ܿ ∈  is selected, inserted in a position that improves ܥ
the objective value of the permutation and removed from C. Once C is empty, it is 
rebuilt if any improvement was achieved during the search process, otherwise the 
local optimal search ends. 

 
Improvement1 

 
The Improvement1 method is carried out after the diversification generation me-
thod and is applied to all the solutions in the pool of solutions. This improvement 
method is formed by a composite local search of PCLS and SLS. The purpose  
of this improvement method is to apply a fast and diverse improvement (PCLS 
and SLS respectively) in order to obtain diverse good solutions for the pool of  
solutions. 

 
Improvement2 

 
The Improvement2 is carried out after the Solution Combination method and the 
interaction method, and it is applied to all the solutions that result from both me-
thods. Improvement2 is formed by a composite local search: a composition of 
PCLS, SLS and LOS. The purpose of this improvement method is to apply a fast, 
diverse and local optimal search (PCLS, SLS and LOS respectively) in order to 
obtain a variety of local optimal solutions. 

3.1.3   RefSet Update1 Method 

It initially builds a set Q with the best quality solutions in the pool.A local optimal 
search (LOS) is applied to these solutions when they are incorporated to the refer-
ence set. This local search was not carried out during the creation of the pool of 
solutions in order to produce diverse solutions. Once the elements in Q are se-
lected, RefSet Update continues building a set D of diverse solutions, including the 
elements of the pool with the highest average distance to set Q. The distance be-
tween permutations ݍ ∈ ܳ and ݀ ∈  :is defined as follows ܦ

 ෍ ,݅)ݏ݋ܲ)ܵܤܣ (ݍ െ ,݅)ݏ݋ܲ ݀))௡
௜ୀଵ  

 
where Pos(i,p) is the position of element i in permutation p. 
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3.1.4   Stagnation Condition 

This condition detects if ܳ ؿ  has been modified with new solutions, so if ݐ݂ܴ݁ܵ݁
no new solution has been added to ܳ, then we consider ܴ݂݁ܵ݁ݐ  to be stagnated. 

3.1.5   Sub-set Generation Method 

This method chooses for combination all the pairs of solutions in ܳ plus all the 
pairs (ݍ, ݀) such that ݍ ∈ ܳ and ݀ ∈  .ܦ

3.1.6   Combination Method 

In order to describe how the permutations are combined, consider two permuta-
tions ߨଵ and ߨଶ, an index ݀݊ܫ௥  for the position of each element in ߨ௥ , and the set 
of differences ܦ = ሼ ݀௞ | ݀௞ = ூ௡ௗమೖߙ  െ ூ௡ௗభೖߙ   for ݇ = 1, ڮ , ݊ሽ. Now the ele-

ment ݇כ = כூ௡ௗమೖߙ is selected, meaning that (ܦ)௠௜௡݃ݎܽ  and ߙூ௡ௗభೖכ have the larg-

est difference. Therefore, the best improvement will be reached if element ݇כ is 
placed in position ݀݊ܫଶೖכ . A new solution ߨ is built inserting the element placed in 

position ݀݊ܫଵೖכ , of permutation ߨଵ, in position ݀݊ܫଶೖכ  and ݀௞כ is eliminated from 

$D$. This process continues until we have taken 15% from ܦ and subsequently an 
Improvement2 method is carried out. 

3.1.7   RefSet Update2 Method 

It includes new solutions in ܳ if they have better quality than the worst solution in ܳ, if so then the solutions to be replaced in ܳ might be included in ܦ. Also if the 
new solution is not better than the worst solution in  , then it might be included in-
to ܦ if it has a higher average distance to set ܳ. 
3.2   Cellular Processing Approach 

Our cellular processing approach was motivated due to the excessive time con-
sumption when a sequential scatter search algorithm is used to solve large scale 
instances of LOPCC. Therefore, our proposal tries to execute multiple scatter 
search procedures with small time consumption by reducing the size of each refer-
ence set. Also, by dividing the scatter search procedure in smaller processing cells, 
a greater diversity is achieved due to the pseudo-parallel exploration through the 
search space. 

The cellular processing approach consists of simulating the parallel execution 
of a set of processing cells (PCells). Each PCell consists of a particular heuristic 
search of the solution space. In each iteration of the parallel simulation process, 
one step of all the PCells is carried out. The PCells can be implemented with the 
same or different heuristics. Each PCell evolves different sets of solutions, which  
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must be initialized before the execution of the PCells starts. The number of the  
execution steps and the size of the solution set to evolve; are two parameters that 
have a large impact on the cellular processing algorithm performance. In this work 
the PCells are built using the scatter search heuristic, and each one evolves its own 
reference set. The framework of the cellular processing approach is shown in  
Algorithm 2. 

Algorithm 2: Cellular processing approach 

 InitializePCells() 
 Repeat 
  Repeat 
   For {i = 1 to numberOfPCells} 
    If {IsNotStagnated(PCelli)} 
     PCelli() 
    EndIf 
   EndFor 
  Until {AllPCellAreStagnated()} 
  PCellInteraction() 
  Re-structureCells() 

 Until {StopCondition()} 

 
 
Algorithms 3, 4, 5 and 6 show the detailed description of the main methods 

used: processing cell initializer, processing cell and cellular interaction. In the in-
teraction process, once ככߨ is produced, if (ככߨ)ݐݏ݋ܥ ൏  .{ଶߨ ,ଵߨ} will replace the worst solution in ככߨ then ,( (ଶߨ)ݐݏ݋ܥ , (ଵߨ)ݐݏ݋ܥ)݊݅ܯ

Algorithm 3: PCell initializer 

 Output Pool 
 For {i=0 to poolSize} 
  newSol = DiversificationGeneration() 
  Pool += Improvement1(newSol) 

 End for 
 

Algorithm 4: PCell processing 
 Input i 
 PCellSoli=SubSetGeneration(i) 
 NPCellSi=SolCombination(PCellSoli) 
 ImprovedPCellSoli=Improvement2(NPCellSi) 

 RefSetUpdate(ImprovedPCellSoli,i) 
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Algorithm 5: PCell interaction 

 Repeat 
  For {i=0 to numberOfPCells} 
   For {j=0 to numberOfPCells} 
    If {i ൑ j} 
     NewSol = Interaction(PCelli,PCellj) 
     UpdateWorstCell(i,j,NewSol) 
    EndIf 
   EndFor 
  EndFor 

 Until {NoBetterSolFound()} 

 

Algorithm 6: Interaction 

 Input {πଵ, πଶ} 
 Output πככ 
 Let: Ind(π,k) be a function that returns 
the position of element k in solution π 
 D = ∅ 
 For {k = 1 \to n} 
  If {Ind(πଵ,k) ് Ind(πଶ,k)} 
   dk=ߙଶπమInd(గమ,k) - ߙଵπభInd(గభ,k) 
   D = D ׫ dk 
  EndIf 
 EndFor 
 For {i = 1 \to n*ߛ}  where 0 ൏ ߛ ൑ 1 
  dk* = argmin(D) 
  πכ= InsertMove(πଵ,Ind(πଵ,k*),Ind(πଶ,k*) 
  D = D ך {dk*} 
 EndFor 

 πככ = Improvement2(πכ) 
 
 
The cellular processing approach is used to improve the algorithmic perfor-

mance of the heuristics integrated in the PCells. The search through the solution 
space is done by multiple PCells, which permits searching different regions of the 
solution space. On each iteration of the cellular processing algorithm, each PCell 
carries out one scatter search iteration at a time, while it is not stagnated. 

The PCells are executed in each iteration on a fixed order from 1 to ݊, until 
every PCell stagnates. The individual stagnation technique has the advantage of 
low time consumption, because, once ݇ PCells have stagnated, the rest of the 
process continues without wasting time on those ݇ PCells. 
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For the first set of experimentations a computer with a Phenom X4 955 3.2GHz 
processor with 2GB of RAM was used. While for the comparative experiment 
versus the state-of-the-art algorithm, a computer with dual Xeon processors at 
3.06 GHz and with 4 GB of RAM was used. 

The instances used for the experimentations are: 
 

• UMTS. These are instances from the group of telecommunications of 
the engineering school from the University of Padua, related with the 
order of detection for UMTS networks [2]. These instances consist of 
four sets of size 16, the characteristics for each set of instances are: 
synchronousand asynchronous, with and without scramble; and their 
optimal values are known. 

• Random. Instances generated randomly with a uniform distribution 
proposed by Reinelt [8]. There are three sets of random instances, each 
one of size 35, 100 and 150 respectively; their optimal values are un-
known. 

• LOLIB. These instances come from input-output tables from the Eu-
ropean economy [6] and are a well-known set of LOP instances. We 
use 48 instances of sizes 44 to 60, 30 of size 44, 4 of size 50, 11 of 
size 56 and 3 of size 60; their optimal values are unknown. 

4.2 Study of the Impact of Different Variables for the Cellular 
Processing Proposal 

A preliminary experimentation was conducted in order to identify the impact of a set 
of variables of the cellular processing proposal. In this preliminary experimentation 
a set of 43 LOLIB  instances. The variables analyzed in these experiments were: (a) 
the number of processing cells, (b) the processing cell size (the running time of each 
processing cell) and (c) the stagnation detection for the processing cells. 

The number of processing cells (a) test, tries to identify the impact of the num-
ber of processing cells in the proposed algorithm. This test is carried out in order 
to find out if there is any improvement attributable to the pseudo-parallel characte-
ristic of our algorithm. 

The processing cell size (b) test is designed to determine the impact of the 
processing cell size. The processing cell size is related with the number of combi-
nations of Table 1. For example, a number of combinations equal to 60 (experi-
ments from 1 to 5), means that in one processing cell execution, 60 combinations 
are produced, and therefore, this is the size of the processing cell. 

The stagnation detection for the processing cells (c) test considers two main 
factors: the percentage of improvement and the amount of new solutions pro-
duced. The percentage of improvement tries to identify stagnation if no better so-
lution has been produced with at least a certain percentage of improvement. And 
the amount of new solutions produced aims to detect stagnation when a certain 
amount of new better solutions has not been produced. 

Table 1 shows the configurations used for the three variable studies in the pre-
liminary experimentation. The first column indicates the number of experiment, 
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the second column shows the amount of processing cells used for the experiment, 
while the third and forth columns show the quantity of quality and diversity solu-
tions in each processing cell, the fifth column contains the number of total combi-
nations (ܲכ ݏ݈݈݁ܥ כ ܳ)   (ܳ െ  1)  + כ ܳ   the sixth one indicates the total ,((ܦ 
number of solutions used (ܲכ ݏ݈݈݁ܥ  ܳ +  and the seventh column shows the (ܦ 
stagnation detection criterion used by each processing cell. 

For the stagnation detection column, 1Q and 2Q mean finding at least one or 
two solution respectively, that replace a quality element in the processing cell. The 
values 1%, 2% and 3% Improvement means finding a solution that is at least 1%, 
2% and 3% better than any quality solution. If these criteria are met then we state 
that the processing cell is not stagnated. 

Table 1. Individual experiments for experiments (a), (b) and (c) 

Experiment No. Pcells Q D
Total of  

Combinations 
Total of  

Solutions 
Stagnation 
Detection 

1 1 6 5 60 11 1Q 

2 2 5 2 60 14 1Q 

3 3 4 2 60 18 1Q 

4 4 3 3 60 24 1Q 

5 5 3 2 60 25 1Q 

6 8 3 3 120 48 1Q 

7 10 3 2 120 50 1Q 

8 10 3 2 90 50 1Q 

9 10 4 2 200 60 1Q 

10 10 4 2 140 60 1Q 

11 10 4 3 240 70 1Q 

12 10 4 3 180 70 1Q 

13 10 4 2 200 50 
0.1%  

Improvement 

14 10 4 2 200 50 
0.01%  

Improvement 

15 10 4 2 200 60 
0.001%  

Improvement 

16 10 4 2 200 60 2Q 

   a) Experiments from 1 to 7, b) Experiments from 7 to 12, c) Experiment 9 and from 13 to 16. 
 
 

Table 2 shows the results obtained for the experiments 1 to 7 of Table 1, where 
we study the impact of the number of processing cells (a). The first column shows 
the experiment number, the second one shows the average percentage error with 
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respect to the best-known solutions reported in [4], the third column shows the 
number of best-known solutions found, and the last one shows the average time 
for instance solution in CPU seconds. 

In this table we can see that experiments 5, 6 and 7 are the ones with the best 
average error. Experiment 7 has the largest number of best-known solutions found 
(35). And the experiments with the best times are 3 and 5. However, it is impor-
tant to remember that experiments from 1 to 5 are experiments with 60 combina-
tions, and in this group experiment 1 (one processing cell) obtains 34 best-known 
solutions, while experiment 5 finds 32 best-known solutions in almost half the 
time used in experiment 1. Furthermore, experiment 7 obtains a better average er-
ror, 35 best-known solutions and uses less time than experiment 1, even though it 
produces 120 combinations in comparison with the 60 combinations of experiment 
1. So in this experiment we can see the improved results from using a cellular 
processing approach instead of a monolithic approach. 

Table 2. Results for the number of processing cells; (a) experiment 

Experiment 
No. 

Avg. Err. 
# of Best-Known  

Solutions 
CPU. Sec. 

1 0.656 23 29.17 

2 0.656 21 15.451 

3 1.1 21 14.743 

4 0.654 22 15.413 

5 0.633 22 14.921 

6 0.632 23 25.034 

7 0.634 23 23.172 

 
Table 3 shows the results obtained for experiments 7 to 12 of Table 1, where 

we study the impact of the processing cell size (b). The first column shows the ex-
periment number, the second one shows the average percentage error with respect 
to the best-known solutions reported in [4], the third column shows the number of 
best-known solutions found, and the last one shows the average time for instance 
solution in CPU seconds. 

Here we can see that there is an average reduction of time of 1.5 seconds com-
paring experiment 7 vs 8, 9 vs 10 and 11 vs 12. The experiments are compared in 
that way because each pair has the same number of solutions and a different num-
ber of combinations. Also the best average error is found with experiment 11, 
which is the experiment with the largest number of combinations (240). However 
experiment 12 is the one that finds a larger number of best-known solutions (36). 
However, this behavior seems to be a fluke, because if we compare all the pre-
vious pairs of experiments (7,8) (9,10), they tend to reduce the number of best-
known solutions found, from 35 to 31. According to these results there is a small 
time saving with respect to the 4 lost best-known solutions for two of the three 
comparisons. 
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Table 3. Results for the processing cell size; (b) experiment 

Experiment 
No. 

Avg. Err. 
# of Best-Known  

Solutions 
CPU. Sec. 

7 0.634 23 23.172 

8 0.638 21 22.428 

9 0.632 23 25.262 

10 0.657 22 23.553 

11 0.043 23 28.434 

12 0.632 24 26.276 

 
 
Table 4 shows the results obtained for the experiment 9 and 13 to 16 of Table 1, 

where we study the impact of the stagnation detection for the processing cells (c). 
The experiments selected for this study contain the same amount of quality and 
diversity solutions as well as the number of combinations, the only variable is 
their stagnation detection. Here we can see that there is not really a tendency for 
experiments 13, 14 and 15, where we expected there should be an increasing aver-
age error, a decreasing number of best-known solutions and a decreasing CPU 
seconds. But the only tendency observed is the decreasing number of best-known 
solutions. However, all of them use about 10 CPU seconds less than experiment 9, 
which is the base experiment. For experiment 16 there is a small reduction in time 
and the number of best-known solutions is reduced by 2 in comparison with expe-
riment number 9. 

According to these results, if we use the configuration of experiment 13, we can 
decrease the CPU seconds in about 12 seconds and expect a low impact on the av-
erage error and in the number of best-known solutions found. So this is a good al-
ternative in order to reduce the time consumed by this algorithm. However, the 
percentage of improvement for detecting stagnation has to be tuned for a specific 
set of instances, due to the range of the objective function values. 

Table 4. Results for the stagnation detection for the processing cells; (c) experiment 

Experiment 
No. 

Avg. Err. 
# of Best-Known  

Solutions 
CPU. Sec. 

13 0.632 23 25.272 

14 0.632 23 25.294 

15 0.632 23 25.279 

16 0.634 22 24.522 
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4.3   Cellular Processing Scatter Search Performance 

Table 5 shows the comparative average performance of the cellular processing 
scatter search (CPSS) algorithm versus a hypothetical algorithm (HA) capable of 
obtaining all the best-known solutions reported in [4]. This table contains the av-
erage percentage error, the number of best-known solutions found, the number of 
new best-known solutions produced, and the average time for instance solution in 
CPU seconds. The time comparison was performed against the EvPR algorithm, 
which is the best performance algorithm reported in [4]. We make our compari-
sons versus the HA algorithm, because the results in [4] do not include the objec-
tive values obtained with EvPR for each instance. 

Here we can see that for the UMTS instances our algorithm was able to find 
100 optimal solutions out of 100. Also the time spent on these instances was al-
most halved for the CPSS algorithm. 

For the LOLIB instances the CPSS algorithm has a lower average error than the 
hypothetical algorithm and finds 43 best-known solutions. Also 16 of them are 
new best-known solutions. However, it uses more than one second than EvPR. 

Table 5. Comparative average performance of CPSS versus HA algorithms 

Algorithm Avg. Err. 
# Best-Known 
or Optimal So-

lutions 

New Best-
Known  

Solutions 
CPU Sec. 

UMTS 

CPSS 0 100 - 0.863 

HA 0 100 - 1.62 (EvPR) 

LOLIB 

CPSS 0.01 43 16 33.41 

HA 382057.38 33 - 32.34 (EvPR) 

Rnd 35 

CPSS 0.37 22 0 4.66 

HA 0 25 - 3.75 (EvPR) 

Rnd 100 

CPSS 1.78 10 10 431.95 

HA 1.49 15 - 351.38 (EvPR) 

Rnd 150 

CPSS 4.75 11 11 1628.75 

HA 3.26 14 - 1127.24 (EvPR) 
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Table 6. Wilcoxon test to compare the performance of the CPSS algorithm versus the HA 
algorithm 

Instances Algorithm 
Sum of 
ranks 

n 
Reference Value  

(Significance 10%) 

LOLIB 
CPSS 99 

17 101 
HA 37 

Rnd 35 
CPSS 0 

3 – 
HA 6 

Rnd 100 
CPSS 132 

25 225 
HA 193 

Rnd 150 
CPSS 121 

25 225 
HA 204 

 
 
The Random instances of size 35 is the only scenario where CPSS is not able to 

find new best-known solutions and it only finds 22 best-known solutions. 
For the Random instances of size 100 and 150, CPSS finds 10 and 11 new best-

known solutions respectively. But in these scenarios our proposed algorithm uses 
more time than EvPR, 80 for the Random 100 instances and 501 for the Random 
150 instances. 

Table 6 shows the Wilcoxon tests results obtained when the CPSS algorithm 
and the hypothetical algorithm (HA) are compared. Here we can see that all the 
tests are statistically equivalent, because in all the cases the sum of ranks is never 
the same or greater than the reference value. This tendency indicates the algo-
rithms are statistically equivalent. 

5   Conclusion and Future Work 

In this paper the problem of minimizing power consumption on wireless commu-
nications systems was approached. It is equivalent to the NP-hard linear ordering 
problem with cumulative costs, whose formulation is used in this work. In the lite-
rature several heuristics are proposed to solve it. In this paper a cellular processing 
scatter search algorithm for the linear ordering problem with cumulative costs is 
introduced. The cellular processing approach consists of simulating the  parallel 
execution of a set of processing cells (PCells). In each iteration of the parallel si-
mulation process, one step of all the PCells is carried out. Each PCell is built using 
a specific heuristic strategy. 

A series of experiments were carried out in order to identify the impact of: the 
number of processing cells, the processing cell size and a stagnation detection cri-
terion for the processing cells. These experiments show that the cellular 
processing approach obtains better results than the non cellular processing  
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implementation, a decreasing performance associated with a small-sized 
processing cell, and a relative good time saving if a percentage of improvement is 
used as stagnation criteria for the processing cells. 

Also it is shown that the proposed algorithm is a good alternative to solve 
LOPCC instances, because it finds 37 new best-known solutions and the Wilcoxon 
test shows that CPSS is statistically equivalent to the hypothetical state-of-the-art 
algorithm. We are currently working on the implementation of a heterogeneous 
processing cell algorithm. 
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Abstract. This research proposes a hybrid recommender system for restaurants 
that uses fuzzy inference systems together with collaborative filtering and content-
based techniques, considering the expert’s experience, the ratings given by similar 
users and restaurant model. Content-based technique seeks to alleviate the cold-
start problem, which commonly arises in collaborative filtering. The goal is to 
help each user to find interesting restaurants in the city. To evaluate the recom-
mender system a data set of 50 users and 60 restaurants was tested.  Was used 
RMSE for obtain the accuracy in the recommendations.  

 
Keywords: Content-Based, collaborative filtering, fuzzy logic, recommender  
systems.  

1   Introduction  

Before the Internet consumers had limited access to information related to prod-
ucts and services. Traditionally, a way of recommending any product between 
consumers was from person to person. The Web has facilitated the spread of this 
information to users over the past years but this information has become so  
abundant that far from helping users has become a problem, huge amounts of  
information make overwhelmed users. 

Internet brought a new way to sell products through e-commerce. One of the 
main objectives of e-commerce is to meet the needs and expectations of its cus-
tomers, but in larger databases the search capability of users is reduced. 

This need give rise to the emergence of information technologies, such as  
recommender systems that seek to reduce this problem through the information 
filtering. Companies had adopted this technology to bring more personalized  
interaction and to increase the customer’s satisfaction. 

Burke classifies recommendation techniques as: 1) Knowledge-Based, 2) Con-
tent-Based, 3) Collaborative filtering, 4) Utility-Based and 5) Demographic. In re-
commender systems research a recent tendency is to combine recommendation 
techniques to achieve peak performance.  All of the known recommendation  
techniques have strengths and weaknesses, and many researchers have chosen to 
combine techniques in different ways [5]. 
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Some applications of hybrid recommender systems are used in Fab [3] and 
REJA [12]; Collaborative filtering is combined with other techniques usually [2].  
In Fab recommender system a hybrid method is used, collaborative filtering and 
the content-based techniques are combined.  In collaborative filtering rather than 
compute the similarity of the items, we compute the similarity of the users. Typi-
cally, for each user a set of nearest neighbor users is found with those past ratings 
there is the strongest correlation. Collaborative filtering does no analyses of the 
items at all; in fact, all that is known about an item is unique identifier. The rec-
ommendation for user is made solely on the basis of similarities to other users. 
The content-based to recommendation the information retrieval community is 
used, Text documents are recommended based on a comparison between their 
content and a user profile. Data structures for both of these are created using fea-
tures extracted from the text documents.  

In REJA author proposes a hybrid recommender system that uses the collabora-
tive filtering and the knowledge-based techniques. On one hand, knowledge-based 
technique use linguistic information and makes recommendations for registered 
and temporary users, these recommendations are based on user information ob-
tained explicitly.  In the other hand, collaborative filtering uses the user ratings to 
measure the similarity with other users and create groups with similar preferences, 
uses this information for recommendations. 

In this work, the architecture proposed in [14] is adapted to a service oriented 
domain, in particular restaurant recommendation. 

Section 2 explains concepts related to recommender systems, Section 3  
explains the methodology used by the hybrid system and the changes proposed to 
improve performance in restaurants domain, section 4 explains the results of the 
system evaluation and in section 5 presents the conclusions. 

2   Recommender Systems  

Recommender systems suggest items to purchase or examine based on user’s pre-
ferences and interests. An early description of recommender systems was “A  
system where people provide recommendations as inputs, which the system then 
aggregates and directs to appropriate recipients [15].” 

Recommender Systems are software tools and techniques providing sugges-
tions for items to be of use to a user. The suggestions relate to various decision-
making processes, such as what items to buy, what music to listen to, or what  
online news to read. This suggestion is based on the user preferences stored in the 
user profile. Recommender Systems obtain user information through data collec-
tion techniques: implicit or explicit [8]. 

2.1   Hybrid Approaches 

Many recommender applications are actually hybrids; however, little theoretical 
work has focused on how to hybridize algorithms and in which situations one can  
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expect to benefit of the hybrid methods. An example is the Netflix Prize competi-
tion, in which hundreds of students and researchers teamed up to improve a colla-
borative movie recommender by hybridizing hundreds of different collaborative 
filtering techniques and approaches to improve the overall accuracy. The Burke’s 
work [5] is a well-known survey of the design of different hybrid recommendation 
algorithms; Burke proposes taxonomy of recommendation algorithms. Collabora-
tive filtering and content-based and knowledge-based recommender systems are 
the three base approaches.  

Another characterizing dimension is the system’s hybridization design is the 
method used to combine two or more techniques. Recommendation components 
can work in parallel before combining their results, or two or more single recom-
mender systems may be connected in a pipelining architecture in which the output 
of one recommender serves as input for the next one[15]. 

3   Methodology 

This research is based in the methodology proposed in [14]. In adapting the sys-
tem to the restaurants domain,  memory-based technique (based on  learning pro-
file) is replaced by content-based technique (based on restaurant profile) and the 
variables are modified in the Fuzzy Inference Systems also, the details of these 
changes are explained below. 

3.1   Restaurant Model 

An effective online recommender system must be based upon an understanding of 
consumer preferences and successfully mapping potential products onto the con-
sumer’s preferences [1]. Following from Pan and Fesenmaier [13], it is argued that 
this can be achieved through the understanding of how consumers describe in their 
own language a product, a place, and the experience when consuming the product 
or the place. 

Traditionally, choosing a restaurant has been considered as rational behavior 
whereby a number of attributes contribute to the overall utility of a restaurant. For 
example, food type, food and service quality, image, and atmosphere of the restau-
rant, and availability of information about a restaurant, play an important role at 
different stages in consumer’s choice-making [3],[11]. While food quality and 
food type have long been perceived as the most important variables for consum-
ers’ restaurant selection, situational and contextual factors have been found to be 
important [11]. Due to this in Kivela [11] identified four distinct types of restau-
rants: 1) fine dining/gourmet, 2) theme/atmosphere, 3) family/popular, and 4) 
convenience/fast-food; and Auty [3] identifies four types of dining-out occasions: 
1) namely celebration, 2) social occasion, 3) convenience/quick meal, and 4) busi-
ness meal. 

In [12] REJA recommender system was developed that uses a model with four 
attributes: 1) service quality, 2) quantity, 3) cuisine and 4) restaurant type, these 
attributes are used to filtering items of the database.  
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This research modeled the main features of a restaurant; the idea was based on 
the features reviewed in [16], and takes the characteristics of the model used in 
REJA. In restaurant model proposed are included other relevant attributes that the 
user considers when deciding which restaurants to visit, also attributes have been 
categorized into groups. 

The restaurant model is a vector with the following attributes: 1) price range, that 
contains the labels "cheaper", "cheap", "more or less", "expensive", "very expen-
sive";  2) services, divided in nine groups with the labels "parking", "payment", 
"kind of food", "lounges", "banquet", "atmosphere", "extra services", "language", 
and "others", which in turn have their own classification; and 3) cuisine type, which 
includes labels such as "mexican", "chinese", "japanese", "italian", "spanish", "bra-
zilian", and  many others. The restaurant model is depicted in figure 1. 
 

 

Fig. 1. Some possible values in restaurant model representation 

Figure 1 shows some possible values of the model content restaurant recom-
mendation system modeling features with binary vectors (zeros and ones) where 
one means that the restaurant has the property that corresponds to the value. An 
adequate representation of the restaurant model, is shown in figure 2, in this way 
is displayed to the user. 
 

 

Fig. 2. The restaurant model 

The information contained in the restaurant model is useful for Content-Based, 
the recommendation process is detailed in the next section. 
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3.2   Content-Based  

This paper proposes the implementation of the content-based technique, for a 
functional hybrid method such as [4], which allows implement a model with in-
formation about the item characteristics. 

Normally this method is based in characteristics vector, which specifies key-
words for each item that the user gave a high rating. 

The profile is a structured representation of user interests, adopted to recom-
mend interesting items to the user. The recommendation process consists in 
matching up the attributes of the user profile against the attributes of a content ob-
ject. The result is a correlation value that represents the interest level of the user in 
that item; this value determines the items that will be recommended. 

In this research the profile representation of the items with binary vectors was 
done, each item contains the characteristics that identify it in terms of zeros and 
ones; these values are compared one by one to obtain the similarity to other items.  
The user profile is obtained from the ratings matrix where the content-based iden-
tifies the items with high rating for the comparison, make the prediction and rec-
ommend items. 

To obtain the similarity between restaurants, the content-based uses the Cosines 
distance (called Cosine Similarity) that calculates a value between 0 and 1 to de-
termine the similarity between the restaurants, where zero represents no similar 
and one represents very similar. The formula for calculating the Cosine Similarity 
is as follows: 

 
(1) 

Where Ix represents the item profile with high rating and Iy  represents the item 
profile with which it is compared, n represents the number of characteristics con-
tained in the vector, Ii,y and Ii,x  represent the characteristic which corresponds to 
the  i position  into the vectors x and y. 

Content-Based will choose (based on threshold) the items in a list to recom-
mend. The process is depicted in figure 3. 

 

 

Fig. 3. Content-Based recommendation process, this technique uses user preferences to fil-
ter information of the database 
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3.3   User Profile 

In this work the user's profile is derived from the ratings matrix. Let 
U=[u1,u2,…un] the set of all users and  I=[i1,iu2,…in]  the set of all items, if R 
represent the ratings matrix,  an element  Ru,i   represents a user’s rating  u ∈ U  in 
a item i ∈ I.  The unknown ratings are denoted as ∅. The matrix R can be decom-
posed into rows vectors, the row vector is denoted as ru = [Ru,1… Ru,|I|] for every 
u ∈ U.  Therefore, each row vector represents the ratings of a particular user on 
items.  Also denote a set of items rated by a certain user u is denoted as Iu = i ∈ I 
|∀ i: Ru,i ് ∅ . This set of items rated represents the user preferences where for 
each domain element Ru,i ∈ [1,5] represents the intensity of the user interest for  
the item. 

The user profile is used in collaborative filtering and is detailed in the following 
section. 

3.4   Collaborative  Filtering 

The basic idea of collaborative filtering is that if users shared the same interests in 
the past – if they viewed or bought the same books, for instance – they will also 
have similar tastes in the future, in other words, collaborative recommendation 
approach exploits information about past behavior or the opinions of an existing 
user community to predicting which items the current user of the system will most 
probably like or be interested in [10]. The technique can be broken down into the 
following steps:  
 

1. Establish how similar other users are to the current user u. 
2. Use this similarity to weight the ratings of these users for the recom-

mended item i in a weighted sum. 
3. Apply additional filters or weights. 

 
In collaborative filtering the user profile (mentioned in previous section) is 
represented as a ratings vector that the user gives for each item. The K-Nearest 
Neighbor method (K-NN) is used to identify the correlation degree (similarity) of 
the users with similar tastes to the current user.  To obtain the correlation between 
the neighboring and the current user, K-NN uses Pearson correlation which is the 
most commonly used [4]. Then, it shows the formula for the Pearson Correlation.  

 
 (2) 

 
 

Where P(Ux,Uy) is the correlation coefficient with range between -1.0 and 1.0,  Ux 
represents the current user and Uy represents other user (from community user), 
these users Ux and Uy are compared to obtain the correlation. Users with higher 
positive correlation are considered more similar. 
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Collaborative filtering obtains predictions using the weighted average (is the 
product of the user correlation and the user rating to the item) and compare the rat-
ings of neighbors with the current user to generate a recommendations list (Top-
N) based on a threshold of 0.75.   The collaborative filtering process is depicted in 
figure 4. The collaborative filtering recommendations are inputs to the Fuzzy Infe-
rence System that is explained in the next section. 

 

 

Fig. 4. Collaborative filtering process 

3.5   Fuzzy Logic 

Fuzzy logic is a methodology that provides a simple way to obtain conclusions 
from data entry vague, ambiguous, imprecise, noisy or incomplete. Is based on the 
traditional process of how a person makes decisions based on information with 
features mentioned.  Fuzzy logic is a computational intelligence technique allows 
using information with a high degree of inaccuracy; this is the difference with the 
conventional logic that only uses concrete and accurately information [17]. 

Fuzzy logic is a multivalued logic that allows intermediate values to define 
evaluations between yes/no, true/false, white/black, hot/cold, small/large, near/far, 
few/many, etc. In the traditional set theory the element belongs or does not belong 
to a set, in a fuzzy set is not defined its borders and the membership degree gives a 
value between 0 and 1. The concept of membership degree is subjective and de-
pendent on the domain [7]. 

In this work the importance of fuzzy logic into recommender system is model-
ing fuzzy variables. In recommender system was implemented two fuzzy infe-
rence systems that represent: 1) the expert recommendation, and 2) the final  
recommendation. The first generates recommendations when the recommendation 
techniques (collaborative filtering and content-based) cannot generate due to the 
cold start problem mainly. The second evaluates the predictions for each recom-
mendation technique (including the expert) and assigns a weight to obtain the final 
recommendation. The following explains details the operation of both fuzzy infe-
rence systems. 

To illustrate the use of fuzzy variables, the price variable is explained (figure 
5), where the fuzzy sets are represented by membership functions labeled "low" 
and "high", the linguistic values are granulated into a domain of 0 to 5. 

Another variable is used to measure how many items have been rated by the cur-
rent user, if a user has rated few items, predictions cannot be as accurate as if the us-
er rated more items. In this case the variable domain is 0 to 15 or more and contains 
three membership functions labeled as "insufficient", "minimum" and "sufficient". 
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Fig. 5. The figure shows the membership function of price and participation variables 

Expert Recommendation 

The Instructor's recommendation in [14] is equivalent to the expert recommenda-
tion where the fuzzy variables are changed to adapt the domain.  The proposed 
FIS in this research (figure 6), represents a user who has experience and know-
ledge about restaurants. The expert user specifies their predictions based in input 
variables: 1) rating, which corresponds to the ratings average of the other users; 2) 
price, which has a restaurant; and 3) votes, which is the amount of users who eva-
luated the restaurant. The FIS considers these factors very important to users who 
visit a place. This information is extracted from the user profile and restaurant pro-
file, the system uses this information for prediction. 

The FIS uses five inference rules that are designed according to the above fac-
tors. The input variables (are used in the rules) determine the recommendation  
activation, each input variable contains labels as "low" and "high" that also cor-
respond to memberships functions of Gaussian type. For the output variable  
"recommendation" the labels "low", "medium", and "high" are used, that also  
correspond to membership functions of Gaussian type. The rules are: 
 

1. If rating is high and price is low then recommendation 
is high. 

2. If rating is high and votes is sufficient then recommen-
dation is high. 

3. If rating is high and votes is insufficient then recom-
mendation is medium. 

4. If rating is low and price is high then recommendation 
is low. 

5. If rating is low and votes is insufficient then recom-
mendation is low. 
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To recommend this FIS takes in account the suggestions of the community users 
(ratings) and expert knowledge. The FIS to provide a recommendation when the 
user participations (votes) are not sufficient and the recommendation techniques 
can not generate predictions. 
 

 

Fig. 6. Fuzzy Inference System for expert prediction 

Final Recommendation 

In [9], the FIS for making the final weighted recommendation is described, the  
inputs variables are provided by the recommendation techniques implemented  
in the system, the outputs variables represent the weights assigned to these  
recommendations. 

In this work an input variable representing the Content-Based recommendation 
was added, the input variables in the FIS (figure 7) are:  

 
1) userSimilarity, is the correlation average between other users and the current 

user, if the average correlation is high the system will assign a greater weight; 
2) restaurantSimilarity,  is the average similarity between restaurants, if the aver-

age similarity is high  the system will assign a greater weight; 
3)  participation, is the participation (votes) of the current user, the system pro-

vides better recommendations with many number of votes. 
 
The outputs variables are: 1) expert, 2) restaurantProfile, and 3) correlation, cor-
responding to the recommendation techniques implemented in the system, these 
variables play the same role as in [9]. The expert recommendation will activate 
when the recommendation techniques cannot make predictions, this usually hap-
pens when the current user has no ratings (or not enough) to activate the collabora-
tive filtering, and when the current user does not have a high rating to activate the 
content-based.   

The FIS gives weights to the input values, these weights are used to predictions 
and to obtain the final recommendation. 
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Fig. 7. Fuzzy Inference System for final recommendation 

In rule one, expert recommendation is activated, here, the other techniques  
cannot provide recommendations.  Determines that if the user similarity is low, the 
restaurants similarity is low and the user participations are low then the recom-
mendation of the expert will have more weight. 
 

1. If userSimilarity is low and restSimilarity is low and 
participation is insufficient then expert is high and 
restProfile is low and correlation is low. 

 
In the rules two and three, the recommendation of collaborative filtering is acti-
vated. The difference between the rules lies in the modification of the participation 
variable that is expressed as "sufficient" and "minimum", respectively.  In these 
rules the collaborative filtering recommendation will have more weight. 

 
2. If userSimilarity is low and restSimilarity is low and 

participation is sufficient then expert is low and 
restProfile is low and correlation is high. 

3. If userSimilarity is low and restSimilarity is low and 
participation is minimum then expert is low and 
restProfile is low and correlation is high. 

In the rules four, five and six, the content-based recommendation is activated. The 
difference is the participation variable that is modified for each case to express 
"insufficient", "minimum" and "sufficient", then, content-based recommendation 
will have more weight. 
 

4. If userSimilarity is low and restSimilarity is high 
and participation is insuficient then expert is low 
and restProfile is high and correlation is low. 

5. If userSimilarity is low and restSimilarity is high 
and participation is minimum then expert is low and 
restProfile is high and correlation is low. 

6. If userSimilarity is low and restSimilarity is high 
and participation is sufficient then expert is low and 
restProfile is high and correlation is low. 

The inference rules are static and the outputs values are obtained through the cen-
troid method. 
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v1 = [x1,1, x1,2,…x1,n] and a ratings vector (or user profile) v2 = [x2,1, x2,2,…x2,m], the 
system compare these vectors and RMSE is calculated.  In (3) n represent the vec-
tor size. 
 

(3) 
 

 
Five tests for predictions using two distance measures were made: Pearson corre-
lation and Euclidean distance to measure the accuracy and determine which is 
more efficient with the data base, varies the number of ratings according to the 
number of users, the data behavior and averages are shown in Table 1. 

Table 1. Comparison of results of the error using the Pearson correlation and Euclidean dis-
tance, the results show an average error of 0.86 in a ratings scale of 1 to 5 this average 
represent 17%  of error in accuracy 

Users Ratings Average 
ratings 

Average predic-
tions with Pear-
son correlation. 

Average predic-
tions with Euc-
lidean distance 

RMSE with 
Pearson cor-

relation 

RMSE with 
Euclidian 
distance 

10 45 3.79 3.17 3.18 0.87 0.87 
20 89 3.74 3.15 3.17 0.91 0.87 
30 156 3.87 3.38 3.40 0.77 0.87 
40 191 3.71 3.29 3.30 0.82 0.83 
50 250 3.60 3.14 3.20 0.83 0.83 

 
Second experiment was done to verify the recommendations accuracy of the 

weighted average, with the method proposed. The aim research is to verify that us-
ing the weighted average can show better results than using the arithmetic mean in 
the accurate of the recommendation. Was used 30 predictions randomly taken 
from user community, the recommendation was made using the weighted average 
and the arithmetic mean. The results are data with similar patterns of error. The 
average test showed a prediction of 4.81 for the weighted average and 4.77 for the 
arithmetic mean. Table 2, shows the results in the predictions. 

Table 2. Comparison results with weighted average and arithmetic mean 

Prediction W.Avg. A.Mean Prediction W.Avg. A.Mean 
1 4.92 4.86 16 4.82 4.71 
2 4.89 4.86 17 4.66 4.58 
3 4.51 4.50 18 4.88 4.85 
4 4.90 4.86 19 4.86 4.85 
5 4.92 4.86 20 4.87 4.85 
6 4.89 4.84 21 4.89 4.85 
7 4.87 4.87 22 4.50 4.38 
8 4.91 4.86 23 4.86 4.86 
9 4.84 4.80 24 4.85 4.85 

10 4.87 4.84 25 4.54 4.61 
11 4.88 4.86 26 4.77 4.61 
12 4.57 4.35 27 4.83 4.71 
13 4.85 4.85 28 4.89 4.85 
14 4.86 4.86 29 4.85 4.85 
15 4.87 4.80 30 4.85 4.85 
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5   Conclusions and Future Work 

The architecture [14] was adapted easily to the restaurants domain, the adaptation 
allowed to add new techniques and adding a user profile with the linguistic de-
scription of their tastes and preferences. Seen from another perspective, a rating 
says more than just a number, even the rating can have implicit factors as the qual-
ity food, decor, comfort, customer service, etc.., this information can be extracted 
and specified in the user profile to obtain better recommendations. 

Was proposing the implementation of a Geo-referencing system that allow  
collect contextual information (of the user) implicitly, such as physical location or 
the distance between the restaurant and physical location. Also aims to collect ex-
plicit information about the user's current conditions, variables such as money, 
transportation or friends, may be relevant when user make the decision to go to a 
restaurant. 

The experimental tests performed on the prototype determine that the distances 
used are effective for the purpose of the investigation, however, with Pearson cor-
relation did had a better performance into the set of test data. Certainly, the rec-
ommendation techniques may behave differently with each data set, perhaps to a 
data set of films (for instance MovieLens) collaborative filtering has more accura-
cy, but in a data set of restaurants may not be as accurate. In future work can  
evaluate other important factors (for instance quality, diversity, and utility) to de-
termine the system performance in other terms. 

Finally, the result of the second experiment shows that there was only a small 
difference between the two averages, although the architecture is specified the use 
of weighted average, the arithmetic mean may be used for the same purpose with-
out affecting system performance. 
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Abstract. Interactive evolutionary computation (IEC) is a branch of evolutionary 
computation where users are involved in the evolution process. In IEC systems the 
user generally evaluates subjective information of the population in large quanti-
ties. One of the problems in the IEC systems is not having friendly interfaces for 
the evaluation of mass information and this causes the user lose interest. These 
systems have quickly migrated to the Web by the large number of users that can 
be found on a voluntary basis. For these applications we can find users with  
different characteristics, for example, users with different level of knowledge 
about the application domain, different participation interest or experience in use 
of Web-Based IEC applications. In this paper we propose a user modeling for IEC 
to help tailor the user interface depending on the characteristics, preferences, in-
terests, etc. of the user using fuzzy logic. 

 
Keywords: User modeling, interactive evolutionary computation, IEC, Fuzzy logic. 

1   Introduction 

Interactive evolutionary computation (IEC) is a branch of evolutionary computa-
tion where users participate evaluating individuals in a population given by an ap-
plication. It is based on subjective human evaluation [12].Users participate in such 
systems depending on their interest of the application domain and because of this 
several of these systems are Web-based. Literature tells us that in such systems 
there is a problem that has to do with the user interface, sometimes these user in-
terfaces are not friendly for the user to interact with and this causes them to lose 
interest [12]. Because of this we proposed to use user-modeling techniques to per-
sonalize the user interface for a given application domain on interactive evolutio-
nary computation. The proposed User model will provide us with the preference 
and needs according to the interface currently used by the user. With this informa-
tion we can use fuzzy ruled based system to infer in what type of user is in a given 
time, then knowing the type of user we then can perform the interface adaptation. 
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2   Interactive Evolutionary Computation 

This technology is branch of evolutionary computation. Based on subjective hu-
man evaluation. Basically, this technique requires that the objective function is re-
placed by a person (user) [12]. In Fig 1 we show a general IEC system. 

 

 

Fig. 1. General Interactive Evolutionary Computation system based on subjective  
evaluation. [12] 

In this general IEC system we note that the user replaced the fitness function at 
the moment he or she interacts with the system. Logically the user needs a goal to 
know what is the evaluation he or she needs to perform. Finally the users receive 
an output and the process and start over again. 

These techniques have been used in several areas of application, in particular: 
 

• Music and sound. 
• Digital Art. 
• Design and editing documents 
• Processing acoustic signals. 
• Industrial design. 
• Data mining and acquire knowledge. 
• Face recognition. 
• Robotics and control. 

2.1   Problems and Limitations 

In IEC there are some problems and limitations whereby the user is not comforta-
ble to interact with these kinds of systems, Takagi identifies [12]: 
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• User fatigue: 20 to 30 iterations 
• User memory: limits the maximum number of individuals per generation. 
• User selection: Simple user interfaces. 
• Stop condition: User dependent. 
• Fluctuations in decisions: Changes in preferences. 

This is why the user loses interest to participate in this kind of systems, in these 
paper we will focus in one of the problems, the user selection, we want to increase 
their participation in these applications by presenting a simple and usable interface 
considering their characteristics, preferences, interest, etc.. 

3   User Modeling 

There is a reality that the World Wide Web is growing in an exponential way, which 
means the presence of more users in Web sites, Web systems are very varied, and 
we have users of any kind. These users follow different goals, for example make a 
reservation of a room in a five stars resort or just consulting their bank account or 
checking their status in Facebook. This variation of users represents a diversity of 
individuals, individuals with different abilities, interest, preferences, forms of learn-
ing, and knowledge, because of this they need different presentation of the informa-
tion that they use to interact with the different variety of applications. 

When we are dealing with users in systems that we want to personalize, we 
need to know some personal information about the users. This information is a 
collection of their needs, characteristics, feelings, etcetera to adapt something that 
we want in a system.  This information is needed to represent knowledge about the 
user and all this is called user modeling (UM) [11].  

A user modeling can be a simple profile system that represents some know-
ledge about them or can be a very complex representation of their characteristics, 
needs, and interest to understand a specific individual. 

The main goal of a user modeling is to represent real world aspects of the users 
in an automatically autonomous form. There are several user models techniques, 
these UM techniques are the most frequently used: 

 

• Rule based models. 
• Ontologies based models. 
• Stereotype based models. 
• Hybrid models. 

 

In next sections a brief description of these technique are presented. 

3.1   Rule-Based Models 

This type of user model is based on the experience of an expert in a given context, this 
means that rules can be made by that knowledge of the expert has, for example, an ex-
pert can make rules to represent that knowledge to a user model to infer in the persona-
lization of a given application. In this way we can represent the user model [11]. 
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3.2   Ontology-Based Models 

Ontologies-based models are forms of representing knowledge starting by the idea 
of a well form semantic, “An ontology is a formal specification of shared specifi-
cation”[7]. For example the semantic Web is based on ontologies that is an impor-
tant part of this approach.  

We can understand better an ontologies-based UM by the system architecture 
that Liana Razmerita [7] presented in her work, in Figure 2 we are present the 
mentioned  architecture. 

 

Fig. 2. An ontology-based user modeling system 

Here in this architecture (Fig. 2) the ontology part is represented in three impor-
tant aspects: 

 

1. The User ontology structure represents distinct characteristics in their re-
lationships. 

2. The Domain ontology is defined by the context of the specific application 
and their relationships. 

3. The log ontology represents the semantic of the user interaction with the 
system. 

 

Monitoring the user interaction with the system generates the log data storage. 
The intelligent services have two principal aspects in the system: 
 

1. To maintain and update based of the data usage through the application 
by the number of heuristics. 

2. To adapt service based on the needs of the user like skills, preferences, 
and knowledge.  
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3.3   Stereotype Based Models 

This kind of user models is based on demographic statistics. This technique simp-
ly uses collections of facet-value combinations that describe groups of system  
users. The user is classified into common stereotypes.  Using this technique the 
system can infer assumptions about the user if there might be no data about that 
particular context, because there is fact that demographic studies have shown that 
other users have the same characteristics given by the stereotype. 

In figure 3 we present a Stereotype Hierarchy in GRUNDY [9]. 
This stereotype hierarchy representation adjusts the user model by an explicit 

representation of knowledge. The advantage of stereotype-based user model is 
with a small evidence about the user a system should infer a very decent model in-
formation. 

 

Fig. 3. Stereotype Hierarchy in GRUNDY[9] 

The advantage of stereotype-based user model is with a small evidence about 
the user a system should infer an appropriate model information. 

3.4   Hybrid Based Models 

This kind of user models is just the combination of one or more techniques that we 
explained above. We can use this technique when we compare that the technique 
we used is better in particular cases so we produce the UM in a kind a switch state. 
For example if in the context of e-learning we have good results with rule-based  
technique and not too good in e-commerce we need to adjust in a particular con-
text which technique we want to used. That is why we combine user-modeling 
techniques to gain better results [6]. 
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4   Uncertanity in User Modeling 

The current activities on the web have an increasing demand of preference discov-
ery, on these days the user preferences information has become in a major tool for 
several areas as Marketing, eLearning and too many others. For example it is very 
common to find several applications to provide suggestions for some products 
based on recent purchases. 

For that reason user preference provides multiple applications as an option for re-
commender systems in order to solve problems of personalized recommendations. 

It’s a quite of a challenge to deal with the description of user knowledge in or-
der to recognize user’s specific needs because these data involves imprecision and 
uncertain data.  

Different from human interaction where we learn by explicit or implicit me-
thods, it is necessary to design a user model to detect user preferences, profiles, 
choices, likes and dislikes [2]. 

In relation to this subject it is important to improve preference modeling for re-
commender systems to provide value added to the current web activities to suc-
ceed in an increasingly competitive world. 

When a user interacts with systems, provides a high-grade uncertainty informa-
tion, this is the main reason of the user modeling systems existence in order to 
control uncertainly data with certain degree [2].  

These systems need to collect all the user information about their profiles, inte-
raction history, choices and basic data with decision criteria.  

In previous works we can find that the more information a user model has, the 
better the content and presentation will be personalized. 

It is known that there exist different methods to manage uncertainty for user 
modeling, and is important to mention three general approaches: 

• Rules with certainty factors 
• Fuzzy Logic 
• Bayes probability Networks 

Fuzzy Logic goes more than a 0-1, truth or false ranges, it is based on many-
valued logic and has the ability to handle partially answers with ambiguity. The 
general methodology of reasoning in fuzzy logic is by the IF…THEN rules [13]. 

Fuzzy Logic defines a framework in which the inherent ambiguity of real in-
formation can be captured, modeled and used to reason with uncertainty [13]. 

A traditional FL inference system is divided into three steps:  
 

1. Fuzzification. 
2. Fuzzy Inference. 
3. Defuzzification. 

 
Typically FL has been used in UM to implement applications that are based on a 
recommendation task. In these applications FL provides the ability of mixing dif-
ferent user preferences and profiles that are satisfied to a certain degree [4]. 
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5   Proposed Method 

Our proposed is to attract the users to participate in given IEC application and to 
improve their overall experience with the system. With the UM our expectations 
are user participation increases. We are going to explain in more detail with the 
architecture that we proposed in figure 4.  

Is worth mention that we are focusing in the Web-based IEC application, in 
other words we want some how to adapt the interface of the IEC application to the 
user that is interacting with. 

 

 

Fig. 4. Architecture for IEC using Fuzzy Logic 

In Web-Based IEC applications we found that there are different types of users. 
For this reason we define three types of user for Web-Based IEC applications 
these are: 

 
• Specialized users. 
• Ordinary users. 
• Anonymous users. 

5.1   Specialized Users 

These kinds of users are users that know all the functionality of the IEC applica-
tion where they going to participate, in other words they know all the objectives of 
the IEC application and all the aspects of the goals that the particular application is 
going to, because of this they need all the functionality elements in the interface to 
interact with the IEC application. 
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5.2   Ordinary Users 

These types of users are users that know certain knowledge about the goals and 
functionality of the IEC application where they going to participate, so they do not 
need all the functionality and elements of the interface to interact with, but these 
types of users are more attracted by the domain of the IEC application. 

5.3   Anonymous Users 

These classes of users are users that they feel some sort of empathy with the do-
main of IEC application but these classes of user have less degree of participation 
in the IEC application, for this reason the elements and functionality of the IEC 
application interface have to be very simple. 

As you can see in the above architecture there is a user interface that represents 
the interactivity with the IEC application, that interface is the one we want to 
adapt to the different types of users previously defined. 

5.4   Architecture for IEC Using Fuzzy Logic 

Continuing with explanation of the UM architecture for IEC using fuzzy logic 
there is a data store mechanism that represent the preferences, interests of the us-
ers by the iterations in the IEC application. This mechanism is a monitoring of the 
IEC users in accordance to their different type of users. 

Thanks to that mechanism we now have to store the preferences that we were 
provided by different types of users, now in the architecture there is a fuzzy UM 
generation process, where we propose to apply a fuzzy inference system (FIS) to 
perform the process of knowing what type of user is interacting with the IEC sys-
tem. It is worth mentioning that there are several ways to accomplish this fuzzy in-
ference system, we propose to develop according to the time the user spends using 
the IEC system and the difficulty of the task presented to the user. Under these 
conditions we can have an acceptable output in the fuzzy inference system, which 
represent the type of user. In Figure 5 we present is fuzzy inference system. 

 

.  

Fig. 5. IEC user interface Fuzzy Inference System 
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In this FIS we propose to use triangular membership functions in the input and 
also to the output. We also propose to use Mamdani type for simplicity. Where the 
ranges of activity could go from 0 to 30 that would represent the time of user ac-
tivity in the IEC system, also the range of tasks (evaluations) in the sense of diffi-
culty that could go from 0-100.In Fig 6 we present the inputs and the output that 
might be. 

 

 

 

 

Fig. 6. Membership functions for the inputs and the output 
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Some of the fuzzy rules could be the following: 
 

1. if(activityTime is low) and (taskDifficulty is easy) then (userType is ano-
nymous). 

2. if (activityTime is normal) and (taskDifficulty is normal) then (userType 
is ordinary). 

3. if (activityTime is high) and (taskDifficulty is hard) then (userType is 
specialized). 
 

Ones we have this rules we can proceed to store the inferences we obtain by FIS, 
then proceed to the process of the decision-making. In the decision-making we 
make the decisions based on the results of the FIS give, for example if we have an 
anonymous user, now we perform personalization for the interface on the IEC sys-
tem, similarly when the user is ordinary we need to perform personalization on the 
interface elements, finally when the user is a specialized we will perform the per-
sonalization on the interface elements for IEC system. 

6   Conclusion 

We this method that we proposed we expect to increment the level of participation 
that the users have on interactive evolutionary computation applications. That means 
we reduce the non-friendly user interface that this kind of applications have. 

Future work following this method is to tested in a real interactive evolutionary 
computation application. First phase by given the user a normal IEC application 
with a predetermined user interface and see what is the level of participation of the 
users. Then a second phase is to put this method on the IEC application and see if 
the level of participation of the users increases.  
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Abstract. The update and emergence of new technologies changed the traditional 
methods for learning in artificial environments (physical or virtual), as interactive 
tables, more powerful smartphones, tablet PCs, cameras that perceive depth (ki-
nect). In this work we propose a new approach and the personalization of learning 
objects that we will call environmental learning object and deploy them on an 
intelligent learning environment in which we will use a single extension of the 
simple sequencing standard.   

1   Introduction 

A learning environment is defined as a "place" or "space" where the process of 
knowledge acquisition occurs. Learning environments are those areas where 
conditions are created for the individual to appropriate new knowledge, new 
experiences, new elements that generate processes of analysis, reflection and 
appropriation. Some of these systems use learning resources called learning ob-
jects. For the exchange of learning objects between systems standardization initia-
tives have been developed and there are some implementations and repositories 
that manage the content using these standards. Learning objects usually have the 
following characteristics are self-contained, each learning object can be used in-
dependently, are reusable, a learning object can be used in different contexts, can 
be added, learning objects can be grouped into collections and are labeled with 
metadata. Each learning object has associated certain information that describes it. 
This facilitates reuse by automatic means. In this work we propose a new ap-
proach and the personalization of learning objects that we will call environmental 
learning object. Environment Learning Objects (ELO) can contain a configuration 
of educational content presented by multiple heterogeneous devices, with metada-
ta describing educational as well as technical data needed for their selection and 
adaptation. We propose extending current learning object standards to add  
IE capabilities. By tagging through the metadata we can make a selection of learn-
ing objects to create and manage different contexts when applied to a learning 
environment where each learning object is selected and routed to a device that 
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operates its utility like sound file on a speaker of web page un a monitor. Below 
we will see theory regarding issues of interest of this work.  

An intelligent learning environment is a new kind of intelligent educational 
system which combines the features of traditional Intelligent Tutoring Systems 
(ITS) and learning environments. An intelligent learning environment (ILE) in-
cludes special component to support student-driven learning, the environment 
module. The term environment is used to refer to that part of the system specify-
ing or supporting the activities that the student does and the methods available to 
the student to do those activities [8]. Some recent ITS and ILE include also a spe-
cial component called manual which provides an access to structured instructional 
material. The student can work with the manual via help requests or via special 
browsing tools exploring the instructional material on her own. An integrated ILE 
which includes the environment and the manual components in addition to regular 
tutoring component can support learning both procedural and declarative know-
ledge and provide both system-controlled and student-driven styles of learning. 

An intelligent tutoring system (ITS) is a computer system that aims to provide 
immediate and customized instruction or feedback to its learners during a task, 
without intervention from humans. ITSs have maintained the common goal of 
enabling learners to acquire information in a meaningful and effective manner by 
employing tools from a range of different technologies to direct the task at hand. 
There are numerous examples of ITSs being used in both education and profes-
sional settings since the mid-1920s. As a result, there is a strong relationship be-
tween ITSs, cognitive learning theories and instructional design. As with any 
mechanism for learning, ITSs have experienced its share of successes and limita-
tions with continuous research investigating the best approach to addressing the 
dialogues and affective responses to learning. 

Research in ITS, organizes the "problem" in (1) knowledge about a domain, (2) 
knowledge about the learner, and (3) pedagogy (knowledge of teaching strategies). 
The major components of a typical ITS are an expert (or domain) model, student 
model and tutoring model. The expert model should be able to solve the problems 
the tutoring module submits to the students. The tutor module controls the 
interaction with the student, based on its teaching knowledge and comparisons 
between the student model and the domain knowledge. The student model reflects 
what the machine can infer about the student's cognitive state. 

Learning environments are typically constructivist in nature, engaging learners 
in "sense-making" or reasoning about extensive resource sets. Learning environ-
ments typically include four components: an enabling context, resources, a set of 
tools, and scaffolds [8]. Authentic or realistic contexts are provided to motivate 
learners, and typically take the form of complex, full-scale problems representative 
of real-world tasks. To help students understand their complex problems, extensive 
resources can be provided. A truly open-ended learning environment would involve 
students in independent research to find and select their own relevant resources (e.g., 
in the campus library, on the internet). In some learning environments, however, 
selected resource sets are provided to learners. A full set of tools should be provided 
to help learners to process information, manipulate data, and discuss the data. Scaf-
folds should also be present to bolster student problem solving as needed. These can 
take many forms from tools to teachers to student peers. 



Personalization of Learning Object Sequencing and Deployment  561 

A Learning object is "a collection of content items, practice items, and 
assessment items that are combined based on a single learning objective" [2]. The 
author of the definition is Wayne Hodgins when he created a working group in 
1994 though the concept was first described by Gerard in 1967 [16]. Learning 
objects go by many names, including content objects, educational objects, 
information objects, intelligent objects, knowledge bits, knowledge objects, 
learning components, media objects, reusable curriculum components, nuggets, 
reusable information objects, reusable learning objects, testable reusable units of 
cognition, training components, and units of learning. The Institute of Electrical 
and Electronics Engineers (IEEE) defines a learning object as "any entity, digital 
or non-digital, that may be used for learning, education or training", Chiappe 
defined Learning Objects as: "A digital self-contained and reusable entity, with a 
clear educational purpose, with at least three internal and editable components: 
content, learning activities and elements of context. The learning objects must 
have an external structure of information to facilitate their identification, storage 
and retrieval: the metadata."[8]. 

Learning Objects and Metadata is based on the object-oriented paradigm; 
learning objects are typically defined as components of instruction material, which 
can be reused in multiple contexts. Instruction designers can create and maintain 
these components. Learning objects can range from complex simulations, to videos, 
images, quizzes, or simple text. Learning objects are the basic elements of current 
Learning Management Systems (LMS) and are the focus of standardization initia-
tives whose goal is defining open technical standards and their characteristic meta-
data [4]. The most important initiatives are the Advanced Distributed Learning Initi-
ative (ADL-SCORM) [15], the Instructional Management System Project (IMS) [1], 
the Alliance of Remote Instructional Authoring Distribution Networks of Europe 
(ARIADNE) [10], and the IEEE Learning Technology Standards Committee [11]. 
The main objective of these open standards is to enable the interoperability of learn-
ing objects between different LMSs and Learning Objects Repositories (LORS). 
Basic metadata schema specifications for learning objects include: 

Learning Object Metadata (LOM). Based on the Dublin Core metadata [12] this 
specification defines a set of meta- data elements that can be used to describe 
learning resources. LOM includes educational, relation, technical, and classifica-
tion elements [8].  

Content Aggregation Model (CAM). CAM defines a package for the aggregation, 
distribution, management, and deployment of learning objects. Defines an organiza-
tion element which contains information about one particular, passive organization 
of the material, the organization for now is limited to a tree structure [9]. 

Learner Information (LI). A collection of information about a learner or a  
producer of learning content, the elements are based upon accessibilities; activi-
ties; affiliations; competencies; goals; identifications; interests; qualifications, 
certifications and licenses; relationship; security keys; and transcripts [9]. 

Sequence and Navigation (SN). SN defines a method for representing the in-
tended behavior of an authored learning experience such that any Learning Tech-
nology system (LTS) can sequence discrete learning activities in a consistent way. 
Provides a rule based sequencing of behaviors [9]. 
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These standards have been the basis for various research projects in eLearning 
[15] and also extensions to support adaptability have been proposed [17], [18]. 
Certain limitations of these specification initiatives have been noticed mainly 
regarding their weak support for the instructional design of the educational re-
sources and pedagogy [15]. 

The IMS Simple Sequencing Specification defines a method for representing the 
intended behavior of an authored learning experience such that any learning tech-
nology system (LTS) can sequence discrete learning activities in a consistent way. 
The specification defines the required behaviors and functionality that conforming 
systems must implement. It incorporates rules that describe the branching or flow of 
instruction through content according to the outcomes of a learner's interactions with 
content. The Specification was released to the public in March 2003." [8]. 

IMS SS finds application in a number of areas of e-learning. Principal among 
these are: 

 
• Creating multiple paths through one set of learning activities. 
• Creating patterns of formative assessment. 
• Creating summative assessments. 
• Creating Decision Trees. 
• Adding Context Sensitive Network Services to Content. 
• Creating Step Through Tutorials. 

 
IIMS SS works by a computer system reading instructions and determining which 
activity to present next to the learner. The instructions are known as sequencing 
information. The process of determining the next activity is called sequencing 
behavior. Sequencing information is broken down into two categories: the defini-
tion information model and the tracking information model. Definition informa-
tion is added by an author or a tool to an XML file. Currently the only XML file 
recognized for this purpose is the imsmanifest.xml file used in IMS CP. The result 
is one or more activity trees integrated with a set of sequencing instructions.  

This paper is ordered as follows we will see the background in section on the 
section 3 we will see the work in progress of the doctoral thesis and the conclu-
sions on the section 4. 

3   Proposed Approach 

In this work we propose the implementation of an intelligent learning environment 
in which we will use an extension of the simple sequencing standard and a new 
kind of learning object. 

First we propose the Environmental Learning object, a standard learning object 
is defined in [2]. The teacher prepares teaching materials using content from vari-
ous sources; select different pieces of information that subsequently assembled to 
form the course or class to teach. Learning objects are based on this methodology, 
seeing the didactic content as a component that is designed to combine with others 
and to be used in different contexts; learning objects usually have the following 
characteristics:  
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• They are self-contained. Each learning object can be used independently.  
• Are reusable. A learning object can be used in different contexts, for mul-

tiple purposes.  
• Can be added. Learning objects can be grouped into collections, after be-

ing presented with a traditional course structure.  
• Are labeled with metadata. Each learning object has associated certain in-

formation that describes it. This facilitates reuse by automatic means. 
 

By tagging through the metadata we can make a selection of learning objects to 
create and manage different contexts when applied to a learning environment as 
we can note in Figure 1.  
 

  

Fig. 1. Example of Environmental learning object. here only the learning object "game" is 
not being selected may be for several reasons, one of them is there is no device for use or is 
not within the context of the activity 

Where each learning object is selected and routed to a device that operates its 
utility like a sound file that can’t be used on a monitor maybe on a Smartphone or 
a tablet pc, these are the types of problems that can occur when using these learn-
ing objects. Also this ELO will give contextual information for feedback. Then the 
learning object is attached to the sequence as we can see on figure 2. 

The main components of the Simple Sequencing standard are the Learning Ac-
tivities and the Activity Tree. A Learning Activity is defined as a pedagogically 
neutral unit of instruction, knowledge, evaluation, etc. Learning Activities can 
have nested sub-activities arbitrary depth.  

There is an implicit hierarchy of containers in the tree. Depending on the appli-
cation concept labels can be applied to learning activities. Only leaf nodes can be 
associated with Resources Activity (the equivalent of Learning Objects). 

 

 

 

 

 

 SmartphoneProjector
Tablet pcSpeaker
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Fig. 2. Configuration of the activity. In this figure shows how the learning objects are 
utilized in its respective device 

An example of the configuration obtained by sequencing can be observed in 
Figure 3. The tree is traversed as follows from the root there is the General activity 
(can be any subject in particular) with 2 nodes in it, we see that has the attribute 
"forwardOnly" on true, this means they have to be traveled sequentially by users, 
the first activity is a pre-evaluation, which is associated with a learning object in 
this case a test that contains a rule that makes the activity is carried out or other-
wise will not advance to the next activity, as specified in the Pre_condition rule. 

 

  
Fig. 3. Basic example of an Activity Tree with their rules and the configuration of the 
navigation in the tree 

 

 

 

 

 SmartphoneProjector
Tablet pcSpeaker
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The activity content contains two objects which the user choose one, in this 
case Rollup Rule "Choice" on true states that the activity be satisfied when you 
meet any of the activities in the container. Although possibly both content learning 
objects A and B Content review the same issue, you may do so with different 
media, making them more appropriate to different learning styles. Although the 
student is free to choose any of the two actions depending on your learning style 
Instructor may recommend one or another, such Content an activity is recom-
mended for students with theoretical learning style. 

Our approach will be similar to the general structure but with some aggrega-
tions on the sequence, one of which is the proposed object environmental learning 
which will be taken by each of the activities where the difference will be that the 
activity can be composed of one or more environmental learning objects. The 
rules on every can also become fuzzy as we see in Figure 3 where the level of 
learning style is determined by fuzzy rules. We can also see how the environmen-
tal learning objects are taken of the repository and merging with the sequence in 
the figure 4.  

Then the learning environment will be used by a group of users and devices 
will have basic input and output as monitors, projectors, tablet PCs, mobile devic-
es and RFID sensors. The teacher will generate a sequence with a theme related to 
the test users as a programming Class. 

 

 

Fig. 4. The proposed methodology with learning objects and the fuzzy rules 
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4   Conclusions  

This paper presents the proposed approach to environmental learning object and a 
brief overview of this learning object, how is made and how is used in the envi-
ronment by the sequencing. As future work we expect to implement these learning 
objects in an environment with real devices and use fuzzy logic to automate some 
tasks and rules of the sequencing that will start manuals. 
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López I., Fernando 377

Maldonado, Yazmin 33
Mar O., Julio 393
Martı́n, Carpio 289
Martı́nez, José 409
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