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Preface

We describe in this book, recent advances on hybrid intelligent systems using soft
computing techniques for intelligent control and robotics, pattern recognition, time
series prediction and optimization complex problems. Soft Computing (SC) consists
of several intelligent computing paradigms, including fuzzy logic, neural networks,
and bio-inspired optimization algorithms, which can be used to produce powerful
hybrid intelligent systems. The book is organized in five main parts, which contain
a group of papers around a similar subject. The first part consists of papers with
the main theme of hybrid intelligent systems for control and robotics, which are
basically papers that propose new models and concepts, which can be the basis for
achieving intelligent control and mobile robotics. The second part contains papers
with the main theme of hybrid intelligent systems for pattern recognition and time
series prediction, which are basically papers using nature-inspired techniques, like
evolutionary algorithms, fuzzy logic and neural networks, for achieving efficient
pattern recognition or time series prediction. The third part contains papers with the
theme of bio-inspired and genetic optimization methods, which basically consider
the proposal of new methods and applications of bio-inspired optimization to solve
complex optimization problems. The fourth part contains papers that deal with the
application of intelligent optimization techniques in real world problems. The fifth
part contains papers with the theme of evolutionary methods and intelligent comput-
ing, which are papers considering soft computing methods for applications related
to diverse areas, such as natural language processing, recommending systems and
optimization.

In the part of hybrid intelligent systems for control and robotics there are 8 pa-
pers that describe different contributions that propose new models and concepts,
which can be the considered as the basis for achieving intelligent control and mo-
bile robotics for real world problems. In the part of hybrid intelligent systems for
pattern recognition and time series prediction there are 9 papers that describe dif-
ferent contributions on achieving efficient pattern recognition and accurate time se-
ries prediction using hybrid intelligent systems based on soft computing techniques.
In the part of bio-inspired and genetic optimization methods there are 9 papers
that describe different contributions of new algorithms for optimization and their
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application to diverse complex optimization problems. The bio-inspired methods in-
clude variations of ant colony optimization and particle swarm optimization. In the
part of intelligent optimization applications, there are 7 contributions that describe
the development of new models and algorithms relevant to complex optimization
problems, as well as the application of these intelligent optimization techniques in
real-world applications. In the part of evolutionary methods and intelligent com-
puting there are 9 contributions on models and algorithms based on computational
intelligent techniques, including novel evolutionary approaches, that are presented,
as well as their applications to different real-world problems.

In conclusion, the edited book comprises papers on diverse aspects of bio-
inspired models, soft computing and hybrid intelligent systems for control, mobile
robotics, pattern recognition, time series prediction and other complex real world
problems. There are theoretical aspects as well as application papers.

July 2, 2012 Oscar Castillo
Tijuana Institute of Technology, Mexico

Patricia Melin
Tijuana Institute of Technology, Mexico

Janusz Kacprzyk
Polish Academy of Sciences, Poland
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Part I

Hybrid Intelligent Systems
for Control and Robotics



Optimization of a Fuzzy Tracking Controller
for an Autonomous Mobile Robot under
Perturbed Torques by Means of a Chemical
Optimization Paradigm

Leslie Astudillo, Patricia Melin, and Oscar Castillo

Tijuana Institute of Technology, Tijuana México
leslie.astudillo@suntroncorp.com,
{epmelin,ocastillo}@hafsamx.org

Abstract. This paper addresses the tracking problem for the dynamic model of a
unicycle mobile robot. A novel optimization method inspired on the chemical
reactions is applied to solve this motion problem by integrating a kinematic and a
torque controller based on fuzzy logic theory. Computer simulations are presented
confirming that this optimization paradigm is able to outperform other optimiza-
tion techniques applied to this particular robot application.

1 Introduction

Optimization is an activity carried out in almost every aspect of our life, from
planning the best route in our way back home from work to more sophisticated
approximations at the stock market, or the parameter optimization for a wave
solder process used in a printed circuit board assembly manufacturer optimization
theory has gained importance over the last decades. From science to applied engi-
neering (to name a few), there is always something to optimize and of course,
more than one way to do it.

In a generic definition, we may say that optimization aims to find the “best”
available solution among a set of potential solutions in a defined search space. For
almost every problem exists a solution, not necessarily the best, but we can always
find an approximation to the “ideal solution”, and while in some cases or
processes is still common to use our own experience to qualify a process, a part of
the research community have dedicated a considerably amount of time and efforts
to help find robust optimization methods for optima finding in a vast range of
applications.

It has been stated the difficulty to solve different problems by applying the
same methodology, and even the most robust optimization approaches may be
outperformed by other optimization techniques depending on the problem to
solve.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 3-20]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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When the complexity and the dimension of the search space make a problem
unsolvable by a deterministic algorithm, probabilistic algorithms deal with this
problem by going through a diverse set of possible solutions or candidate solu-
tions. Many metaheuristic algorithms can be considered probabilistic, while they
apply probability tools to solve a problem, metaheuristic algorithms seek good so-
Iutions by mimicking natural processes or paradigms. Most of these novel optimi-
zation paradigms inspired by nature were conceived by merely observation of an
existing process and their main characteristics were embodied as computational
algorithms.

The importance of the optimization theory and its application has grown in the
past few decades, from the well known Genetic Algorithm paradigm to PSO,
ACO, Harmonic Search, DNA Computing, among others, they all were introduced
with the expectation of improving the results obtained with the existing strategies.

There’s no doubt that there could be some optimization strategies pre-sented at
some point that were left behind due their complexity and poor performance.
Novel optimization paradigms should be able to perform well in comparison with
another optimization techniques and must be “easily adaptable” to different kinds
of problems.

Optimization based on chemical processes is a growing field that has been sa-
tisfactorily applied to several problems. In [25] A DNA based algorithm was to
solve the small hitting set problem. A catalytic search algorithm was explored in
[30], where some physical laws such as mass and energy conservation were taken
into account. In [19],the potential roles of energy in algorithmic chemistries were
illustrated. An energy framework was introduced, which keeps the molecules
within a reasonable length bounds, allowing the algorithm to behave thermody-
namically and kinetically similar to real chemistry. A chemical reaction optimiza-
tion was applied to the grid scheduling problem in [29], where molecules interact
with each other aiming to reach the minimum state of free potential and kinetic
energies. The main difference between these metaheuristics is the parameter re-
presentation, which can be explicit or implicit.

In this paper we introduce an optimization method inspired on the chemical
reactions and its application for the optimization of the tracking controller for the
dynamic model of the unicycle mobile robot.

The importance of applying this chemical optimization algorithm is that differ-
ent methods have been applied to solve motion control problems. Kanayama et al.
[13] propose a stable tracking control method for a non-holonomic vehicle using a
Lyapunov function. Lee et al. [15] solved tracking control using backstepping and
in [17] with saturation constraints. Furthermore, most reported designs rely on in-
telligent control approaches such as fuzzy logic control [3][12][16][23][27][28]
and neural networks [10][26].

However the majority of the publications mentioned above, have concentrated
on kinematic models of mobile robots, which are controlled by the velocity input,
while less attention has been paid to the control problems of nonholonomic dy-
namic systems, where forces and torques are the true inputs: Bloch and Drakunov
[4] and Chwa [8], used a sliding mode control to the tracking control problem.
Fierro and Lewis [9] propose a dynamical extension that makes possible the
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integration of kinematics and torque controller for a nonholonomic mobile robot.
Fukao et al. [11], introduced an adaptive tracking controller for the dynamic mod-
el of mobile robot with unknown parameters using backstepping methodology,
which has been recognized as a tool for solving several control problems [24]
[31].Motivated by this, a mamdani fuzzy logic controller is introduced in order to
drive the kinematic model to a desired trajectory in a finite-time, considering the
torque as the real input, a chemical reaction optimization paradigm is applied and
simulations are shown.

Further publications [2][18][6] have applied bio-inspired optimization tech-
niques to find the parameters of the membership functions for the fuzzy tracking
controller that solves the problem for the dynamic model of a unicycle mobile ro-
bot, using a fuzzy logic controller that provides the required torques to reach the
desired velocity and trajectory inputs.

In this paper, the main contribution is the representation of the fuzzy controller
in the chemical paradigm to search for the optimal parameters. Simulation results
show that the proposed approach outperforms other nature inspired computing pa-
radigms, such as genetic algorithms, particle swarm and ant colony optimization.

The rest of this paper is organized as follows. Section 2 illustrates the proposed
methodology. Section 3 describes the problem formulation and control objective.
Section 4 describes the proposed fuzzy logic controller of the robot. Section 5
shows some experimental results of the tracking controller and in section 6 some
conclusions and future work are presented.

2 The Chemical Optimization Paradigm

The proposed chemical reaction algorithm is a metaheuristic strategy that performs a
stochastic search for optimal solutions within a defined search space. In this optimi-
zation strategy, every solution is represented as an element (or compound), and the
fitness or performance of the element is evaluated in accordance with the objective
function. The general flowchart of the algorithm is shown in Figure 1.

START Set initial Generate initial Evaluate initial
parameters " element pool pool

r
Elitist s Evaluate |, Apply Select elements

Reinsertion | Results | Reactions to react
-

-~

Stopping
criteria
reached?

Yes

Fig. 1. General flowchart of the chemical reaction algorithm
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The main difference with other optimization techniques [25][30][19][29] is
that no external parameters are taken into account to evaluate the results, while
other algorithms introduce additional parameters (kinetic/potential energies,
mass conservation, thermodynamic characteristics, etc), this is a very straight
forward methodology that takes the characteristics of the chemical reactions
(synthesis, decomposition, substitution and double-substitution) to find for op-
timal solution.

This approach is a static population-based metaheuristic that applies an abstrac-
tion of the chemical reactions as intensifiers (substitution, double substitution
reactions) and diversifying (synthesis, decomposition reactions) mechanisms. The
elitist reinsertion strategy allows the permanence of the best elements and thus the
average fitness of the entire element pool increases with every iteration. The algo-
rithm may trigger only one reaction or all of them, depending on the nature of the
problem to solve, in example; we may use only the decomposition reaction sub-
routine to find the minimum value of a mathematical function.

In order to have a better picture of the general schema for this proposed chemi-
cal reaction algorithm, a comparison with other nature inspired paradigms is
shown in Table 1.

Table 1. Main elements of several nature inspired paradigms

Paradigm Parametef Basic Operations
Representation
GA Genes Crossover, Mutation
ACO Ants Pheromone
PSO Particles Cognitive, Social Coefficients
GP Trees Crossover, Mutation (In some cases)
CRM Elements, Reactions (Combination, Decomposition,
Compounds Substitution, Double-substitution)

3 The Mobile Robot

Mobile robots are non-holonomic systems due to the constraints imposed on their
kinematics. The equations describing the constraints cannot be integrated symbol-
ically to obtain explicit relationships between robot positions in local and global
coordinate’s frames. Hence, control problems that involve them have attracted at-
tention in the control community in recent years [14].

The model considered is that of a unicycle mobile robot (see Figure 2) that has
two driving wheels fixed to the axis and one passive orientable wheel that are
placed in front of the axis and normal to it [5].

The two fixed wheels are controlled independently by the motors, and the pas-
sive wheel prevents the robot from overturning when moving on a plane.
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_\I

". X
Fig. 2. Diagram of a wheeled mobile robot

It is assumed that the motion of the passive wheel can be ignored from the dynam-
ics of the mobile robot, which is represented by the following set of equations [9]:

cos@ O
g=sind 0 ’ (1)
W
0 1

M(gv+V(q,q)v+G(g) =71

Where g =[x, Y, Q]T is the vector of generalized coordinates which describes the
robot position, (x,y) are the Cartesian coordinates, which denote the mobile center of

mass and ais the angle between the heading direction and the x-axis (which is taken

counterclockwise form); v = [V,W]T is the vector of velocities, v and w are the li-
near and angular velocities respectively; 7€ R is the input vector, M (¢)€ R™"
is a symmetric and positive-definite inertia matrix, V' (g,¢) € R™" is the centripetal

and Coriolis matrix, G(g)€ R"is the gravitational vector. Equation (I.a)

represents the kinematics or steering system of a mobile robot.

Notice that the no-slip condition imposed a non holonomic constraint described
by (2), that it means that the mobile robot can only move in the direction normal
to the axis of the driving wheels.

ycos@—xsin@ =0 )

The control objective will be established as follows: Given a desired trajectory
q4(t) and the orientation of the mobile robot we must design a controller that
applies an adequate torque t such that the measured positions g(¢) achieve the de-
sired reference ¢,(t) represented as (3):
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limlg, (1) —g()|=0 3)

To reach the control objective, the method is based on the procedure of [9], we are
deriving a 1(t) of a specific vc(t) that controls the steering system (1.a) using a
Fuzzy Logic Controller (FLC). A general structure of tracking control system is
presented in Figure 3.

v

r_\ . I‘ :\Iﬁbite ; Q
O FLC Robot S |4

Tig, -9 flev) |

Fig. 3. Tracking control structure

The control is based on the procedure proposed by Kanayama et al. [13] and
Nelson et al. [21] to solve the tracking problem for the kinematic model v (7).
Suppose that the desired trajectory qq satisfies (4):

cosd, 0
v
g,=sin@, 0 ° )
Wa
0 1

Using the robot local frame (the moving coordinate system x-y in figure 1), the er-
ror coordinates can be defined as (5):

e cos@ sinf O0x,—x

e=T,(q,—q)e,|=—sin@ cost Oy, —y (5)
€y 0 0o 16,-6
And the auxiliary velocity control input that achieves tracking for (1.a) is given by (6):

v, +cose, +ke,

VC
Ve = fc (e7vd )7 = . (6)
w, W, +vk.e +v,ksine,
Where k;, k, and k; are positive gain constants.
The first part for this work is to apply the proposed method to obtain the values
of k; (i =1, 2, 3) for achieving the optimal behavior of the controller, and the
second part is to optimize the fuzzy controller.
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4 Fuzzy Logic Controller

The purpose of the fuzzy logic controller (FLC) is to find a control input T such
that the current velocity vector v is able to reach the velocity vector v, and this is
denoted as:

lim v, —v[=0 )
The inputs variables of the FLC correspond to the velocity errors obtained of (10)
(denoted as e, and e, linear and angular velocity errors respectively), and 2 out-
puts variables, the driving and rotational input torques t (denoted by F and N re-
spectively). The initial membership functions (MF) are defined by 1 triangular and
2 trapezoidal functions for each variable involved. Figure 4 and Figure 5 depicts
the MFs in which N, Z, P represent the fuzzy sets (Negative, Zero and Positive re-
spectively) associated to each input and output variable.

u Ti— ; i

/ .

F /

) 4 !
7 ] \}/ ".‘ Y/
9 A \Rf &.n'

\ /

Y Fd n i

™, 4 _ 1
/ N/ \ ) .'"H \
/ N\, foy

ey /e

FiN
Fig. 4. Membership functions of the (a) input €, and €,,,, and (b) output variables F and N

The rule set of the FLC contain 9 rules, which govern the input-output relation-
ship of the FLC and this adopts the Mamdani-style inference engine. We use the
center of gravity method to realize defuzzification procedure. In Table 2, we
present the rule set whose format is established as follows:

Rule i: If ¢, is G1 and e,, is G2 then F is G3 and N is G4

Where G1...G4 are the fuzzy sets associated to each variable and i= 1 ... 9. In this
case, P denotes “Positive”, N denotes “Negative”, and Z denotes “Zero”.

Table 2. Fuzzy rule set

efew N Z P
N N/N N/Z N/P
Z Z/N Z/7 Z/P

P P/N P/Z P/P
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5 Experimental Results

Several tests of the chemical optimization paradigm were made to test the perfor-
mance of the tracking controller. First, we need to find the values of k; (i = 1, 2, 3)
showed in equation 6, which shall guarantee convergence of the error e to zero.
For this step of the application, only the decomposition reaction mechanism
was triggered and the decomposition factor was varied; this factor is the quantity
of resulting elements after applying a decomposition reaction to a determined

“compound”; the only restriction here is that let X be the selected compound and

x{ (i=1 2, ..., n), the resulting elements; the sum of all values found in the decom-
position must be equal to the value of the original compound. This is shown in
equation 12.

n

Y xi=x (12)

i=1
The test parameters can be observed in Table 3. For statistical purposes, every ex-
periment was executed 35 times.

The decomposition rate represents the percentage of the pool to be candidate
for the decomposition and the selection was made using a stochastic universal
sampling technique, which uses a single random value to sample all of the solu-
tions by choosing them at evenly spaced intervals.

Table 3. Parameters of the Chemical Reaction Optimization

No. Elements Iterations Dec. Factor Dec. Rate
1 2 10 2 0.3
2 5 10 3 0.3
3 2 10 2 04
4 2 10 3 0.4
5 5 10 2 04
6 5 10 3 04
7 5 10 2 0.5
8 10 10 2 0.5

As mentioned in section 2, an elitist reinsertion strategy was applied, keeping
the compounds/elements with better performance through all the iterations, unless
new elements/compounds with better performance are generated.

In example, for a pool containing 5 initial compounds, the vector length of de-
composed elements when the decomposition factor is 3 and the decomposition
rate is 0.4 will be of 6 elements. After applying this criteria, the need of increasing
the initial element pool size was not necessary. Table 4 shows the results after ap-
plying the chemical optimization paradigm.



Optimization of a Fuzzy Tracking Controller for an Autonomous Mobile

11

Table 4. Experimental Results of the proposed method for optimizing the values of the

gains ky, ky, k3

No. Best Error Mean k k, k-
1 0.0086 1.1568 519 46 8
2 4.79e-004 0.1291 205 31 31
3 0.0025 0.5809 36 328 88
4 0.0012 0.5589 2 206 0
5 0.0035 0.0480 185 29 5
6 8.13e-005 0.0299 270 53 15
7 0.0066 0.1440 29 15 0
8 0.0019 0.1625 51 3 0

Figure 5 shows the resulting simulation obtained using Simulink for experiment
No. 3, which is the best overall result so far, considering the average error and the
position errors in x, y and theta.

s Bost= 0 0O26T6 S— T T
05 Tnal =7

Reration

Fig. 5. (a) Convergence and (b) x, y and theta position errors of simulation No. 3

In previous work [22], the gain constant values were found by means of genetic
algorithms. In Table 4 we have a comparison of the best results obtained with both
algorithms.

Figure 6 shows the result in Simulink for the experiment with the best overall
result, applying GAs as optimization method. We can observe that the result with
the chemical optimization outperforms the GA in finding the best gain values.

Once we have found optimal values for the gain constants, the next step is to
find the optimal values for the input/output membership functions of the fuzzy
controller. Our goal is that in the simulations, the lineal and angular velocities
reach zero.

Table 5 shows the parameters used in the first set of simulations and Figure 7
shows the behavior of the chemical optimization algorithm throughout the
experiment.
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Table 5. Comparison of the Best Results

Parameters Genc?tic Chemical Optimization
Algorithm Algorithm
Individuals 5 2
Iterations 15 10
Crossover Rate 0.8 N/A
Mutation Rate 0.1 N/A
Decomposition Rate N/A 0.4
Decomposition Factor N/A 3
k1, k2, k3 43,493, 19 36, 328, 88
Final Error 0.006734 0.0025796

Fig. 6. Best experiment using Gas

Table 6. Parameters of the simulations for Type-1 FLC

Parameters Value
Elements 10
Trials 15
Selection Method Stochastic Universal Sampling
ky 36
k, 328
ks 88
Error 0.077178

Figure 8 shows the resulted input and output membership functions found by
the proposed optimization algorithm.
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Fig. 7. Best simulation of experiments with the chemical optimization method
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Fig. 8. Resulting input membership functions: (a) linear and (b) angular velocities and out-
put (c) right and (d) left torque

Figure 9 (a) shows the obtained trajectory when simulating the mobile control
system including the obtained input and output membership functions; (b) shows
the best trajectory reached by the mobile when optimizing the input and output
membership functions using genetic algorithms.
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Fig. 9. (a) Obtained trajectory when applying the chemical reaction algorithm, (b) Obtained
trajectory using genetic algorithms
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A Type-2 fuzzy logic controller was developed using the parameters of the
membership functions found for the FLC type-1. The parameters searched
with the chemical reaction algorithm were for the footprint of uncertainty
(FOL).

Table 7 shows the parameters used in the simulations and Figure 10 shows the
behavior of the chemical optimization algorithm throughout the experiment.

Figure 11 shows the resulting type-2 input and output membership functions
found by the proposed optimization algorithm and Figure 11 shows the obtained
trajectory reached by the mobile robot.

Table 7. Parameters of the simulations for Type-2 FLC

Parameters Value
Elements 10
Trials 10
Selection Method Stochastic Universal Sampling
k 1 36
k 2 328
k 3 88
Error 2.7736
15
1+
£ * + * +
= 05F Py
g 4l 4
D5+

1 2 3 4 5 6 T 8 9 10
Generacion

Fig. 10. Behavior of the algorithm when optimizing the type-2 FLC
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Fig. 11. Resulting type-2 input membership functions, from top to bottom: (a) linear and (b)
angular velocities and output (c) right and (d) left torque
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Fig. 12. Obtained trajectory for the mobile robot when applying the chemical reaction algo-
rithm to the type-2 FLC

As observed in Table 7, the final error obtained is not smaller that the final er-
ror found for the type-1 FLC. Despite this, the trajectory obtained and showed in
Figure 12 is acceptable taking into account that the reference trajectory is a
straight line. In Figure 13 we can observe an “unacceptable” trajectory that was
found in the early attempts of optimization for the type-1 FLC applying this chem-
ical reaction algorithm. Here, we can observe that the parameters found were not
the adequate to make the FL.C follow the desired trajectory.
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Fig. 13. Unaccepted resulting trajectory in early optimization trials

In order to test the robustness of the type-1 and type-2 FLC, we added an exter-
nal signal given by equation (13).

F, (1) = eXxsin wxt (13)

This represents an external force applied in a period of 10 seconds to the obtained
trajectory that will make the mobile robot to be out of its path. The idea of adding
this disturbance is to measure the errors obtained with the FLC and to test the be-
havior of the mobile robot under perturbed torques. Table 8 shows the parameters
for the simulations and the errors obtained during the run of the simulation.

Table 8. Simulation parameters and errors obtained under disturbed torques

c Velocity Type-1 Type-1 Type-2
errors (GA) (CRA) (CRA)
0.05 Final error 4.0997 0.9815 29.5115
. Average error 4.1209 1.5823 26.6408
5 Final error 4.1059 0.9729 29.52
Average error 3.1695 1.8679 26.1646
10 Final error 4.1045 0.9745 29.51
Average error 3.0985 1.7438 24.9467
Final error 4.0912 0.9783 29.51
30 Average error 2.2632 1.9481 24.6032
Final error 3273 0.9748 29.52
32 Average error 3.4667e+003 2.8180 24.6465
34 Final error 1.5705e+004 566.8 29.51
Average error 1.1180e+004 215.8198 249211
40 Final error 2.534e+004 3.5417e+04 29.51
Average error 186.0611 5.7492e+003 23.8938
m Final error 8839 3168 685.1

Average error 2.0268e+004 0.0503e+003 16.5257
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Figure 14 show the obtained trajectories for the type-1 FLC optimized with
Genetic Algorithms.
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Fig. 14. From left to right, trajectory obtained with the type-1 FLC optimized with GA’s.
(a) =30, (b) e=32, (c) e = 34.

Figure 15 shows the obtained trajectories for the type-1 FLC optimized with the
chemical reaction algorithm.
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Fig. 15. From left to right, trajectory obtained with the type-1 FLC optimized with CRA.
(a) =30, (b) e=32, (c) e = 34.

Figure 16 shows the obtained trajectories for the type-2 FLC optimized with
Genetic Algorithms.

B Trsyectons con Perturbacion (LG Tty bl kil | [ ) Troyectonis con Pecturbacion (LG Tpe-l) bl el .nﬁimﬁm RS
AV P ¥ P 1Y P
005 ;’) 105 J,"r 005
“ ~ g % 8 e
008 E 005 % 0,08 Y
§ il LY § ) L g Sl e
015 015 16
42 42 42
025 025 025
[] 1 2 [] 1 F] I 0 1 z
XA Lhos X Ao

Fig. 16. From left to right, trajectory obtained with the type-2 FLC optimized with CRA.
(a) € =30, (b) =32, (c) e =34.
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When observing Table 8 and Figures 14 to 16 we can observe that the type-2
FLC was able to maintain a more controlled trajectory in despite of the “large” er-
ror found by the algorithm (e=2.7736). For larger epsilon (¢) values, it was diffi-
cult for the type-1 FLC’s to keep in the path and in a determined time, the control-
ler was not able to return to the reference trajectory.

6 Conclusions

In this paper, we presented simulation results from an optimization method that
mimics chemical reactions applied to the problem of tracking control. The goal
was to find the gain constants involved in the tracking controller for the dynamic
model of a unicycle mobile robot. In the figures of the experiments we are able to
note de behavior of the algorithm and the solutions found through all the itera-
tions. Simulation results show that the proposed optimization method is able to
outperform the results previously obtained applying a genetic algorithm optimiza-
tion technique. The optimal fuzzy logic controller obtained with the proposed
chemical paradigm has been able to reach smaller error values in less time than
genetic algorithms. Also, the type-2 fuzzy controller was able to perform better
under the presence of disturbance for this problem in despite of the “large” error
obtained (e=2.7736). The design of optimal type-2 fuzzy controllers is being per-
formed at the time.

Acknowledgement. The authors would like to thank CONACYT and Tijuana Institute of
Technology for the facilities and resources granted for the development of this research.
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Abstract. This paper describes the optimization of an Integrator control block
within the proposed navigation control system for a mobile robot. The control
blocks that the integrator will combine are two Fuzzy Inference Systems (FIS) in
charge of tracking and reaction respectively. The integrator block is call Weighted
Fussy Inference System (WFIS), and assigns weights to the responses on each be-
havior block, to combine them into a single response.

1 Introduction

The use of mobile robots has increased over the last decades in many areas from
industrial work to research and household and one reason for this is that they have
proved useful in each of these areas from doing very specific task to ongoing
monotonous shores, they help their human counterpart be more productive and ef-
ficient. Also as hardware technology is moving forward and developing more ca-
pable robots at lower cost, this is another reason for this increase and why we are
seeing them in more common places.

The mobile robot, needs to move around its environment and this is why a great
deal of research has been invested on testing them with control systems that allow
the robots to navigate on their own, and different methodologies have been ap-
plied from traditional control such as PD, PID [4, 9] to soft computing methods
like Fuzzy Logic [10, 25, 13, 17, 15, 18, 12, 11, 21, 5, 19, 20], Neural Networks
[11] and hybrid ones also [6,23,24].

In this paper, the navigation control system has been designed to combine two
key behaviors that are considered to be required for any navigation control system
of a mobile robot. The first one is a tracking controller, this is an obvious one
since there is no point of having a navigation system on a robot, that can’t go to a
desired location, the second one is a reactive controller and here we considered
this one to be off great importance also, since the tracking controller can get the
robot to the destination, but that will be on an ideal situation where there are no
obstacles present on the robots path.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 21-B1].
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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The reactive controller is for those cases where an obstacle free path cannot be
guaranteed; this is where the reactive controller will do its work providing a beha-
vior that will make the robot react to any type of obstacle so that the robot can
continue on its journey. In this paper we describe the integration method for these
two controls as part of the complete Navigation Control System, the control
blocks are fuzzy inference systems of type-1 and type-2, and a general GA (Genet-
ic Algorithm) is applied to the optimization of each of the controller blocks with a
specific fitness function for each part that will evaluate the corresponding individ-
ual performance.

As related work, we can find that of Cupertino et al [8] developed a Fuzzy con-
troller of a mobile robot, based on 3 FLCs (Fuzzy Logic Controller) and one
Fuzzy Supervisor that was in charge of determining which FLC behavior will be
active, there the FLCs are of Type-1 and the Fuzzy Supervisor mainly acts as a
switch. In our proposed method the fuzzy integrator acts more like a fusion block.
S. Coupland et al [7] proposed a Type-2 Fuzzy Control of a Mobile Robot, which
is based on W Payton et al [22] Command Fusion, where the idea is that a beha-
vior should work with others to find a mutually beneficent solutions, where each
behavior takes into consideration every possible output with its corresponding ac-
tivation value (positive or negative), and a winner takes all network is use to select
the winning responses for each behavior. Coupland suggests using two FISs one
for goal seeking and another for obstacle avoidance. The activation value for each
of the FIS output will be a Fuzzy set that will be passed to the command fusion
block to later be defuzzifed and that crisp value pass to the Actuator block, being a
difference with our proposed control the integration method of the two behaviors.
The control navigation of a mobile robot is a topic that has been extensively inves-
tigated over the years, the method proposed in this paper is based on the idea that
separation and the cooperation between key behaviors produces a better result
than the use of a single behavior and it differs from previous approaches from the
integration perspective done by a FIS that is in charge of the weighted system, that
will assign a weight to each response from each controller by each control step
that is combined to obtain a unified single response to the robot.

This paper is organized as follows: In section 2 we describe the mobile robot
used in these experiments, section 3 describes the development of the evolutionary
method. Section 4 shows the simulation results. Finally, section 5 shows the
Conclusions.

2 Mobile Robot

The particular mobile robot considered in this work. The robot is based on the de-
scription of the Simulation toolbox for mobile robots [26], which assumes a
wheeled mobile robot consisting of one conventional, steered, unactuated and not-
sensed wheel, and two conventional, actuated, and sensed wheels (conventional
wheel chair model). This type of chassis provides two DOF (degrees of freedom)
locomotion by two actuated conventional non-steered wheels and one unactuated
steered wheels. The Robot has two degrees of freedom (DOFs): y-translation and
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either x-translation or z-rotation [26]. Fig. 1 shows the robot’s configuration, it has
2 independent motors located on each side of the robot and one castor wheel for
support located at the front of the robot.
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Fig. 1. Kinematic coordinate system assignments[26]

The kinematic equations of the mobile robot are as follows:

Eq. 1: The sensed forward velocity solution [26]
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Eq. 2: The Actuated Inverse Velocity Solution [26]
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Under the Metric system are define as:

Vi, Vg Translational velocities [m],
By By s

. . d
wp Robot z-rotational velocity [l],
By B

. .. d
Wy, , Wy, Wheel rotational velocities [%]

R Actuated wheel radius[m)],
l, , I, Distances of wheels from robot's axes [m].

s

3 Navigation Control System

The proposed control system consists of three main fuzzy blocks, two are behavior
based and the other one is in charge of the response integration, the behaviors are
the reactive and tracking blocks, and each one will provide its specific behavior
that will be combined into one response by the integration block.
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Each behavior block is in charge of its own task, the problem is that they seem
to be in conflict with each other when an unexpected obstacle arises, because if at
the time of planning the route the obstacles are present then the route can be de-
signed to avoid them, but when there are obstacles that we where un aware off, the
two behaviors enter in contradiction one is designed to avoid the object and the
other to keep the robot on its track.

The most common solution will be to just switch between controllers when
need it, however, this approach is not very efficient due to the lack of awareness
the two blocks have of each other, the reactive will effectively keep the robot
from the collision but it may redirect the robot farther away from its destination
to a point where the tracking controller can no longer find its way back to the
reference, or the tracking controller can guide the robot straight into the obstacle
if the reactive control is not activated on time. The proposed referral for control
navigation is to always have both controls active and their responses are com-
bined and generate the movement of the robot, the integration is done with
another fuzzy block call WFIS[15] (Weight-Fuzzy Inference System) and what
this controller does is to assign response weights to each of the controllers crisp
response value.

The inputs are gathered from the information that we can collect from the robot
(sensors) or the environment by other means (cameras) and from this we need to
create the knowledge rule base to give higher activation values to the response we
want to take the lead on the robot movement one example of the rule is the follow-
ing (if Front_Sensor_Distance is Close Then TranckingWeight is Medium and
ReactiveWeight is Medium), both off our controls provide the right and left motor
speed and we combine each one with the weight given by the WFIS block.
Figure 2 shows the proposed navigation control.
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Fig. 2. Navigation Control System [15]
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4 Genetic Algorithms

The Genetic Algorithm (GA) was applied to each of the design problems, of find-
ing the best fuzzy reactive and tracking controllers [16]; however this paper will
only focus on the WFIS controller.

The purpose of using an evolutionary method is to find the best possible con-
trollers of each type and this can be obtained using the GA, as it searches along
the solution space, combining the attributes from the best controllers in generating
new ones, this concept taken from the building blocks theory.

The idea was to optimize the parameters in the Membership Functions, but also
the number of Membership functions and this means to also optimize the number
of rules making this a multi objective problem. For this we will take advantage of
the HGA (Hierarchical Genetic Algorithm) intrinsic characteristic to solve multi
objective problems.

The work of the GA was divided in two main modules, one that handles all
the operations related to the selection and chromosome manipulation, which we
use for all our controllers that we work on, the other module is the one where
we evaluated the performance of each chromosome and this part is different on
each case. With this approach we utilize the generality of the GA and just have
a specific evaluation method for each controller. Figure 3 shows the 2 main
modules.
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Fig. 3. Genetic Algorithm process

The GA module is in charge of initializing the population, selecting the chro-
mosomes that will be used for the genetic operations and letting the Evaluation
Module know which chromosomes are ready to be evaluated and reinserting them
to the population pool.
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4.1 Chromosome Encoding

Each individual on the population will represent a FIS controller, each of which
will be encoded on a vectorial structure that will have “n” main sections, one for
each variable (input and output). Each main section will contain 2 subsections
(control genes, Connection genes). The section and subsection sizes depend on the

controller that they represent.

4.2 WEFIS Controller

The function of the WFIS control is to correctly combine the 2 behaviors of track-
ing and reaction and obtain a new global behavior that resembles the same ability
that we apply when we are driving, that is to react to unexpected objects, but in a
more basic concept and ability, to the problem that is the navigation of the robot.
A forward moving behavior response out off the global control is desired. The ob-
jective is to guide the robot through the reference avoiding any collision with any
obstacle present. It’s not our objective to optimize the robot to find the maze exit,
we use a closed space where the robot cannot easily wonder off and each wall is
considered an obstacle to the robot that it must avoid while it moves around. The
FISs are Mamdani type-1 fuzzy systems [14], each consisting of 3 inputs, which
are the distances obtained by the robots sensors described on section 2, and 2 out-
puts that are the weights that will be used to integrate the responses of the other 2
controllers, all this information is encoded into each chromosome.

4.2.1 Type-1 Fuzzy Weight Controller Chromosome Architecture

The control genes consist of 5 bit vectors, this will indicate which fuzzy member-
ship is or not active, the connection genes are divided in 5 subsections, 5 is the
maximum number of membership functions that are allowed per variable, each of
which can be trapezoidal or triangular membership function, and each of these
subsection is divided into 2 sections one that indicates the type of the membership
function and the other the parameters for the function, see Figure 4.

4.3 WFIS Controller Objective Function

The WFIS controller performance is measured with the RMSE between the refer-
ence and the robots trajectory. We apply the test three times and take the average,
on each of the three tests the robot and the reference vertical position is random,
but we ensure that on one test the robots vertical position is above the reference
and on another test is below it, we do this to ensure the controller works properly
for any case the robot may need it when it”s above or below (Figure 5).
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Fig. 4. Type-1 WFIS Controller Chromosome Architecture
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Fig. 5. Fitness Functions for the WFIS Controller

5 Simulation Results

For the simulation experiment the GA and the evaluation process were separated
into two different parts, the generic GA process was developed on the C# lan-
guage with .net 4, where a GA and Fuzzy System library where created with a
GUI to setup the GA parameters, there the GA operations and cycle are run and
the FIS are created. When a chromosome is ready to be evaluated it lets Matlab
know and a modified version of the Simulation toolbox for mobile robots [26] is
used to run each test, where the performance is measured and a Fitness value is re-
turned to the GA process, and the communication between both process is done

using a SQL server queue

table.
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5.1 WFIS Controller

For the type-1 WFIS controller, a GA was setup with high number of generations
and a low value of population size, this because of the large solution space. The
reasoning behind this is that with a relative small group of individuals it will cover
focused sections of the solution and can move around the space, A constrain for
inputs and outputs of maximum 10 and minimum 2 FMS was set, on the outputs,
the evaluation as described on section 4 is based upon each individual perfor-
mance on the particular maze problem.

Table 1. Summary of Type-1 WFIS Results

Membership Chromosome

Fuzzy Rule
Control Connections Chromosome
Genes Genes
Representation Binary Real Number Integer
Population Size 10
No. of 3
Offspring
Crossover One Point One Point
Crossover Rate 1.0 1.0
Mutation Bit Mutation Random Mu- Shift index
tation .
Mutation Rate 0.02 0.02 operation
GA Parameters
Generation 1500
Selection Roulette Wheel with Ranking
Results
Rank Fitness ( Sﬁgz:{;;l:\l’:’/f -SWZ) Active Rules
1 0.2393 (3+4+3+3+3)=16 36
2 0.2450 (3+4+3+3+3)=16 36
3 0.2514 (445+4+4+3)=20 80
4 0.2543 (4+3+3+4+3)=17 36
5 0.2551 (3+4+3+4+3)=17 36
6 0.2633 (4+4+3+4+4)=19 48
7 0.2643 (4+3+4+3+5)=19 48
8 0.2691 (3+43+3+4+3)=16 27
9 0.2742 (3+43+3+4+3)=16 27

Table 1 shows the GA configuration and the top 9 Results, where we have the
fitness value and the number of membership functions of each input and output,
where the S represents the inputs and indicate the sensor number and W the out-
puts and indicate the Weight number, and the total rules that are active on each
controller.
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Fig 6 shows the set of 3 tests during the evaluation process of the GA, where
the red line is the reference, the blue dotted line is robot path on each run and the
gray squares are obstacle located around the reference path.

GA Results Fitness:0.30835
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. 6. Type-1 WFIS Controller Results

6 Conclusions

In this paper we have been able to optimize the Type-1 and Type-2 Reactive and
Tracking Controllers and developed a GUI to optimize the Fuzzy Inference Sys-
tem, and we are currently working on the Type-1 WFIS Optimization.

Future work will consist in the Optimization of the WFIS based on a Type-2
fuzzy system.

Acknowledgment. We would like to express our gratitude to CONACYT, and Tijuana In-
stitute of Technology for the facilities and resources granted for the development of this re-
search.
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Abstract. This paper proposes the particle swarm optimization (PSO) of type-2
membership functions for average approximation of an interval type-2 fuzzy logic
system (AT2-FIS), the AT2-FIS is synthesized in VHDL code for FPGAs. The
PSO method considers three objective functions, overshoot, undershoot and steady
state error because the real application is to control the speed of a DC motor. Sev-
eral experiments were performed to optimize the AT2-FIS in FPGA. Experiments
were conducted by changing the number of bits for encoding the AT2-FLC in
VHDL.

1 Introduction

Fuzzy inference systems are based on rules; these rules incorporate linguistic va-
riables, linguistic terms and fuzzy rules. The acquisition of rules is not an easy
task for the expert and is of vital importance in the operation of the controller. The
process of adjusting these linguistic terms and rules is usually done by trial and er-
ror, which implies a difficult task, and for this reason there have been methods
proposed to optimize those elements that over time have taken importance, such as
particle swarm optimization [1].

Most of the fuzzy logic applications with physical systems require a real time
operation, the simple way to implement these systems is to realize them as soft-
ware programs on a personal computer or higher density programmable logic de-
vices, such as the field programmable gate array (FPGA).

The research of different optimization techniques for type-2 fuzzy systems have
increased, however there is the problem of runtime, and the runtime decreases
when the implementation is processed in parallel, as in the FPGA. There are some
works related to the optimization of a particular problem [4][7][9].

This paper explains the design of T2-MFs optimization of the AT2-FLC
for regulation speed of a DC motor (ReSDCM) in FPGA, based on an a-verage

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 33-H9]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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approximation of intervals of type-2 fuzzy systems method [8]. The main goal of
this paper is to compare the results (average errors, runtime and resolution for
number of bits) of the AT2-FLC optimized with PSO.

The proposed methodology for this paper is to synthesize the AT2-FLC in
FPGA, the optimized parameters of the T2-MFs are sent to the FPGA, once the
AT2-FLC was optimized, the optimization process is disconnected from the PC
and the AT2-FLC is ready for use. Figure 1 shows the methodology diagram used
for the optimization of T2-MFs for AT2-FLC in the FPGA.

"
\  T2MF
Qpimiza o/ b

Y.

7 ~

ylt)

FPGA Spartan 3AN

Fig. 1. Fuzzy System for control

The paper is organized as follows. In section 2 we present an introduction to
type-2 FISs and the PSO method, in section 3 we present the description of the
problem, in this case regulation of speed of the DC motor in VHDL for FPGA.
The AT2-FIS in VHDL code is present in section 4. The design of the PSO
method for the AT2-FLC for ReSDCM in shown in section 5, the T2-MF optimi-
zation results for AT2-FLC are shown in section 6, finally section 7 offers conclu-
sions about this work.

2 Type-2 Fuzzy Inference Systems and Optimization Methods

The interval type-2 fuzzy inference system (IT2-FIS) consist of four stages: Fuzzi-
fication, Inference, Type Reduction and Defuzzification.
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The fuzzification stage maps a numeric value X=(X,.. xp)T eX xX,x.X, =X, into
a type-2 fuzzy set A in X, where 4 is a singleton fuzzy set, if e (=171 for x=x
and 15 9=1/0 for all others x#x [2].

The inference stage consists of two blocks, the rules and the inference engine, it
works the same way as for type-1 fuzzy systems, except the antecedent fuzzy sets
and the consequent are represented by type-2 fuzzy sets. The process consists of
combining the rules and maps the input to the output (interval type-2 fuzzy sets),
using the Join and Meet operations [5]. For an IT2-FIS with p inputs
X €X,,%,€X,,... JC,,EX,, and one output yeY, it is assumed that there are M rules, the

I1th rule in an IT2-FIS and can be written as:

R': If x, is and F' andand x, is Fp’ ,Thenyis G'

(D
where /=1,...,M. Once we have the rules is necessary to calculate the operations
Join(ur) and Meet(n) as well as sup- star composition(%), where /=1,...,M. Once
we have the rules is necessary to calculate the operations Join(ir) and Meet(m) as
well as sup- star composition( % )[6].

The type reductor stage is used to convert all type- 2 fuzzy sets to type-1 fuzzy
intervals on the output. There are several methods to calculate the reduced set,
such as the joint center, center of sums, height, among others.

The Defuzzification stage consists in obtaining a numeric value for the output.
Using the COS type reductor, the defuzzification is an average value since the
range is given by [y,y,] [6].

In the method of average approximation of an interval type-2 fuzzy system
(AT2-FIS), the AT2-FIS is replaces by a type-2 fuzzy system using the
average of two T1-FIS, this method [8] is performed as follows: 1. Replace
each T2-MF for two T1-MFs with different degrees of membership in order to
obtain the footprint of uncertainty. 2. To replace the type-2 inference stage,
the inference from each TI1-FIS must be obtained. 3. To replace the type-
reduction system and defuzzification stage of the IT2-FIS, we obtain the
defuzzification of each TI1-FIS and the results of the two systems are
averaged. An IT2-FIS and AT2-FIS can be implemented on a general purpose
computer, or by a specific use of a microelectronics realization such as the
FPGA. In this work we use the AT2-FIS for FPGA synthesis. Figure 2 shows
the block diagram of the AT2-FIS.

The easiest way to get a design of a type-2 fuzzy system is to use software, the
problem arises when you have a particular application and the response is not the
best, this is when there is the need to optimize the original design. There are many
optimization methods [1][3], such as particle swarm optimization.

The Particle Swarm Optimization (PSO) is a bio-inspired optimization method.
PSO finds the optimal solution by simulating social behavior. PSO is developed
through simulation of birds that come in two-dimensional space, each particle has
position and speed.
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Fig. 2. AT2-FIS

A PSO algorithm maintains a swarm of particles, where each particle represents
a possible solution. In analogy with the paradigms of evolutionary computation,
the particles are transported through a multidimensional search space, where the
position of each particle is adjusted according to their experience and of their
neighbors, x; (1) represents the position of particle i in the search space at time ¢, ¢
denotes the discrete time. The position of the particle is modified by the addition
of a velocity v(t), i.e. the current position [1], Equation 2 shows the position of the
particle.

x;,t+D)=x,t)+v,(t+1) (2)

where x;(0) ~ U(Xmin, Xmax)- The velocity vector reflects both the experimental
knowledge of the particle and the exchanged social information. The experimental
knowledge of a particle is often referred to as the cognitive component, which is
proportional to the distance of the particle from its best position (referred to as the
best personal position of the particle) found from the beginning.

PSO can be described as follows, each swarm knows the best position of the
particle (Plbest) and the best global position of the swarm (Pgbest). The speed of
each particle can be calculated using the Equation 3 [1].

v+ =v,(0)+¢1, Oy, O —x, 0+ e, @9, () -x,0)] 3)
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where v;; (t) is the velocity of the particle i from j = I, ..., n, at time ¢, x;; () is the
position of particle i in dimension j at time ¢, c; and ¢, are the positives constants
acceleration used for cognitive and social components respectively, r(t), ry(t) ~
U(0,1), which are random values in the range [0,1]. These random values in the
algorithm introduce stochastic elements. y; is the Plbest, is associated with the
particle i, is the best position of the particle, is the best global position of the par-
ticle swarm Pgbest.

3 Description of the Problem

This paper proposes the T2-MF optimization with the PSO method for the AT2-
FIS codified to VHDL for FPGA. To validate the optimized AT2-FIS we applied
the proposed approach to a real problem, such as the regulation of speed of a DC
motor (ReSDCM). Figure 3 shows the AT2-FLC for ReSDCM.

Uncertainty

Fig. 3. AT2-FLC for ReSDCM

Figure 3 has the following inputs, error (e(;)) and change of error (e'y)), and the
output is the control signal (y), the control objective AT2-FLC is:

lim ‘y(,) — Ty =0 @
where ¢ is the sampling time.
The inputs are calculated as follows:
€= Ta) =Y &)
€’ ()= e = €(r1) (6)

The reference signal r(z), is given by [0,70] revolutions per minute (rpm).
The uncertainty is represented by:

90 = Yu + x * randn )

where x is the uncertainty level factor [0,1].
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4 AT2-FIS Design in VHDL Code

For the design for AT2-FIS in VHDL we used the average approximation for
interval type-2 fuzzy systems. Below we explain the stages: Fuzzification,
Inference and Defuzzification.

4.1 Fuzzification

We present an algorithm that works with the calculation of the slopes of the trian-
gular and trapezoidal MFs. The main advantages of this algorithm is that it works
for symmetrical and not symmetrical T2-MFs, the value of the slope is calculated
on line, therefore is possible to optimize the T2-MF using this method because
most of the time in the optimization of membership functions not symmetrical T2-
MFs are obtained. A disadvantage of our algorithm is that it only considers mem-
bership functions of triangular and trapezoidal form.

The procedure of the algorithm is summarized in three steps: calculate the slope
values, calculate the degree values of the membership functions and send to the
inference stage the membership degrees and the linguistic terms [7].

Fuzzification stage has inputs such as error(e=x;) and change of error(de=x,),
each with three membership functions (Negative Big(NB="01"), Zero (Z="10"),
Positive Big (PB="11")), two trapezoidal MFs and one triangular MF, the un-
iverse of discourse as the degree of membership are designed for 8 bits however,
we can simply change one variable in the VHDL code to increase or decrease the
number of bits. The Fuzzification stage has outputs as degree and linguistic terms
for the error input (g_el,g e2,g e3.el,e2,e3) and the change of error input
(g_del,g_de2,g_de3,del,de2,de3).

4.2 Inference

The inference stage receives the data sent from the fuzzification stage, which are
labels and the membership degrees of each input are: g_el, g_e2, g_e3, el, e2, e3,
g_del, g_de2, g_de3, del, de2, de3, so that multiplexes labels and evaluates the
rule base and is illustrated in Table 1.

Table 1. Rule Matrix

de
e NB Z PB

NB 01

o
=
Peea
o
=

PB 11

b
z 10 & 10

(PR, N

BD=01 H=10 Bl=11
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An example of rules using this codification is: If e is “PB” and de is “Z” then
C (consequent) is BIL. For each of these rules the max-min operation is calculated
[9] of labels (cl1, c2, c3, c4, c5, c6, c7, c8, c9) and the firing forces (gcl, gc2, gc3,
gc4, gc5, geb, g7, ge8, ge9) are sent to the defuzzification stage.

4.3 Defuzzification

The Defuzzification stage is calculated using the Height’s method as shown in
Equation 8 [10].

2, Cun ®)

m=1

Yo = n

m
m=1

where C is the consequent (firing forces) and o is the consequent tags (labels).
Once the consequent is calculated using Equation 8 the defuzzification stage sends
to the output the crisp value.

The three stages are targeted on a FPGA Xilinx Spartan 3AN XC3S700A de-
vice. Table 2 shows the device utilization summary for these stage, and we can see
that after having synthesized in VHDL the AT2-FIS there is space is available on
the FPGA.

Table 2. Device utilization summary for the Fuzzification (F), Inference (I) and Defuzzifi-
cation (D) stages

Logic Utili- Used Available Utilization (%)
zation
F I D F I D | F I | D
No.of4In- | 5234 181 104 15360 15360 15360 | 34 1 0
put LUTs
No. of 155 153 2057 173 173 15360 | 99 88 13
Bonded
10Bs

5 Optimization of the Average Approximation of an Interval
Type-2 Fuzzy Inference System

We optimized the type-2 membership functions (T2-MFs) of the AT2-FIS with
PSO. Figure 4 shows the triangular and trapezoidal T2-MFs that are used.

The design of the AT2-FIS only considers triangular and trapezoidal T2-
MFs for each input and output, and Figure 5 shows the inputs and output
design.
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Fig. 5. Inputs and output of the AT2-FIS design

Figure 5 shows the design of the inputs and output T2-MFs of the AT2-FIS,
where the universe of discourse and the degrees of membership are divided into 8
bits (or any number of bits). The parameters of these T2-MFs are moved accord-
ing to the ranges given in Table 3.

Table 3. T2-MF boundary parameters for each input and output

Trapezoidal 1 T2-MF

Triangular T2-MF

Trapezoidal 2 T2-MF

agy= ag,=a,;=0
O0<a, <128
H <azy< 128

A <azp, <azy

0 <byy < 128
bOU <b()LS 128
b, =128

128 < b,y <255

128 < agy < 255
Qo < oL < 255
QL <a; < 255

= Q3 =aA3y= 255

bZU > bZL < 255

where U corresponds to the ranges of the upper T2-MFs and L correspond to
the ranges of the lower T2-MFs. We can see in Figure 5 that the PSO only needs
to move 10 points (see Table 3) for each input and output instead of 17 points for
each input and output of Figure 5. In reaching this conclusion, we conducted sev-
eral experiments to test that with only the optimization of 10 points it was suffi-
cient for a better response in the AT2-FIS in a lesser runtime.
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After designing the AT2-FLC (see section 3) and taking into account their
characteristics we arrived to the conclusion that the PSO method should be of
the multiobjective type [3], because is based on evaluating three characteris-
tics, minimum steady state error, minimum overshoot and minimum under-
shoot, and these three characteristics help us to determine the best AT2-FLC
solution:

a) Minimum overshoot
if Yo > 1, —oy=min(y,)—r, )]

b) Minimum undershoot

0,= ‘min(ym) -7, (10)
¢) Minimum output steady state error (sse)
1000
sse= D Yo =T an

=201

where y(,) is the output of the system and r,, is reference. The three objective func-
tions are evaluated for fitness evaluation.

For the optimization of the T2-MFs using PSO, we need to define the number
of particles in the swarm, the calculation of the position and the initial and final
velocity, given by Equations 2 and 3.

The PSO process starts by generating the initial swarm with 10 particles, and
these particles are evaluated once for initial selection of the best global particle
(Pgbest) and best local particle (Plbest). If a better particle is found, the T2-MF
parameters are sent to the AT2-FLC into the FPGA, if a better particle is not
found then each one is again updated by equations for the position and velocity of
the particle. Then the T2-MF parameters are downloaded to AT2-FLC in the
FPGA, if it meets the convergence criteria (iterations number) then the cycle ends,
if not fulfilled the optimization cycle is evaluated the particle swarm by selecting
the Pgbest and Plbest well continuing to end the cycle of optimization. Figure 6
shows the PSO process for the AT2-FLC.

The initial particles are created randomly respecting the ranges of the T2-MFs
in Table 3. The particle swarm optimization fits the parameters of the T2-MFs in
order to find the best AT2-FLC for ReSDCM using Equation 8, Equation 9 and
Equation 10, which are evaluated in the simulation/implementation FPGA block
of Figure 6, and for all experiments we used 10 particles.
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6 Results

To demonstrate the performance of the T2-MF optimization for the AT2-FLC for
ReSDCM in FPGA implementation, we perform several experiments.

Table 4 shows some results obtained for the T2-MFs with the PSO method,
each experiment is an AT2-FLC with different T2-MF parameters. Based on
previous experience we change the C; and C, parameters, which are used to calcu-
late the velocity of each particle of the swarm, the number of iterations varies be-
tween 30 and 40, the calculated error is the average error, the time shown is the
runtime of the optimization.

Table 4. Results for the T2-MF with PSO for AT2-FLC using FPGA

No. | Iterations C, C, Average Time(min)
Error
1 30 0.19 | 0.19 0.6744 94.6352
2 30 0.15 | 0.15 1.1352 171.9780
3 30 0.2 0.2 0.5955 92.3928
4 30 0.2 0.2 1.8481 100.2600
5 30 0.21 | 0.21 0.8050 92.3712
6 30 0.25 0.2 1.1345 92.5114
7 30 0.25 | 0.25 1.5162 100.1839
8 30 0.2 0.19 0.6786 92.2988
9 30 0.2 0.19 1.1669 92.5059
10 30 0.1 0.1 1.0780 72.7945
11 30 0.1 0.1 1.0224 173.1366
12 30 0.2 0.3 1.5601 98.2220
13 30 0.1 0.09 1.3637 104.2218
14 30 0.1 0.09 0.9950 161.7849
15 30 0.1 0.09 1.1246 88.7282
16 30 0.1 0.08 0.9102 104.0216
17 30 0.09 | 0.09 0.6164 115.9914
18 30 0.09 | 0.09 1.3634 172.9863
19 30 0.09 | 0.08 1.2134 132.1412

For this set of experiments the best AT2-FLC was obtained for experiment No.
3, because it has a lower average error. Figure 7 shows the speed of the DC motor
(30 rpm) for the AT2-FLC of experiment No. 3.
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Fig. 7. Speed DC motor of the AT2-FLC

Figure 8 shows the T2-MFs of the inputs and output for experiment No. 3.
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Fig. 8. T2-MFs for inputs and output of the AT2-FIS for ReSDCM

We present a comparison of the best AT2- FLC optimized with PSO (Experiment
No.3). The main objective is to apply uncertainty (Equation 7) to AT2-FLC for
ReSDCM, in this case we are making comparisons to a desired speed of 40 rpm.
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Table 5 shows the comparison of the AT2-FLC (Experiment No.3) adding dif-
ferent levels of uncertainty.

Table 5. Comparison of the best AT2-FLC optimized with PSO

No. | Uncertainty level | Average

(x) Error

1 0 0.5955
2 0.001 0.6940
3 0.005 0.7905
4 0.008 0.8386
5 0.05 0.7785
6 0.08 0.7972
7 0.1 0.9673
8 0.5 1.1724
9 0.8 1.3158
10 1 1.6142

The idea of applying uncertainty to the AT2-FLC is to check its robustness of
this controller. Figure 9 shows the speed of DC motor for AT2-FLC optimized
with PSO for different levels of uncertainty.
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Fig. 9. AT2-FLC optimized with PSO at 40 rpm for different levels of uncertainty

Figure 10 shows a graphical comparison of the average errors of the AT2-FLC
optimization using the PSO in 19 different experiments.
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Fig. 10. Average errors for PSO method for AT2-FLC

In Figure 10, we calculated the mean of average error for all experiments, in
this case the PSO method has an average error of 1.0948.

Figure 11 shows a graphical comparison of the runtime of the AT2-FLC
optimization using the PSO in 19 different experiments.
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Fig. 11. Runtime for PSO method for AT2-FLC

Of the runtime of the PSO obtained in Figure 10, we calculated the mean of
the runtime, in this case the PSO method has a runtime of 113.3244 min.

Experiments were conducted with different resolutions of the VHDL codifica-
tion for AT2-FLC with PSO optimized, in this case we use 8, 10, 14, 16, 20 and
24 bits. The Table 6 shows the results obtained of the AT2-FLC with PSO optimi-
zation for ReSDCM at 30 rpm for different number of bits.
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Table 6. Comparison of the best AT2-FLC optimized with PSO for different number of bits

Resolution (Bits) | Average Error
8 0.5955
10 0.3976
14 0.1917
16 0.1917
20 0.1917
24 0.1917

In Table 6 we can see that after 14 bits, the average error does not change, this
is because the AT2-FLC performed operations with floating point and it is likely
after a certain number of bits some data can not be considered.

Figure 12 shows the comparison of the speed of the DC motor for different
numbers of bits.
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Fig. 12. Comparison of the speed DC motor for different number of bits

Figure 13a and Figure 13b show a zoom to observe the difference between
speeds DC motor with different resolution for AT2-FLC at 30 rpm. In Figure 13b
we notice the speed DC motor for 8 bits and 24 bits, other speeds are not appre-
ciated because they have that the same average error as the speed of the DC motor
for 24 bits.
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Fig. 13. Comparison of the speed DC motor for different number of bits

In Figure 13b we have a close-up to get a better vision of the behavior of the
speeds, we see that the speed of the DC motor for 8 bits has a lower time delay
compared to the others, however the others speeds of the DC motor have a lower
average.

7 Conclusions

In this paper, an average approximation of an interval type-2 fuzzy system was
proposed for hardware implementation. In this particular case, to be implemented
into a FPGA.

For all the experiments, it was considered that the common goal of controlling
the speed of the DC motor in a FPGA.

Our goal is to achieve an optimized AT2-FLC with a small runtime, for this
reason the fuzzy rules are not changed and we propose an optimization for T2-
MFs, where only some of these parameters are modified.

An AT2-FLC implementation based on a Xilinx Spartan 3AN FPGA was pro-
posed. We have shown the device utilization for FPGA, these results are encour-
aging because they allows us to introduce of more T2-MFs and fuzzy rules, in
other words, a more complex AT2-FLC to obtain a better result, but this would in-
crease the runtime.

We used different numbers of bits for VHDL codification for AT2-FLC, reach-
ing the conclusion for to our particular application, which is the regulation speed
of DC motor, the use of 14 bits is the best option because the error decreases 32%
compared with the 8 bits initially used in the implementation.
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Abstract. In this paper a method to design modular fuzzy controllers using
genetic optimization is presented. The method is tested with a problem that
requires 5 individual controllers. Simulation results with a genetic algorithm for
optimizing membership functions of the 5 controllers are presented. Simulation
results show that the proposed modular control approach offers advantages over
existing control methods.

1 Introduction

This paper focuses on the field of fuzzy logic and control area, these areas can
work together to solve various control problems. The problem of water level
control for a 3 tank system is illustrated. This control is carried out by controlling
5 valves whose outputs are the inputs to the 3 tanks. The main idea in this paper is
to apply a genetic algorithm to optimize the membership functions of the 5
controllers. Each controller has to open and close one of the valves. To control
each of the valves we have 5 type-1 fuzzy systems and each fuzzy system has to
control one valve of the 3 tanks. After that, the simulation is carry out using type-1
fuzzy systems, then genetic algorithms are used to optimize the 5 controllers.
Finally results are presented and compared.

The rest of the paper is organized as follows: In section 2 some basic concepts
to understand the work are presented, Section 3 shows a case study, problem
description and results are presented and finally in Section 4 conclusion is shown.

2 Background and Basic Concepts

In this section some basic concepts needed for this work are presented.

2.1 Genetic Algorithm

Genetic algorithms (GAs) were proposed by John Holland in the 1960s and were
developed by Holland and his students and colleagues at the University of

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 51-52]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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Michigan in the 1960s and the 1970s [2][3]. In contrast with evolution strategies
and evolutionary programming, Holland's original goal was not to design
algorithms to solve specific problems, but rather to formally study the
phenomenon of adaptation as it occurs in nature and to develop ways in which the
mechanisms of natural adaptation might be imported into computer systems
[13][17]. Holland's 1975 book Adaptation in Natural and Artificial Systems
presented the genetic algorithm as an abstraction of biological evolution and gave
a theoretical framework for adaptation under the GA [4][5]. A GA allows a
population composed of many individuals to evolve under specified selection rules
to a state that maximizes the “fitness” [15]. Holland's GA is a method for moving
from one population of "chromosomes" (e.g., strings of ones and zeros, or "bits")
to a new population by using a kind of "natural selection" together with the
genetics inspired operators of crossover, mutation, and inversion [16]. Each
chromosome consists of "genes" (e.g., bits), each gene being an instance of a
particular "allele" (e.g., 0 or 1) [12][10]. The selection operator chooses those
chromosomes in the population that will be allowed to reproduce, and on average
the fitter chromosomes produce more offspring than the less fit ones [26].
Crossover exchanges subparts of two chromosomes, roughly mimicking biological
recombination between two single chromosome ("haploid") organisms; mutation
randomly changes the allele values of some locations in the chromosome; and
inversion reverses the order of a contiguous section of the chromosome, thus
rearranging the order in which genes are arrayed. (Here, as in most of the GA
literature, "crossover" and "recombination” will mean the same thing.) [7][14].
Some of the advantages of a GA include: Optimizes with continuous or discrete
variables, doesn’t require derivative information, simultaneously searches from a
wide sampling of the cost surface, deals with a large number of variables [11][27].
A typical algorithm might consist of the following:

1. Start with a randomly generated population of n 1-bit chromosomes
(candidate solutions to a problem).

2. Calculate the fitness f(x) of each chromosome x in the population.

3. Repeat the following steps until n offspring have been created:

e Select a pair of parent chromosomes from the current population, the
probability of selection being an increasing function of fitness.
Selection is done "with replacement,” meaning that the same
chromosome can be selected more than once to become a parent.

e  With probability P. (the "crossover probability" or "crossover rate"),
cross over the pair at a randomly chosen point (chosen with uniform
probability) to form two offspring. If no crossover takes place, form two
offspring that are exact copies of their respective parents. (Note that
here the crossover rate is defined to be the probability that two parents
will cross over in a single point. There are also "multipoint crossover"
versions of the GA in which the crossover rate for a pair of parents is
the number of points at which a crossover takes place.)

e Mutate the two offspring at each locus with probability P, (the mutation
probability or mutation rate), and place the resulting chromosomes in
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the new population. If n is odd, one new population member can be
discarded at random.
e Replace the current population with the new population.

Go to step 2 [28][29].

2.2 Fuzzy System

The idea of fuzzy systems appeared very early in the literature of fuzzy sets; it was
originated by Zadeh (1965). The concept of a fuzzy system is intimately related to
that of a fuzzy set. En order to make our discussion self-contained, it will be
helpful to begin with a brief summary of some of the basic definitions pertaining
to such sets. Research on fuzzy systems seems to have developed in two main
directions. The first is rather formal and considers fuzzy systems as a
generalization of nondeterministic systems. These have been studied within the
same conceptual framework as classical systems. This approach has given birth to
a body of abstract results in such fields as minimal realization theory and formal
automata theory, sometimes expressed in the setting of category theory. The
system is considered over a given period during which inputs, outputs, and
relations may change [26][11].

A system will be called fuzzy as soon as inputs or outputs are modeled as fuzzy
sets or their interactions are represented by fuzzy relations. Usually, a system is
also described in terms of state variables. In a fuzzy system a state can be a fuzzy
set. However, the notion of a fuzzy state is quite ambiguous and needs to be
clarified. Note that generally a fuzzy system is an approximate representation of a
complex process that is not itself necessarily fuzzy [18][19]. According to Zadeh,
the human ability to perceive complex phenomena stems from the use of names of
fuzzy sets to summarize information [20]. The notion of probabilistic system
corresponds to a different point of view: all the available information at any time
is modeled by probability distributions, built from repeated experiments. A fuzzy
system can be described either as a set of fuzzy logical rules or as a set of fuzzy
equations [21][22]. Fuzzy logical rules must be understood as propositions
associated with possibility distributions in the sense of L.E. For instance, “if last
input is small, then if last output is large, then current output is medium”, where
“small” is a fuzzy set on the universe of inputs, and “medium” and “large” are
fuzzy sets on the universe of outputs [23][24] . Let u, , y, and s, denote
respectively the input, output, and state of a system S at time ¢ U, Y, S are
respectively the set of possible inputs, outputs, and states [25][30]. Such a system
is said to be deterministic if it is characterized by state equations of the form:

s, = O(u,s), y, = ofs), € N. 1)

so 1s called the initial state; 8 and Q are functions from U X § and from S to S
and Y, respectively. S is said to be nondeterministic if S, and / or Y,, are not
uniquely determined by U, and S, [31][1]. Let S,,; and Y, be the sets of possible
values of S;,; and Y4, respectively, given U,, and S,. S,,; and Y, may be understood
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as binary possibility distributions over S and Y, respectively. In some cases a fuzzy
system is used to control complex problem to obtain better results [8][9][6].

3 Case Study

In this Section the problem description is presented and results are shown.

3.1 Problem Description

In this work the case study considers the problem of water level control for a 3
tanks system where the 3 tanks include valves that are opened or closed, these
valves must be well controlled to give the desired level of water in each of the
three tanks. The end tanks have a valve that fills and in the middle of the 3 tanks
there are two valves that control the water level between tanks 1 and 2, and tanks
2 and 3. The water tank 3 has a valve to output more water flow, the case
study model is made in simulink and has three inputs (tank 1, tank2 and tank3),
and these entries correspond to the existing water levels in tank 1, tank2 and
tank3. The outputs of the model made in simulink has five valves, which provide
water (vl and v2) valves that are interconnected tanks (v13 and v32) and finally
the exit valve is responsible for the drainage of the three tanks (v20). The problem
is shown in Figure 1.

V1 IZH” tl V2

* % | V20

Fig. 1. Water control of 3 tanks

3.2 Type-1 Fuzzy System

For this case study was necessary to use fuzzy systems to realize the simulation,
each fuzzy system has one or two inputs depend on the valve. Valves that are
between 2 tanks using 2 inputs ( tankl and tank2 or tank2 and tank3). The outputs
are the valves, in total 5 fuzzy system was use in this problem. The fuzzy systems
are shown in Figures 2 to 6.
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Having created the fuzzy systems, the simulation was performed using the
Matlab programming language. The simulation plant is shown in Figures 7 to 8.

The simulation was carried out using the fuzzy system shown before, the
membership functions used in this case was triangular, Gaussian and trapezoidal.
The results with type-1 fuzzy system are presented in Tables 1 to 3.
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Table 1. Results for the simulation plant using triangular membership functions

Using Triangular
Membership Function Error
valve 1 0.9246
valve 13 0.9278
valve 2 0.9278
valve 20 0.9279
valve 32 0.8341

Table 2. Results for the simulation plant using Gaussian membership functions

Using Gaussian
Membership Function Error
valve 1 0.898
valve 13 0.8994
valve 2 0.8994
valve 20 0.8995
valve 32 0.8463

Table 3. Results for the simulation plant using trapezoidal membership functions

Using Trapezoidal
Membership Function Error
valve 1 0.9522
valve 13 0.9551
valve 2 0.9504
valve 20 0.9551
valve 32 0.8233

3.3 Genetic Algorithm

After obtaining the previous mentioned results, genetic algorithm optimization
was performed. The genetic algorithm is used to optimize the membership
functions of each fuzzy system (inputs and outputs). In the genetic algorithm the
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membership functions of the 5 controllers were optimized, In the algorithm the
error of each controllers is taken and finally the results of each controller were
added, and final results is divided between the number of the controllers. The
fitness function is shown in next equation:

i i i i i i
Yy MDA A o ¥ ¥
2 REF, FS = REF, s, . REF, FS,
ErorC1 = ! ' ” Ermor C2 = + EmorCN = 2)
=l =l =l

= —mmM

Where Yggr is the reference, Ygg is the output of the controller and n is the
number of point used in comparison. Error C1 is the error of control 1 to N, and N
in the number of the controllers.

The parameters used in the GA are:

Generations: 20
Individuals: 25

Selection: Roulette
Crossing point

Discrete mutation Pm: 0.2

After the use of the genetic algorithm the results obtained in the simulation are
shown in Table 4.

Table 4. Results for the simulation plant using triangular membership functions and genetic
algorithm

Error using triangular membership functions and genetic

algorithm
Valve 13 Valve 1 Valve 20 Valve 2 Valve 32
0.109 0.1146 0.0939 0.2077 0.218
0.131 0.1228 0.1329 0.1861 0
0.119 0.1275 0.111 0.239 0
0.115 0.1116 0.1092 0.2216 0
0.109 0.0908 0.1191 0.214 0
0.109 0.1132 0.0954 0.1922 0
0.117 0.1225 0.1003 0.1853 0
0.107 0.1102 0.1146 0.1938 0
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Table 4. (continued)

0.105 0.0993 0.0851 0.2428 0
0.125 0.1196 0.113 0.1433 0
0.123 0.1191 0.1394 0.246 0
0.115 0.1114 0.091 0.1539 0
0.117 0.1231 0.101 0.1818 0
0.107 0.1444 0.0661 0.1366 0
0.117 0.1225 0.1003 0.1853 0

The above table shows a lower error in comparison with only using a type-1
fuzzy system.

4 Conclusions

A benchmark problem was used to test the proposed approach and based on the
obtained results we can say that to achieve control of the present problem, a
genetic algorithm is a good alternative to obtain a good fuzzy controller.

When a complex control problem is at hand, we start working on the case
study, once results are obtained with type-1 fuzzy systemsis a good choice to
usea genetic algorithm for optimizing membership functions of  inputs
and outputs of the controllers and to obtain better control as was the case in this
control problem. In the moment when genetic algorithm was use results were
better that type-1 fuzzy system, this is possible because in the moment that genetic
algorithm is employed, it moves the parameters of the membership functions and
the problem has more options to control de valves and the genetic algorithm is
evaluated to obtain the best fuzzy system to control the open and close valves and
this is why better results are obtained by optimizing the membership functions.
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Abstract. Fuzzy logic handles information imprecision using intermediate expres-
sions to define assessments. Fuzzy Systems are intelligent models whose main ap-
plication has been in Control Engineering applications. Stability is one of the most
important issues of control systems. This determines the system to respond in an
acceptable way. This work is based on the fuzzy Lyapunov synthesis in the design
of fuzzy controllers, to verify the system’s stability. The stability will be studied
on Mamdani and Sugeno fuzzy systems .The case study presented is a system of a
cylindrical tank of water, where we aim to maintain a certain level of water, which
is regulated through the controls applied to the water outlet valve of the tank. The
method is also tested using an inverted pendulum, which is an unstable system,
which can fall at any time unless an appropriate force is applied control.

1 Introduction

One of the main areas of application of fuzzy logic has undoubtedly been the au-
tomatic process control, mainly due to the special feature of fuzzy systems that
operate in the same numerical and linguistic framework.

Fuzzy systems have shown ability to resolve problems on several application
domains. At present time, there is a growing interest to improve the fuzzy systems
with learning and adaptation capacities.

Fuzzy systems have been successfully applied to classification problems, con-
trol and in a considerable amount of applications. On most of the cases, the key to
success has been the ability of the fuzzy systems of incorporate human expert’s
knowledge.

One of the main problems that man has come across to in the study of the
theory of dynamic systems control, is the stability problem. Throughout the years
several criterions have been developed to evaluate the stability in the fuzzy
controllers.

An effective method to create stable fuzzy controllers is the use of fuzzy Lya-
punov synthesis method, where we can design the linguistic rules bases of such
controllers.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 63-79]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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With time, some methods were formalized, such as the fuzzy Lyapunov synthe-
sis [1] to measure the stability of the only control systems that were applied until
the end of the 90s, which are the Type-1 fuzzy control systems.

In this work, the proposed method of fuzzy Lyapunov synthesis is described,
with emphasis on its application to the systematic design of fuzzy controllers,
where the objective is to achieve the stability in such controllers using this me-
thod. Where is shown that as the fuzzy Lyapunov synthesis it’s a valid tool for
evaluate the stability in Type-1 fuzzy control systems.

In this work the results for the design of FLC (fuzzy logic controller-FLS) ap-
plying fuzzy Lyapunov synthesis are presented, a concept that is based in the
computation with words paradigm [6], with the purpose of provide evidence of the
systems strength.

Also, this work we present a dynamic model for the study cases, such method
will guarantee the stability when applied to the water tank case and the inverted
pendulum.

2 Type-1 Fuzzy Sets and Systems

The Fuzzy sets are defined based on the operating characteristics of systems. A
fuzzy set in the universe U is characterized by the membership function A (x) which
takes the interval [0, 1], unlike classical sets take the value zero or one {0, 1}.

The formal definition of a fuzzy set and membership function is as follows:

"If X is a collection of objects denoted generically by x, then a fuzzy set in X is
defined as a set of ordered pairs"

The fuzzy set can be represented by:

A= {(Ha(),x)/xeU} (1)
Where pA (x) is the degree of membership. The membership functions for the
fuzzy set A.
A membership function with parameters p (x) the element x is a follows:
Ha () = p, (p1(X), P2 (%), e, Pn (X)) 2)
An enumeration of pairs defined on discrete elements of the set is as follows:
A= Yxey ta(X)/X 3)

Where 2. is not a sum, but an aggregation of pairs, and p, (x) /X does not represent
any ratio, but a couple (possible/ cell).

Each fuzzy system is associated with a set of rules with regard to IF-THEN lin-
guistic interpretations and can be expressed as follows:

R™:Ifu; is Ajm and ... u, is Ajm. Then v es B™ %)
Withm=1,2,.. M
And where A™and B™ are fuzzy setsinUCR (real numbers) and

V CR respectively, u= (u; u, ...up)
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€ U;xUpx...xUpandv € V. andx = X; X, ...,X, € Ueand € Vare the specific
numerical values of u and v, also respectively.

A Mamdani fuzzy system consists of 4 basic elements: the fuzzifier, the rule
base, the knowledge base and inference system defuzzifier. While in the Sugeno
fuzzy system the rule base operates differently than the Mamdani systems because
the consequent of these rules is no longer a linguistic label but is a function of in-
put that has the system at any given time.

3 Overview of the Problem

3.1 Description of Then of the Water Tank

Let us consider the problem of designing a stable fuzzy controller (FLC) for a cy-
lindrical water tank, based on a Takagi-Sugeno controller.

The tank has an inlet and outlet pipe. It can change the valve controlling the
water that is entering, but the flow going out depends on the diameter of the outlet
pipe (which is constant) and the pressure in the tank (which varies with the level
of water). The system has many nonlinear characteristics.

A controller for the water level in the tank needs to know the current water lev-
el and needs to be able to calibrate the valve. The input to the controller is the er-
ror in the water level (the desired water level minus the current water level) and its
output is the velocity at which the valve opens or closes.

3.1.1 Dynamic Model

The dynamic behavior of the system is governed by the following differential equ-
ation:

x=q(®-p®u &)
where:

x: Change in the amount of water in the tank.

q (t): is the flow of water entering the tank.

u: is the variable that controls both opening the drain valve.
p (xX)u: is the flow of water leaving the tank.

The aim is to design the rule base for constructing a fuzzy controller:

u=u(xps.gs ) (©)

X: is the quantity of water in the tank
ps: is the nominal output steady flow of water.
gs: is the nominal steady flow of water intrusion.

Capable of regulating the amount of water in the tank x (t) to a desired nominal
amount X:

X(t) = Xq @)
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The system has three modes of operation: x is low, X is normal and x is high.

3.1.2 Stability Analysis
To consider fuzzy Lyapunov synthesis, we assume the following:

e  We assume that the functional relationship (5) is known.

e But p (x) is not known explicitly and the only knowledge we have of p
(x) is: p (x) =0 for all x.

e The value pg= p (Xs) is known.

Theorem 1 (Asymptotic stability [3])
An equilibrium point x = 0 is asymptotically stable at t = t if
1. x=01is stable, and
2. x=0is locally attractive; i.e., there exists § (t0) such that

[[x(t0)]| < 6 = lim,_x(t) = 0. ®)

Consider the nonlinear system with an equilibrium point at the origin, f(0)=(0)
then the origin is asymptotically stable if there exists a scalar Lyapunov function
V(x) with continuous partial derivatives such that

* V(x) is positive definite
*  V(x)is negative definite

To determine the rules of control in each of the three modes, the fuzzy controller
design proceeds as follows.
Let us introduce the Lyapunov function candidate.

V=2 (x—x)? ©)
Differentiating V we have:

V=(x-x)% = (x—x)(q® - pEw) (10)

Negative equation for each mode of operation and stability to the tank system, so
we need to be met:

V<0 (11)
V<0

If x is low, then (x — X¢)< 0, therefore negative for V we need (q(®)>p X)uv)is
fulfilled.

But we know that q(t) and p (x) are non-negative, so we set, u = 0.

If x is high, then (x — x,)>0, thus making V negative needs that q(t) < p(x)u
is met and set u = up,, Where uy,.4is the openness of the outlet valve.

For the last case when x is normal, when designing the Takagi-Sugeno fuzzy
controller, each rule is given by the following fuzzy rule as follows u = k; x +
k, for some constant k1, k2. Substituting u = k; x + k, in the fuzzy control
system we obtain:
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V= (x—x)(q(® — p)(ksx + k)
= (x = x5)(q(0) = p() (ky (x = o)k x5 + k)
=kip(Dx—x2)* + (x — %) (q() = pX) (kaxs + k2)) (12)

The first term in the case of (k;p(x)(x —x,)?) is not positive for any k;>0.
Therefore, to make negative V is needed to clear the second term that is q(t) —

p(x) (kx5 +k,) =0, or it could be k2=%— k,xs. Then q(t) — p(x)are un-

known, we approach using qs; and pg therefore we obtain kzz% — kyxs
S

Then we have that when x is normal, u = k;x+ k, = kx+ E—S— k,xsfor
S

some constant k; > 0.

Recall that the outlet valve of the tank water is not always negative, that is, al-
ways leaving at least a minimum amount of water, k,therefore be fulfilled:
k, = (0—xs)+g—52 0, or:

S

ky <2 (13)

T PsXs
In summary, using Fuzzy Lyapunov synthesis we obtain the following rules of
Takagi-Sugeno control for the water tank system. Where now the output linguistic
variables are as shown below:

e Ifxislowthenu = 0
e Ifxnormalthenu = (x- X) +;1_5

e Ifxhighthenu=u

Using Fuzzy Lyapunov synthesis and fuzzy control rules Takagi-Sugeno type
obtained for the System Water Tank, help us reach the Mamdani type rules where
the problem statement in terms of the input variable would be virtually same, that
is, the input variables are given in linguistic variables and x is the amount of water
in the tank which as noted may be low, normal or high and now add a further input
variable, which will flow_current call and this variable can be negative or positive,
this depends on the nominal steady flow denoted by qginput. Now as for the
output variables there is a difference with the Takagi-Sugeno type controller
where the output variables are mathematical functions such as: If x is normal then
u=k;(x—xq) + ;1—5

The Conditions can be converted to fuzzy rules as follows:

e Sixislowthenu = 0
* Sixisnormal thenu = (x - xy) +%
S

e Sixishighthenu = u
(14)

e JF nivel islow THEN valve is close_fast
¢ IF nivel is normal THEN valve is no_change
¢ IF nivel is high THEN valve is open_fast
(15)
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3.2 Description of the Inverted Pendulum

The Inverted Pendulum plant consists of a cart and a pendulum. The regulator's
objective is to move the cart to its commanding position, without causing the pen-
dulum to tip over.

3.2.1 Dynamic Model

The inverted pendulum control has a huge variety of problems that have made it
one of the concrete systems for testing control laws discussed in more recent
times. In the inverted pendulum control there are basically two problems: the
problem of local stability around the equilibrium position, which is analogous to
the problem of the juggler who intends to keep a stick in the tip of a finger, and
the problem of lifting the pendulum from its rest position to the position where it
is kept straight upwards.

Let us consider the problem of designing a stable fuzzy controller for the well-
known inverted pendulum problem. The state variables are as follows [9]:

x1 = 0- The angle of the pendulum, and
X, = 0 - Angular velocity
The system dynamic equations, which are assumed unknown, are shown below:
X1 = Xp (16)
X; = f(x1,%2) + 8(x1,X2)u
Where:

2 .
. mlx5cosxqsinx
9.8sinx,——2 171

f(xq,%;) = (i_mcosi‘;:j)“‘ 17

3 mc+m

m,: is the mass of the carriage
M: is the mass of the rod

I: the length of the rod

U: is the applied force (control).

3.2.2 Stability Analysis
To apply fuzzy Lyapunov synthesis, we assume the following:

e The system has two degrees of freedom, 6 and @ for us x;and x,called
respectively. Therefore x; = x,.

®  X,is proportional to the control signal u, that is, when u increases (de-
creases) X,increases (decreases).

Theorem 1 (Asymptotic Stability [3]). An equilibrium point x = 0 is asymptoti-
cally stable at t = t, if

1 x=0is stable, and
2 x=0is locally attractive; i.e., there exists 6(t0) such that
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[[x(t0)|| < 6 = lim,, x(t) = 0 (18)

Consider the nonlinear system with an equilibrium point at the origin, f(0)=0 then
the origin is asymptotically stable if there exists a Lyapunov function V (x) with
continuous derivatives such that:

*  V(x)is positive definite
o V()is negative definite

The fuzzy controller design proceeds as follows.
Let us introduce the Lyapunov function candidate

V(xy %) = %(X% +x3) (19)

which is positive-definite and radially unbounded function. The time derivative
ofV (xl‘xz) results in:

V = Xl)-(l + Xz)-(z = X1X2 + Xz)'(z (20)
To guarantee stability of the equilibrium point we require that:
X1Xp + XX, <0 (21)

We can now derive sufficient conditions so that inequality (21) holds: If and have
opposite signs, then and (21) will hold if; ifx; and x,are both positive, then
X1X, < 0 (21) will hold if x, = 0; x,if x,and are both negative, then (21) will
hold if x, < —Xx;;if X, and x, are both negative, then (21) will hold if X, < —x;.
Can clearly see that V is positive definite.
With this knowledge about the system, we can now derive sufficient conditions
to ensure that (20) is fulfilled, these conditions can be viewed as follows:

* If x, and x,have opposite signs, then x; X, and (21) is satisfied if X, =0
* If x; and x, and are both positive, (21) is satisfied if x, = —x4
* If x, and x, and are both negative, (21) is satisfied if x, = > —x;

Conditions can be transferred from conditions for them to be converted to fuzzy
rules created, are as follows:

* IF x,is positive AND x, is positive, THEN X, is negative big
* IF x,is negative AND x,is negative, THEN X, is positive big
* IF x,is positive ANDXx,is negative, THEN x,is zero
* IF x,is negative AND x,is positive, THEN x,iszero

It is important to note that the partitions or fuzzy granulation x4, X,and u elegantly
derive the expression (19), because V = x,(x; + X;), and as we need V is nega-
tive, it is natural to examine the signs of x;and x,, therefore, the obvious fuzzy
partition is positive, negative. The partition for x, or u called large negative, zero,
positive big is obtained in a similar way when we give linguistic values positive or
negative for x;and x,4in (20).
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To ensure that x; < —X; y X, > —X; is satisfied even if we do not know the
exact magnitude of x4,0only that it is positive or negative, we must give X, or u
large negative values and large positive.

Obviously, we can also start a predefined partition given to the linguistic va-

riables and then try to understand each value in the expression for V' you're using
and from this find the rules, which is a somewhat more complex task.

Either way, whatever is done first, so far we have shown that the Fuzzy Lyapu-
nov synthesis [5] transforms the classical Lyapunov approach from the world of
conventional mathematics to the world of fuzzy system or the Computing with
Words paradigm [10].

4 Results for Case 1

We show in this section the simulations of the dynamic model of the plant the wa-
ter tank.

A controller for the water level in a tank has to know the current water level has
to be able to set the valve.

The controller input is the water level error (desired water level minus the ac-
tual water level), and its output is the speed at which the valve opens or closes.

We can change the valve controlling the water flow, but the output rate depends
on the diameter of the outlet pipe (which is constant) and the pressure in the tank
(which varies with the level of water). The system has some very nonlinear
characteristics.

4.1 Mamdani Fuzzy Controller

Simulation results for the Mamdani fuzzy controller are shown in Figures 1 and 2.

\ \\. . s |
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Fig. 1. Set membership functions for Type-1 Mamdani if the water tank
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Fig. 2. V for the plant with the Mamdani Fuzzy Controller is stabilized in time0.5 s

4.2 Sugeno Fuzzy Controller

Simulation results for the Sugeno fuzzy controller are shown in Figures 3 and 4.
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Fig. 3. Set membership functions for Type-1 Sugeno the case of water tank
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Fig. 4. V for the plant with the Sugeno Fuzzy Controller is stabilized in time 0.45 s
We show in table 1 a comparison of the results of bath controllers for case 1.

Table 1. Case 1 Comparison

Time (s) that stabilizes

Fuzzy Comparative simulations of Error
Controller energy

Mamdani 0.5s 0.0358

Sugeno 0.45s 0.0348

S Results for Case 2
The Inverted Pendulum consists of a cart and a pendulum.

The regulator's objective is to move the carriage to its commanding position,
without causing the pendulum to tip over.

5.1 Mamdani Fuzzy Controller

Simulation results for the Mamdani fuzzy controller are shown in Figures 5 and 6.
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Fig. 5. Set of membership functions for type-1 Mamdani inverted pendulum case
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Fig. 6.V for the plant with the Mamdani Fuzzy Controller with xd = 0.5 rad, stabilizes in

5.2 Sugeno Fuzzy Controller

Simulation results for the Sugeno fuzzy controller are shown in Figures 7 and 8.
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Fig. 8.V for the plant with the Fuzzy Controller with x4 = 0.5 rad, stabilizes in time 0.2 s

We show in Table 2 a comparison of the results of bath controllers for case 2.

Table 2. Case 2 Comparison

Time (s) that stabilizes

Fuzzy Comparative simulations of E
rTor
Controller energy
Mamdani 0.5s 0.0458

Sugeno 0.45s 0.0356
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6 Results of the Statistical Test

In each case, a procedure was developed, which was performed statistical tests "Z
score", to test the validity of stability for cases where the Mamdani and Sugeno
fuzzy controllers, which allowed the claim about a population parameter, this me-

thod is called a hypothesis test for the sample.

6.1 Statistical Test Results for Case 1 Mamdani

Shows descriptive statistics for hypothesis testing, the method of Lyapunov Mam-
dani and without the method respectively, for the water tank system.

Table 3. Statistical test for Mamdani Fuzzy System for case 1

Fuzzy Null hypo- A . T Standard|
Sample . lternative| level |Averagel, ~. .
System thesisH H o ideviation
1
Mamdani
Lyapunov 30 0.2795 | 0.415
(my) M = My > My 0.05
Mamdani
30 -2.342 | 2.333
(nz)

Critical Value, b 1.698
Test Statistic, b B.057
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Fig. 9. Graphic of Mamdani hypothesis testing case 1

States that the test of null hypothesis is rejected with a confidence interval of
the alternative hypothesis accepted, which gives

95%, the value of Z = 6.0571,
us sufficient statistical information to determine thatthe method of Mamdani
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Lyapunov is statistically greater than Mamdani, which there is evidence of the

method.

6.2 Statistical Test Results Case 1 Sugeno

This section shows descriptive statistics for hypothesis testing with the method of
Lyapunov for Sugeno and without the method respectively, for the water tank

system.
Table 4. Statistical test for the Sugeno Fuzzy System for case 1
Fuzzy Null hypo- Null. PTG Standard|
Sample . lternative| level |Average|, . .
System thesisH H ” (deviation
1
Sugeno
Lyapunov 30 0.2106 | 0.375
(nl) <, "1 > Uy 0.05
Sugeno
30 -2.145 | 2.1375
(nz)
e it
030 r
020 A !
010 = ',l'; \
0.00 T -//I T T T 1
€ 4 2 0 2 4 ] ;]

Fig. 10. Graphic of Sugeno hypothesis testing case 1

States that the test of null hypothesis is rejected with a confidence interval of
95%, the value of Z = 5.9453, the alternative hypothesis is accepted, which gives
us sufficient statistical information to determine that the Sugeno method of Lya-
punov is greater statistically Sugeno, which there is evidence of the method.
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6.3 Statistical Test Results for Case 2 Mamdani

Shows descriptive statistics for the hypothesis test with the Mamdani Lyapu-
nov method without the method respectively, for the inverted pendulum system.

Table 5. Statistical test for Mamdani Fuzzy System for case 2

Fig. 11. Plot of Mamdani hypothesis testing for case 2

Fuzzy Null hypo- Null. T Standard|
Sample . lternative| level |Averagel, ~. .
System thesisH H o ideviation
1
Mamdani
Lyapunov 30 0.144 | 0.270
(ny) n < Uy H1 > Uy 0.05
Mamdani
30 -2.815 | 2.8052
(nz)
Eei Suatishc. b 57871
04D 7
030 ;
T
010 = _" \
0.00 T //I T T T T 1
€ 4 2 0 2 4 & 8

States that the test of null hypothesis is rejected with a confidence interval of
95%, the value of Z =5.751, the alternative hypothesis is accepted, which gives
us sufficient statistical information to determine that the Mamdani method of Lya-
punov is greater statistically Mamdani, which there is evidence of the method.

6.4 Statistical Test Results Case 2 Sugeno

Shows descriptive statistics for hypothesis testing with the method of Lyapunov
Sugeno and without the method respectively, for the inverted pendulum system.



M.C. Ibarra, O. Castillo, and J. Soria

78
Table 5. Statistical test for the Sugeno Fuzzy System for case2
Fuzzy Null hypo- Null. T Standard|
Sample . lternative| level |Averagel, ~. .
System thesisH H o ideviation
1
Sugeno
Lyapunov 30 0.181 | 0.346
(ny) ny < Uy H1 > Uy 0.05
Sugeno
30 -2.612 | 2.5047
(nz)
nitical Wabge, 1
s Statshe. & B
.40 3

5

030 - i

020 - ;

010 o 5 \
000 . /. ———y 4
B 4 2 il 2 4 & g

Fig. 12. Plot of Sugeno hypothesis testing case 2

States that the test of null hypothesis is rejected with a confidence interval of
95%, the value of Z = 6.0502, provides statistical information sufficient to deter-
mine that the Sugeno method of Lyapunov is greater statistically Sugeno,

which evidence of the methods

7 Conclusions
The main objective of this research was to propose a systematic methodology to

design stable fuzzy controllers to solve different cases
With the proposed method stability of control was achieved in two cases based

on simulation results
sistent with simulations, where fuzzy controllers are designed following the me-

The problems for the two cases are resolved as expected; this statement is con-
thod of fuzzy Lyapunov synthesis to achieve the solution to the problem



Designing Systematic Stable Fuzzy Logic Controllers by Fuzzy Lyapunov Synthesis 79

References

[1] Cazares Castro Nohe, R.: Estabilidad en sistemas de control difuso ti-po-2. Instituto
Tecnolégico de Tijuana, México (2005)

[2] Feng, G., Sun, D., IEEE: Generalized H2 Controller Synthesis of Fuzzy Dynamic
Systems Based on Piecewise Lyapunov Functions (2002)

[3] Lee, H.: On methods for improving performance of PI-type fuzzy logic controllers.
IEEE Transactions on Fuzzy Systems 1, 298-301 (1993)

[4] Margaliot, M., Langholz, G.: A new approaches to Fuzzy Modeling and Control: De-
sign and Analysis. World Scientific, Singapore (2000)

[5S] Margaliot, M., Langholz, G.: A new approach to the design of fuzzy control rules. In:
Proceedings of the International Conference on Fuzzy Logic and Applications (Fuzzy
1997), Israel, pp. 248-254 (1997)

[6] Margaliot, M., Langholz, G.: Adaptive fuzzy controller design via fuzzy Lyapunov
synthesis. In: Proceedings of the IEEE International Conference on Fuzzy Systems
(FUZZY-IEEE 1998), Alaska, EEUU (1998)

[7] Mamdani, E.H., Assilian, S.: An experiment in linguistic synthesis with fuzzy logic
controller. International Journal on Man-Machine Studies 7, 1-13 (1975)

[8] Cazarez-Castro, N.R., Aguilar, L.T., Castillo, O.: HIS: 216-221, HybridGenetic-
FuzzyOptimization of a Type-2 FuzzyLogicController. Instituto Tecnoldégico de Ti-
juana, México (2008)

[9] Zadeh, L.: Fuzzy Logic = Computing With Words. IEEE Transactions on Fuzzy Sys-
tems 4(2), 103—111 (1996)

[10] Zadeh, L.: Fuzzy logic. IEEE Computer (1998)

[11] Zadeh, L.A.: The concept of a linguistic variable and its application to approximate
reasoning — L. Information Sciences 8, 199-249 (1975)

[12] Zadeh, L.: Fuzzy Logic = Computing With Words. IEEE Transactions on Fuzzy Sys-
tems 4(2), 103—111 (1996)



Design of Fuzzy Control Systems with Different
PSO Variants

Resffa Fierro and Oscar Castillo

Tijuana Institute of Technology

Abstract. This paper describes the metaheuristic of Optimization by Swarm of
Particles (PSO-Particle Swarm Optimization) and its variants (Clamping speed,
inertia and constriction coefficient) as an optimization strategy to design the
membership functions of Benchmark Control Cases (Tank water and Inverted
Pendulum) Each of the variants have their own advantages within the algorithm
because they allow the exploration and exploitation in different ways and this al-
lows us to find the optimum.

1 Introduction

At present time and within computer science, optimization is a key issue specifi-
cally in real-world problems. In analyzing these problems there is the difficulty of
ensuring a good solution in a reasonably short time.

There are a variety of methods used to solve optimization problems. In particu-
lar, it is interesting to find heuristics that are approximate methods of solution, us-
ing an iterative process to guide the search for solutions, thus combining different
concepts derived from fields such as Artificial Intelligence, Biological Evolution
and Collective Intelligence.

This work is no exception in that we use the metaheuristic of Optimization by
Swarm of Particles (PSO - Particle Swarm Optimization) developed by Kennedy
and Eberhart in 1995 [4], where this is inspired by the behavior of flocks of birds,
of fish and bees. This algorithm will be considered along with by three of its va-
riants which are clamping speed, inertia and constriction.

In the literature it is has been said that since this metaheuristic appeared in 1995
to the present it has had a major impact in the optimization of complex problems.

2 Metaheuristic Optimization by Swarms of Particles

Basically the PSO metaheuristic, is based on an iterative algorithm where a popu-
lation of individuals called Swarm and each of the individuals are called particles,
fly over a search space to find optimal solutions. Where each particle is a possible
solution to a particular problem. More precisely we have particles flying in a mul-
tidimensional space where the position of each particle is adjusted according to its

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 81-B8]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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own experience and that of their neighbors. It is a technique inspired by the flight
patterns of birds; this simulates the movements of a flock trying to find food. De-
veloped initially by Kennedy and Eberhart in 1995 [4].

We have that x; (t) is the position of the particle in the search space in a time t,
unless otherwise indicated, t denotes the time steps. The position of the particle is
the change in velocity v; (t), to the current position, i.e.:

xi(t+1)=x;(6)+vi(t+1) (1)
i: index of particles
t: time index
Xj: position of the particle
vi: velocity of the particle

To calculate the velocity of the particle the following equation is used:

v(t+1)=vjj (1) + c1rj (OLyjj(D-x45(0] + c2 r2j (O[T (O-xj5 (D] )
Where we have the following parameters forming Equation (2):

i: index of particles
t: time index

vi: velocity of the particle

Xj: position of the particle

yij: best position found by particle i (personal best)
¥j « best position found by the swarm (best overall)
c1,Cp: constant acceleration

r1,r2: random numbers in the interval [0,1] applied to the particle.

Table 1 shows the classical PSO algorithm and Figure 1 illustrates the particle
movement based on the algorithm of Table 1.

3 Variants of PSO

In this section several variants of PSO are presented.

3.1 Clamping Speed

What determines if an optimization algorithm is efficient and accurate is the ex-
ploration and exploitation. Exploration is the search capability to explore different
regions and find a good optimum. Exploitation, on the other hand, is the ability to
concentrate the search in a certain area to find a candidate solution.
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Table 1. Classical PSO Algorithm

Create and Initialize the cloud

t=0

Cloud <« Initializing particle cloud

While not at the stop condition do

t=t+1

For i=1 to size (Swarm) to

Evaluate each particle x; of the Swarm

If fitness xi is better than fitness mejorpos; then
mejorpos; 4 x;

fitness _mejorposi ¢ fitness_ x;

end If

If fitness _mejorpos; is better than fitness _mejorpos; then
mejorpos <— mejorpos;

fitness _mejorpos 4 fitness _mejorpos;

end If

Fori=1 to size (Swarm) to

Calculate the speed of v; x; based on the values (2)

Calculate the new position of x;, its current value and v; (1)
F in for

end while

Output: Return the best solution found

mejorpos;
;“ Best Solution Particle
’
/
;f Mew position of the particle
xit-i ; .Xit

Current ’," /_‘.
Position @ — - _
of partide i mejorpos

"® Best Solutionforthe claud

Fig. 1. Particle movement taking into account the algorithm of Table 1
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In this case the following equation is used to calculate the speed of clamping
where we have:

Vu(t'f' 1 ): V,l‘j(t‘l‘ 1 ) if V,jj(t+ 1 )< \% max, j (3)
Vimax, j i Vif(tH1) >V o

\Y% max,j = 6(Xmax,j - Xmin,j)

The value of Viay, j is very important because this allows the search in more detail;
large values allow global exploration, while smaller values allow local working.

3.2 Inertia Factor

PSO calculates the new position of each particle as a function of the flight, updat-
ing its position after having calculated the new position. This inertia factor was in-
troduced to reduce the influence that the search direction brings the particle. The
equation for calculating the new speed of the particle is as follows, but is already
accompanied by w that represents the inertia:

vii(t+1)=w v (D+ ciry; (DLy(D-X3(D]+¢2 1y (O[5 (D-x;5 (D] 4)

Now the new speed (v;(t+1)) is determined by taking into account the following
parameters:

"w". The inertia weight or inertia factor is a value, which regulates the influ-
ence of the previous velocity of the particle v (t) in calculating the new speed v (t
+ 1), by way of regulating the flight of the particle making a balance between ex-
ploitation and exploration of the search space. The inertia factor under certain
conditions promotes the convergence of the cloud, i.e. all the particles approach
the leader of the cloud.

Now v(t), Represents the current speed of the particle that was previously cal-
culated by the same equation, refers to the direction of flight having the particle.

The Acceleration coefficients c;*rj; () and c,*ry; () and r represents a random
real number uniformly distributed between 0.0 and 1.0. The coefficient cl regu-
lates the influence of cognitive knowledge of the particle and the coefficient c2
regulates the influence of knowledge social.

c; regulates the influence of the best position reached by the particle (y;) to
guide your new address and c, regulates the influence of the cluster leader (;) in
the search direction of the particle.

yi- Represents the memory of the particle, its best position achieved so for in
that generation.

§;- Represents the best position of the swarm, i.e. the leader.

x. Represents the current position of the particle is taken as reference for calcu-
lating the new speed.
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v (t+1) is the speed of the current particle will determine the new search direc-
tion of the particle in generation t + 1. After calculating the current speed v (t +1)
updates the particle position using equation (1).

3.3 Constriction Coefficient

Proposed by Clerc, where this variant affects the rate and calculated update and
the equation is modified as follows:

Vit D=X([vy (D+01(y;(D-x;; (D)+02(F; (D)-X; (D)] ) (5)

The constraint factor X is calculated using acceleration factors and 97 ¢1.
Where

2k
. S 6
X [2-0— a(0-4) | ©)
With
O=01+ 0,
¢r=ciry
G2 = CoI

Using the constraints where ¢ >4 and k € [0,1]. For equation (6)

4 Statement of the Problem

The problem is to optimize the membership functions of fuzzy controllers for
Benchmark cases starting with the water tank where the 3 variants are used to find
out which works best to find results. Below is the proposed architecture.

The proposed architecture is illustrated in Figure 2.

It is known in advance by reviewing the literature and previous works that to
develop fuzzy controllers and obtain good results optimizing membership func-
tions is not easy it takes time and good design thatis given to this. That's
why this work intends to make the optimization of membership functions with
variants of the PSO and find out how efficient and fast can beto find
good results.

Here are some tests that are being conducted using two variants of the PSO
(Factor of inertia and constriction coefficient).

In 5 tests that were performed where these results were obtained.

Table 2 shows experiments with the two variants of PSO.
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Simulation

Fuzzy

Contrgllers /
|

Casel
Water tank

Case 2
Inverted
Pendulum

Fig. 2. Architecture of PSO optimization for fuzzy control

Table 2. Experiments with two variantes of PSO

1 10 20 1.0 0.2

0.42465
2 10 20 1.0 0.2 0.026217
3 10 20 1.0 0.2 0.011472
4 10 20 1.0 0.2 2.521
5 10 20 1.0 0.2 0.011315

Being worked by making further experiments to obtain better results, conduct-
ing experiments with each of the variables.

As shown in Table 2 the best result was obtained in experiments is the num-
ber 5 which was performed with 10 iterations and 20 particles, using two va-
riants of PSO, obtaining an error of 0.011315. Figure 3 shows the performance
of PSO.
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Fig. 3. The following figure shows the performance of PSO

Ahead shown in Figure 4, we have the resulting simulation using the two va-
riants of PSO, we see that almost made it entirely to get the reference.
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Fig. 4. Benchmark simulation of the water tank
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5 Conclusions

In this paper the design of fuzzy control systems has been illustrated with PSO va-
riants to verify their efficiency and accuracy, although we continue currently
working on achieving better results. It is noted that the simulation results show
the potential use of these optimization methods for this type of control problems.
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Abstract. In this paper, the methodology for the design of fuzzy controllers for
softcore processors, such as the Xilinx Microblaze embedded in the VIRTEXS
FPGA, is proposed to regulate the angular position of the axes of an experimental
platform. The platform uses servomotors to control the rotational movements of
the X-Y-Z axes, this with respect to the earth horizon. The angular position is
feedback using three inclinometers sensors based on MEMS technology with SPI
interface. The desired position is regulated using three independent fuzzy PD+I
controllers, which use the error and change of error as input signals. The proposed
methodology consists in the design and evaluation of the fuzzy controllers using
the Fuzzy Logic Toolbox of Matlab.

Keywords: Soft-core, Fuzzy controllers, FPGA.

1 Introduction

Many of the chemical processes, electrical, mechanical, etc., require electronic
control systems to regulate their behavior, algorithms are designed to obtain con-
trol of the process or "plant" [1]. To carry out the control, there is a lot of tech-
niques and strategies, one of them is based on the natural language of humans, this
discipline is called "fuzzy control" which is considered a rule-based control usual-
ly raised by the knowledge of an expert. To carry out the fuzzy control it is neces-
sary to use processing systems for the necessary calculations involved in this
process, for this reason in subsequent sections of this work, we propose an alterna-
tive fuzzy controller design implemented in programmable logic devices [2], and
FPGAs particular devices.

Given its multidisciplinary nature, a fuzzy inference system (FIS), have the ad-
vantage of using human knowledge, which is crucial in control problems, where it
is difficult to construct accurate mathematical models [1]. A FIS is composed of a
fuzzification interface, a rule base, database and decision-making unit, and a
defuzzification stage, as it is shown in Fig. 1.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 89-D6]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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Input

Fig. 1. Fuzzy Inference System

The purpose of a FIS is to model a specific system with the incorporation of
human experience in the form of fuzzy rules, and based on these rules, to take a
decision. For example:

If v is a and y is b then z is c.

The processors are classified into two categories "Hard" and "Soft", this classifica-
tion refers to the flexibility and configurability of the architecture. The "Hard"
processor is dedicated and physically embedded in silicon, such as we see in con-
ventional processors computers, microcontroller, DSP, they have a fixed architec-
ture that cannot be changed or altered. The "soft processor", Fig. 2, uses as a basis
the existing programmable logic resources for the FPGA to implement the logic of
a specific processor architecture, as well as a customizable software, with the ad-
vantage of being able to add modules such as IIC, Ethernet, PCI Express, accoun-
tants, USB, memory, coprocessors, etc., many of them are encapsulated in IP
cores, within these processors are the Microblaze from Xilinx [3], Altera Nios II,
Lattice LatticeMico32, PowerPC440 IBM, etc. .

Channels of communication

Configurable blocks

Input / Output

Fig. 2. A soft Processor

2 Fuzzy Controller Design for an FPGA

This section presents the methodology used for the development of digital control-
lers embedded in FPGA technology [4, 6]. It is proposed an experimental platform
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in order to control the angle of inclination of its axes, this control platform devel-
opment is based on a soft processor, it is interconnected to sensors to measure
real-time readings of its position [7, 8]. For the development of FPGA soft proces-
sors, Xilinx has incorporated into its software a development suite Xilinx Platform
Studio tool and SDK, needed to create the hardware profile that incorporates the
Microblaze and PowerPC cores [3].

For fuzzy control applications, the control strategy is based on rules usually
raised by the knowledge from experts, this is crucial in applications where it is
difficult to construct accurate mathematical models [8-12]. To get an overview of
the system being controlled in Fig. 3 a scheme of the experimental platform is
shown. To solve the problem of angular position control, through the axes of the
platform, a PD + I fuzzy controller (Proportional-Integral Derivative more action)
is proposed, it has two inputs and one output [6]. The application aims to regulate
the angle of inclination of the platform to a desired value using a control system,
with a Microblaze soft processor with 32-bit architecture embedded in an FPGA.

Desired g & X-Axis
angle X )

actuator

Plant

;; ;; PWM

Fuzzy inference system

FPGA

Fig. 3. Scheme of the experimental platform

The fuzzy inference system uses two input variables, one variable is the error,
which is calculated by:

e(t) = r(t) —y(t) ()
where:
e(t) =Error.

r(t) =Set Point.
y(t) =Current value.

The second variable in our FIS is the derivative of the error and it is calculated by
the equation:

Ae(t) =e(t) —e(t —1) ()
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where:

Ae(t) = Derivate of error.
e(t) = Current error.
y(t — 1) = Previous value.

The output variable will control the actions, and it is directly related to the re-
sponse to exercise servomotors exert the rotational motion of the platform in a
shaft. For the analysis, we propose a proportional controller with incremental out-
put differential, since the output response will be added depending on the error in
an attempt to approximate the desired point until the establishment. The first step
is to create a fuzzy inference system with fuzzy logic toolbox of Matlab.

The universe of discourse of the linguistic variables "error" and "change of
error’ is in the range of [—360°,360°], these values were chosen objectively
because the maximum error of measurement is 360°. The distribution of the trian-
gular membership functions of the variables "error" and "change of error", are
denoted MN (Very negative), N (Negative), C (Zero), P (Positive) MP (very
positive), which are illustrated in Figures 4 and 5.

EMN EN CE EP EMP

egree of membership

0 + + + y + + +
-300 -200 -100 0 100 200 300

Fig. 4. Distribution of membership functions of the input variable "Error"

CEMN CEN - cep CEMP

Fig. 5. Distribution of membership functions of the input variable "Change of error"

Five membership functions comprise the variable "output”, they are denoted as
DMN_(Decrease Very Negative), DN (Decrease Negative), CI (Zero Increase), IP
(Increase Positive) IMP (Increase Very Positive). The output provides the control
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action to regulate the movement of the motors, which exert an incremental positive or
negative rotational movement. The proposed ranges, shown in Fig. 6, were selected
taking into account the operating parameters of the motors placed on the platform.

DMN DN Gl P IMP

Degree of membershi

Fig. 6. Distribution of membership functions of the output variable "Output”

For the operation of the fuzzy controller, the Mamdani method was used [1],
and we have twenty-five rules because we have five linguistic terms in each of the
two variables (5x5), Fig. 7 shows the matrix rules.

Ae | CEMN | CEN | CCE | CEP | CEMP
e
EMN | DMN | DMN | DMN | DN DN
EN DMN DN DN Cl IP
CE DMN DN Cl IP IMP
EP DN Cl IP IP IMP
EMP IP IP IMP | IMP IMP

Fig. 7. Matrix system of inference rules

Once designed the fuzzy inference system, the implementation must take a
computer processing system, for our purposes the application of control tools were
created to carry out the implementation of embedded soft processor in a Virtex 5
FPGA, through the ML507 development team of the company Xilinx Inc., then to
evaluate the real-time operation of the fuzzy controller for the experimental plat-
form. Matlab provides an independent tool for modeling, simulating or evaluating
fuzzy inference systems (FIS), it consists of a library written in ANSI C language,
it is located in the subdirectory named facilities "fis.c".

3 Results

The tests conducted are based primarily on embedding algorithms PD + I fuzzy
controller in an FPGA development system manufactured by Xilinx Inc. ML507,
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installed in the testbed. The Microblaze performance, shown in Fig. 8, met the
desired requirements for testing the fuzzy controller, obtaining a sampling rate of
13 ms, to evaluate all functions related to the process of fuzzification inference
and defuzzification at a frequency of 50 MHz clock.

C function Runtime (ms)
returnFismatrix 97
ErrorAnteriorEjeX 12
fisBuildFisNode 64
EvalRules 13

Fig. 8. Performance of Microblaze in C functions

To check the operation of the PD + I controller, the controller performs the ex-
periment with a desired angular position for the X axis equal to 45+, in the graph
of Visual Basic, shown in Fig. 9, the measurement is obtained in real time using
an inclinometer through serial communication and as can be seen, the platform
reaches the target with an acceptable response of 0.4 seconds.

50

40

30 =

20

10 £

Fig. 9. Transient response of the controller

The final position of the platform can be physically seen in Fig. 10, note that
the controller's performance met an acceptable performance and reflects the ex-
pected behavior based on the proposed rules, also notes that it arrives at the plat-
form quickly, without causing pronounced oscillatory movements.

Another test was to enter a disturbance at the moment that the platform reaches
the desired value. This was obtained by applying a force on its own axis with the
intention of destabilizing it and checking the effectiveness of the logic imple-
mented in that situation. The response to a disturbance applied to the platform,
can be seen in Fig. 11, and it is observed that the platform is able to respond ap-
propriately, it quickly returns to the desired value without unstable.
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60

ol A r’]‘J‘*

20

Fig. 11. Controller's response to a disturbance

To analyze the controller' s performance, the experimental platform control sur-
face is shown in Fig. 12, which is represented by a three-dimensional graphical
output response, as a function of the linguistic variables error and change of error.

Fig. 12. Control surface
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4 Conclusions

The proposed methodology reduces the design time for the creation of a fuzzy infe-
rence system using FPGA embedded soft processors, since we took advantage of
creating the FIS with the Matlab toolbox, with the benefits that it provides, like
graphical interface and simulink. Once the system was designed and tested, it can be
exported to custom hardware, for example, the FPGA for rapid real time prototype.
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Abstract. This paper describes the application of the optimization algorithm based
on particle swarms known by its acronym as PSO, used to adjust the parameters of
membership functions of a fuzzy logic controller (FLC) to find the optimal
intelligent control for a wheeled autonomous mobile robot. Results of several
simulations show that the PSO is able to optimize the type-1 and type 2 FLCs for
this specific application.

1 Introduction

Over the years, science and technology has advanced by leaps and bounds. Some-
times faster sometimes slower, but always moving forward. It is with this devel-
opment that new branches and areas of application have emerged. One of them,
and for this research, the most important, is the branch of control applied to auto-
nomous mobile robots.

There are many techniques and control algorithms for these robots, each with
its own characteristics, each of them and they offer advantages and disadvantages
that allows the scientist the option to use the one you serve for your home work or
research. Given the specialization of new mechanisms good control techniques are
required that are able to offer a satisfactory job in performing this task.

One such technique is called "Fuzzy Logic" (Fuzzy, Fuzzy), which is considered
one of the best. This is its versatility, flexibility and simplicity. This technique be-
came known in the years 60 (in 1965 by Lotfi A. Zadeh, professor at the University
of California Berkeley) for the article "Fuzzy Sets" Information and Control.

Fuzzy logic is one of the most used methods of computational intelligence and
the better future, this is possible thanks to the efficiency and simplicity of fuzzy
systems because they use linguistic terms similar to those that humans use.

The complexity in the development of these fuzzy systems can be found in decid-
ing what the best parameters of membership functions, the number of rules, or even
the best detail that could give us the best solution to the problem we want solve.

A solution to the problem mentioned is the application of bio-inspired
algorithms for optimization of fuzzy systems. Optimization algorithms can be a
useful tool because of its ability to solve nonlinear problems either limited or
even NP-hard problems. Among the most widely used optimization methods are:

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 97-[104]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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genetic algorithms (GA), Ant Colony Optimization (ACO), particle swarm opti-
mization (PSO), etc. [1].

This paper describes the application of particle swarm algorithm (PSO) as a
method of optimizing the parameters of membership functions of the proposed
fuzzy logic controller (FLC) in order to find the best intelligent controller for an
autonomous mobile robot wheel.

2 Optimization Algorithm Using Particle Swarm Optimization
PSO)

Optimization by clouds or swarms of particles (PSO) [2] [3] is a relatively new
technique that is slowly taking rise and recognition as an effective and efficient
algorithm. While PSO algorithm shares similarities with other evolutionary com-
putation techniques while also differs in certain respects and needs no evolution
operators such as crossover and mutation.

PSO emulates the swarm behavior of insects, a herd of grazing animals, a cloud
of birds, a host of fish in these swarms or clouds that made the search for food in a
collaborative manner. Each member of a swarm adapts its search patterns, learn-
ing from his own experience and experiences of other members, i.e. taking into
account their cognitive beliefs and social beliefs.

These phenomena are discussed in the algorithm and the mathematical models
are built on the method for updating the positions of each particle.

In the PSO algorithm, a member in the swarm, called a particle, represents a
possible solution is a point in the search space. The global optimum is considered
as the location of food, the problem would be implemented as the optimal solution
found. Each particle has a fitness value and a speed to adjust the flying direction
according to the best.

The general formula (equation 1) for determining the motion of particles which
are presented below, is shown in two parts the cognitive and social part of which
are crucial to identify the type of algorithm that is being implemented in our case
we used the Full GBEST ie both C1 and C2 must have values greater than 0 but
less than 4, respectively [4].

Via=Vig (t+ 1) + Cirig(t) [Yia(t) = Xig(D)] + Cora(0) [Yia(0) = Xiu(1)] o))

There is another formula (equation 2) that is critical for the update of each par-
ticle, this assesses the current position of the particle and the previous position to
choose which is the most appropriate to find more quickly the result this position
is recalculated at each new iterations that is the algorithm.

Xi(t+1) = X(t) + V; (t +1) 2)

3 Design of the Fuzzy Controller

As determined by one of the most used and effective techniques to solve control
problems is to use fuzzy systems to meet the control objective, so it is necessary to
design a fuzzy controller for the actual speed of the mobile robot.
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In this research work we use a type inference systems using Takagi-Sugeno
type fuzzy system in order both 1 and 2, the use of linguistic variables in the input
and output mathematical functions.

The errors of the linear and angular velocities (respectively) were taken as input
variables, while the left and right pairs are taken as outputs. The membership
functions used in the entry are trapezoidal for negative (N) and positive (P), and a
triangle was used to zero (C) linguistic terms [5]. Figure 1 shows the input and
output variables used, these are used for both types of fuzzy logic (1 and 2).
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Fig. 1. Variable input / output: (a) error of the linear velocity (ev). (b) Angular velocity
error (ew). (c) right torque output (t 1). (d) left torque (T 2).

The FLC has 9 rules [6], which are adapted to the style of Takagi-Sugeno con-
troller, so the output has a single point, so the results are constants values (P, C, N),
which obtained through a procedure using a weighted average defuzzification by.

©® R1: If Vangular is C VLineal is C, then T1is Cand t2is C

® R2: If Vangular is C VLineal is P,thent lisCand T2 is P

® R3: If Vangular is C and VLineal is N, then T 1 is T2 is N

©® R4: If Vangular P and VLineal itis C,thent l isPandt2is C
® RS5: If Vangular is P and VLineal is P,thent l isPand T2 is P
©® R6: If VLineal is P and Vangular is N, then Tl is Pand t2is N
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® R7: If VLineal is N and Vangular is C, then T 1 is Nand 12 is C
® R8: If VLineal is N and Vangularis P, then T1isNand t2is P
® RO: If Vangular is N and VLineal is N, thent 1 isNand T2 is N

The linguistic terms of input variables are shown in the first row and column of
Table 1, the rest of the content corresponds to the linguistic terms of output variables.

Table 1. FLC Rules

ev/ew N C P
N N/N N/C N/P
C C/N C/C C/p
P P/N P/C P/P

Table 2. Results for PSO using the constriction coefficient for type-1

Experiment Iterations Swarm Coefficient Average Runtime
No. Constriction  error
1 50 50 1.0 0.0606 00:20:05
2 100 200 1.0 0.2670 02:44:53
3 100 100 1.0 0.0301 01:49:55
4 100 150 1.0 0.0315 01:54:31
5 100 50 1.0 0.0266 03:16:34
I R
7 100 300 1.0 0.0276 04:04:54
100 80 1.0 0.0527 01:03:45
150 80 1.0 0.0260 01:35:17
10 300 150 1.0 0.0307 04:30:16
11 500 200 1.0 0.0529 39:56:23
12 200 90 1.0 0.0345 01:54:59
13 150 100 1.0 0.0496 01:36:37
14 100 53 1.0 0.0230 00:39:29

4 Results of the Simulation

This section presents the results of proposed controller to stabilize the autonomous
mobile robot. The evaluation is done through computer simulation done in MATLAB
® and Simulink ® 2007b.
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Table 2 shows the results of the FLC, obtained by varying the values of maximum
iterations and the number of particles, where the highlighted row shows the best result
obtained with the method. Figure 2 shows the behavior of the optimization method.
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Fig. 2. Evolution of PSO for the optimization of FLC

Figure 3 shows the membership functions of the FLC obtained by the PSO al-
gorithm, and achieved the desired path and the degree of error was obtained.
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Fig. 3. (a) Linear velocity (ev), (b) Angular velocity (ew), (c) shows the desired path and
the trajectory obtained, (d) plots representing the degree of error in the simulation
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As we can see, the above results are acceptable for type-1 FLC obtaining a final
result of 0.0211 using 57 particles and 100 iterations in a time of 47 minutes and 38
seconds for this experiment, but as previously mentioned were also simulations with
type-2, taking into account the same parameters and conditions of Takagi-Sugeno
controller, the results of these simulations are presented below in Table 3 [7].

Table 3. Results of PSO using the constriction coefficient for type-2

Experiment Iterations Swarm  Coefficient Average  Runtime

No. Constriction error
1 100 150 1.0 0.0659 02:20:31
2 100 200 1.0 0.0675 02:56:21
3 100 250 1.0 0.0666 03:05:31
4 200 150 1.0 0.0663 03:55:06
5 200 200 1.0 0.0651 04:07:14
6 200 250 1.0 0.0642 04:20:10
7 200 300 1.0 0.0536 04:54:43
8 200 350 1.0 0.0554 05:12:09
9 250 350 1.0 0.0600 05:38:20
10 300 300 1.0 0.0531 06:12:57
11 300 350 1.0 0.0503 07:30:28

[ s s 0 00R0 07

13 350 400 1.0 0.0501 08:10:15
14 350 450 1.0 0.0503 08:59:01
15 400 300 1.0 0.0502 12:31:11
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Fig. 4. Plot of convergence of the PSO algorithm



Optimization of Membership Functions for Type-1 and Type 2 Fuzzy Controllers 103

Figure 5 shows the membership functions of the FLC obtained by the PSO al-
gorithm, and achieved the desired path and the degree of error was obtained.

1 L L
0 1 3 ) ] X a ) ] [ [} 2 1 [} El
(a) (b)
Simulacién dol Robot
2
Trayectoria 0@l Robot [ SR
Trayectoria Deseada SISTEMA DIFUS0 e
15 |
1 £
. 3
= R R
[y 0
05 \ R
\ \ ]
\ / /
i A . \}g.a_/ |
4
0. I 1
35 o o5 1 15 2 25 3 35 4 T ) ]
Ejo X TIDMPO
(c) (d)

Fig. 5. (a) Linear velocity (ev), (b) Angular velocity (ew), (c) shows the desired path and
the trajectory obtained, (d) plots representing the degree of error in the simulation

The above results are acceptable for type-2 FLC to obtain a final result of
0.0500 using 380 particles and 300 iterations in a time of 7 hours 55 minutes and
08 seconds for this experiment.

5 Conclusions

With the results of the experiments shown in table 4, we can determine that for
this particular problem was much better optimized with fuzzy logic controller
type-1.

The trajectory tracking controller is designed based on the dynamics and kine-
matics of mobile autonomous robot through the application of PSO for the optimi-
zation of membership functions of fuzzy controller both type-1 and type-2 with
the good results obtained after simulations.



104

S.J. Aguas-Marmolejo and O. Castillo

Table 4. Comparison of results of PSO algorithm type-1 and type-2

Run-
time

Iterations Swarm Average

error

PSO with type-1 0.0211 00:41:38

fuzzy logic

PSO with type-2 300 380 0.0500 07:55:08

fuzzy logic
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Abstract. In this paper we propose a multi-objective hierarchical genetic algo-
rithm (MOHGA) for modular neural network optimization. A granular approach is
used due to the fact that the dataset is divided into granules or sub modules. The
main objective of this method is to know the optimal number of sub modules or
granules, but also allow the optimization of the number of hidden layers, number
of neurons per hidden layer, error goal and learning algorithms per module. The
proposed MOHGA is based on the Micro genetic algorithm and was tested for a
pattern recognition application. Simulation results show that the proposed modular
neural network approach offers advantages over existing neural network models.

1 Introduction

Hybrid intelligent systems are computational systems that integrate different intel-
ligent techniques. Examples of these techniques are modular neural networks
(MNN) and genetic algorithms (GA). Hybrid intelligent systems are now being
used to support complex problem solving and decision making in a wide variety of
tasks. Hybrid intelligent systems allow the representation and manipulation of dif-
ferent types and forms of data and knowledge, which may come from various
sources. In this paper these techniques are combined using a granular approach. It
was decided to apply the proposed method to pattern recognition to test the
approach with complex problems.

There are many works that combine different techniques and they have demon-
strated that the integration of different intelligent techniques provide good results,
such as in [11][15][16][17][18][19][20][23].

This paper is organized as follows: Section 2 contains the basic concepts used
in this research work, section 3 contains the general architecture of the proposed
method, section 4 presents experimental results and in section 5, the conclusions
of this work are presented.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 107-120]
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2 Basic Concepts

In this section we present a brief overview of the basic concepts used in this re-
search work.

2.1 Modular Neural Networks

Neural networks (NNs) can be used to extract patterns and detect trends that are
too complex to be noticed by either humans or other computer techniques [24].
The modular neural networks (MNNs) are comprised of modules. The idea on
which this kind of learning structure is based on the divide-and-conquer paradigm:
the problem should be divided into smaller sub problems that are solved by ex-
perts (modules) and their partial solutions should be integrated to produce a final
solution [3][13][24]. A module can be a sub-structure or a learning subprocedure
of the whole network [2].

The results of the different applications involving Modular Neural Networks
(MNN ) lead to the general evidence that the use of modular neural networks implies a
significant learning improvement comparatively to a single NN and especially to the
backpropagation NN. Each neural network works independently in its own domain.
Each of the neural networks is build and trained for a specific task [14].

2.2 Multi-Objective Hierarchical Genetic Algorithm

A Genetic algorithm (GA) is an optimization and search technique based on the
principles of genetics and natural selection [10][21][25]. GAs are nondeterministic
methods that employ crossover and mutation operators for deriving offspring.
GAs work by maintaining a constant-sized population of candidate solutions
known as individuals (chromosomes) [7][12][22].

Introduced in [26], a Hierarchical genetic algorithm (HGA) is a type of genetic
algorithm. Its structure is more flexible than the conventional GA. The basic idea
under hierarchical genetic algorithm is that for some complex systems, which can-
not be easily represented, this type of GA can be a better choice. The complicated
chromosomes may provide a good new way to solve the problem [27][28].

Multi-objective optimization (MO) seeks to optimize the components of a vec-
tor-valued cost function. Unlike single objective optimization, the solution to this
problem is not a single point, but a family of points known as the Pareto-optimal
set. Each point in this surface is optimal in the sense that no improvement can be
achieved in one cost vector component that does not lead to degradation in at least
one of the remaining components [9].

There are three general approaches to multi-objective optimization. The first is
to combine the individual objective functions into a single composite function
(Aggregating functions). The second is to use Population-based approaches and
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the third is to use Pareto-based approaches. A Pareto optimal set is a set of solu-
tions that are non dominated with respect to each other. Pareto optimal sets can be
of varied sizes, but the size of the Pareto set increases with the increase in the
number of objectives [1].

In this work the multi-objective genetic algorithm is based on a Micro genetic
algorithm, proposed in [5][6]. Two main characteristics of this kind of genetic al-
gorithm are that it works with a small population and has a re initialization
process.

2.3 Granular Computing

Granular computing is often defined as an umbrella term to cover many theories,
methodologies, techniques, and tools that make use of granules in complex prob-
lem solving. Granular computing is a new term for the problem solving paradigm
and may be viewed more on a philosophical rather than technical level
[29][30][31]1[32].

Granular computing has begun to play important roles in bioinformatics, e-
Business, security, machine learning, data mining, high-performance computing
and wireless mobile computing in terms of efficiency, effectiveness, robustness
and uncertainty [4][34][35].

A granule may be interpreted as one of the numerous small particles forming a
larger unit. The philosophy of thinking in terms of levels of granularity, and its
implementation in more concrete models, would result in disciplined procedures
that help to avoid errors and to save time for solving a wide range of complex
problems. At least three basic properties of granules are needed: internal proper-
ties reflecting the interaction of elements inside a granule, external properties re-
vealing its interaction with other granules and, contextual properties showing the
relative existence of a granule in a particular environment [33].

3 General Architecture of the Proposed Method

The proposed method combines modular neural networks (MNN) and fuzzy logic
as response integrators. In particular, it can be used for pattern recognition. This
proposed method is able to use some data sets, for example to use "N" biometric
measures to identify someone and the data of each biometric measure would be
divided into different numbers of sub modules. The general architecture of the
proposed method is shown in Figure 1. For joining the different responses of each
biometric measure fuzzy integration is used. The proposed method also performs
the optimization of the modular neural networks (as number of layers, goal error,
number of neurons, etc.) and the different parameters of the fuzzy integrator.
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Fig. 1. The general architecture of the proposed method

3.1 General Architecture of the Proposed Method
Jor the Modular Neural Network

The proposed method for MNN consists in changing the number of modules and
the data per module, for example in the case of human recognition, it means that
there will be different number of persons in each sub module. The number of sub
modules can be established by a genetic algorithm, but at this moment the number
is established randomly. The architecture of the proposed method for the modular
neural network is shown in Figure 2.

Module 1

" -[ Module 2
Data “N”

{ Module M

Fig. 2. The architecture of proposed method for the modular neural network




MOHGA for MNN Optimization Using a Granular Approach 111

This method also chooses randomly which images will be used for training, but
first the percentage of images for training is established (at this moment that per-
centage is defined randomly).

3.2 Description of the Multi-Objective Hierarchical Genetic
Algorithm for MNN Optimization

With the purpose of knowing the optimal number of modules and the percentage
of data for training, it is proposed the use of a genetic algorithm that allows the
optimization of these parameters and others as the number of hidden layers, num-
ber of neurons per hidden layer, error goal and learning algorithms per module.

Figure 3 shows the chromosome, which was proposed for optimization of the
neural networks.
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Fig. 3. The chromosome of the multi-objective hierarchical genetic algorithm for the MNN

The way in which the multi-objective hierarchical genetic algorithm works is il-
lustrated in Figure 4 and described in more detail below.

First, a random population is generated. This random population is divided in
two parts: a non-replaceable and replaceable portion. The non-replaceable portion
never changes during the evolution, this helps to provide diversity. The replacea-
ble portion experiences changes after certain condition is satisfied, this condition
is called nominal convergence.

The working population at the beginning is taken (with a certain probability)
from both portions of the main population. During each cycle, the MOHGA uses
conventional genetic operators.

The external memory is initially empty, in each cycle the non-dominated vec-
tors found are saved in that memory, logically a comparison is performed between
the new vectors found and vectors already stored.
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The MOHGA has two kinds of convergence. The first is the usually used (for
example when it has the maximum number of cycle or generations, or when the
value desired of one objective function is obtained). The second is called Nominal
Convergence, in this case is established each 5 generations, here two non domi-
nated vectors are taken of the external memory and these are compared with two
vectors of the Replaceable portion, if the two vectors taken of the replaceable por-
tion are dominated by the others, those vector are replaceable for the two vectors
of the external memory, then the working population is reinitialized.

Random Population

[
\3 v

MNon-Replaceable Replaceable
R4 W
Working Population

| Elitism ‘—# External Memory |

Mew population

No
Nominal Si
Convergence
No

Comparison
(Filter)

Fig. 4. Diagram that illustrates the way in which the multi-objective hierarchical genetic
algorithm works

3.3 Objective Functions

In order to not only get the network that provides us with the lowest error of rec-
ognition another objective function is set, and so not only obtain the best network
with the lowest error of recognition , but also obtain a modular neural network that
uses the lowest percentage of data for the training phase. The objective functions
are defined below:

Min f; = X2, ((Z07 %) /nm) (1)

Min f; = percentage of data 2)
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3.4 Databases

The databases used in this work are described below in more detail.

3.4.1 Ear Database

We used a database of the University of Science and Technology of Beijing [8].
The database consists of 77 people, which contain 4 images per person (one ear),
the image dimensions are 300 x 400 pixels, the format is BMP.

The persons are students and teachers from the department of Information Engi-
neering. Two images with angle variation and one with illumination variation are used.
Figure 5 shows an example of the pre-processing applied to each image in the ear.

Fig. 5. Sample pre-processing done to the images of ear

3.4.2 Voice Database

In the case of voice, the database consists of 10 voice samples (of 77 persons),
WAV format. The persons are students from the Tijuana Institute of Technology.
The word that they said in Spanish was "ACCESAR". To preprocess the voice the
Mel Frequency Cepstral Coefficients were used.

4 Experimental Results

In this section the results obtained in this work are presented. It was decided to use
the database already described above. For the integration of responses the winner
takes all method was used.

4.1 Non Optimized

In this test the images percentage and the images, which would be used for train-
ing, were established randomly. The non optimized results of the modular neural
network are shown below.

4.1.1 Non Optimized Results of Ear

The best 5 results for the ear are shown in Table 1. In this test, it can be noticed
that when the number of data per module is varied the rate of recognition varies.

It can be noticed that in the training # 4, that when the images 2, 3, and 4 are
used a rate of recognition of 100% is obtained.
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Table 1. The best results for the ear (Non Optimized)

Training Images Persons Recognition
for training per module Rate
Module # 1 (1 to 6)
1 (13and4)  Module #2 (7 to 14) ?5370/‘)’
Module # 3 (15 to 77)
Module # 1 (1 to 38)
2 (2 and 4) Module # 2 (39 to 70) (17;('312;72)
Module # 3 (71 to 77)
Module # 1 (1 to 9)
3 (1 and3) Module #2 (10 to 44) (f;f;ll ZZ)
Module # 3 (45 to 77)
Module # 1 (1 to 40) 100%
4 (2,3 and 4) Module # 2 (41 to 50) (77/7;)
Module # 3 (51 to 77)
Module # 1 (1 to 23)
5 (2 and 3) Module # 2 (24 to 47) (19243(1);72)

Module # 3 (48 to 77)

4.1.2 Non Optimized Results of Voice

The best 5 results for the voice are shown in Table 2. In this test, we can notice
that when the number of data per module is varied the rate of recognition varies.
It can be noticed that in the training # 3, that when the voices 1, 3, 5, 7, 8 and 10

are used, a rate of recognition of 96.75% using 8 sub modules is obtained.

Table 2. The best results for voice (Non Optimized)

Training Voices Persons Recognition
for training per module Rate

539 Module # 1 (1 to 22) 278/385

1 (1367 ;nd 9) Module # 2 (23 to 57) 72.20%
B Module # 3 (58 to 77)

48 Module # 1 (1 to 39) 260/385

2 (12,56 ‘;n a7 Module # 2 (40 to 68) 67.53%
o Module # 3 (69 to 77)

35% Module # 1 (1 to 36) 401/462

3 (2.5.8 and 9) Module # 2 (37 to 68) 36.79%

= Module # 3 (69 to 77) 7

46% Module # 1 (1 to 40) 347/385

4 (3.5.6.7 aild 10) Module # 2 (41 to 67) 90.12%
B Module # 3 (68 to 77)

5 59% Module # 1 (1 to 7) 298/308

(1,3,5,7,8 and 10) Module # 2 (8 to 39) 96.75%

Module # 3 (40 to 77)
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4.2 Optimized Results

These tests make use of the multi-objective hierarchical genetic algorithm, this
MOHGA allows the optimization of parameters of the modular neural network,
such as number of sub modules, percentage of data for training, number of hidden
layers, number of neurons per hidden layer, error goal and learning algorithms per
module.

4.2.1 Optimized Results of the Ear

The main parameters used in this evolution are shown in Table 3 and the Pareto
optimal set found for the ear are shown in Figure 6.

Table 3. Main parameters of the MOHGA

Memory Non-Replaceable Replaceable Working Pareto  Duration
Size Memory Memory Memory Optimal
50 25 25 5 7 12:48:08

Objective 2.- Percentage of Data

1 s | i i
01 0.2 0.3 04" 05 0.6 07 0.8
Objective 1.- Error

Fig. 6. Pareto optimal set for the evolution of the ear

The solutions found in the Pareto optimal set are shown in Table 4, and the best
architecture is shown in Table 5.



116 D. Sanchez and P. Melin

Table 4. The best results for the ear (Pareto optimal set)

Solution Num. of % Total rec. Error
Modules Of data

1 5 69% 100% 0
2 6 68% 97.40% 0.0260
3 5 39% 94.80% 0.0519
4 5 25% 75.75% 0.2424
5 9 17% 74.02% 0.2597
6 9 17% 74.02% 0.2597
7 5 10% 59.30% 0.4069

The solutions that have a recognition rate greater than 97% are taken, and of the
resulting set, the solution with lower percentage of data is the best for us.

Table 5. The best result of the ear (Optimized)

Num. % and Num. Hidden lay- Persons Rec.  Error
of  images ers and Num. of per module Rate
Mod. neurons
3(173,135,44) Module # 1 (1 to 6)
69% 2(153,120) Module # 2 (7 to 13) 77177
5 (2,3 4(72,184,96,116)  Module # 3 (14 to 27) 100%
and 4) 2(197,166) Module # 4 (28 to 53)

3(164,22,94) Module # 5(54 to 77)

4.2.2 Optimized Results of the Voice

The main parameters used in this evolution are shown in Table 6 and the Pareto
Optimal set found for the voice are shown in Figure 7.

Table 6. Main parameters of the MOHGA

Memory Non-Replaceable Replaceable Working Pareto  Duration
Size Memory Memory Memory Optimal
50 25 25 5 9 01:51:12
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Fig. 7. Pareto optimal set of the evolution of voice

The solutions found in the Pareto optimal set are shown in Table 7, and the best

architecture is shown in Table 8.

Table 7. The best results for voice (Pareto Optimal)

Solution Num. of %0 Total rec. Error
Modules Of data
1 5 79% 98.05% 0.0195
2 9 49% 97.40% 0.0260
3 9 44% 96.96% 0.0303
4 5 38% 95.88% 0.0411
5 10 19% 89.44% 0.1055
6 10 19% 89.44% 0.1055
7 7 17% 83.76% 0.1623
8 7 7% 74.45% 0.2554
9 4% 73.73% 0.2626

The solutions that have a recognition rate greater than 97% are taken, and of the
resulting set, the solution with lower percentage of data is the best for us.
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Table 8. The best result of the voice (Optimized)

Num. % and | Num. Hidden layers Persons Rec. Error
of voices and Num. of neu- per module Rate
Mod. rons
4(57,144,128,83) Module # 1(1 to 14)
4(156,189,158,193)
5(123.105.169,110 Module # 2(15 to 35)
’ ]0’5) 7777 | Module # 3(36 to 46)
Module # 4(47 t
49% 1(89) odule #4(471030) | 375385
9 (1,3,8,9 3(78,143.62) Module # 5(51 to 53) 97 40% 0.0260
and 10) I, Module # 6(54 to 55) '
2(101,38)
Module # 7(56 to 64)
4(22,60,91,173)
Module # 8(65 to 72)
#81,128,139.118) Module # 9(73 to 77)
4(145,28,187,32)

5 Conclusions

A new method for combining modular neural networks with a granular approach
was proposed. The main goal of this work was providing the modular neural net-
works with the following characteristics: allow changing the number of modules,
data per module, and percentage of data for training, all of that with the goal of
obtaining a better rate of recognition.

A multi-objective hierarchical genetic algorithm was developed for optimiza-
tion of some parameters of this model of modular neural networks, those parame-
ters are the number of modules, percentage of data for training, goal error per
module, number of hidden layers per module and their respective neurons. This
MOHGA is able to obtain the best modular neural network with the lowest error
of recognition and that uses the lowest percentage of data for the training phase.

In this work when the tests with the ear are compared, a significant difference
does not exist, because the database has few images per person, but if we compare
the non optimized versus the optimized test in the case of the voice, we can notice
that with less data a good recognition rate is obtained.

References

1. Abraham, A., Jain, L., Goldberg, R.: Evolutionary Multiobjective Optimization, Soft-
cover reprint of hardcover 1st ed. Springer (2005)

2. Auda, G., Kamel, M.S.: Modular Neural Networks A Survey. Int. J. Neural Syst. 9(2),
129-151 (1999)

3. Azamm, F.: Biologically Inspired Modular Neural Networks. PhD thesis. Virginia Po-
lytechnic Institute and State University, Blacksburg, Virginia (2000)

4. Bargiela, A., Pedrycz, W.: The roots of granular computing. In: IEEE International
Conference on Granular Computing (GrC), pp. 806-809 (2006)



MOHGA for MNN Optimization Using a Granular Approach 119

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Coello Coello, C.A., Lamont, G.B., van Veldhuizen, D.A.: Evolutionary Algorithms
for Solving Multi-Objective Problems, 2nd edn. Springer (2007)

Coello Coello, C.A., Toscano Pulido, G.: A Micro-Genetic Algorithm for Multiobjec-
tive Optimization. In: Zitzler, E., Deb, K., Thiele, L., Coello Coello, C.A., Corne,
D.W. (eds.) EMO 2001. LNCS, vol. 1993, pp. 126-140. Springer, Heidelberg (2001)
Coley, A.: An Introduction to Genetic Algorithms for Scientists and Engineers. Wspc,
Har/Dskt edition (1999)

Database Ear Recognition Laboratory from the University of Science & Technology
Beijing (USTB), http://www.ustb.edu.cn/resb/en/index.htmlasp
(accessed September 21, 2009)

Fonseca, C.M., Fleming, P.J.: Genetic Algorithms for Multiobjective Optimization:
Formulation, Discussion and Generalization. In: ICGA 1993, pp. 416-423 (1993)
Haupt, R., Haupt, S.: Practical Genetic Algorithms, 2nd edn., pp. 42-43. Wiley Inters-
cience (2004)

Hidalgo, D., Castillo, O., Melin, P.: Type-1 and type-2 fuzzy inference systems as in-
tegration methods in modular neural networks for multimodal biometry and its optimi-
zation with genetic algorithms. Inf. Sci. 179(13), 2123-2145 (2009)

Huang, J., Wechsler, H.: Eye Location Using Genetic Algorithm. In: Second Interna-
tional Conference on Audio and Video-Based Biometric Person Authentication, pp.
130-135 (1999)

Khan, A., Bandopadhyaya, T., Sharma, S.: Classification of Stocks Using Self Orga-
nizing Map. International Journal of Soft Computing Applications 4, 19-24 (2009)
Melin, P., Castillo, O.: Hybrid Intelligent Systems for Pattern Recognition Using Soft
Computing: An Evolutionary Approach for Neural Networks and Fuzzy Systems, 1st
edn., pp. 119-122. Springer (2005)

Melin, P., Kacprzyk, J., Pedrycz, W.: Bio-inspired Hybrid Intelligent Systems for Im-
age Analysis and Pattern Recognition. Springer (2009)

Melin, P., Mendoza, O., Castillo, O.: An improved method for edge detection based on
interval type-2 fuzzy logic. Expert Syst. Appl. 37(12), 8527-8535 (2010)

Melin, P., Mendoza, O., Castillo, O.: Face Recognition with an Improved Interval
Type-2 Fuzzy Logic Sugeno Integral and Modular Neural Networks. IEEE Transac-
tions on Systems, Man, and Cybernetics, Part A 41(5), 1001-1012 (2011)

Melin, P., Sanchez, D., Castillo, O.: Genetic optimization of modular neural networks
with fuzzy response integration for human recognition. Information Sciences 197,
1-19 (2012)

Mendoza, O., Melin, P., Castillo, O.: Interval type-2 fuzzy logic and modular neural
networks for face recognition applications. Appl. Soft Comput. 9(4), 1377-1387
(2009)

Mendoza, O., Melin, P., Licea, G.: A hybrid approach for image recognition combin-
ing type-2 fuzzy logic, modular neural networks and the Sugeno integral. Inf.
Sci. 179(13), 2078-2101 (2009)

Mitchell, M.: An Introduction to Genetic Algorithms, 3rd edn. A Bradford Book
(1998)

Nawa, N., Takeshi, F., Hashiyama, T., Uchikawa, Y.: A study on the discovery of re-
levant fuzzy rules using pseudobacterial genetic algorithm. IEEE Transactions on
Industrial Electronics 46(6), 1080-1089 (1999)



120 D. Sanchez and P. Melin

23. Séanchez, D., Melin, P.: Modular Neural Network with Fuzzy Integration and Its Opti-
mization Using Genetic Algorithms for Human Recognition Based on Iris, Ear and
Voice Biometrics. In: Soft Computing for Recognition Based on Biometrics, 1st edn.
SCI, pp. 85-102. Springer (2010)

24. Santos, J.M., Alexandre, L.A., Marques de S4, J.: Modular Neural Network Task De-
composition Via Entropic Clustering. ISDA (1), 62-67 (2006)

25. Segovia, J., Szczepaniak, P.S., Niedzwiedzinski, M.: E-Commerce and Intelligent Me-
thods, 1st edn., p. 181. Physica-Verlag (2002)

26. Tang, K.S., Man, K.F., Kwong, S., Liu, Z.F.: Minimal Fuzzy Memberships and Rule
Using Hierarchical Genetic Algorithms. IEEE Trans. Ind. Electron. 45(1), 162—-169
(1998)

27. Wang, C., Soh, Y.C., Wang, H., Wang, H.: A Hierarchical Genetic Algorithm for Path
Planning in a Static Environment with Obstacles. In: Canadian Conference on Elec-
trical and Computer Engineering, [IEEE CCECE 2002, vol. 3, pp. 1652-1657 (2002)

28. Worapradya, K., Pratishthananda, S.: Fuzzy supervisory PI controller using hierarchic-
al genetic algorithms. In: Sth Asian Control Conference, vol. 3, pp. 1523-1528 (2004)

29. Yao, J.T.: A ten-year review of granular computing. In: Proceedings of the 3rd IEEE
International Conference on Granular Computing (GrC), pp. 734-739 (2007)

30. Yao, J.T.: Information granulation and granular relationships. In: Proceedings of 2005
IEEE Conference on Granular Computing (GrC), pp. 326-329 (2005)

31. Yao, Y.Y.: A Partition Model of Granular Computing. In: Peters, J.F., Skowron, A.,
Grzymata-Busse, J.W., Kostek, B.z., Swiniarski, R.W., Szczuka, M.S. (eds.) Transac-
tions on Rough Sets I. LNCS, vol. 3100, pp. 232-253. Springer, Heidelberg (2004)

32. Yao, Y.Y.: Granular computing: basic issues and possible solutions. In: Proceedings of
the 5th Joint Conferences on Information Sciences, pp. 186—189 (2000)

33. Yao, Y.Y.: On Modeling Data Mining with Granular Computing. In: 25th International
Computer Software and Applications Conference (COMPSAC), pp. 638-649 (2001)

34. Yao, Y.Y.: Perspectives of granular computing. In: IEEE International Conference on
Granular Computing (GrC), pp. 85-90 (2005)

35. Yu, F., Pedrycz, W.: The design of fuzzy information granules: Tradeoffs between
specificity and experimental evidence. Applied Soft Computing 9(1), 264-27 (2009)



An Analysis on the Intrinsic Implementation
of the Principle of Justifiable Granularity
in Clustering Algorithms

Mauricio A. Sanchezl, Oscar Castilloz, and Juan R. Castro'

! Universidad Autonoma de Baja California, Tijuana, Mexico
{mauricio.sanchez, jrcastro}@uabc.edu.mx

? Tijuana Institute of Technology, Tijuana, Mexico
ocastillo@tectijuana.mx

Abstract. The initial process for the granulation of information is the clustering of
data, once the relationships between this data have been found these become
clusters, each cluster represents a coarse granule, whereas each data point
represents a fine granule. All clustering algorithms find these relationships by
different means, yet the notion of the principle of justifiable granularity is not
considered by any of them, since it is a recent idea in the area of Granular
Computing. This paper describes a first approach in the analysis of the
relationship between the size of the clusters found and their intrinsic
implementation of the principle of justifiable granularity. An analysis is done with
two datasets, simplefit and iris, and two clustering algorithms, subtractive and
granular gravitational.

1 Introduction

Granular computing is an area which has been gaining support since its initial con-
ception[1],[2],[3]. Focusing on how information is treated and represented, it de-
scribes how information should efficiently relate to each other, defining the size of
each granule and confining the cardinality of data into a meaningful information
granule[3]. This area has expanded into different interpretations, since it is more of a
theory in general than a defined methodology of treating information, yet they all
share the same objective, to obtain meaningful granules. Information granules can
also be represented in a number of forms, fuzzy logic[4], rough sets[5], etc.

The process of obtaining information granules is first preceded by the action of
finding relations between all data; this process is usually done by a clustering al-
gorithm. Clustering algorithms are defined as algorithms which find relationships
between data, there are multiple methodologies in which such relationships are
found, there are categorized as centroid based[6], density based[7], hierarchical
based[8], among others. Each one of these obtaining similar results, yet at the
same time, finding different results, this is, and there is a difference in perfor-
mance on each type of algorithm. The end result of such algorithms are usually

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 121-134]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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cluster centers as well as areas of influence, in the specifics of centroid based clus-
tering algorithms, they find cluster centers between the universe of data and radial
areas of influence, which can be easily mapped into fuzzy Gaussian membership
functions[9]. This paper focuses on this type of clustering algorithms.

Although clustering algorithms obtain acceptable results in the relationships
found[10], they do so in a manner that does not take into account if they adhere to
the basic theory of granular computing or not, since many algorithms precede the
existence of the area of granular computing. Yet clustering algorithms and granu-
lar computing are intertwined in such a way that you cannot remove one from the
other, because finding relationships in data is essential to obtaining information
granules.

One step in the correct direction of uniting clustering algorithms and granular
computing is the implementation of the principle of justifiable granularity[11]; this
principle is a first attempt to describe, in more detail, how an information granule
is in fact meaningful, and not redundant or too specific. Most, if not all, clustering
algorithms do not take into account if they create meaningful granules or not, they
only concentrate on the end result, and not if the chosen granules are optimized
and/or meaningful.

This paper is organized into multiple chapters which introduce concepts on
clustering algorithms, describe de concept of the principle of justifiable granulari-
ty and finally a discussion is given into how some clustering algorithms intrinsi-
cally implement such principle.

2 Clustering Algorithms

Clustering algorithms have the main objective of finding hidden relationships be-
tween the data inside of a specific information universe. In the following sections
two clustering algorithms will be described, only until how granules are found,
since some continue onto the process of creating a fuzzy system from the clusters
which are found, this is to focus on the discussion and analysis on how the intrin-
sically impellent the principle of justifiable granularity.

2.1 Subtractive Algorithm

This algorithm is density based, which means that its end results are calculated by
analyzing the density of data points inside a given radius, this is done iteratively
point by point until an objective function is within a specified tolerance[12].

The following, describes the main calculations done by this algorithm:

1. A measure of the potential (1) of each data point is first calculated, taking into

account the value of the given radius (2).
n

2
P, = Ze_“”xi_xj” (1)

j=1
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4
a=— 2)

3

2. The highest potential is selected (2) and accordingly reduces the potential on
the rest of the point, calculated with the support of the given radius (4)

2
P,e P — Pl*e—ﬁllxi—xill 3)

4
2

Tp

B= )

3. This is repeated until the finalization condition (5) is met

P; < P} 5)

4. All sigmas, or radial area of influence, are then calculated (6)
r(max (X) — min (X))

NG (6)

Due to the nature of this algorithm, and the need to know the cardinality of each
found cluster in respect to the information universe, as to apply the principle of
justifiable granularity, a manner to find such cardinality (7) was implemented into
the algorithm, this was done by calculating the distances between each found clus-
ter and all data points, and the closest data points to each clusters were added to
their respected cardinality (8), where the distance is calculated with the Euclidean
distance measurement (9).

sigmas; =

card{ci € Xj} @)
X; = data points closer to ¢; 8)
di = Ci —x]'; i! =] (9)

2.2 Granular Gravitational Algorithm

This is a hybrid centroid-density based algorithm, meaning all the calculations are
done based on point density and point distance, this is considering that Newton’s
Law of Universal Gravitation[13] is utilized to carry out the main cluster
calculations[14].
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The following describes the main calculations done by this algorithm:

1. All gravitational forces (10) in the system are calculated

m;m;
Fy =6 (10)
d(xi,xj)

2. The sum force (11) for all data points is then sorted in descending order

i (11)
sumF = Z FJ
n=0

3. All points with strong gravitational force and within a given radius are joined
(12), joining the point with lesser mass to the point with more mass

Xi UX}'; m; Um] (12)

4. This is repeated until a balance in the gravitational forces in the system is
achieved

5. All sigmas are then calculated based on the strongest force exerted by any
found cluster unto the rest of the information universe

3 Principle of Justifiable Granularity

This principle is “concerned with the formation of a meaningful information gra-
nule based on available experimental evidence”[Witold,2011], meaning that find-
ing clusters and assigning sigmas that give acceptable results is no longer relevant,
and the correct size and cardinality of each cluster is.

3.1 Basic Theory

The principle of justifiable granularity is concerned with obtaining the adequate
size of each information granule which was found for that specific information un-
iverse. In this theory, there are two main rules that must be followed:

1. The numeric evidence of a specific information granule must be as high as
possible, this means that the cardinality of information within a granule must
be high

2. The information granule should be as specific as possible, meaning that vague-
ness is reduced, relying only on a very strict cardinality

This completely contradicts itself, as shown in Fig.1, since in one side you must
elevate the cardinality yet on the other side you must reduce it. This is not a prob-
lem in the final implementation, since a balance is found which conforms to both
rules.
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a) b)

Fig. 1. Visual difference between both rules: a) High numerical evidence with low specific-
ity, and b) Low numerical evidence with high specificity

Considering that the size of the granule is to be found, this size is separated into
two segments, segment a and segment b, as shown in Fig 2, in other words, the
left side of the granule and the right side of the granule, since the Median of the
data points, Med(D), may not always be in the center and the data points may not
necessarily be normalized in a symmetric position, the lengths of both a and b will
most of the time not be the same.

Med(D)
Y »0

—a AR

Fig. 2. Granule showing the difference between the lengths of a and b, both starting at the
Median of the data points

The cardinality of each information granule (1) is important, since it is the basis
for finding the lengths required to obtain a meaningful granule.

card{x, € 2} (13)

This cardinality is separated into two distinct sets, which conform to the specific
calculation of the length for both a and b. Whereas the cardinality for calculating b
(14) would only be defined by the data points larger than Med(D).

card{xy € 2,x;, > Med (D)} (14)

Considering the contradicting nature of the two rules of the principle of justifiable
granularity, to obtain the best balance between both, an optimization must be done
to find the best possible solution. This is obtained by maximizing an objective
function (15), with reference to a user criterion o (16) which controls the balance
between both rules. Varying this user criterion affects how specific, or general, a
granule can become.

V(b") = maxysyeacn)[V(b)] (15)

a € [0, ] (16)

This optimization is done with an integration of the probability density function
from Med(D) to all prototypes of b, multiplied by a scaling factor which integrates
the user criterion for specificity (17).
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b

V(b) = e(-alb-Mea®)) f p(x) dx (17)
Med (D)

3.2 The Specificity Criterion

As briefly described in the previous section, this a criterion controls how specific
or general the information granule will become, while still maintaining a balance
between both rules, which, in nature, contradict each other.

As a simple implementation it is easy to start the value at O to represent the
most general possible granule, yet it is somewhat trivial to know the maximum
value a can take as to have a very specific granule.

A form to find an approximate optimum maximum value for the criterion is
best described in Fig. 3, where its behavior is of an inverse natural logarithm plot.
Omar» 18 an approximate value at best, since after a threshold is surpassed, no matter
the increment of value, how it affects the scaling factor of the length of the infor-
mation granule is negligent.

14 T T T T T T T T T

121 7

0.4 7

Information granule generality

0.z 7
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1] 10 20 30 40 50 g0 70 g0 a0 100

alpha

Fig. 3. Behavior of a in respect to the generality of the information granule

The approximate value of a,,, is somewhere in the area where the behavior plot
stops to descend fast and starts to stabilize, as shown in Fig. 4.
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Fig. 4. Interval where the approximate value of a,,,, is found

A heuristic is offered which can find this approximate value of a,,,,, which is
described as the natural logarithm of the cardinality of the chosen side (18) to find
its length divided by the length of the closest point (x;) to Med(D) (19).

d = count(card{c; € 2 > Med(D)}) (18)
_ log(9)
“max = [Med(D) — ] 1

On other terms of application, and considering that choosing an o close to 0 will
scale the information granule to a non specific granule, with a length near 0, the
middle point between [0, @,,4.] Or 0,,4,/2, Will not necessarily impose a length of
exactly half the size, since the behavior, as already shown, is non-linear, and it
will greatly vary from the numerical evidence contained within each specific in-
formation granule.

4 Algorithm Analysis

The analysis which will be shown is of a comparison on the variable level, which is
how the principle of justifiable granularity is applied. Comparing the length of each
sigma in respect to the lengths found by the principle of justifiable granularity,
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considering the user criterion which varies the end results, they will be of different
values, only to demonstrate how they vary with each specific cardinality. Another
consideration in the results is that both lengths a and b should have different values
for their respective a, yet the same value was chosen to demonstrate another differ-
ence in how the lengths are different even if on the same granule, yet diversified de-
pending on the cardinality of the left or right side of the Med(D).

Originally, the value of Med(D) should be calculated depending on the data
contained within each information granule, but since the comparison is done using
existing clustering algorithms, they already obtain cluster centers, which in this
case, represent the value of Med(D), and for the sake of a fair comparison, without
altering the results given by these algorithms, Med(D) will not be calculated and
will be obtained directly from these algorithms, taken from their found centers.

The sigmas which are obtained by these algorithms will be compared to the
calculated lengths by the principle of justifiable granularity.

For a more equal analysis of both algorithms, their results which will be analyzed
will be done using their obtained clusters when they identify 100% the datasets.

4.1 Simplefit Dataset

This dataset is a very simple data fitting benchmark with one input and one output,
this dataset can be seen in Fig. 5.

simplefit dataset

output
on

input

Fig. 5. Visual representation of the simplefit dataset with one input and one output
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Both algorithms which are being analyzed will be compared utilizing a=0 on
both lengths of the granule, a and b. Fig. 6 shows the subtractive algorithm’s sig-
mas, represented by straight lines, against the lengths found by the principle of
justifiable in this case, the granule is none-specific and completely generalized,
yet in comparison with the sigmas from the subtractive algorithm, half reach far
beyond the cardinality of each granule.

Granules (clusters)
[y}

Data points

Fig. 6. Results for subtractive algorithm of the simple fit dataset under, comparing the sig-
mas (lines) found by the algorithm against the lengths suggested by the principle of justifi-
able granularity (shaded area).

The granular gravitational algorithm, shown in Fig. 7, shows a very different
behavior in its sigmas, compared to the subtractive algorithm’s sigmas, since they
adapt much more to the cardinality of each granule, but in comparison with the
lengths given by the principle of justifiable granularity, they are still very genera-
lized and reach beyond the its cardinality in the same way the subtractive algo-
rithm does.
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alpha=10

Granules (clusters)
[y}
+*

Data points

Fig. 7. Results for granular gravitational algorithm of the simple fit dataset under, compar-
ing the sigmas (lines) found by the algorithm against the lengths suggested by the principle
of justifiable granularity (shaded area)

4.2 Iris Dataset

The iris dataset is a benchmark dataset in remarks to clustering and classification,
with four inputs and three classes, and a non-linear solution, this makes for a very
interesting dataset to test.

First to be analyzed, is the comparison for the subtractive algorithm, specifical-
ly for the input variable of the petal length, comparing the sigmas obtained by the
clustering algorithm against the lengths obtained by applying the principle of justi-
fiable granularity with an a=5. As shown in Fig. 8, the calculated sigmas by the
subtractive algorithm still overreach, in most cases, far beyond the cardinality of
each cluster, yet in some cases some data points are not inside that area of
influence. For the lengths found by the principle of justifiable granularity, since
the criterions was chosen as a higher number as to suggest more specificity and
less numerical evidence, they reach far less that the subtractive algorithm’s sig-
mas. This level of adaptation in the length of each granule is not possible in the
subtractive algorithm.
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Fig. 8. Clusters found by the subtractive algorithm for the variable “petal length’, compar-
ing the sigmas found by the algorithm (straight lines), against the lengths found by the
principle of justifiable granularity (shaded areas)
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Fig. 9. Clusters found by the granular gravitational algorithm for the variable “petal length’,
comparing the sigmas found by the algorithm (straight lines), against the lengths found by
the principle of justifiable granularity (shaded areas)
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As for the granular gravitational algorithm’s results, the same variable was
chosen with the same value for the specificity criterion. As shown in Fig. 9, the
sigmas found by the clustering algorithm adapt more to the cardinality, yet this
adaptation is not very noticeable. Comparing with the lengths found by applying
the principle of justifiable granularity, the length of the granules are much smaller,
caused by choosing a specificity criterion which in turn limits the numerical
evidence which supports the information granule.

In the next section, a much more detailed analysis regarding the cardinality,
sigmas and results obtained by applying of the principle of justifiable granularity
will be given.

4.3 Discussion

First of all, comparing both algorithm’s general performance, they obtain exactly
the same number of clusters when they 100% identify these datasets, meaning
their performance is very similar. The main difference in their results is that the
subtractive algorithm’s sigmas are constraint to the same length of each cluster on
the variable level, and the granular gravitational algorithm adapts its sigmas to
global cardinality, meaning that the clusters at the variable level will not always be
optimal.

Discussing now the intrinsic application of the principle of justifiable granulari-
ty in both algorithms, we first analyze the results obtained the simple fit dataset.
Since this comparison was done with a specificity criterion of 0, a full coverage of
the lengths were expected, the subtractive algorithm had mixed results in this case,
since some of its clusters were perfectly represented yet other clusters were very
over-represented, having their length reach far beyond the cardinality; and the
granular gravitational, in this case, did adapt more the cardinality of each cluster,
in some cases ignoring isolated data points inside its own cardinality, yet in other
cases its reach went far beyond its data limits.

Analyzing these results, we can assume that, in general, the subtractive algo-
rithm obtains sigmas that are more specific in nature and the granular gravitational
algorithm obtains sigmas that are less specific. Even with these differences, they
both have very mixed results in the specificity length of their sigmas.

Directing attention to the iris dataset, these results show a different facet of the
justifiability of granules, since the criterion which was chosen is 5, meaning that
its granules are not very specific nor very general, in fact, since a,,,, was not con-
sidered in this case, it is unknown if the value of 5 is the exact balance between
specificity and numerical evidence of each granule, and considering that the cardi-
nality of each granule affects the non-linear behavior of a,,,,, this value was simp-
ly chosen to demonstrate a higher value of specificity as to show how it affects the
length of the granule.

Comparing both results for the variable of the petal length on algorithms in
contrast to the length obtained after applying the principle of justifiable granulari-
ty, we can see that in both cases, the lengths of the sigmas obtained by the algo-
rithms are similar in size, yet the granular gravitational sigmas adapt more to
the cardinality of each cluster. The calculated length with a criterion of 5, in both
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cases, are similar in size for most clusters, and considering that both algorithms
have a similar performance, we can assume that in this case, this similarity in ob-
tained lengths by applying the principle of justifiable granularity is to be expected.

Reducing this discussion to fewer words, both algorithms have a very similar
general performance with these datasets. The subtractive algorithm finds sigmas
of the same length on the variable level and has mixed results with the specificity
of each found cluster, while the granular gravitational algorithm finds sigmas that
adapt more to the cardinality of each granule, but since this is done globally on
each data point, it also has mixed results in respect to the cardinality of each clus-
ter on the variable level, and its sigmas tend to be less specific that the sigmas
found by the subtractive algorithm. And as already stated, both algorithms do not
adapt nor consider how specific a granule should be.

5 Conclusion

5.1 Conclusions

In general, this analysis has given some insight into how, and possibly a why, these
clustering algorithms obtain such acceptable results. Another finding is that they
both obtain sigmas which are normally too generalized in respect to the cardinality
of each information granule, resulting in the question of how would the final evalua-
tion of identifications of the datasets would be affected if the lengths of each infor-
mation granule was reduced according to the principle of justifiable granularity.

Both algorithms have mixed results when it comes to the intrinsic implementa-
tion of the principle of justifiable granulation, yet in general, they both find sigmas
that are less specific that the most generalized possible length which can be found
by applying this principle.

Considering the non-linear behavior of the specificity criterion, and how there
is a fuzzy interval where its optimum value is found, an approximate heuristic has
been proposed which finds such value.

5.2 Future Work

Regarding the principle of justifiable granularity, a global specificity criterion
could make it much easier to implement this theory, since having to choose this
value for two lengths, for every granule, and for every variable, is a non-realistic
implementation.

Having obtained acceptable results with the application of the principle of justifia-
ble granularity, integrating this into current clustering algorithms would greatly aid in
the advancement of the general theory of granular computing, since the granules
would now be meaningful and more specific to the needs of the problem to be solved.

More clustering algorithms can be tested in the same way the subtractive and
granular gravitational algorithms were, as to measure more algorithms and asses
their performance and creation of meaningful information granules.
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Abstract. In this paper, an architecture based on adaptive neuro-fuzzy inference
systems (ANFIS) assembled to recurrent neural networks, applied to the problem
of mental tasks temporal classification, is proposed. The electroencephalographic
signals (EEG) are pre-processed through band-pass filtering in order to separate
the set of energy signals in alpha and beta bands. The energy in each band is
represented by fuzzy sets obtained through an ANFIS system, and the temporal
sequence corresponding to the combination to be detected, associated to the spe-
cific mental task, is entered into a recurrent neural networks. This experiment has
been carried out in the context of brain-computer-interface (BCI) systems devel-
opment. Experimentation using EEG signals corresponding to mental tasks
exercises, obtained from a database available to the international community for
research purposes, is reported. Two recurrent neural networks are used for com-
parison purposes: Elman network and a fully connected recurrent neural network
(FCRNN) trained by RTRL-EKF (real time recurrent learning — extended Kalman
filter). A classification rate of 88.12% in average was obtained through the
FCRNN during the generalization stage.

1 Introduction

Brain Computer Interfaces (BCIs) are systems aiming to establish communication
pathways between the brain and computerized mechanisms in order to perform
some control actions. There are three main stages which can be distinguished in a
BCI system: detection of the neural signals from the brain, an algorithm for decod-
ing these signals, and a methodology for mapping decoded signals into some pre-
defined activities. In recent years, there has been a growing interest in the research
community on signal processing techniques oriented to solve the multiple chal-
lenges involved in BCI applications [1-3]. An important motivation to develop
BCI systems, among some others, would be to allow an individual with motor dis-
abilities to have control over specialized devices such as computers, speech
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synthesizers, assistive appliances or neural prostheses. A dramatic relevance arises
when thinking about patients with severe motor disabilities such as locked-in syn-
drome, which can be caused by amyotrophic lateral sclerosis, high-level spinal
cord injury or brain stem stroke. BCIs would increase an individual’s indepen-
dence, leading to an improved quality of life and reduced social costs. Among the
possible brain monitoring methods for BCI purposes, the EEG constitutes a suita-
ble alternative because of its good time resolution, relative simplicity and nonin-
vasiveness when compared to other methods such as functional magnetic
resonance imaging (fMRI), positron emission tomography (PET), magneto-
encephalography or electrocorticogram systems.

Current research on BCI systems distinguishes seven main categories according
to the neurological mechanisms or processes involved: sensorimotor activity [4,5],
P300 [6,7], visual evoked potentials [8,9], slow cortical potentials [10], activity of
neural cell and response to mental tasks [11,], as well as multiple neuro-
mechanisms, which use a combination of two or more of the previous (see [2] for
a review). Each category constitutes a paradigm which can be used in order to de-
velop a BCI system. Among these, mental task-based BCI systems have captured
the attention of the research community, in part due to their independence of addi-
tional interfaces such as the screen of alphanumeric characters used in VEP, or the
arrows and symbols used in motor imagery experiments, as well as the relative
flexibility of the user to carry out some mental tasks at his/her own will. Several
feature extraction methods for mental task-based BCI design have been reported,
most of them based on parametric, such as autoregressive or adaptive models [12],
non-parametric models based on several schemes of spectral analysis such as
Wavelet transform or Stockwell transform [13,14], or fuzzy sets [15]. In this
sense, it has been shown that information contained in spectral bands o (8-13 Hz),
B (14-20 Hz), y (24-37 Hz), or even in higher frequencies [16], can be used to
detect neural activity directly related to specific mental tasks. Time-frequency
analysis can be carried out using different approaches such as Wavelet analysis
[7,13], filter bank [17], empirical mode decomposition [18] and others. Those ap-
proaches reflect only the estimated power across a range of frequencies. In a num-
ber of reported works, non-linear classifiers such as neural network and support
vector machine algorithms are used [19]. Recently, there has been several studies
oriented to capture temporal behavior through predictive schemes and recurrent
neural networks with good results, which encourage further research in that direc-
tion [20-22]. In this work we present a temporal classification approach on a two-
state mental task experiment applying for comparison purposes two recurrent
neural networks: Elman and Fully Connected Recurrent Neural Network
(FCRNN). The proposed scheme performs the feature extraction based on an
Adaptive Neurofuzzy Inference System (ANFIS), previous to the temporal classi-
fication stage.

The rest of the paper is organized as follows: Section 2 describes theory asso-
ciated to recurrent neural networks. Section 3 describes the proposed methodology
on temporal classification of the mental task experiment. Section 4 describes and
analyzes the obtained results. Section 5 presents some concluding remarks, pers-
pectives, and future direction of this research oriented to the implementation of a
BCI system.
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2 Neural Network Classifiers

Temporal classification refers to the assignation of a class based on features
obtained in different time periods. It is fairly common to use recurrent neural
networks for this and other types of temporal information processing [23]. Fur-
thermore, it is important to point out that some recurrent neural architectures are
able to model chaos [24] and it has been proved that the dynamics in an EEG is
chaotic (for example see [25]). In the results presented here, we used two types of
recurrent neural networks to build a temporal classifier: a Simple Recurrent Net-
work (SRN), also known as “Elman network” [26] and a fully connected recurrent
neural network (FCRNN) similar to the one described by [27]. SRN was trained
using the algorithm “Back Propagation through time” (BPTT) [28] and FCRNN
was trained with the algorithm “Real Time Recurrent Learning — Extended Kal-
man filter” (RTRL-EKF) [29,30]. These architectures and algorithms are briefly
described next.

2.1 Simple Recurrent Network

Time can be represented in several ways in recurrent neural networks. In a SRN,
time is implicitly represented using a context layer. This model was introduced by
Elman [26], which, in spite of being rather simple, is able to memorize previous
states of a sequence. SRN architecture has 4 layers: an input layer, a hidden layer,
an output layer and a context layer. (see Fig. 1). SRN differs from a feed-forward
multi-layer perceptron (MLP) by the fact that SRN can build a representation of
past events. This is achieved because nodes in the context layer memorize the out-
puts of nodes in hidden layer coming from a previous time. This context layer is
able to create a map of some temporal properties of the system. SRN is a special
case of a state-space model of a recurrent neural network. According to [30] the
dynamic of a state-space model can be described by the following equations:

Xn+1 :a(Xn ’un) ’ (1)
y, =Bx,, (2)
where Y, represents the output of the system, W, ={u, ,u, ..U, _ p .1} isavec-

tor of the exogenous inputs in different steps , and X, is the output of a bank of g

unit-time delays, ¢ being the number of nodes in the input layer. a(-,-) is a non-

linear function characterizing the hidden layer and B is the matrix of synaptic
weights characterizing the output layer. The hidden layer is non-linear and output
layer is linear. For the case of a SRN, the output layer may also be non-linear.
SRN may be trained in different ways. We used a gradient descent back propaga-
tion algorithm with adaptive learning rate, provided by the neural network toolbox
of Matlab V6.0. For the results presented in this paper we use a hyperbolic tan-
gent sigmoid transfer function for the nodes in hidden layer (‘tansig’ Matlab func-
tion) and a logarithmic sigmoid transfer function (‘logsig’ Matlab function) for the
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output layers. Function ‘calcgbtt’ was used as gradient function, which calculates
the bias and weight performance gradients using the back-propagation through
time algorithm [28]. For a detailed explanation of BPTT see [30].

2.2 Fully-Connected Recurrent Neural Network

Several of the most useful algorithms for training recurrent neural networks are
based on Kalman Filtering (KF) [27]. The Extended Kalman Filtering (EKF) is
required in nonlinear systems, as in the case of recurrent neural networks, because
a linearization around the current working point requires to be applied before that
standard KF is performed. EKF has been applied with different styles to train re-
current neural networks, for example in [31-33]. It also has been combined with
other algorithms, for example with “back truncated propagation through time”
[32] and with RTRL [29].

Qutput Units

Hidden Units
[ ]

Input Units Context Units

Fig. 1. The Simple Recurrent Network (Elman 1990)

The training algorithm RTRL contains two main steps (see [30,34]): gradient
calculation and weights adjustments. RTRL is used to calculate the derivatives of
the gradients and EKF is used for modifying the weights. According to [30], the
state-space model of the network under training is defined by two models:

1) The system model, described by:

W =W, va, 3
where W is the weight (state) vector and @, is a white Gaussian noise.
2) Measurement model, described by:

d =b(w, v u)+v, 4)
where d is the desirable response o the system, playing the role of the “observa-
ble”, v, represents the recurrent node activities inside the network, U, denotes the
input signal to the network and Vv, is a vector denoting measurement noise cor-

rupting d .
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EKEF allows the estimation of the value of the correction in the state space mod-
el, updating weights as follows:

w =w_+G,a, 5)
o =d —-b(w,_.,v . u), (6)

where Gn is the Kalman gain, calculated using:
G,=P,_B,BP B, +Q,I" )
P=P_-GBP_+Q,, (8)

Bn is the Jacobian of the partial derivatives with respect to the state, that is, the
weights, which is calculated using RTRL algorithm. Q o 18 the covariance ma-
trix of the dynamic noise @, , Pn is the prediction error covariance matrix, and
Q, , is the covariance matrix of the measurement noise Vv, . Calculation of par-

tial derivatives B is defined as:

[n v o |
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where ¢ is the total number of neurons in the networks and m is the total number
of weights. Using RTRL, derivatives in Bn are calculated as [35]:

owy joowy

n & dy;(n
Pilntl) o’(x,(n)) ZW“ o +0,.2,(n) (10)
=1

m

0’ (") is the derivative of the neuron transfer function 0(-); x,(n) = z w;Z,;(n)

j=1

is the input to each neuron, 5l.k is the Kronocker delta. For further details, see [30,
34, 35].

For the experiments showed here we used an implementation of RTRL-EKF

created by [34], which is itself based on the Matlab functions created by [38]. A

very good description of the data structures used in such software is given by [27].

3 Proposed Methodology

A block diagram of the proposed scheme is represented in Fig. 2. The algorithm is
described as follows: preprocessing of the EEG signals obtained from P4 electrode
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includes a blind source separation through Independent Component Analysis
(ICA) in order to remove eye blink and other artifacts. The signal is then filtered
in order to obtain the alpha and beta bands, and the power signal for each band is
computed. The power signal in each band is partitioned into 5 windows with a
50% overlapping as a feature reduction process. The signal is passed through an
ANFIS system in order to obtain a representation in fuzzy sets corresponding to
the evolution in time of the estimated power across both spectral bands alpha and
beta. Temporal sequences corresponding to the combination of energy bands for
each mental task are input into a recurrent neural network, which is trained to de-
liver a classification decision on the corresponding mental task.

EEG filter 1
signal o-band po—
: 2 (8-13 Hz) Power aptive =
ecurrent
- | Spectral [mp| C53UE || Neuro-Fuzzy | Neural — |=»
Pre- - . Extraction Inference L
) filter 2 Density System Network |Decision

processing B-band

(14-20 Hz)

Fig. 2. Block diagram of the proposed architecture for mental tasks classification.

4 Experimental Results

EEG data were obtained previously by Keirn and Aunon [39] and are available on
line for research purposes. Ten trials for each mental task resulted in a total of 20
patterns. Details of the procedure followed to detect the signals can be consulted
in the cited reference. A brief description is as follows: an Electro-Cap elastic
electrode cap was used to record data from positions C3, C4, P3, P4, O1, and O2
defined by the 10-20 system of electrode placement. In the original data set, there
were seven subjects performing five different mental tasks and one subject per-
forming two different mental tasks. Signals were recorded for ten seconds during
the task at a sampling frequency of 250 Hertz, and each task was repeated five
times per session. Subjects attended two sessions recorded on different weeks, re-
sulting in a total of ten trials for each task. The two mental tasks are described as
follows.

In the task described as mental letter composing, the subjects were instructed to
mentally compose a letter to a friend or relative without vocalizing. The second
mental task described as visual counting, was constructed by asking the subjects to
imagine numbers being written sequentially on a blackboard, with the previous
number erased before the next number was written. Experiments were executed
using MATLAB version 7.6 in a personal computer with a 2.0 GHz AMD Turion
processor and 3GB RAM. Figure 3 shows an example of the normalized power
signal corresponding to alpha and beta bands for each mental task. According to
the proposed procedure previously described, feature extraction is performed on
the power signals by a window-averaging with a 50% window overlap. Fig. 4



Mental Tasks Temporal Classification Using an Architecture 141

shows an example of the feature vectors obtained through the described procedure,
corresponding to the referred mental tasks. As Fig. 4 illustrates, the power repre-
sentation of alpha and beta bands presents variations associated to temporal evolu-
tion of power bands following each mental task.

Letter composition

1 T T
LY

(R

Y

Alpha band
---------- Beta band

t[sec]

T

"N
Alpha band
.......... Beta band

Fig. 3. Alpha and beta band power for letter composition and counting task

Since the power in bands shows variations for each subject and trial, we pro-
pose the use of an adaptive system allowing the assignment of membership func-
tions in an automatic way in order to represent the configuration of bands through
fuzzy sets, translating each experiment into a simple sequence that preserve the
temporal evolution of the performed mental task.

Fig. 5 shows an example of the state assignment corresponding to the case of
letter composition task. The feature extraction process is then applied to each trial
in the mental tasks database, obtaining some sequences representing the state tran-
sitions of power band configurations and corresponding to each mental task. The
ANFIS system was trained with the features extracted over all trials, considering
an input representation with eight membership functions.

Fig. 6 shows an example of the results obtained from the ANFIS training for
the two mental tasks. Temporal classification of the obtained feature vectors
representing each mental task was performed using a recurrent neural network. In
this paper we compare the performance of two models: a simple recurrent neural
network or Elman network and a FCRNN. In both cases, the architecture of the re-
current neural networks was: 1 node in the input layer, 10 nodes in the hidden
layer and 1 node in the output layer. The architecture was determined by experi-
mentation, with the best results obtained using the described configuration.
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Counting task

samples

—— Alfa band
]

samples

Fig. 4. Result of feature extraction process for two different mental tasks

Temporal classification results are reported based on a leave-one-out (LOO-
CV) cross-validation. LOO-CYV is typically used in the analysis of small datasets,
where the relatively high variance of the estimator is offset by the stability result-
ing from the greater size of the training partition than is possible using conven-
tional k-fold cross-validation [40]. Ten trials for each mental task result in a total
of 20 patterns. The dataset was partitioned in 5 folds with 4 trials each one. LOO-
CV was performed using four folds for training and the remaining one for testing.
Table 1 summarizes the temporal classification results obtained in average from
both, training and testing cases, with the two recurrent neural networks previously

described.

Letter composition task
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samples

Fig. 5. State assignment for letter composition task
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Representative state

Samples

Fig. 6. Result of ANFIS training

Table 1. Results on temporal classification; training and testing

RNN Training 500 epochs Testing
Execution
MSE Classification time MSE Classification
Elman | 0.0328 91.75% 3°49” 0.0401 90.16%
FCRNN| 0.0121 94.61% 1712”7 0.0528 88.12%.

5 Conclusions

In this work, an architecture based on adaptive neuro-fuzzy inference systems
(ANFIS) assembled to recurrent neural networks, applied to the problem of mental
tasks temporal classification, has been proposed. Information on power signal ob-
tained from Alpha and Beta bands constituted a good descriptor with an adequate
separability, providing a good balance between complexity and classification rate.
The feature vectors representing each mental task following a fuzzy-set paradigm,
provided a good description about the temporal evolution of the power signal. A
classification rate in training of 94.61 % in average was obtained through the
FCRNN, with an 88.12 % of classification using leave-on-out cross validation in
the testing stage. A comparison with the Elman Network indicates a better per-
formance of the FCRNN during the training stage, with a slightly better perfor-
mance of the Elman network on generalization. In both cases, an architecture of
the neural network with 10 nodes in the hidden layer provided the better results.
Further experimentation oriented to the construction of a database for BCI appli-
cations is currently in progress.
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Abstract. In this paper a new method to calculate a quality index for edge detec-
tion of an image is proposed. The new method can be applied to synthetic or real
images, and consists on an interval type-2 fuzzy system (IT2FS). The inputs for
the IT2FS correspond to a combination of parameters representing the most in-
fluential characteristics of an edge image according on literature and our previous
experience. This new index can be calculated for any edge detected image, includ-
ing the traditional and fuzzy methods.

1 Introduction

The edge detection is very important in the pre-processing of an image [9][6], al-
ready have direct impact on the final result of the processing of the same; these
methods are used in the areas of analysis and applications in the real world, as
well as in the investigation of the vision of computer [9].

At the present, exist different metric to evaluate the edges of the image, among
these are the figure of Merit (FOM) de Pratt [1], index of similarity Jaccard also
called the Coefficient of Tanimoto and the coefficient of Dice, the last two are
seeking the similarity between two image [22].

This paper show the design and experiment of a method that use interval type 2
fuzzy logic [6][7][1], for evaluate the edge of the image [8]. The edges detector to
be used Gradient Morphological (GM), Sobel, Prewitts, Roberts, as well as the
fuzzy versions. Have as input variables the most influential parameters of the
edges of an image [6], according to literature review. These parameters are used
by other metrics so separated, and the use in this method together [7].

2 Measure Index

The indices used to evaluate the edges detected an image are figure of Merit
(FOM) Pratt [1], Jaccard index and coefficient of Dice, which are explained be-
low. The first index is FOM, this is one of the most frequently used, calculate
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distance perform between the two images [1], the edge of detected (Id) with the
edge of reference (or) or ground truth, comparing [6] [8] the position pixel by pix-
el searching for the similarities of the gap and after the sum found the same. As
shown in the equation (1).

Ng

1 1
FOM = Z
maxi{N;, N,) 2 4 14 d? (D
i=

The second and the third index are the Jaccard and the coefficient of Dice, these
are the figure of sets, represented for two circles, as shown in Fig. 1, that show
the intersection of two sets, the set of results, that main, the edge detected and the
set true which represent the reference edge or ground truth. The Jacard index is
also called Tanimoto coefficient which expresse the division index of true
positives (TP) by the sum of false positives (FP), true positives (TP) and false
negatives (FN), this shown in equation 2 [22].

o TP
"™ ZEpP+ TP+ FN )

d—Z( TP )

ME=2\FP +TP) + (TP + FN) 3)

The last index is the coefficient of Dice, like the above is obtained based on the
two sets shown in Fig. 1, using the following calculation: the division of true
positives (TP) by the sum of false positives (FP) plus the true positive (TP) and
true positives (TP) plus false negatives (FN), all multiplied by two, this is shown
in equation 3. It is noteworthy that if the result is O there is no overlap, i.e. the
images have no similarity [14], and if the calculated value is 1 indicating that they
have a perfect overlap [22].

True
Megative

(TN}

Fig. 1. Measuring Set
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Most influential parameters, according to the revised literature, are shown in
Table 1, these are the input variables to the fuzzy system [7][1], which will serve
to calculate the index to evaluate the detection of edges in an image. These
variables represent the sum used by the Pratt index, which uses the Euclidean
distance to make a comparison [5][8] between the reference image and the image
of detected edges, the other parameter is the Jaccard and Dice PCD this variable
represents the pixels of correctly detected edges and the last parameter is PFA
which means the pixels false alarms, it means that the pixels that are marked as
edges and are not.

The methodology followed to perform the index calculation is described below,
is shown in Fig. 2, first compute the edges of the original image, after the two
images are taken, the edge detected and the reference image (ground truth) [4] and
calculated their respective thresholds, these values are appropriate to the size of
the images. The next step is to convert to binary images so that we can make the
counts and to determine where the edges, and later extract the characteristics
thereof. These are placed in the input variables to the fuzzy system for the output
variable, i.e. the proposed index. Once the index value is calculated, rates of Pratt,
Jaccard and Dice for comparisons of the calculated values.

Table 1. Parameters of the indixes

Parameters
Indexes S(‘;Trfgfg‘t’)“ PCD  PFA
FOM X
Jaccard X X
Dice X X
Index proposed X X X

Described below are the characteristics of intervals type 2 fuzzy system to
evaluate the detection of edges in an image [14][8]. To construct it, use a graphical
tool specially made to work with these systems [2]. Fig. 3 shows the input
variables, as already described above, these are Sumdist, PCD and PFA, each of
the variables contains 4 membership functions which are of Gaussian type, these
linguistic values are as LOW, MEDIUM , HIGH and VERYHIGH.

Fig. 4 show the output variable, the proposed index [5], which has 4
membership functions with the same linguistic values mentioned above. These
variables are matched to the size of the image that is being evaluated and are
normalized between 0 and 1.
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Fig. 2. Model for evaluating the edge detection
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Fig. 4. Output variable and their membership function

The next step is to find the fuzzy rules to be used for the fuzzy system, which is
shown in Fig. 5, which calculated the proposed index. Was performed
combinatorial each of the variables and their respective linguistic values, and 64
were obtained as a result of these rules is show in Fig. 6, then with the aid of
arrangements, which are displayed images to fig. 7, values of 0 and 255,
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respectively edge and no edge, specially made to refine the rules and using the
interpretability, we reduce them to 34. In Fig. 7 contained in a) show only edges in
the image, in b) represent the edges in the top half and so on in other
images. Performing a combination of these images was able to obtain the fuzzy
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LOW) and (BCD is MEDIWM) and (PFA is HIGH) then (INDEX is LOW) (1
VEDITM) and (PCD is MEDIOM) and (PFA is HIGH) then (INDEX is MEDITM) (1
HIGH) and (PCD is MEDIUM) and (PFA is HIGH) chen (INDEX is MEDIOM) (1
VERYHIGH) and (PCD is MEDIUM) and (PFA is HIGH) then (INDEX is LOW) (1
LOW) and (PCD is HIGH) and (PFA is HIGH) then (INDEX is LOW) (1
VEDITM) and (PCD is HIGH) and (EFL is HIGH) then [INDEX is VEDITM) (1
HIGH) and (PCD is HIGH) and (PFR is HIGH) then (INDEX is MEDITM) (1
VERYHIGH) and (PCD is HIGH) and (PFA is HIGH) then (INDEX is LOW) (1
LOW) and (BCD is VERYHIGH) and (PFR is HIGH) then (INDEX is MEDIDM) (1
MEDITM) and (ECD is VERYRIGH) and (PFA is HIGH) then [INDEX is MEDITM) (1
HIGH) and (PCD is VERYVAIGH) and (PFR is HIGH) then (INDEX is MEDITM) (1
ERYHIGH) and (ECD is VERYIGH) and (PFA is HIGH) then (INDEX is MEDION) (1
LOW) and (ECD is MEDIOM) and (PFA is MEDIUM) then (INDEX is LOW) (1
MEDITM) and (FCD is MEDITH) and (PFA is MEDIUM) then [INDEX is MEDITH) (1
HIGH) and (PCD is MEDIUM) and (PFA is MEDIUM) then (INDEX is HIGH) (1
VERYHIGH) and (PCD is MEDIOM) and (PFA is MEDIOM) then (INDEX is MEDIUM) (1
LOW) and (BCD is HIGH) and (PFA is MEDIMM) then (INDEX is MEDTUM) (1
MEDITM) and (FCD is HIGE) and (PFA is MEDIUM) then (INDEX is MEDIOM) (1
HIGH) and (BCD is HIGH) and (PFR is MEDIDM) then (INDEX is HIGH) (1
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HIGH) and (PCD is MEDIUM) and (PFA is LOW) then (INDEX is MEDIUM) (1
VERYHIGH) and (PCD is MEDIOM) and (PFA is LOW) then (INDEX is MEDITM) (1
LOW) and (BCD is HIGH) and (PFA is LOW) then (INDEX is MEDITM) (1
LOW) and (ECD is HIGH) and (PFA is LOW) then (INDEX is MEDIMM) (1
MEDIMM) and (ECD is HIGH) and (PFR is LOW) then (INDEX is HIGH) (1
HIGH) and (PCD is HIGH) and (EFR is LOW) then (INDEX is HIGH) (1
VERYRIGH) and (PCD is HIGH) and (PFR is LOW) then (INDEX is HIGE) (1
RYHIGH) then (INDEX is LOW) (1
W) then (INDEX is LOW) (1
RYHIGH) and (PFL is LOW) then (INDEX is VERYHIGH) (1
RYAIGH) and (PFR is MEDIUM) then (INDEX is VERYHIGH) (L
RYHIGH) then (INDEX is LOW) (1

Fig. 6. Fuzzy Rules
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3 Reference Image (Ground Truth)

There are different methods to determine the reference image or ground truth [4],
i.e. the edges of an image, one of them is called Automatic generation of ground
truth consensus. This methodology uses a comparison [6][8] of edge detection
techniques, using reference images obtained in various ways, the first is the
artificial ground truth, which easily can be obtained synthetically [7], the second is
to obtain the ground truth manually, this is tedious and heavy [4]. The latest

i §

Fig. 8. Images for first experiment of Automatic generation of consensus ground truth

30-bars-circles 0-bars-90-bars 30-bars
= u 1] G —

30-ars—c1rcest 0 bars-90-bars-gt 30-bas-gt

Fig. 9. Images for second experiment of Automatic generation of consensus ground truth
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methodology is to get the ground truth through a comparison of 10 edge detection
technique and the reference image is obtained by the methods of Minimean and
Minimax [4]. To obtain a comparison of different sources for obtaining ground
truth, we will conduct the following experiments, the first being a comparison
between real images and ground truth consensus, Fig. 8, the second will be
artificial image with ground truth artificial (synthetic) Fig. 9 and the third and last
will be with real images and manual ground truth fig. 10.

wall Saturn Road ) blocks

Wall edge Saturn edge ‘ Road edge Blocks edge

Fig. 10. Images for third experiment of Automatic generation of consensus ground truth

4 Experiments

The first experiment that was working with the arrangements show in Fig. 7, these
were used to determine the fuzzy rules, which are show in Fig. 6, each of the
images have 100 rows by 100 columns and the elements that comprise it are O and
255 means no edge means to ensure the number of edges that had the image for
example we have HR in item a) of Fig. 7 which contains half of its elements O and
the other half 255, i.e., Q in b) we have elements with value 0 only a quarter of all
elements and so on, with other images.

The following experiments were performed from the methodology proposed by
Automatic generation of consensus ground truth [4], the first was that of the
images shown in Fig. 8, and these are real images and ground truth consensus.
What was done was to use the reference image obtained the consensus and
measures the results with the index proposed by this paper comparing [6][8] rates
Jaccar, Dice and Pratt. To make comparisons of results obtained with different
edges detector such as Sobel, Prewitts, Roberts, Morphological Gradient as well as
fuzzy variants. In the second experiment were used images that shown in Fig. 9,
these are synthetic images [7] as well as their edges. In the third experiment were
used real images, shown in Fig. 10 with ground truth images manually made.
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5 Results

The result of the arrangements show in Table 2, which were obtained from the
images shown in Fig 7, we remember that these arrangements were made to help
define the fuzzy rules to be used in intervals type 2 fuzzy system. The first column
show II, this refer to the actual image, and the ID come to mean the reference
image, in some cases the results are very different, for example in the comparison
of LH and RH, the index shown in the third column with a FOU = 0 is 0.03 while
the rate of FOM in the last column is 0.5435, meaning that it evaluates FOM
almost 50% more than metFis, as this index is the false alarms parameter and
FOM take not in their calculations. So we could say that this new index evaluated
in a more objective image. In Table 3, show the results obtained with the first
ground truth experiment consensus [4], which have real image shown in Fig. 8§,

and their respective ground truth consensus.

Table 2. Result of measurements obtained with arrays

FOU FOU FOU FOU
0 0.2 0.4 0.6
I D metFis metFis metFis metFis mj mc FOM
HL Q 0.4262 0.4143 0.4087 0.4092 0.5000 0.6667 0.5000
Q HL  0.3702 0.3751 0.4035 0.4463 0.5000 0.6667 0.7717
HL HU 03702 0.3751 0.4035 0.4463 0.3333 0.5000 0.7717
HU HL 03702 0.3751 0.4035 0.4463 0.3333 0.5000 0.7717
HR TQ 0.3506 0.3506 0.3495 0.3487 0.6667 0.8000 0.8478
TQ HR  0.6544 0.6532 0.6500 0.6373 0.6667 0.8000 0.6667
HL HL  0.9630 0.9615 0.9564 0.9461 1.0000 1.0000 1.0000
HL HR  0.0366 0.0377 0.0418 0.0495 0.0000 0.0000 0.5434
HR HL  0.0366 0.0377 0.0418 0.0495 0.0000 0.0000 0.5434
Table 3. Results of the measurements made in lenna
FOU FOU FOU FOU
0 0.2 0.4 0.6

ED metFis metFis metFis metFis mj mc FOM

sobel 0.3183 0.3196 0.3225 0.3501 0.1429 0.2501 0.3839

prewitt 0.3304  0.332 0.3407 0.3687 0.1463 0.2553 0.3962

gm 0.4619  0.4642 0.4706 0.4779 0.185 0.3122 0.4889

roberts 0.346 0.3476 0.3621 0.3812 0.1568 0.271 0.4035

fuzzysobel 0.386 0.3912 0.4071 0.4252 0.1597 0.2755 0.4541

fuzzyprewitt ~ 0.395 0.4017 0.4174 0.4322 0.1614 0.2779 0.4612

fuzzygm 0.4334  0.4425 0.4591 0.4823 0.2038 0.3386 0.5829

fuzzyroberts 0.3756  0.3794 0.3959 0.4203 0.1671 0.2864 0.4391
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Table 4. Results of the measurements made in the 0-bars and 90-bars image

FOU FOU FOU FOU
0 0.2 0.4 0.6
ED metFis metFis metFis metFis mj mc FOM
sobel 0.3093 0.3139 0.3322 0.3712 0.1446 0.2526 0.4059
prewitt 0.3112 0.3166 0.3353 0.3743 0.1446 0.2526 0.4083
gm 0.3881 0.3923 0.4012 0.4110 0.1383 0.2430 0.4717
roberts 0.3836 0.3881 0.3981 0.4091 0.1385 0.2432 0.4693
fuzzysobel 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719
fuzzyprewitt 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719
fuzzygm 0.3884 0.3925 0.4014 0.4112 0.1383 0.243 0.4719
fuzzyroberts 0.3893 0.3934 0.4021 0.4116 0.1386 0.2434 0.4722
Table 5. Results of the measurements made in the 30-bars-ellipses image
FOU FOU FOU FOU
0 0.2 0.4 0.6
ED metFis metFis metFis metFis mj mc FOM
sobel 0.6171 0.6087 0.577 0.5236 0.1657 0.2842 0.5826
prewitt 0.6151 0.6064 0.5755 0.5241 0.1669 0.286 0.5766
gm 0.6152 0.6065 0.5757 0.5244 0.167 0.2862 0.5766
roberts 0.6191 0.6109 0.5788 0.5235 0.1631 0.2805 0.5963
fuzzysobel 0.6191 0.6110 0.5798 0.5265 0.1621 0.2790 0.6241
fuzzyprewitt 0.6127 0.6009 0.5645 0.5135 0.1608 0.2771 0.638
fuzzygm 0.3537 0.3543 0.3515 0.3679 0.1473 0.2567 0.7693
fuzzyroberts 0.6193 0.6113 0.4126 0.5241 0.1633 0.2808 0.5969
Table 6. Results of the measurements made in the 30-bars image
FOU FOU FOU FOU
0 0.2 0.4 0.6
ED metFis metFis metFis metFis mj mc FOM
sobel 0.0498 0.054 0.0669 0.1069 0.0598 0.1103 0.1549
prewitt 0.0498 0.054 0.0669 0.1069 0.0584 0.1103 0.1549
gm 0.0498 0.054 0.0669 0.1069 0.0598 0.1112 0.1463
roberts 0.0498 0.054 0.0669 0.1069 0.0571 0.108 0.1745
fuzzysobel 0.0498 0.0540 0.067 0.107 0.0557 0.1056 0.1987
fuzzyprewitt 0.0499 0.054 0.0671 0.1073 0.0541 0.1027 0.2272
fuzzygm 0.5336 0.5235 0.4984 0.4697 0.1498 0.2606 0.5218
fuzzyroberts 0.0498 0.0571 0.0571 0.1069 0.0571 0.108 0.1745

The second experiment work with images created synthetically and their
respective reference image is also obtained ground truth synthetic [7], shows in
fig. 9. From these results we can see that very similar and we can still say that the
index proposed evaluation makes a more objective to the image, this sow in table

4,5, and 6.
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Table 7. Results of the measurements made in image Blocks, Road, Saturn and Wall.

SOBEL EDGE

FOU FOU FOU FOU

(1] 0.2 0.4 0.6
1 1} metFis mj mc FOM
blocks.png blocks-manual- 0.445  0.4455 0.4444  0.4883 0.3176 0.4821 0.9193
road.png road-manual-gt.ong 0.380  0.459 0.4974  0.4999 0.2915 0.4514  0.8205
saturn.png saturn-manual- 0.177 0.1773 0.2164 0.2221 0.3832 0.5541 0.9290
wall.ong wall-manual-gt.ong 0.064  0.0652 0.073  0.0947 0.1296 0.2294  0.4985

SOBEL EDGE - FUZZY - FOU =0
blocks.png blocks-manual- 0.167  0.1677 0.1678  0.1678 0.3189 0.4835 0.8513
road.png road-manual-gt.ong 0.129  0.1287 0.2564 0.4081 0.7408
saturn.png saturn-manual- 0.167 0.3533 0.5220 0.9077
wall.ong wall-manual-gt.ong 0.062 0.1171 0.2096  0.4664

PREWITT EDGE
blocks.png blocks-manual- 0.445 0.426  0.4382  0.4643 0.3139 0.4778 0.920
road.png road-manual-gt.ong 0.500 0.491  0.4991  0.4999 0.2973 0.4583 0.836
saturn.png saturn-manual- 0.170 0.170 0.203 0.2212 0.3654 0.5352 0.925
wall.png wall-manual-gt.png 0.065 0.065 0.0737  0.0953 0.1308 0.2313 0.505
PREWITT EDGE - FUZZY - FOU =0
blocks.png blocks-manual- 0.167 0.167 0.1678  0.1678 0.3189  0.4835 0.851
road.png road-manual-gt.ong 0.128 0.127 0.1573 0.166 0.2564  0.4058 0.734
saturn.png saturn-manual- 0.168 0.168 0.1814 0.2194 0.3572 0.5263 0.913
wall.ong wall-manual-gt.ong 0.062 0.062 0.0649  0.0861 0.1142  0.2049 0.462
GM EDGE
blocks.png blocks-manual- 0.449 0.450 0.4578 0.4984  0.2906 0.4504 0.896
road.png road-manual-gt.png 0.113 0.113  0.1139 0.148  0.2193 0.3597 0.653
saturn.png saturn-manual- 0.203 0.210 0.2219 0.3692 0.4424 0.5940 0.928
wall.png wall-manual-gt.png 0.063 0.063  0.0673 0.089  0.1217 0.2171 0.469
ROBERTS EDGE

blocks.png blocks-manual- 0.262 0.326 0.4056 0.4  0.2885 0.4478 0.898
road.png road-manual-gt.ong 0.112 0.113 0.1134 0.1 0.2084  0.3450 0.639
saturn.png saturn-manual- 0.226 0.2303 0.4032 0.4 0.4080 0.5795 0.933
wall.ong wall-manual-gt.ong 0.061 0.0621 0.064 0.0 0.1067 _ 0.1929 0.448

The latest results are show in Table 7, here we compare [6][8] the values of real
images with ground truth were obtained manually. The edge detectors [8] we use
are Sobel, Prewitt, GM and Roberts, like fuzzy variants [14]. The result of
processing of these images was more significant because here reflect the most
relevant results, and make evaluation more objective, i.e. all image in the values
were lower than the giver by FOM, where it is clear that the parameters are used
to evaluate metFis most influential in the evaluation of the edges.

6 Conclusions

We can evaluate edge detection with a fuzzy method [5][7][17][8]. This is the first
time that a fuzzy method [9][14] for evaluating edge detection in an image has
been proposed. We can include parameters that other metrics use separately. This
index is more objective to evaluate image edge detection [5].
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Abstract. In this paper a genetic algorithm is used to optimize the three neural
networks forming an ensemble. Genetic algorithms are also used to optimize the
two type-2 fuzzy systems that work in the backpropagation learning method with
type-2 fuzzy weight adjustment. The mathematical analysis of the proposed learn-
ing method architecture and the adaptation of type-2 fuzzy weights are presented.
The proposed method is based on recent methods that handle weight adaptation
and especially fuzzy weights. In this work an ensemble neural network of three
neural networks and average integration to obtain the final result is presented. The
proposed approach is applied to a case of time series prediction.

1 Introduction

This paper is focused on the optimization of a neural network ensemble with type-
2 fuzzy weights. The optimization is performed in the number of neurons in the
hidden layer and in the type-2 fuzzy inference systems used in the hidden and out-
put layer to obtain the type-2 fuzzy weights of each neural network.

The proposed approach is applied to time series prediction for the Mackey-
Glass series. The objective is obtaining the minimum prediction error for the data
of the time series.

A supervised neural network was used, because this type of network is the most
commonly used in the area of time series prediction.

This neural network is based on supervised learning, where the network oper-
ates by having both the correct input and output, and the network adjusts its
weights to try in minimize the error of the calculated output.

The research is based on working with the weights of a neural network in a dif-
ferent way to the traditional approach, which is important because this affect the
performance of the learning process of the neural network.

This conclusion is based on the practice of neural networks of this type, where
some research works have shown that the training of neural networks for the same
problem initialized with different weights or its adjustment in a different way, but
at the end is possible to reach a similar result.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 159-71]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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The next section presents a background about modifications of the backpropa-
gation algorithm and different management strategies of weights in neural net-
works, and basic concepts of neural networks. Section 3 explains the proposed
method and the problem description. Section 4 describes the optimization of the
ensemble neural network with type-2 fuzzy weights proposed in this paper. Sec-
tion 5 presents the simulation results for the proposed method. Finally, in section
6, some conclusions are presented.

2 Background and Basic Concepts

In this section a brief review of basic concepts is presented.

2.1 Neural Network

An artificial neural network (ANN) is a distributed computing scheme based on
the structure of the nervous system of humans. The architecture of a neural net-
work is formed by connecting multiple elementary processors, this being an adap-
tive system that has an algorithm to adjust their weights (free parameters) to
achieve the performance requirements of the problem based on representative
samples [8][22].

The most important property of artificial neural networks is their ability to learn
from a training set of patterns, i.e. they are able to find a model that fits the data
[31][9].

The artificial neuron consists of several parts (see Figure. 1). On one side are
the inputs, weights, the summation, and finally the transfer function. The input
values are multiplied by the weights and added: ¥ x;w;;. This function is com-
pleted with the addition of a threshold amount i. This threshold has the same effect
as an input with value -1. It serves so that the sum can be shifted left or right of the
origin. After addition, the function f is applied to the sum, resulting on the final
value of the output, also called y; [28], obtaining the following equation:

n
Yi = (inwij) (1)

i=1

Where f may be a nonlinear function with binary output + -1, a linear function f
(z) = z, or as sigmoidal logistic function:

1
1+e~ %’

f2) =

2)
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Fig. 1. Schematics of an artificial neuron

2.2 Overview of Related Works

The backpropagation algorithm and its variations are the most useful basic train-
ing methods in the area of neural networks. However, these algorithms are usually
too slow for practical applications.

When applying the basic backpropagation algorithm to practical problems, the
training time can be very high. In the literature several methods have been pro-
posed to accelerate the convergence of the algorithm [2] [13] [24] [36].

There exists many works about adjustment or managing of weights but only the
most important and relevant for this research will be considered here [4] [10] [27]
[35]:

Momentum method.- Rumelhart, Hinton and Williams suggested adding in the
increased weights expression a momentum term f, to filter the oscillations that can
be formed a higher learning rate that lead to great change in the weights [28] [14].
Adaptive learning rate.- focuses on improving the performance of the algorithm by
allowing the learning rate changes during the training process (increase or
decrease) [14].

Conjugate Gradient algorithm.- A search of weight adjustment along conjugate di-
rections. Versions of conjugate gradient algorithm differ in the way in which a
constant Bk is calculated. Some examples of this case are

Fletcher-Reeves update [12].
Polak-Ribiere updated [12].
Powell-Beale Restart [3] [29].
Scaled Conjugate Gradient [25].

Kamarthi and Pittner [20], focused in obtaining a weight prediction of the network
at a future epoch using extrapolation.

Ishibuchi et al. [17], proposed a fuzzy network where the weights are given as
trapezoidal fuzzy numbers, denoted as four trapezoidal fuzzy numbers for the four
parameters of trapezoidal membership functions.
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Ishibuchi et al. [18], proposed a fuzzy neural network architecture with symme-
trical fuzzy triangular numbers for the fuzzy weights and biases, denoted by the
lower, middle and upper limit of the fuzzy triangular numbers.

Feuring [11], based on the work by Ishibuchi, where triangular fuzzy weights
are used, developed a learning algorithm in which the backpropagation algorithm
is used to compute the new lower and upper limits of weights. The modal value of
the new fuzzy weight is calculated as the average of the new computed limits.

Castro et al. [6], use interval type-2 fuzzy neurons for the antecedents and in-
terval of type-1 fuzzy neurons for the consequents of the rules. This approach
handles the weights as numerical values to determine the inputs of the fuzzy neu-
rons, as the scalar product of the weights for the input vector.

Recent works on type-2 fuzzy logic have been developed in time series predic-
tion, like that of Castro et al. [7], and other researchers [21][1].

Recent research on genetic algorithm optimization have been developed in
neural networks and fuzzy logic, like that of Sanchez et al. [32], and other re-
searchers [30][34].

3 Proposed Method and Problem Description

The focus of this work is to generalize the backpropagation algorithm using type-2
fuzzy sets to allow the neural network to handle data with uncertainty. At the same
time, it will be necessary to optimize type-2 fuzzy sets for the corresponding ap-
plications and this will require a method to automatically vary the footprint of un-
certainty (FOU) of the membership functions.

The initial weight selection will be done differently to the traditional random
initialization of weights performed with the backpropagation algorithm (Fig. 2);
the proposed method will work with type-2 fuzzy weights, taking into account the
possible change in the way the neuron works internally and the adaptation of the
weights given in this way (Fig. 3) [26].

XE ________W_E___._,

W, Outputs
. Neurons

X] Weights
Inputs

Fig. 2. Scheme of current management of numerical weights (type-0) for the inputs of each
neuron
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Optimization of Type 2 Fuzzy Weights with

Geneﬁtl:Algothms
'[ Type 2 Fuzzy I Internal Operation for
Weights Type 2 Fuzzy Weights
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X4 W
X, W2 . WZ
Wl Output
. Neurons
B I
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Inputs

Adaptation of Type-2 II-'uzzy Weights based
on the Backpropagation Algorithm

Fig. 3. Schematic of the proposed management of type-2 fuzzy weights for the inputs of
each neuron

A modification of the current methods of adjusting weights that allow conver-
gence to the correct weights for the problem was considered. A method for adjust-
ing weights to achieve the desired result, searching for the optimal way to work
with type-2 fuzzy weights was proposed [19].

A genetic algorithm for obtaining the optimal type-2 fuzzy weights of the neur-
al network is used; because in the literature it can be found that it has been very
difficult and exhaustive to manually find optimal values for a problem [16].

To define the activation function f (-) to use, the linear and sigmoidal functions
were tested, because these functions have been used in similar approaches.

4 Optimization of Ensemble Neural Network Architecture with
Type-2 Fuzzy Weights

The proposed ensemble neural network architecture with type-2 fuzzy weights
(see Fig. 4) is described as follows:
Layer 0: Inputs.

X = [xl!xZI”.l'xn] (2’)
Layer 1: Interval type-2 fuzzy weights for the hidden layer of each neural network.

W= [w,w] 3.
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Where [w, W] are the weights of the consequents of each rule of the type-2 fuzzy
system with inputs (current fuzzy weight, change of weight) and output (new
fuzzy weight).

Layer 2: Hidden neuron with interval type-2 fuzzy weights.

n

Net = Z x; W,
i=1
.
Layer 3: Output neuron with interval type-2 fuzzy weights.
n
Out = Z yiw,
i=1
4.

Layer 4: Obtain a single output of each one of the three neural networks.

Layer 5: Obtain a final output with the average integration.

Wh1  Wpr

Average
Integration

1 Value

Data
Mackey-Glass

i o i
NaAAhallnh/
NANAALAN

1 Value

‘
AR R

@
\ S e )
Layer 1 Layer2 Layer 4 Layer 5

Layer 0 Layer 3

Fig. 4. Ensemble neural network architecture with type-2 fuzzy weights

The optimization was performed for the numbers of neurons in the hidden layer of
each neural network, and for the weights of the hidden layer and output layer, in
Figure 5 is described:
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Experiments in time-series prediction were performed, specifically for the
Mackey-Glass time series (1=17).

Three neural networks were considered in the ensemble: the first network with
25 neurons in the hidden layer and 1 neuron in the output layer; the second net-
work with 28 neurons in the hidden layer and 1 neuron in the output layer; and the
third network with 38 neurons in the hidden layer and 1 neuron in the output layer.
This ensemble neural network handles type-2 fuzzy weights in each one of its hid-
den layers and output layer. In each hidden layer and output of each network a
type-2 fuzzy inference system is used to obtain new weights in each epoch of the
network [5][23][15][33].

The combination of responses of the ensemble neural network is performed by
average integration.

1 Value

GA
Optimizacion

Average
Integration

Mackey-Glass

M‘ﬂ \Mu
\ H“ | m‘
L

%
N ) | S L -
Layer0 Layer 1 Layer2 Layer3 Layer 4 Layer 5

Fig. 5. Proposed optimization of the ensemble neural network architecture with type-2
fuzzy weights

5 Simulation Results

The obtained results without optimizing the neural network and type-2 fuzzy sys-
tems are shown on Table 1 and Fig. 6, which means that all parameters of the
neural network and type-2 fuzzy systems are established empirically. The best
prediction error is of 0.0788.
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Table 1. Results for the ensemble neural network for series Mackey-Glass

No. Epoch Network error Time Prediction error
El 100 0.000000001 00:01:09 0.0788
E2 100 0.000000001 00:02:11 0.0905
E3 100 0.000000001 00:02:12 0.0879
E4 100 0.000000001 00:01:14 0.0822
ES 100 0.000000001 00:01:13 0.0924
E6 100 0.000000001 00:02:13 0.0925
E7 100 0.000000001 00:01:08 0.0822
E8 100 0.000000001 00:01:09 0.0924
E9 100 0.000000001 00:01:07 0.0826
E10 100 0.000000001 00:01:07 0.0879

Mackey-Glass Chaotic Time Series
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500 550 600 650 00 750 800
Time (Sec)

4
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Fig. 6. Plot of real data against prediction data of the Mackey-Glass time series for the en-
semble neural network with type-2 fuzzy weights

The parameters for the GA used to optimize the ensemble neural network are
described in Table 2:

Table 2. Parameters of the genetic algorithm used for optimization the ensemble neural
network

Individuals 40
Gens 81 (binary)
Generations 20

Assign Fitness Ranking

Selection Stochastic Universal Sampling
Crossover Single-Point
Mutation 0.0086

Individuals 40
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The obtained results of the GA optimizing the ensemble neural network are
shown on Table 3 and Fig. 7. The best error is of 0.0518 optimizing the numbers
of neurons and type-2 fuzzy systems.

Table 3. Results for the ensemble neural network for series Mackey-Glass optimized

No. Prediction error
El 0.0518
E2 0.0611
E3 0.0787
E4 0.0715
E5 0.0655
E6 0.0614
E7 0.0724
E8 0.0712
E9 0.0724

Mackey-Glass Chaotic Time Series
T T T
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5 :
0.4 v R

\ \ \
00 550 600 650 700 750 800
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Fig. 7. Plot of real data against prediction data of the Mackey-Glass time series for the en-
semble neural network with optimized type-2 fuzzy weights

We obtained 2 similar type-2 fuzzy systems in each neural network with 2 in-
puts and 1 output for the hidden layer (See Figs. 8(a) and 9) and 6 rules (see Fig.
11(a)); and output layer (See Figs. 8(b) and 10) and 6 rules (see Fig. 11(b)):
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Fig. 8. Structure of the used type-2 fuzzy inference system in the hidden and output layer
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Fig. 9. Inputs and outputs of the type-2 fuzzy inference system for the hidden layer
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Fig. 10. Inputs and outputs of the type-2 fuzzy inference system for the output layer
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1. If (WeigthLayer is lower) and (ChangeWeigthLayer is lower) then (NewWeigthtLayer is lower) (1)
If (WeigthLayer is lower) and (ChangeWeigthLayer is upper) then (NewWeigthtLayer is lower) (1)
If (WeigthLayer is upper) and (ChangeWeigthLayer is lower) then (NewWeigthtLayer is upper) (1)
If (WeigthLayer is upper) and (ChangeWeigthLayer is upper) then (NewWeigthtLayer is upper) (1)
If (WeigthLayer is lower) then (NewWeigthtLayer is lower) (1)
If (WeigthLayer is upper) then (NewWeigthtLayer is upper) (1)

(a)

If (WeigthOutput is lower) and (ChangeWeigthtOutput is lower) then (NewWeigthtOutput is lower) (1)
. If (WeigthOutput is lower) and (ChangeWeigthtOutput is upper) then (NewWeigthtOutput is lower) (1)
. If (WeigthOutput is upper) and (ChangeWeigthtOutput is lower) then (NewWeigthtOutput is upper) (1)
. If (WeigthOutput is upper) and (ChangeWeigthtOutput is upper) then (NewWeigthtOutput is upper) (1)
. If (WeigthOutput is lower) then (NewWeigthtOutput is lower) (1)
. If (WeigthOutput is upper) then (NewWeigthtOutput is upper) (1)

(b)

Fig. 11. Structure of the used type-2 fuzzy inference system in the hidden and output layer
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6 Conclusions

An ensemble neural network learning method with type-2 fuzzy weights was op-
timized with a genetic algorithm. The result with the ensemble neural network
with type-2 fuzzy weights optimized for the Mackey-Glass time series is a predic-
tion error of 0.0518. The architecture for the optimized ensemble neural network:
the first network with 30 neurons in the hidden layer and 1 neuron in the output
layer; the second network with 29 neurons in the hidden layer and 1 neuron in the
output layer; and the third network with 26 neurons in the hidden layer and 1 neu-
ron in the output layer.

This result is good considering that the number of GA generations was relative-
ly small.
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Abstract. This paper describes a proposed method for type-2 fuzzy integration that
can be used in the fusion of responses for an ensemble neural network. We
consider the case of the design of a type-2 fuzzy integrator for fusion of a neural
network ensemble. The network structure of the ensemble may have a maximum
of 5 modules. This integrator consists of 32 fuzzy rules, with 5 inputs depending
on the number of modules of the neural network ensemble and one output. Each
input and output linguistic variable of the fuzzy system uses Gaussian membership
functions. The performance of type-2 fuzzy integrators is analyzed under different
levels of uncertainty to find out the best design of the membership functions. In
this case the proposed method is applied to time series prediction.

Keywords: Ensemble Neural Networks, Genetic Algorithms, Optimization, Time
Series Prediction.

1 Introduction

In the literature there are methods for building intelligent systems using type-2
fuzzy logic and soft computing techniques. The soft computing paradigm includes
techniques such as: neural networks, type-1 fuzzy systems and genetic algorithms,
which can be used to create hybrid intelligent systems. So we can use type-2 fuzzy
logic combined with these conventional soft computing techniques for the creation
of hybrid intelligent systems and the in this way combining advantages that each
technique offers us, as this allows us to solve problems of pattern recognition,
time series and control.

Neural networks (NNs) are composed of many elements (Artificial Neurons),
grouped into layers that are highly interconnected (with the synapses), this structure
has several inputs and outputs, which are trained to react (or give values) in a way
you want to input stimuli. These systems emulate in some way, the human brain.
Neural networks are required to learn to behave (Learning) and someone should be

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 173-182]
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responsible for the teaching or training, based on prior knowledge of the
environment problem [8,13,14].

Neural network ensemble is a learning paradigm where many neural networks
are jointly used to solve a problem [1]. Neural network ensemble is a learning
paradigm where a collection of a finite number of neural networks is trained for
the same task [27]. It originates from Hansen and Salamon’s work [10], which
shows that the generalization ability of a neural network system can be
significantly improved through ensembling a number of neural networks, i.e.
training many neural networks and then combining their predictions.

The basics of fuzzy logic do not change from type-1 to type-2 fuzzy sets, and in
general, will not change for any type-n (Karnik & Mendel 1998). A higher-type
number just indicates a higher “degree of fuzziness”. Since a higher type changes
the nature of the membership functions, the operations that depend on the
membership functions change; however, the basic principles of fuzzy logic are
independent of the nature of membership functions and hence, do not change.
Rules of inference like Generalized Modus Ponens or Generalized Modus Tollens
continue to apply.

The structure of the type-2 fuzzy rules is the same as for the type-1 case
because the distinction between type-2 and type-1 is associated with the nature of
the membership functions. Hence, the only difference is that now some or all the
sets involved in the rules are of type-2 [2].

Genetic Algorithms (GA) as tool for a search and optimizing methodology has
now reached a mature stage. The term genetic algorithm, almost universally
abbreviated nowadays to GA, was first used by Holland [11, whose book
Adaptation in Natural and Artificial Systems of 1975 was instrumental in creating
what is now a flourishing field of research and application that goes much wider
than the original GA. The subject now includes evolution strategies (ES),
evolutionary programming (EP), artificial life (AL), classifier systems (CS), genetic
programming (GP), and most recently the concept of evolvable hardware.[7, 15].

In this paper the contribution is the proposed method for creating a type-2 fuzzy
systems for integration and optimization for to integrate responses ensemble neural
network that can be applied to different cases, as can be data, images, is presented.
In this case we show the application to time series prediction. The time series
prediction are very important because we can analyze past events to know the
possible behavior of futures events and thus we can take preventive or corrective
decisions to help avoid unwanted circumstances.[16]. In the literature there have
been recent work of time series [ 2,3, 4,9, 10, 11, 12,17, 24, 25, 26, 27, 28].

2 Problem Statement and Proposed Method

The objective of this work is to develop a model that is based on integrating the
responses of an ensemble neural network using ype-2 fuzzy systems and optimization.
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Figure 1 represents the general arquitecture of the proposed method, where historical
data, analyzing data, create the ensemble neural network and integrate responses of the
ensemble neural network with type-2 fuzzy system integration and we obtaining the
ouput are shown. The information can be historical data, these can be images, time

series, etc., in this case we show the application to time series prediction of the Dow
Jones where we obtain good results with this series.

Historical
Data

|

| Analiyzing Data |

]
s -
* e
Creation of the - -
e
neural network |F—— 5{ e ie s ] |
Ensemble - $ = b
2
5 -
=

Type2 Fuzzy System
integration.

Dutput

Fig. 1. General Architecture of the proposed method

In this Figure 2 shows a type-2 fuzzy system consisting of with 5 inputs

depending on the number of modules of the neural network ensemble and one
output. Each input and output linguistic variable of the fuzzy system uses 2
Gaussian membership functions. The performance of the type-2 fuzzy integrators

is analyzed under different levels of uncertainty to find out the best design of the
membership functions and consist of 32 rules.
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Fig. 2. Type-2 Fuzzy System for Dow Jones time series

In this Figure 3 shows the possible rules of a type-2 fuzzy system.

Chromosome shown in Figure 4 is composed of 326 genes which allow us to
optimize the structure of the fuzzy integrator. Genes 1-4 (binary) are activating
genes that define the structure of the fuzzy integrator such as the number of entries
in the ensemble neural network, system type (Mamdani or Sugeno) and type of
membership functions (Gaussian, bell generalized triangular and trapezoidal).
Genes 5-292 (real numbers) allow us to manage the parameters of membership
functions for input and output (depending on the type of logic, system type and
function type use only part of the chromosome). 293-324 genes (binary) allow us
to reduce the number of fuzzy rules, activating or deactivating them.
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Fig. 3. Rules of Type-2Fuzzy Inference System of the Dow Jones Time Series

Historical data of the Dow Jones time series was used for the ensemble neural
network trainings, where each module was fed with the same information, unlike
the modular networks, where each module is fed with different data, which leads
to architectures that are not uniform.

The Dow Jones (DJ) is a U.S. company that publishes financial information.
Founded in 1882 by three reporters: Charles Henry Dow, Edward David Jones and
Charles Milford Bergstresser.

In the same year it began publishing a financial newsletter called "The
Customer™ s Afternoon Letter which "would be the precursor of the famous
financial newspaper The Wall Street Journal first published on July 8, 1889.

The newsletter showed publicly share prices and the financial accounts of
companies, information that until then had only the people close to the companies.

To better represent the movements of the stock market at the time, the Dow
Jones designed a barometer of economic activity meter with twelve companies
creating the Dow Jones stock index.
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Like the New York Times and Washington Post newspapers, the company is open to
the market but is controlled the by the private sector. So far, the company is controlled by
the Bancroft family, which controls 64% of the shares entitled to vote [6].

Data of the Dow Jones time series: We are using 800 points that correspond to
a period from 08/12/2008 to 09/09/2011 (as shown in Fig. 5). We used 70% of the
data for the ensemble neural network trainings and 30% to test the network [7].

3 Simulation Results

In this section we present the simulation results obtained with the integration of
ensemble neural network with type-2 fuzzy integration and optimization with the
genetic algorithm for the Dow Jones time series.

Table 1 shows the genetic algorithm results (as shown in Figure 5) where the
prediction error is of 0.0022606.

Table 1.
Thim. Thim. Thim. Fradiceion
MNo. | Gen. | Ind. | GGF | Selectibn | Mutatidn Pm Crossover Fc WModules | Lavers | MNeurons | Duration Error
T TO0 | 0| 083 WS mutbza 00T xovdprs 5] El ] I3 11 TTT4:55 | 0.0021608
910
16 18
1526
I TO0 | 0| 083 s mutbga 0.09 xovdprs 0F 3 I IET 062327 | 0.0033038
1524
811
113
13
3 TO0 | U083 WS ‘mutbza 006 xovdprs I El b 112 04:I5:10 | 0.0039193
919
194
818
E3 o0 | U | 083 WS mufbeza U.0% xovdprs 03 k] T p] UE4309 | 0.003841F
23
23
3
T00 0 (R3] s mutbga 007 xovaprs 0F ] ] 17 004307 | 0.004I87%
[] T00 30 [R5 s mutbga LR xovdprs 1) El 3 073609 | 38973
T00 30 U&7 WS ‘mutbza 006 xovdprs 05 3 3 T3ITIT | 0.0040313
H T00 30 [R5 WS mutbza 006 xovdprs 05 3 T 034509 | 0.0038831
T TO0 I3 083 Tws ‘mufbza i) xovdprs fik] ] T ULITIT | 0.0036539
10 T00 I0 U&7 WS ‘mutbza 0.03 xovdprs 08 3 3 04:36:10 [ 0.0040987

Fuzzy integration is also performed by implementing a type-2 fuzzy system in
which the results were as follows: for the best evolution with a degree of
uncertainty of 0.3 a forecast error of 0.0121 was obtained, and with a degree
of uncertainty of 0.4 the error: 0.0127 and with a degree uncertainty 0.5 the error
of 0.0134, as shown in Table 2.
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Table 2. Results of Type-2 Fuzzy Integration of DJ

Evolution 0.3 04 0.5
Uncertainty Uncertainty Uncertainty
Evolution 1 0.0179 0.0179 0.0165
Evolution2 0.0121 0.0127 0.0134
Evolution3 0.0167 0.0167 0.0162
Evolution4 0.0158 0.0178 0.0156
Evolution5 0.0237 0.0224 0.0231
Evolution6 0.0172 0.0172 0.0164
Evolution 7 0.0162 0.0162 0.0164
Evolution8 0.0168 0.0169 0.0141
Evolution 9 0.0202 0.0202 0.0212
Evolution 10 0.0154 0.0152 0.0149

The type-2 fuzzy system than obtained by applying the genetic algorithm was
of Mamdani type, the membership functions of triangular type and consists of 32
rules, as shown in Table 3. Where now the prediction error is of 0.0021271.

Table 3. Results of Type-2 Fuzzy Integration of DJ with a GA

Na Ind Gean [ GGP | Selection | Mutation P Crossover | Bc Pm = F Num Dustion GA Pradiction
s Emor
1 200 200 045 i Mutbga 07 Novdprs a5 M Tri 3z 042545
2 00 00 045 Vs muthga 005 Kavdprs w7 M Gbell Fi} 035413
5
3 2 045 i mutbga Novdprs M Tri 3z 04:16:06
4 1 045 i mutbga 006 Novdprs M Tri 3z 055135
5 2 045 i mutbga Novdprs M Tri 3z 044314
21 2 045 i mutbga Novdprs M Tri 3z 202120
2 3 045 i mutbga Novdprs M Tri 3z 22403352
23 3 045 Vs muthga Kavdprs M T 2 2126408
24 1 035 e mutbga Novdprs M Ghell 32 0352:18
25 2 045 e muthga Howdprs M T 32 182403
28 1 045 i mutbga Novdprs M Ghell 2 0435354
7 1 045 i mutbga Novdprs M Ghell 3z 035850
28 15 045 i mutbga Novdprs M Ghell 2 052733
23 3 045 i mutbga Novdprs M Tri 3z 232345
30 2 045 i mutbga Novdprs M Tra 3z 184525
31 1 045 i mutbga Novdprs M Tra 3z 055142
32 1 045 i mutbga Novdprs M Gau 3z 0535045
33 1 045 i mutbga Novdprs M Tri 3z 0505248
34 2 045 i mutbga Novdprs M Ghell 2 0832:14
35 300 300 045 i mutbga oa7 Novdprs 05 | 0002 M Tri 3z 080626 00048829 | 00033329
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4 Conclusions

Type-2 fuzzy systems handle uncertainty in the membership functions and this
helps us obtain good results in the integration of this time series as the data used
are complex. After achieving these results, we have verified the efficiency of the
algorithms applied to optimize the type-2 fuzzy System architecture. In this case,
the method was efficient but it also has certain disadvantages, sometimes the
results are not good but genetic algorithms can be considered as good techniques
for solving search and optimization problems.
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Abstract. The present work deals with the problem of identifying individuals
from a database, and in so doing utilizing measurements taken from handpalm im-
ages. The techniques utilized for performing identifications are mainly those of ar-
tificial neural networks, which work upon the data through the use of two modular
neural networks, one which is concerned solely with the handpalm image, another
with the measurements taken thereof. Outputs from these two networks are inte-
grated through a fuzzy inference system. Subsequent work will comprise im-
provement of the obtained results.

Keywords: Biometry, Fuzzy Logic, Modular Neural Networks.

1 Introduction

In recent decades an ever increasing number of automatic recognition methods
have been developed, all of which are intended to help manage and control access
to many different goods, places and services. Computational Intelligence para-
digms such as Artificial neural networks (ANN) and Fuzzy systems (based on
fuzzy logic) have proven invaluably useful when applied to pattern recognition
problems, as well as being able to perform at very good levels of performance
when dealing with such problems, these being the reason they are used in this
work.

Features to be found in a human’s hands are attractive as a means to build upon
for the construction of methods for recognition; not the least of qualities asso-
ciated with them are their permanence and uniqueness.

Among these methods only two will be mentioned: palmprint recognition and
hand geometry recognition [3].

Palmprint recognition is an amplification of fingerprint recognition methods,
and may or may not build upon the presence of three principal lines on most eve-
ryone’s hands.

This kind of methods tend to be very precise, yet spend sizable amounts of
computing power.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 183-199]
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Hand geometry methods, in their original implementation, look to make several
measurements from images of the outline of the hand (these images are taken
while the hand is on a level surface and placed between unmovable pegs, to im-
prove measurements).

The measurements commonly include: length of fingers, palm width, knuckle
size.

Commonly, a very reduced amount of memory is needed for a single individu-
al, but identification tasks aren’t as accurately resolved through such methods,
more so if the database is really large; for verification purposes, performance can
be good [3].

The rest of the paper is organized as follows: Section 2 describes the tools used
for this work and what they are about, section 3 describes the methodology ap-
plied for the resolution of the stated problem, section 4 describes the results ob-
tained so far, section 5 gives the conclusions drawn so far, along with ideas for
further work.

2 Computational Intelligence Tools

There is an enormous amount of Computational Intelligence tools that are useful
for pattern recognition purposes. Mentioned below are those that are important to
this work.

2.1 Fuzzy Logic

Fuzzy logic follows a path unlike that of traditional logic, allowing not only two
possible states for a situation, but an infinite gamut between those two traditional
states, which in a sense approaches more closely the way in which humans use
language and what has traditionally been considered a byproduct of language:
reasoning.

From this particular standpoint, fuzzy logic builds until it reshapes every tool of
logic, including deductive inference [2].

2.2 Fuzzy Systems

A fuzzy inference system (FIS) is a system that takes advantage of fuzzy logic to
create and control models of complex systems and situations without making use
of ground-up specifications, which are many times unavailable and relying instead
on descriptions more or less at a human language level.

A much used tool for working with fuzzy systems is that included within the
Matlab programming language [2].
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2.3 Artificial Neural Networks

Artificial neural networks are much simplified models of generic nervous systems,
studied with the idea of applying them for the same tasks organisms excel at, in-
cluding pattern recognition.

Nowadays there are many kinds of ANNS, but all build upon using lots of sim-
ple elements (neurons) capable of being interconnected and of maintaining
weighted responses to “stimuli” between those connections; the similarities end
there for many types of ANNs.

The afore mentioned networks are tipically divided into layers, and for those
nets needing training to get the desired response to a given input, such training is
accomplished through a training algorithm, like the much used backpropagation
algorithm.

There would be a last stumbling stone to consider when in need to have a cer-
tain output derive from a given input: not all network architectures are equally
successful at attaining this goal [5].

2.4 Modular Neural Networks (MNN)

It is possible to divide a problem so that several networks (modules or experts)
work separately to solve it. Much needed improvements can be obtained with
these MNN, such as a lower training time or an efficiency boost.

The final step in getting an answer to a given problem with an MNN involves
the integration of individual results, to mention just a few (not all applicable to
every MNN): gating networks, voting, weighted average, winner-takes-all.

Winner takes all is possibly the simplest method and works by considering the
highest ranking results in each module and comparing all such results, allowing
only the very highest ranking to remain and be part of the final result [8].

It is also possible to have a fuzzy system integrate responses to several mod-
ules, according to the system’s rules and the compared modules’ results.

3 Methodology

The following items were necessary aspects for this work's problem solving
methodology:

. Having a database.

. Having a general architecture for the system.

. Having an architecture for each of the used modular neural networks.

. Having an architecture for each of the modules within a modular neural
network.

. Having preprocessing modules for each of the MNNs.

. Having an architecture for each of the used fuzzy integrators.

RIS T S R
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7. Having fuzzy rules for each of the fuzzy integrators.
8. Train all modules of every modular neural network and integrate results.

3.1 Utilized Database

The database used with this work is the Polytechnic University of Hong Kong’s
multispectral palmprint database (MS PolyU database) [7].

The images contained in the database are very nearly fingerless, and the middle
and ring fingers are opened wide due to the presence of a central metallic stud;
each image has a size of 352 by 288 pixels.

The database has four directories with a total of 6000 images each, taken from
250 volunteers.

The database gets its name from the volunteers being taken an image of every
hand four times, under red, green, blue or infrared illumination.

The only directory used for this work is the “Red” one.

3.2 The General System’s Architecture

The system comprises two modular neural networks, one dealing with the images
and the other with the geometric measurements, with each of them having a dif-
ferent preprocessing for the whole dataset. At the end, the results of both MNNs
are integrated by a FIS, as shown in Fig. 1:

Fuz,

Da Ty
tabas, inteﬂl‘alnr

$ Idl'ltiﬁca“‘,n

Fig. 1. Complete system's achitecture

3.3 Modular Neural Network 1's Architecture

This MNN is comprised of ten modules, which equally divide their dataset, along
with an integrator (winner takes all).
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The layout for this MNN is shown in Fig.2:

Integrator

ANN 10

Fig. 2. MNN 1's architecture

3.3.1 MNN 1’s Parameters by Module

The parameters for this MNN are as follows (all further networks share these pa-
rameters, except the number of neurons):

1. Number of layers: 3

2. Training function: scaled conjugate gradient (though in the first series of train-
ings for this MNN, it was Fletcher’s conjugate gradient).

. Transference function, layer 1: Tangent sigmoid

. Transference function, layer 2: Logarithmic sigmoid

. Transference function, layer 3: Linear

. Number of neurons, layer 1: 350

. Number of neurons, layer 2: 175

. Number of neurons, layer 3: 50

0N LN kW

As with all modules, the training set is 58% of the whole dataset.

3.4 Preprocessing for MNN 1

The preprocessing consists (as shown in Fig. 3) of:

1. Equalization of histogram.

2. Edge detection.

3. Reduction of images.

4. Binarizing and standardization of images.



188 J.L. Sanchez and P. Melin

Fig. 3. Block diagram for MNN 1's preprocessing

3.4 Modular Neural Network 2's Architecture

This MNN is comprised of four modules, which equally divide their dataset, along
with an integrator (winner takes all).
The layout for this MNN is shown in Fig. 4.

Fig. 4. MNN 2's architecture

3.4.1 MNN 2’s Parameters by Module

1. Number of neurons, layer 1: 875
2. Number of neurons, layer 2: for succesive series, 60, 654, 1200
3. Number of neurons, layer 3: 125

(At the beginning, the input to these modules were formatted to Gray code, but it
proved unfruitful).

3.4.2 MNN 2’s Integrator’s Network

When it was evident that results of modules in this MNN were ill-scaled for inte-
gration, a NN was developed that could tell which module should be carrying an
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individual’s identity, by first placing each one in the appropriate fourth of the da-
taset, and therefore the right module.
This network has the following parameters:

1. Number of neurons, layer 1: 3500
2. Number of neurons, layer 2: 34
3. Number of neurons, layer 3: 4

Success rate for such a net is around 95% and it took some 20 hours of training in
a 2.7 MHz dual core machine with 2 Gb of RAM.

3.4.3 Preprocessing for MNN 2

Preprocessing for this modular neural network consists of:

. Custom filtering image to enhance principal lines.

. Getting edges of above mentioned image.

. Getting outline of the whole palm.

. Finding valleys near index and small fingers, with a process shown in Fig. 5:

AW =

Fig. 5. Finding outer valleys

|9,

. Getting the finger baseline.

6. Getting finger width aided by prior steps plus location of central reference
(stud).

7. Starting from fixed points unique to all images, three for each principal line, the
nearest points to them, presumably belonging to the principal lines are found
and three splines are traced through them. This is necessary because edge de-
tection leaves segments too fragmented.

8. Center of each principal line is located with aid from its spline.

9. Total length of each spline is found.

10. Distance from each “center” to central reference is found.

11. Wrist width is found.

12. Distances from each splines extremes to central reference is found.

Figs. 6 and 7 show an image prior to spline tracing and other, with its spline over-
layed (notice the central reference):
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Fig. 6. Image of origin Fig. 7. Overlayed image

Hands that were left were reflected to be right. Preprocessing of the whole da-
taset took 1.91 hours.

3.5 Fuzzy Integrator

The output from both MNNSs is used as input to a fuzzy system to give the final
system’s response. The integrator is of Mamdani type (Fig. 8):

XX

imagen

inteEr

Cmamidani)

\
XX

geom

Fig. 8. Fuzzy integrator's architecture

Input variables are “imagen” and “geom”, with three membership functions
(MF’s) each, as shown plotted in Figs. 9 and 10:

baje medio afto baje medio aflo

Fig. 9. “imagen” variable Fig. 10. “geom” variable

Where the MF’s “bajo”, “medio”, “alto” mean “low”, “medium”, “high”. The
output variable is “modular” (Fig 11):
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r T r T T
gdom imagen

Fig. 11. “modular” variable

3.5.1 Fuzzy Rules

There’s a total of nine fuzzy rules:

. If (imagen is bajo) and (geom is bajo) then (modular is imagen)

. If (imagen is bajo) and (geom is medio) then (modular is imagen)

. If (imagen is bajo) and (geom is alto) then (modular is geom)

. If (imagen is medio) and (geom is bajo) then (modular is imagen)

. If (imagen is medio) and (geom is medio) then (modular is imagen)
. If (imagen is medio) and (geom is alto) then (modular is geom)

. If (imagen is alto) and (geom is bajo) then (modular is imagen)

. If (imagen is alto) and (geom is medio) then (modular is imagen)

. If (imagen is alto) and (geom is alto) then (modular is imagen)

O 001N WL W=

3.5.2 Fuzzy System # 2

Another fuzzy system was created starting from the first one, with the same rules,
variables and membership functions, the difference being that instead of triangular
membership functions, generalized bells were used.

Figs. 12 and 13 graphically show the input variables:

bajo medio a0 bap medio alto

Fig. 12. “imagen” variable Fig 13. ““geom” variable
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Fig. 14 shows a plotting of the output variable:

4 Results

gef

pm

en

Fig. 14. “modular” variable
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o
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The following are several tables for series of ten trainings each with the best

identification performer marked in blue.

4.1 Results for the MNN 1

Results for the first series are shown in Table 1; the best success rate (SR) was

93.33%.
Table 1. Results for MNN 1, series 1
Training X Epochs training time  ident. time identified success rate
1 4316 41.649 min 18.2500 s 5526 92.10
2 4124 40.190 min 13.8187 s 5527 92.12
3 3887 37.867 min 14.0418 s 5552 92.53

5 4198
6 4087
7 4254
8 4205
9 4076
10 4069

40.662 min

39.447 min

41.458 min

40.583 min

39.707 min

39.273 min

15.1318 s

17.9906 s

145147 s

14.6658 s

14.0422 s

14.1105 s

5527

5526

5503

5517

5526

5587

92.12

92.10

91.71

91.95

92.10

93.11

Results for the second series are shown in Table 2; the best SR was 93.74%.
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Table 2. Results for MNN 1, series 2

Training X Epochs training time  ident. time  identified success rate
1 4220 40.919 min 20.465 s 5558 92.63
2 4005 39.028 min 13930 s 5528 92.13
3 3798 36.832 min 14.520 s 5556 92.60
4 3954 38.229 min 15.065 s 5589 93.15

6 4170
7 4229
8 4143
9 4072
10 4193

38.452 min

41.021 min

40.145 min

39.490 min

40.461 min

19.728 s

14.591 s

14978 s

14.076 s

15.180 s

5511

5545

5524

5526

5562

91.85

92.42

92.07

92.09

92.70

Results for the third series are shown in Table 3; the best SR was 97.73%.

Table 3. Results for MNN 1, series 3

Training Epochs training time  ident. time  identified success rate
1 2151 29.1508 min 45072 s 5860 97.67
2 2177 29.1985 min 4.3679 s 5864 97.73
3 2169 28.8461 min 4.6182s 5861 97.68
4 2181 28.8524 min 4.8882 s 5861 97.68

6 2178
7 2180
8 2185
9 2174

10 2113

28.8729 min

28.9235 min

28.9521 min

28.8521 min

28.0448 min

43149 s

4.4670 s

43540 s

43386 s

44143 s

5856

5858

5860

5860

5851

97.60

97.63

97.67

97.67

97.52
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4.2 Results for the MNN 2

Results for the first series are shown in Table 4; the best SR was 71.74%.

Table 4. Results for MNN 2, series 1

Training X Epochs training time  ident. time identified success rate
1 3422 74.684 min 31.571s 4280 71.33
2 7897 173.03 min 31.555s 4057 67.62

10

4955
6017
5762
4051
3386
3407

3846

108.97 min
131.71 min
126.30 min
88.757 min
74.188 min
74.687 min

83.492 min

32.033 s
31.83s
322514 s
32.1057 s
31.729 s
31.4619 s

31.903 s

4071
4087
4091
4053
4063
4078

4029

67.85
68.12
68.18
67.55
67.72
67.97

67.15

Results for the second series are shown in Table 5; the best SR was 77.95%.

Table 5. Results for MNN 2, series 2

Training X Epochs training time  ident. time  identified success rate
1 5874 86.820 min 31.779 s 4653 77.550
2 6289 87.635 min 31.785s 4670 77.833
3 4811 85.611 min 31.924 s 4655 77.583
4 5487 90.340 min 31932 4668 77.800
5 5879 89.005 min 32.041s 4661 77.683

10

3818
3494
3627

3851

71.473 min
57.437 min
79.091 min

92.051 min

31917 s
31595 s
31.682s

31974 s

4662
4673
4669

4675

77.699
77.883
77.817

77917
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Results for the third series are shown in Table 6; the best SR was 80.45%.

Table 6. Results for MNN 2, series 3

Training X Epochs training time ident. time identified success rate
1 4990 250.0487 min ~ 14.6676 s 4813 80.22

2 4857 232.5927 min  14.5411s 4812 80.20

3 4978 236.7514 min ~ 14.5536 s 4817 80.28

4 4926 240.5805 min  14.6846 s 4809 80.15

5 4970 238.6703 min  14.8786 s 4807 80.12

6 5049 218.5406 min  14.6734 s 4813 80.22

7 4992 222.8399 min  14.6320s 4810 80.17

8 4979 2279744 min  14.6869 s 4816 80.27
I
10 4991 22477490 min ~ 14.9844 s 4814 80.23

4.3 Complete System Results

Results for the first series are shown in Table 7; the best SR was 95.25%.

Table 7. Complete system results, series 1

Training X Epochs training time  ident. time  identified success rate

1 7738 116.33 min 45324 s 5712 95.20
2 12021 213.22 min 44.519 s 5690 94.83
T
4 8665 144.77 min 45.227 s 5617 93.62
5 10215 172.37 min 47.631 s 5671 94.51
6 9849 165.75 min 45.086 s 5652 94.20
7 8305 130.22 min 44.479 s 5608 93.47

e o)

7591 114.77 min 47.208 s 5514 91.90
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Table 7. (continued)

9 7483 114.39 min 46.881 s 5661 94.35

10 7915 122.76 min 44.671 s 5579 92.98

Results for the second series are shown in Table 8; the best SR was 93.949%.

Table 8. Complete system results, series 2

Training X Epochs training time  ident. time identified success rate

1 10094 127.74 min 45.726 s 5561 92.683
2 10294 126.67 min 45.108 s 5528 92.133
3 8609 122.44 min 45.926 s 5553 92.550
4 9441 128.57 min 46.429 s 5588 93.133
T N R
6 9076 140.98 min 45.389 s 5516 91.933
7 8047 112.49 min 45.843 s 5543 92.383
8 7637 97.59 min 47.371s 5539 92317
9 7699 118.58 min 47.986 s 5527 92.117
10 8044 132.52 min 44997 s 5562 92.699

Results for the third series are shown in Table 9; the best SR was 97.75%.

Table 9. Complete system results, series 3

Training X Epochs training time ident. time  identified success rate

1 7141 279.1995 min  23.4003 s 5859 97.65
3 7147 265.5975 min  23.2537 s 5860 97.67
4 7107 269.4329 min  23.2042 s 5861 97.68

5 7121 2672153 min  23.1404 s 5864 97.73
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Table 9. (continued)

10

7227

7172

7164

7184

7104

247.4135 min

251.7634 min

256.9265 min

252.2429 min

252.7938 min

22.9807 s

229578 s

23.9409 s

23.1345 s

23.1556 s

5856

5858

5860

5860

5851

97.60

97.63

97.67

97.67

97.52

4.4 Complete System Results (2)

Results for the third series are shown in Table 10; the best SR was 97.77%.

Table 10. Complete system(2) results, series 3

Training

Y Epochs

training time

ident. time

identified

success rate

1

7141

279.1995 min

23.5901 s

5860

97.67

3

10

7147

7107

7121

7227

7172

7164

7184

7104

265.5975 min

269.4329 min

267.2153 min

247.4135 min

251.7634 min

256.9265 min

252.2429 min

252.7938 min

23.5999 s

24.0719 s

24.4985 s

23.3928 s

23.5359 s

23.4708 s

23.3946 s

23.9661 s

5861

5860

5864

5858

5858

5860

5860

5851

97.68

97.67

97.73

97.63

97.63

97.67

97.67

97.52

In all previously shown tables, identification time leaves out preprocessing

time.

The tables in section 4 show that the greatest boost in performance when inte-
grating both of the MNNs occurred in series 1, with an advantage of some 2.7 %
over MNN 1, which, as readily seen always carries most of the weight in finding

the correct identifications, and it happens to be the non-geometric MNN.
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What happens in later series is easy to explain, even though both MNNs get to
perform better: since MNN 2 doesn’t improve as much as MNN 1, there is close to
no net gain in using MNN 2, and in fact, some times there is a loss; this is only
marginally better with FIS #2, which gave the best overall performance, at
97.77%.

A few comparisons with prior works in the same (or close) area of research can
be very illustrative:

Zhenhua Guo uses the same database we do, but using all spectra at the same
time; he uses a fusion algorithm based on Haar wavelets and PCA, and on one of
many configurations tried, obtained 97.877 as a success rate [1].

Kumar and Zhang use entropy based discretization for a database smaller than
ours and use Support vector machines and neural networks as classifiers for a re-
spective accuracy of 95 and 94% identifying, for a hand geometry method [4].

Cenker Oden's group claims that their method, using implicit polynomials, is
capable of achieving 95% accuracy in identification tasks [6].

It is noteworthy that, when dealing with hand geometry systems in verification
mode, Ingersoll Rand’s ID3D system is reported by Sandia Labs as performing as
low as 0.2% of total error, this as far back as 1991 [9].

5 Conclusions and Future Work

As seen in the last section, the best overall performance so far obtained with our
method is 97.77%.

Performance, compared to prior works does not seem too bad, but as a whole,
comparisons show that there is still much to be improved and open a few lines of
future work.

First, trying to elevate performance of the net within MNN 2’s integrator; that
would gain no more than a few tens of well identified individuals over MNN 1
alone.

Second, the problem might reside in the arrangement of modules (their number)
in MNN 2.

Third, a true verification comparison should take into account that MNN 1’s
modules on their own have a success rate at least two percentage points higher
than MNN 1 itself.

Fourth, comparison with other systems, including verification, would be aided
by performing complete statistical evaluations of the system.
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Abstract. This paper presents the development of an automatic method for classi-
fication of signatures according to a geometric shape recognition system based on
a modular neural network (MNN). To carry out the method of automatic classifi-
cation, we apply pre-processing to our database which consists of 30 individuals,
first the image goes to a high pass filter, which allows the passage of signals de-
pending on their frequency and finally we apply the Fourier transform, which is
essentially a wave phenomenon which serves to measure the distribution of ampli-
tudes of the frequency of our image (signatures), and presents to certain extent as
they are, rise time, peak parking. Thus the signatures are automatically sorted to
the module that corresponds in the Modular Neural Network, which contains three
separate modules, each one uses different feature extraction methods: edge extrac-
tion, wavelet transform and Hough transform, where this results in the identifica-
tion or recognition of signatures.

1 Introduction

Humans have an ability to recognize patterns that we use constantly without rea-
lizing it. The skill with which the human mind operates to distinguish the charac-
teristics of a pattern led to the need to understand how it works and try to imitate.

Artificial neural networks, which are mathematical models inspired by biology,
are able to extract the relevant features (sometimes hidden) of a set of data, to
learning of their properties and then apply them to recognize a new element, have
been proposed in different works [6].

There has been as always a constant search for new ways to improve their liv-
ing conditions. These efforts have served to reduce the work in the operations in
which force plays a major role. The progress achieved has allowed directing these
efforts to other fields, such as the construction of calculating machines to help re-
solve automatically and quickly certain operations that are tedious when done by
hand.

Neural networks are nothing more than an artificial and simplified model of
the human brain, which is the most perfect example we have for a system that is

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 201-210]
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capable of acquiring knowledge through experience. A neural network is "a new
system for the treatment of information processing, whose basic unit is inspired by
the fundamental cell of the human nervous system: the neuron" [6].

In this paper, we present an automatic method for classification of signatures
according to a geometric shape recognition system based on a modular neural
network (MNN). We decided for an MNN, as they have proven to be a powerful,
robust and flexible, useful in many pattern recognition problems [1]. The proposed
automatic classification method is based on applying a pre-processing step and
application of the Fourier transform to analyze their frequency and amplitude of
the signatures in order to determine which of the three modules belong, each one
of which receives a specific characteristic of the signatures image as its input,
which include edges of the image, the wavelet transform and the Hough transform.

The neural network will result in a very precise discrimination of the input data
used in the experimental evidence and we have confirmed that this system can
solve a difficult biometric problem with a MNN with a simple set of image fea-
tures. This paper is organized as follows.

In section 2, a brief introduction of modular neural networks is presented, in
Section 3, we explain the extraction of features such as: the detector edges, Wave-
let Transform and the Hough transform used in the recognition system and Section
4 shows the proposed method, which consists in pre-processing and application of
the Fourier transform for the automatic classification of signatures. The experi-
mental results are presented in Section 5 and finally conclusions in Section 6.

2 Modular Neural Networks

Modular neural networks have a hierarchical organization, to cover several artifi-
cial neural networks; its architecture basically consists of two main components:
local experts and an integration unit. To simplify this, we can call Modular Neural
Network a collection of artificial neural networks and the variations that exist be-
tween them. The central idea is the decomposition of tasks; by using a modular
type network, a given task is divided among various local experts neural networks,
the average load in each neural network module is reduced compared with the use
of a network simple neural learning to be completely original task, and so the
combined model tends to exceed the limitations of a simple neural network [5].

Recent advances in neurobiological sciences have strengthened the belief of the
existence of modularity at different levels of functional and structural brain. The
concept of modularity is an extension of the principle "Divide and Conquer", this
principle has no formal definition, is an intuitive way by which a complex task, in
this case the computation can be divided into simpler subtasks. The solution to the
overall task is achieved by combining the individual results of local computer
systems [1].
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3 Feature Extractors

There are three main reasons why we use the feature extractor; the first is that it
reduces the computational complexity of classification algorithms to work on a
lower dimensional space. The second reason, statistical estimation methods be-
come more reliable in a reduced dimensional space. The third and final reason, the
possibility that the space dimension of the features does not exceed three, to allow
a graphical display of the classes involved [1].

3.1 Edge Detector

The edges generally limit the objects and can be useful in the segmentation and
identification of objects in scenes [8]. Edge detection is a binarization, where a bi-
nary image is an image where each pixel can have one of only two possible values
0 or 1, as might be expected, in an image of these conditions is much easier to find
and/or distinguish structural features. For purposes of achieving a certain standar-
dization regarding the spatial parameters of the two-dimensional images and their
content, the technique known as geometric center is used.

3.2 Wavelet Transform

It is a transformation of the image and is divided in two types of smaller images,
the trend and fluctuations. The trend is to be a copy of the original image at lower
resolution and fluctuations stored information related to local changes in the origi-
nal image. The trend and most significant fluctuations allow a compression of the
image to discard irrelevant information exchange and removal of noise. Studying
the trend and fluctuations allows, among other things, the comparison with pat-
terns to detect forms in an image [7].

3.3 Hough Transform

This is a technique to discover ways in an image. It’s based on trans-forming im-
age points in a parameter space. The idea is to find curves parameterized as lines,
circles and polynomials. Generally edge detection is performed to the image, and
then this transform is applied. Thus fewer points to go and therefore the faster the
algorithm [4].

4 Proposed Method

The problem we address in this paper is concerned with the automatic classifica-
tion of the signature according to its geometric shape and the automatic recogni-
tion of it. It is performed using the database acquired by students and faculty of
the Graduate Program in Computer Science Technological Institute of Tijuana,
Mexico. Where 12 samples were taken of the signature of 30 different people,
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giving a total of 360 images. The system is trained with 7 samples of the signa-
tures of each person and then test with the other. This means that the total number
of 210 images is used for training and the number of images for testing are 150.

This paper proposes a method of automatic classification according to the shape
of the signature, in a recognition system based on a modular neural network, which
consists of 3 modules. The system consists of three stages, which are, pre-processing
the images, automatic sorting of signatures and feature extraction (Fig. 1).

Modular Neural Network

Wodule 1
()
=== Method of Classification L
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il Normalization ' 1 Module 2
T
i and binarization I ' ! A n
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= igh pass filter = LH m\
1 H (i
= 1 i Houg!
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l : | —

(Fourier Transform) : Rise time, peak parking |

Fig. 1. Proposed system architecture for automatic classification and recognition of the sig-
nature

4.1 Pre-processing

For pre-processing is basically a normalization, which is performed to make stan-
dard size dimensions of an image, the image without causing significant distor-
tion. It binarizes images for only two colors: black and white or binary numbers, 0
and 1 (Fig. 2).

Fig. 2. Image binarization
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We applied a high pass filter to the signatures with a cutoff frequency of 130
and show the sample of the filter transfer function, as shown in Fig. 3. This filter
is used to allow the passage of signals depending on their frequency, and it can be
considered as circuit which attenuates all signals whose frequency is below a spe-
cified cutoff frequency and allows the passage of the frequencies above the cutoff
frequency.

Cutoff frequency =130

Original picture Shows the transfer
function of the filter.

Fig. 3. Applying high-pass filter with cutoff frequency of 130

4.2 Method of Classification

After we did perform the pre-processing the images, then a Fourier transform was
applied to obtain the frequency and amplitude of the signatures as shown in Fig.
4., in order to analyze their characteristics and automatically sort them according
to their geometric shape.

The Fourier Transform is basically the frequency spectrum of a function. A
good example is what the human ear and auditory receiving a wave and trans-
forms it into decomposition into different frequencies (which is what finally be
heard).

Transformed

Detake ce Fla

— Y|
Cutoff frequency = 131 MY |

L

Original picture Shows the transfer
function of the “llter.

Fig. 4. Applying Fourier transform to the signature

By analyzing the frequency and amplitude of the signatures we chose to include
conditions, which help us to classify signatures automatically in three different
types, and then are entered into the modular neural net-work with three modules,
which each has a feature extractor, Edge Detector, Hough Transform and Wavelet
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Transform, which will serve for the recognition of the signature. For the automatic
classification method we did as follows; values were added and averaged per col-
umn, storing the result in a vector. We tried to make the minimum rate is zero and
the maximum estimate 108 using this so that the values obtained are positive and
there are no problems when adding up the values. We check what the maximum
and minimum frequencies were and store the values and locations in a Variable
called max and min. After measuring the highest amplitude and lowest frequency,
we were being able to obtain the current and previous position of these
amplitudes.

The following conditions were used to classify signatures automatically. For
signatures oval or circular 1z1 we declare the variable which represents our first
list of signatures that meet these conditions;

if frec > 39 and frec < 64 or frec > 41.1 and frec < 44.5

if amp > 3.9 and amp <4.35

For some signatures, we declare the inclined variable LZ2 which repre-sents
our second list of signatures that meet these conditions;

Frec <40 or frec > 69

Amp > 2.9 and amp > 9.17

For handwritten signatures LZ3 declare the variable is represented as follows;

LZ3 =30- (1z1 + LZ2)

The classification method gives results in 11 signatures for the first group, 6 signa-
tures for the second group and 13 for the third (Fig. 5).
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4.3 Feature Extractor

In this paper, we have three modules, and each has different characteristics of im-
ages taken from the original image of the signatures of a person. Each of these fea-
ture extraction methods is described briefly below.

4.3.1 Edge Detector

For images of handwritten signatures, the edges can capture much of its structure,
because people tend to write with a single color on a white background. Therefore,
we have chosen to apply the Canny edge detector to each image to enter the cor-
responding module as in Fig. 6., where it can be noted the edge detection process
applied to a particular signatures database.

Fig. 6. Signatures with the Edge Detector

4.3.2 Wavelet Transform

The wavelets are a powerful tool to address fundamental problems in image
processing. These include reduced noise, compression (of vital importance in the
transmission of large amounts of data as in storage) or the detection of certain ob-
jects in certain types of images. Some of the main problems affecting the
processing of digital images are the compression of data for subsequent storage or
transmission, noise removal, contrast enhancement and texture analysis [2]. We
apply the wavelet transform to some signatures as shown in Fig. 7.
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Fig. 7. Using Wavelet Transform in signatures

4.3.2 Hough Transform

This transformation can extract line segments of the image. After obtaining a
transformation matrix of the original images, this process depends on an important
parameter "threshold", which provides the best value possible after conducting
some experiments. Demonstration the use of the Hough transform in the image
(Fig. 8.).
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Fig. 8. Implementation of the Hough transform in signatures

5 Experimental Results

In the following we show some results and evidence obtained during the develop-
ment and testing of this work, for the automatic classification of signatures in a
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recognition system based on the neural network. Tests were performed using
modular neural network, to see how the network behaved and what was the per-
centage of recognition, that without feature extraction methods. Ten experiments
with the same parameters were performed for Modulel.

Table 1 Shows the parameters used in 10 experiments that were done with our
Modular Neural Network for the recognition of the signatures.

Table 1. Parameters to be trained with the Network

_ Parameters

show goal Ir epochs time type
60 0001  0.161 100 00:00:52 traingdx
[ 2] 60 0.001 0.161 100 00:00:53 traingdx
| 3 ] 60 0.001 0.161 100 00:00:53 traingdx
[ a4 ] 60 0001 0.161 100 00:00:52 traingdx
[ 5 ] 60 0001  0.161 100 00:00:55 traingdx
[ 6 ] 60 0.001 0.161 100 00:00:50 traingdx
60 0.001 0.161 100 00:00:50 traingdx
[ 5 | 60 0001  0.161 100 00:00:52 traingdx
[ 9 | 60 0001 0.161 100 00:00:51 traingdx
60 0.001 0.161 100 00:00:51 traingdx

Table 2 shows the results of our Modular Neural Network for the recognition of
signatures, using a database consisting of 30 persons with 12 images each. Five
images for recognition, leading to better results in the experiment number 6 with a
rate of 100%.

Table 2. Results to test the Network

|experiment | _identified mm

O 139 92.666667  00:02:01
[ 2 134 16 89.333333  00:02:02
s 131 19 87.333333  00:02:20
4| 145 5 96.666667  00:02:03
s 133 17 88.666667  00:02:08
6 150 0 100 00:02:03
144 6 96  00:01:56
8 | 104 46 69.333333  00:02:04
| 9 | 134 16 89.333333  00:02:04
[ 10 131 19 87.333333  00:02:25
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6 Conclusions

In this paper a method of automatic classification of signatures was proposed,
which can integrate the modular neural network, this modular neural network con-
sists of three modules; the first module uses a edges detector preprocessing, the
second one the wavelet transform and the third one the Hough transform. In de-
veloping the method of classification, we could really tell that it classifies signa-
tures according to their shape, in this particular case study gives a ranking for the
first module 11 signatures for the second 6, and for the third module 13. At this
stage more tests are underway, in the classification method with modular neural
network, to obtain a better result in the recognition of the signature.
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Abstract. This paper introduces on architecture of a modular neural network
(MNN) for pattern recognition, more recently, the addition of modular neural net-
work techniques theory have been receiving significant attention. The design of a
recognition system requires careful. The paper also aims to use the architecture of
this Modular Neural Network for pattern recognition in order to optimize the ar-
chitecture, and used an integrator that will get a good percentage of image identi-
fication and in the shortest time possible.

Keywords: Image face recognition, Modular Neural Network.

1 Introduction

Pattern recognition is the study of how machines can observe the environment,
learn to distinguish patterns of interest from their background, and make sound
and reasonable decisions about the categories of the patterns. The best pattern re-
cognizers in most instances are humans, yet we do not understand how humans
recognize patterns. This is hopeful news to proponents of artificial intelligence,
since computer can surely be taught to recognize patterns [1]. In machine learning,
pattern recognition is the assignment of a label to a given input value. An example
of pattern recognition is classification, which attempts to assign each input value
to one of a given set of classes (for example, determine whether a given email is
"spam" or "non-spam"). However, pattern recognition is a more general problem
that encompasses other types of output as well.

2 Pattern Recognition

The recognition, description, classification, and grouping of patterns are important
problems in a variety of engineering and scientific disciplines such as biology,
psychology, medicine, computer vision, artificial intelligence, and remote sensing
[2]. A pattern could be a fingerprint image [3], a handwritten cursive word [4], a
human face [5], ear [6], eyes [7], hands [8] and character recognition [9]. Within
medical science, pattern recognition is the basis for computer-aided diagnosis

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 211-R19]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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(CAD) systems. CAD describes a procedure that supports the doctor's interpreta-
tions and findings. Pattern recognition is generally categorized according to the
type of learning procedure used to generate the output value. Supervised learning
assumes that a set of training data (the training set) has been provided, consisting
of a set of instances that have been properly labeled by hand with the correct
output.

3 Artificial Neural Networks

An Artificial Neural Network (ANN), usually called neural network (NN), is a
mathematical model or computational model that is inspired by the structure
and/or functional aspects of biological neural networks. A neural network consists
of an interconnected group of artificial neurons, and it processes information using
a connectionist approach to computation. In most cases an ANN is an adaptive
system that changes its structure based on external or internal information that
flows through the network during the learning phase.

Once we are modeling an artificial functional model from the biological neuron,
we must take into account three basic components. First all, the synapses of the bio-
logical neuron are modeled as weights. Let’s remember that the synapse of the
biological neuron is the one which interconnects the neural network and gives the
strength of the connection. For an artificial neuron, the weight is a number, and
represents the synapse. A negative weight reflects an inhibitory connection, while
positive values designate excitatory connections. The following components of the
model represent the actual activity of the neuron cell. All inputs are added altogether
and modified by the weights. This activity is referred as a linear combination. Final-
ly, an activation function controls the amplitude of the output. [10]This process is
described in the Fig.1.

WEO ) wig = by (bias)

Activation
Function

Output
P® > gy

Summing

Junction l
. 9,

Xp 'k

Input Synaptic Threshold
signals Weights

Fig. 1. Artificial neural networks how to use
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From this model the interval activity of the neuron can be defined as:

p
Vo= D WX, (5)
=1

The output of the neuron, yk, would therefore be the outcome of some activation
function on the value of vk.

4 Methodologies

The methodologies used in this work are:

1. Obtain a database.

2. Determining division of the database in terms of individuals per module the
modular neural network.

3. Find methods and/or pre-processing techniques for application to image data-
base and get a better identification.

4. Programming in Matlab the modular neural network architectures consist of

three modules.

. Find a modular integration method that provides the desired results.

. Optimize the architecture of the MNN using the ACO algorithm.

. Compare results obtained with previous approaches.

. Document the investigation.

0 J N L

4.1 Problem Description

We use a database for images provide by Dr. Libor Spacek, Department of Com-
puter Science, and University of Essex. Wivenhoe Park. Description of the Collec-
tion of Facial Images [8]:

Total number of individuals: 395

Number of images per individual: 20

Total number of images: 7900

Gender: contains images of male and female subjects
Race: contains images of people of various racial origins
Age Range: the images are mainly of first year undergraduate students, so the
majority of indivuals are between 18-20 years.

Glasses: Yes

Beards: Yes

Image format: 24bit colour JPEG

Camera used: S-VHS camcorder

Lighting: artificial and fluorescent overhead
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4.1.1 Different Facial Movements

e Example of a persons with twenty images with different facial movements,
which are trained with the modular neural network, which is shown in Fig 2.

Fig. 2. One person to different facial movements

4.2 Modular Neural Network (MNN)

We work a face database. There are 20 images per person, a total of 395 people,
and a total of 7900 images. The dimension of images is the 180 x 200. In this
work is applied to recognition at persons using modular neural network architec-
ture. We use in three modules, the first module using 132 person (1848 images for
training — 792 images for test), second module 132 person (1848 images for train-
ing — 792 images for test), third 131 person (1834 images for training — 786
images for test), with first hidden layer 292, second hidden layer 292 and layer
output 132, being as in Fig 3.
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b, ProCessing of Entry

image the image .
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Integrator
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Fig. 3. Modular neural network architecture
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4.3 Experimental Result of the MNN

The experimental results were obtained with the determined MNN architecture de-
termined, and these experiments with three types of learning algorithms: gradient
descent momentum and an adaptive learning rate, gradient descent with adaptive
learning rate, scaled conjugate gradient method. The following results were ob-
tained for each the three modules in terms of percentage of identification.

4.2.1 Modulel
In this module the best result was in run number seven with a percentage of identi-

fication 94.570707 in a time of 0:36:25 second using the gradient descent momen-
tum and an adaptive learning rate algorithm, Show in Table 1.

Table 1. Experimental result modulel

# goal seasons | 1 2 3 time Total identi- % identi-
layer | layer | layer fied fied

1 0.000001 | 375 290 290 132 0:35:19 | 740/792 93.434343
2 | 0.000001 | 376 291 291 132 0:37:09 | 737/792 93.055556
3 0.000001 | 377 292 292 132 0:35:36 | 744/792 93.939394
4 | 0.000001 | 378 293 293 132 0:34:12 | 747/792 94.218182
5 0.000001 | 379 294 294 132 0:48:32 | 739/792 93.308081
6 | 0.000001 | 380 295 295 132 0:34:15 | 738/792 93.181818
7 | 0.000001 | 381 296 296 132 0:36:25 | 749/792 94.570707
8 | 0.000001 | 382 297 297 132 0:37:28 | 718/792 90.656566
9 | 0.000001 | 383 298 298 132 0:36:22 | 728/792 91.919192
10 | 0.000001 | 384 299 299 132 0:34:44 | 726/792 91.666667
11 | 0.000001 | 385 300 300 132 0:36:50 | 730/792 92.171717
12 | 0.000001 | 386 301 301 132 0:37:14 | 749/792 94..570707
13 | 0.000001 | 387 302 302 132 0:41:12 | 744/792 93.939394
14 | 0.000001 | 388 303 303 132 0:39:42 | 735/792 92.803030
15 | 0.000001 | 389 304 304 132 0:38:31 | 730/792 92.171717

4.2.2 Module2

In this module the best result was in run number seven with a percentage of identi-
fication 99.242424 in a time of 1:26:18 second using the scaled conjugate gradient
method algorithms, Show in Table 2:
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Table 2. Experimental result module2

# | goal seasons | 1 2 3 time Total identi- % identi-
layer | layer | layer fied fied

1 0.000001 | 375 290 | 290 132 1:19:07 | 702/792 88.636364
2 | 0.000001 | 400 290 | 290 132 1:19:32 | 768/792 96.969697
3 | 0.000001 | 425 290 | 290 132 1:25:10 | 696/792 87.878788
4 | 0.000001 | 450 290 | 290 132 1:28:18 | 786/792 99.242424
5 | 0.000001 | 475 290 | 290 132 1:38:04 | 726/792 91.666667
6 | 0.000001 | 500 290 | 290 132 1:36:17 | 774/792 97.727273
7 | 0.000001 | 525 290 | 290 132 1:26:18 | 786/792 99.242424
8 | 0.000001 | 550 290 | 290 132 2:35:11 | 744/792 93.939394
9 | 0.000001 | 575 290 | 290 132 2:02:14 | 744/792 97.727273
10 | 0.000001 | 600 290 | 290 132 1:53:03 | 744/792 93.939394
11 | 0.000001 | 625 290 | 290 132 1:43:15 | 786/792 99.242424
12 | 0.000001 | 650 290 | 290 132 3:20:07 | 780/792 98.484848
13 | 0.000001 | 675 290 | 290 132 2:02:49 | 780/792 98.484848
14 | 0.000001 | 700 290 | 290 132 2:06:26 | 744/792 93.939394
15 | 0.000001 | 750 290 | 290 132 2:21:20 | 780/792 98.484848

4.2.3 Module3

In this module the best result was in run number five with a percentage of identifi-
cation 100 in a time of 00:30:52 second using the gradient descent with adaptive
learning rate algorithms, show in Table 3:

Table 3. Experimental result module 3

# |goal seasons | 1 layer |2 layer | 3 layer s | time Total identified | % identified
1 |0.000001 |375 290 290 131 0:39:28 |786/786 100

2 10.000001 {400 291 291 131 0:38:55 | 786/786 100

3 10.000001 |425 292 292 131 0:38:49 |786/786 100

4 10.000001 |450 293 293 131 0:43:50 |774/786 98.473282
5 10.000001 |475 294 294 131 0:30:52 | 786/786 100

6 10.000001 |500 295 295 131 0:49:52 | 786/786 100

7 10.000001 |525 296 296 131 0:41:43 | 786/786 100

8 10.000001 |550 297 297 131 0:39:16 |786/786 100

9 10.000001 |575 298 298 131 0:45:13 | 774/786 98.473282
10 |0.000001 | 600 299 299 131 0:44:17 |778/786 98.473282
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Table 3. (continued)

11 |0.000001 | 625 300 300 131 0:34:24 | 778/786 100
12 | 0.000001 | 650 301 301 131 0:47:11 |778/786 100
13 |0.000001 | 675 302 302 131 0:44:13 | 778/786 100
14 | 0.000001 | 700 303 303 131 0:42:08 |778/786 100
15 |0.000001 |725 304 304 131 0:54:50 |778/786 100

4.2.4 Integrator

Taking the results of each module now the integration of all modules is performed,
taking into account that in these three modules the learning algorithm of gradient
descent with adaptive learning result the most efficient of all. The integration we
use is Gating Network for our work [9] with identification of 97.93771%
(2321/2370).

5 Comparison with Previous Work

In Table 4, we can observe the behavior of experiments with the Essex database in
the different research paper. Also a comparison was made with the method that
was developed in this research work. In this research is being compared with our
modular neural network with another investigation reference is shown in the
table 4, in position number 15 the propose method with MNN is shown and the
percentage identification is 97.93 %.

Table 4. Experimental use the database Essex in different work.

Position  method  Database Individuals/image To train To identify identification
1 NMF [11] Essex (Face- 50/10 150 (30%) 350 (70%) 93.38 %
94)
2 LNMF  Essex (Face- 50/10 150 30%) 350 (70%) 94.95 %
[11] 94)
3 SFNMF  Essex (Face- 50/10 150 30%) 350 (70%) 97.58 %
[11] 94)
4 RNM P[] Essex (Face- 50/10 150 30%) 350 (70%) 97.14 %
94)
5 SVM [12] Essex (Gri- 18/20 216 (66%) 144 34%) 98.13 %
mace)
6 RNM P[] Essex (Gri- 18/20 216 (66%) 144 34%) 95.83 %
mace)
7 Eigen face Essex (Gri- 18/20 144 (34%) 216 (66%) 69.40 %
[13] mace)
8 W+ PCA Essex (Gri- 18/20 144 (34%) 216 (66%) 98.50 %

[13] mace)
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Table 4. (continued)

9 CB PCA Essex (Gri- 18/20 144 (34%) 216 (66%) 100 %
[13] mace)

10 RNM P[] Essex (Gri- 18/20 144 34%) 216 (66%) 95.13 %
mace)

11 RNM[] Essex 195/20 2730 (70%) 1170 (30%) 91.58 %

12 RNM P[] Essex 195/20 2730 (70%) 1170 (30%) 91.90 %

13 RNM[]  Essex (Com- 389/20 4668 (60%) 3112 (40%) 85.49 %
plete)

14 RNM P[] Essex (Com- 389/20 4668 (60%) 3112 (40%) 84.67 %
plete)

15 MNN Essex (Face- 395/20 6320 (70%) 2370 (30 %) 97.93 %
94)

In the Table above we can see the results generated by the developed method
compared to other studies that were performed with the data bade Essex. In the
first 3 rows on the Table shows the methods: NMF (Non-Negative Matrix Factori-
zation), LNMF (Local NMF) and SFNMF (Spatially Confined). Subsequently
there is a variant of the method developed which is RNM P (Modular Neural net-
work Parallel). And the record is show to method SVM (Support Vector Machine)
and RNM P where you can see a slight improvement of the method SVM. The fol-
lowing methods in the table are: Eigen face, W (Wavelet) + PCA (Principal Com-
ponent Analysis) and CB PCA (Curve let Based PCA).

6 Conclusions

In this paper we work with the modular neural network for pattern recognition us-
ing the Essex data base, which is working with 395 people with 20 images of
people with a total of 7900 images, working with three training modules and dif-
ferent algorithms training. Unlike mentioned in the Table IV at position 14 they
working with database of Essex with 389 people, but we work with the database
of 395 people, and the position number 9 on total identification was 100%, but
with few images and our research work which resulted a total of 97.93% but with
a higher number of images.
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Abstract. Particle Swarm Optimization (PSO) is one of the evolutionary computa-
tion techniques based on the social behaviors of birds flocking or fish schooling,
biologically inspired computational search and optimization method. Since first
introduced by Kennedy and Eberhart [7] in 1995, several variants of the original
PSO have been developed to improve speed of convergence, improve the quality
of solutions found, avoid getting trapped in the local optima and so on. This paper
is focused on performing a comparison of different PSO variants such as full
model, only cognitive, only social, weight inertia, and constriction factor. We are
using a set of 4 mathematical functions to validate our approach. These functions
are widely used in this field of study.

1 Introduction

Particle Swarm Optimization (PSO) was developed by Kennedy and Eberhart in
1995 [7] [11], and is a stochastic search method based on population. The idea be-
hind this algorithm was inspired by the social behavior of animals, such as bird
flocking or fish schooling. The process of the PSO algorithm in finding optimal
values follows the work of this animal society. In a PSO system, a swarm of indi-
viduals (called particles) fly through the search space. Each particle represents a
candidate solution to the optimization problem. The performance of each particle
is measured using a fitness function that varies depending on the optimization
problem. The PSO has been applied successfully to a number of problems, includ-
ing standard function optimization problems [1] [12] [20] [21], solving permuta-
tion problems [15] [19] and training multi-layer neural networks [13] [14] [20].
The basic PSO has problems with consistently converging to good solutions, so,
there are several modifications that have been proposed from the original PSO. It
modifies to accelerate achieving of the best conditions, improving convergence of
the PSO and increasing the diversity of the swarm. A brief description of
some PSO approaches is presented below. Benchmark functions were used to
measure the performance of the PSO algorithm with the different approaches. This

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 223-235]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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paper is organized as follows: section 2 describes the standard PSO algorithms,
section 3 describe the different variants of standard PSO algorithms used in this
paper, section 4 presents simulation results for functions mathematic and finally,
conclusions are summarized in sections 5.

2 Standard PSO Algorithm

The basic equations are usually given as follow:

A

Vlj (t+ 1) = Vilj (t) +clrlj (l)[y,;,- (t) _x,_',' (t)] +Cz”2_,-(f)[yj(l) _x,_',' (t)] (1)
xX,(t+D)=x, () +v,(t+1) 2)

The social network employed by the PSO reflects the star topology. For the star
neighborhood topology, the social component of the particle velocity update re-

A

flects information obtained from all the particles in the swarm, referred to as y(t) ,
where v, (t) is the velocity of particle i in dimension j = 1, ... , n, at time step ¢,

X (1) is the position of particle i in dimension j at time step 7, ¢, and ¢, are posi-
tive acceleration constants used to scale the contribution of the cognitive and so-
cial components respectively, and # j (l‘ ) T (l‘ ) ~ U (0,1) are random values in

the range [0, 1], sampled from a uniform distribution. These random values intro-
duce a stochastic element to the algorithm.

Let x,(#) denote the position of particle i in the search space at time step 7,
which denotes discrete time steps. The position of the particle is changed by add-
ing a velocity, V, () to the current position. It is the velocity vector that drives the

optimization process, and reflects both the experiential knowledge of the particle
and socially exchanged information from the particle’s neighborhood.

3 Variants of PSO

Several variants of the PSO algorithm have been developed [16] [17] [10]. It has
been shown that the question of convergence of the PSO algorithm is implicitly
guaranteed if the parameters are adequately selected [18] [4].

3.1 Inertia Weight

This variation was introduced by Shi and Eberthart [17] as a mechanism to control
the exploration and exploitation abilities of the swarm, and as a mechanism to
eliminate the need for velocity clamping [9]. The inertia weight was successful in
addressing the first objective, but could not completely eliminate the need for ve-
locity clamping. The inertia weight, w, basically works by controlling how much
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memory of the previous flight direction will influence the new velocity. The ve-
locity equation is changed from equation (1) to:

Vii (t+1)= WVi_,' (l‘)+C17'1j (f)[)’,;,- () =X (l‘)]+C2r2j (l)[yj(l)—xl;,- ] 3

The value of w is extremely important to ensure convergent behavior, and to opti-
mally tradeoff exploration and exploitation. For w =1, velocities increase over
time, accelerating towards the maximum velocity (assuming velocity clamping is
used), and the swarm diverges. For w < I, particles decelerate until their veloci-
ties reach zero (depending on the values of the deceleration coefficients). Large
values for w facilitate exploration, with increased diversity. Very small values
eliminate the exploration ability of the swarm.

3.2 Constriction Coefficient

Clerc developed an approach very similar to the inertia weight to balance the ex-
ploration-exploitation trade-off, where the velocities are constricted by a constant
X, referred to as the constriction coefficient [5]. The velocity update equation
changes to:

A

v,_',' (t+1) = x[Vi_,' (t) +C1r1j (t)[Y,;,- (t)_x,_',' (I)]+C27'2j (t)[yj(l)—x,;,- (t)] (4)

2k
where xX= &)
2-p—o0—4)
= ¢1 +¢2
with h=an
¢ =,

Equation (5) is used under the constraints that ¢ =4 and k € [0,1] .

The constriction equations above were derived from a formal eigenvalue analy-
sis of swarm dynamics [6].

The constriction approach was developed as a natural, dynamic way to ensure
convergence to a stable point, without the need for a velocity clamping. Under the
conditions that ¢ =4 andk € [0,1], the swarm is guaranteed to converge. The
constriction coefficient, x, evaluates to a values in the range [0, 1] which implies
that the velocity is reduced at each time step.

The parameter, &, in equation (5) controls the exploration and exploitation abili-
ties of the swarm. For k = 0, fast convergence is obtained with local exploitation.
On the other hand, k = 1, results in slow convergence with a high degree of ex-
ploration. Usually, k is set to a constant value. However, an initial high degree of
exploration with local exploitation in the later search phases can be achieved using
an initial value close to one, decreasing it to zero.
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The constriction approach is effectively equivalent to the inertia weight ap-
proach. Both approaches have the objective of balancing exploration and explora-
tion, and in doing so of improving convergence.

3.3 Cognition-Only Model

The cognition-only model excludes the social components from the original veloc-
ity equation as given in equation (1). For the cognition-only model, the velocity
update changes to:

vy (t+1) = viy, () + ¢,y ; (O(y; (1) = x; (1)) (6)

The behavior of the particle within the cognition-only model can be composed to
nostalgia. The cognition-only model provides a stochastic tendency for particles to
return toward their previous best position. From empirical work, Kennedy re-
ported that the cognition-only model is slightly more vulnerable to failure than the
full model. It tends to locally search in areas where particles are initialized. The
cognition-only model is slower in the number of iterations it requires to reach a
good solution, and fails when velocity clamping and the acceleration coefficient
are small. The poor performance of the cognitive model is confirmed by Carlisle
and Dozier [19], but with respect to dynamic changing environments.

The cognition-only model was, however, successfully used within niching
algorithms [2].

3.4 Social-Only Model

The social-only model excludes the cognitive component from the velocity
equation:

v, (1 +1) =iy (5 + ¢y1, (O, (0= 5, (1) )

For the social-only model, particles have no tendency to return to previous
best positions. All particles are attracted towards the best position of their
neighborhood.

4 Simulation Results for Mathematical Functions

In this section four mathematical functions are tested under the different reviewed
variants of PSO.

4.1 F1 Function
|x| +cos(x) (®)

where —100 < x, <100 n=1, n is the number of the variable to be optimized.

The objective is to find the minimum of F1 function and the related variable
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locations. Fig.1 shows the surface plot of the F1 function in one variable. There is
a unique minimum point in the figure with location f (O) =1.

For the simulations we used a population size of 20, 40, 60, 80 and 100.
C,=C,= 2, Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5
experiments.

25
20

15

f(x)

9% -10 0 10 20
x

Fig. 1. Surface plot of the F1 function in n=1 variable

Table 1 shows the optimization results of F1 function with different variants,
Basic PSO, Only Cognitive and Only Social, where Tswarm is the population size,
G is average of generations, Success rate is the reached minimum in the genera-
tion G and the number of variables is 1.

Table 1. Optimization results of F1 function with the different variants

Num- Basic On}){ On!y
ber of Tswar PSO Success  Cognitive  Success  Social ~ Success
va- rate rate rate
riables G G G

1 20 100000  1.0001 82061.8 1 100000 1.0001

40 53746.8 49784.6 1 50839.4 1

1 60 38763.4 1 27245.5 1 33767.2

1 80 21683.1 1 16440.7 1 247227 1

1 100 21398.6 1 16488.3 1 20084.6 1

Table 2 shows the optimization results of F1 function, where W is the inertia

weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 1.
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Table 2. Optimization results of F1 function, inertia weight and factor constriction variants

Num- w 0.2 Suc- 0.4 Suc- 0.6 Suc- 0.8 Suc- Suc-
ber of cess cess cess cess X cess
va- G rate G rate G rate G rate rate
riables  Tswar

1 20 100000 1.0003 100000 1.0001 296.4 1 482 1 356.6 1

1 40 100000 1.0011 100000  1.0001 271.4 1 451 1 345.8 1

1 60 100000 1.0012 100000  1.0001 289 1 420.2 1 344.4 1

1 80 100000 1.0001 100000  1.0001 278.4 1 433.6 1 340 1

1 100 100000  1.0003 100000 1.0001 267 1 427 1 342 1

4.2 F2 Function
xsin(4x)+1.1ysin(2y) ©)

where 0 < x, <10 n=2, n is the number of variables to be optimized. The objec-
tive is to find the minimum of F2 function and the related variable locations. Fig.2
shows the surface plot of the F2 function in one variable. There is a unique mini-
mum point in the figure with location £(0.9039,0.8668) = —18.5547 .

For the simulations we used a population size of 20, 40, 60, 80 and 100.
C,=C, = 2, Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5
experiments.

Y 10 10

Fig. 2. Surface plot of the F2 function in n=2 variables

Table 3 shows the optimization results of F2 function with different variants,
Basic PSO, Only Cognitive and Only Social, where Tswarm is the population size,
G is average of generations, Success rate is the reached minimum in the genera-
tion G and the number of variables is 2.
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Table 3. Optimization results of F2 function with the different variants

Only

Basic . Only
Num- w PSO Success ngm— Success Social Success
ber of tive
rate rate rate
va- G G
riables  Tswar G
2 20 30262.2 -18.5547  48285.2  -18.5547 702744 -16.7476

40 26157.6 -18.5547  23359.6  -18.5547 56851.4 -16.6509
60 25183.2 -18.5547  17634.8  -18.5547 23282.6 -18.5547
80 6255 -18.5547 17237 -18.5547 10195 -18.5547
100 11022.4 -18.5547  9430.2 -18.5547  10106.4  -18.5547

[SS] L) 1) I\S)

Table 4 shows the optimization results of F2 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2.

Table 4. Optimization results of F2 function, inertia weight and factor constriction variants

Number w02 0.4 0.6 0.8 X

of v Success Success Success Success Success

riables G rate G rate G rate G rate G rate

Tswar

2 20 573434 -18.5547 7382 -18.5547 62.4  -18.5547 98.2 [18.5547 35 ~18.2406
2 40 6726.4 -18.5547  273.2 -18.5547 724 -18.5547 76.4 -18.5547 434 -18.5547
B 60  3412.6 -185547 2884 -185547 52.6  -18.5547 66.4 C18.5547 142 -18.5547
2 80  2222.6 -18.5547 243.8 -18.5547 46.6  -18.5547 71.8 C18.5547 11 “18.5547
5 100 2684.8 -18.5547 150.8 -18.5547 534  -18.5547 58.2 1185547 10.6  -18.5547

4.3 F3 Function

()= 3" Noolx,., - x2F +fi-x, P (10)

where —100 < x; <100, i=1, 2,..., n, n is the number of variables to be opti-

mized. The objective is to find the minimum of F3 function and the related varia-
ble locations. Fig.3 shows the surface plot of the F3 function in one variable.

There is a unique minimum point in the figure with location f (l,l) =0.

For the simulations we used a population size of 20, 40, 60, 80 and 100.
c,=C,= 2, Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 100000 generations and 5
experiments.
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Fig. 3. Surface plot of the F3 function in n=2 variables

Table 5 shows the optimization results of F3 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2.

Table 5. Optimization results of F3 function, inertia weight and factor constriction variants

Num- 0.2 Suc- 0.4 Suc- 0.6 Suc- 0.8 Suc- X Suc-
ber of cess cess cess cess cess
va- G rate G rate G rate G rate G rate
riables  Tswar
2 20 100000  56.5 100000  3.2001 3099.6 0 2654.9 0 100000 18.5
2 40 100000 46.6 100000 0.0204 22223 0 2195.6 0 100000 9.2
2 60 100000  27.4 100000 0.0114  2033.5 0 2030.2 0 82486.2 5.2
2 80 100000 32.5 100000 0.0098  1926.7 0 1905.7 0 60060.4 3.1
2 100 100000  30.7 100000 0.0054  1842.8 0 1829.5 0 80137.8 3.2

Table 6 shows the optimization results of F3 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 4.

Table 6. Optimization results of F3 function, inertia weight and factor constriction variants

(I:Ifumb‘e/:;- w02 Success == Success 06 Success ~—  Success Success
riables G rate G rate G rate G rate rate
Tswar
100000 259811.4 100000 104.9 100000  2.9104e 100000 2.3296e 100000  1946.6
4 20
-027 -030
100000 250096.4 100000 48.32 100000  1.0354e 675926 0 100000 128.7
4 40 030
4 60 100000 2685.1 100000 76.5 980884 0 737024 0 100000 25.6
4 80 100000 5245.8 100000 62.1 73809.6 0 66970.8 100000 10.1
4 100 100000 23.5 100000 156.3 776794 0 505564 100000 0.8
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Table 7 shows the optimization results of F3 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 6.

Table 7. Optimization results of F3 function, inertia weight and factor constriction variants

Numb 0.2 .
ofum :;_ w02 Success Success == Success Success Success
riables G rate G rate G rate G rate G rate
Tswar
6 20 100000 3637934.9 100000 504058.8 100000 290.2 100000 2500.5 100000 4193.2
6 40 100000 601490.8 100000 4424.4 100000 22.5 100000 21.6 100000 2321.3
6 60 100000 500383.8 100000 501119.4 100000 648 100000 21.6 100000 151.7
6 80 100000 251034.8 100000 750375.2 100000 4.1455e- 100000 22.5100000 132.4
009
6 100 100000 250116.2 100000 783.9 100000 21.6 100000 21.7 100000 3.7

Table 8 shows the optimization results of F3 function, where W is the inertia

weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 8.

Table 8. Optimization results of F3 function, inertia weight and factor constriction variants

l(jfumbs;_ w02 Success Success Success Success Success
Hables G rate G rate G rate G rate rate
Tswar
8 20 100000 2981228.8 100000 658030.4 100000 250022.1 100000 44.2 100000 128964.3
S 40 100000 13980540 100000 634092.0 100000 250000.5 100000 1.0 100000 2604.1
S 60 100000 757957.1 100000 22594.1 100000 43.2 100000 44.2 100000 2375.1
S 80 100000 101143.9 100000 9882.2 100000 17.3 100000 0.2101 100000 353
S 100 100000 205438.1 100000 211345.6 100000 86.4 100000 0.7971 100000 4782

The table 9 shows the optimization results of F3 function, where W is the iner-

tia weight with different values, X is the constriction factor, Tswarm is the popula-
tion size, G is average of generations, Success rate is the reached minimum in the
generation G and the number of variables is 10.

Table 9. Optimization results of F3 function, inertia weight and factor constriction variants

Number

=
=1
[5)

0.4

- ) - Success —  Success ~  Success Success
of  va- Success rate
rables G G rate G rate G rate G rate
Tswar
10 20 100000 191603992.5 100000 4213320.2 100000 200000.4 100000 2019.5 100000 158087.3
10 40 100000 1717782.9 100000 1733716.8 100000 600035.9 100000 35.4 100000 2778.4
10 60 100000 2153458.6 100000 519313.1 100000 2039.2 100000 2019.7 100000 1147.4
10 80 100000 189513.1 100000 575338.9 100000 400018.2 100000 17.3 100000 147.8
10 100 100000 145306.6 100000 738666.1 100000 400035.5 100000 17.3 100000 433.9
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4.4 F4 Function
1ON+Y" [x2 —10cos(2zx )] (11)

where —100 < x; <100, i=1, 2,..., n, n is the number of variables to be opti-

mized. The objective is to find the minimum of F2 function and the related varia-
ble locations. Fig.2 shows the surface plot of the F2 function in one variable.

There is a unique minimum point in the figure with location f (0,0) =0.

For the simulations we used a population size of 20, 40, 60, 80 and 100.
c,=C,= 2, Inertia weight (W) = [0.2, 0.4, 0.6, 0.8], 10000 generations and 50
experiments.

Fig. 4. Surface plot of the F4 function in n=2 variables

Table 10 shows the optimization results of F4 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 2.

Table 10. Optimization results of F4 function, inertia weight and factor constriction
variants

Num- w 0.2 Suc- 0.4 Suc- 0.6 Suc- 0.8 Suc- X Suc-
ber of cess cess cess cess cess
va- G rate G rate G rate G rate G rate
riables  Tswar
2 20 100000 6.1 100000  0.0005  323.1 0 323.1 0 18311.6 0
2 40 100000 4.2 100000 0.0003  297.4 0 297.4 0 273.2 0
2 60 100000 1.8 100000 0.0001  279.9 0 279.9 0 53.7 0
2 80 100000 0.9 100000 0.0001  273.9 0 273.9 0 54.7 0
2 100 100000 1.1 100000 0.0002  267.9 0 267.9 0 44.3 0
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Table 11 shows the optimization results of F4 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 4.

Table 11. Optimization results of F4 function, inertia weight and factor constriction variants

Num- w 0.2 Suc- 0.4 Suc- 0.6 Suc- 0.8 Suc- X Suc-
ber of cess cess cess cess cess
va- G rate G rate G rate G rate G rate
riables  Tswar
4 20 100000 34.3 100000 12.8  1547.1 0 2087.9 0 100000 9.944
4 40 100000  31.5 100000 9.8 7839 0 907.5 0 100000 7.164
4 60 100000  16.9 100000 9.9 721.2 0 815.6 0 100000 5.501
4 80 100000 11.7 100000 8.1 669.2 0 805.1 0 100000 4.457
4 100 100000 13.8 100000 6.9 624.0 0 759.3 0 100000 2.654

Table 12 shows the optimization results of F4 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 6.

Table 12. Optimization results of F4 function, inertia weight and factor constriction variants

Num- w 0.2 Suc- 0.4 Suc- 0.6 Suc- 0.8 Suc- X Suc-
ber of cess cess cess cess cess
va- G rate G rate G rate G rate G rate
riables  Tswar
6 20 100000  305.8 100000 479  5951.5 0 6396.0 0 100000 204.3
6 40 100000 68.5 100000 57.3  3465.6 0 3676.2 0 100000 31.1
6 60 100000 46.1 100000 47.2  2066.3 0 2036.4 0 100000 31.9
6 80 100000 35.3 100000 38.2 1521.8 0 1404.8 0 100000 25.3
6 100 100000 50.1 100000 334  1181.7 0 1355.4 0 100000 12.7

Table 13 shows the optimization results of F4 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 8.

Table 13. Optimization results of F4 function, inertia weight and factor constriction variants

Number w

0.2

of  va- Success - Success - Success - Success Success
riables G rate G rate G rate G rate rate
Tswar
8 20 100000 1132.0 100000 198.7 100000  1.5919 100000 2.1889 100000 283.4
8 40 100000 232.9 100000 148.4 100000  0.1989 100000  0.3979 100000 82.1
8 60 100000 149.3 100000 111.1100000  0.1989 100000 0.3979 100000 60.7
8 80 100000 124.4 100000 84.5 4901.20 6534 0 100000 41.5
8 100 100000 95.7 100000 70.2  2038.20 2151.80 100000 29.9
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Table 14 shows the optimization results of F4 function, where W is the inertia
weight with different values, X is the constriction factor, Tswarm is the population
size, G is average of generations, Success rate is the reached minimum in the gen-
eration G and the number of variables is 10.

Table 14. Optimization results of F4 function, inertia weight and factor constriction variants

Number w02 0.4 0.6 0.8 X

of  va- Success Success Success Success Success

riables G rate G rate G rate G rate G rate

Tswar

10 20 100000 3725.6 100000 486.2100000  2.5869 100000  2.7859 100000 347.4
10 40 100000 694.8 100000 278.7100000  1.5919 80835.4 1.3929 100000 243.6
10 60 100000 391.1 100000 185.1 44431 0.5969 80672.8 0.9949 100000 100.3
10 80 100000 185.6 100000 159.2 42176  0.3979 61146 0.9949 100000 103.5
10 100 100000 138.5 100000 113.7 46584 0 12037 0 100000 82.3

5 Conclusions

In this paper, we proposed a comparative study of PSO variants. Simulation tests on four
mathematical functions were performed to compare the proposed study. The simulation
results show that the standard PSO algorithm with one or more variables used too many
generations (mean) to find the minimum. Similar results with variations on only cognitive
and only social, thus in some tests do not show results of simulations of these variants. Iner-
tia weight and constriction factor variants show better results to find the minimum of the
function, where some of the different values of inertia weight variation showed better re-
sults than with constriction factor variation. As shown in the results among more variables
has the function the PSO used more generations to find the minimum, therefore results
show great difference in both the basic PSO as its variations.
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A Method to Solve the Traveling Salesman
Problem Using Ant Colony Optimization
Variants with Ant Set Partitioning
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Abstract. In this paper we propose an ant’s partition method for Ant Colony
Optimization (ACO), a meta-heuristic that is inspired in ant’s behavior and how
they collect their food. The proposed method equivalently divides the total number
of ants in three different subsets and each one is evaluated separately by the cor-
responding variation of ACO (AS, EAS, MMAS) to solve different instances of
The Traveling Salesman Problem (TSP). This method is based on the idea of
“divide and conquer” to be applied in the division of the work, as the ants are eva-
luated in different ways in the same iteration. This method also includes a stagna-
tion mechanism that stops at a certain variation if it’s not working properly after
several iterations. This allows us to save time performing tests and have less over-
head in comparison with the conventional method, which uses just one variation
of ACO in all iterations.

1 Introduction

Nowadays there are open NP-complete problems where the complexity to con-
struct the right configuration of a solution lays in finding a possible solution with-
in a great number of possible combinations. In the past it was assumed that this
kind of problems where impossible to solve since the feasibility to find the right
answer was attached to the idea that an exhaustive search was needed resulting in
the impossibility to find an answer in a reasonable frame of time. In many cases
even when a super computer was used the amount of time needed to find a solu-
tion was monumental causing overhead and great computational complexity.
Therefore NP-hard problems are approached finding the solution in a subset of the
decision problem; this means finding an optimal solution using approximate algo-
rithms that can give us good solutions efficiently, sacrificing finding very good so-
lutions in a polynomial time. One of the most known examples of this kind of
problems is the TSP (Traveling Salesman Problem), which is represented figura-
tively as a salesman that wants to travel from city to city starting in a original
point (city) without passing a city twice before returning home (original city).
This is considering the length between cities as the cost that needs to be mini-
mized. This problem can be represented as an undirected weight graph where the
cities are the vertices of the graph, paths are graph’s edges and the distance of the

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 237-246]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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path is the length of the edge. There are many approaches proposed to solve this
problem, one of the most used are meta-heuristics inspired in biological behavior
such as Ant Colony Optimization(ACO)[4][5], Genetic Algorithms (GA), Particle
Swarm Optimization (PSO) [7][1], among others. These techniques are known to
be efficient in the search of a space solution providing optimal values. Given that
ACO can be represented as graph, this meta-heuristic is one of the most used to
represent and solve TSP. Dorigo and Stiitzle proposed the solution of TSP in
[41[8][9][11] using ACO according to the biological information that an ant pro-
vides when a good path is found adding pheromone to the nodes of that specific
path. ACO uses the amount of pheromone and heuristic information to find the
probability of the next node, were the heuristic information in this case (TSP) is
the distance between cities. Owing to the fact that ACO has many variations in
how the pheromone it’s applied; the way to solve each problem is narrowed to
how a designer uses these variations and how good is a specific variation in a spe-
cific problem. In this paper we propose a strategy to compare these variations,
such as Elitist Ant System (EAS), Ant System (AS), and Max Min Ant System
(MMAS) within the same iteration; hence minimizing the number of tests needed.
For this paper we performed 30 experiments using the proposed method (P-ACO)
compared to 30 experiments for each ACO variation (AS, EAS, MMAS) resulting
in a good performance and reduction of time. The main contribution of this work
is the proposed P-ACO approach that combines the use of EAS, AS and MMAS in
a single method that is more efficient in finding solutions for complex problems,
such as the TSP.

1.1 Ant Colony Optimization (ACO)

Meta-heuristic introduced by Dorigo and Stiitzle that is based on ant’s behavior
and how they collect their food following biological and heuristic information.
Artificially speaking each ant represents a possible solution in which each one of
them cooperates to find an optimal global solution. ACO works creating a con-
struction graph Gc(C=L) identical to the problem graph. Each node connects to a
corresponding set of arcs (i.e. L=A) and those arcs have a weight that corresponds
to the distance d;; between nodes i to j.

Y(, e L

P&

Fig. 1. Shows the nodes and the corresponding arcs
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After the graph is constructed, a set of constraints are defined, which depend on
the problem. In this case the only constraint is, that a city is visited only once

within the feasible neighborhood fo where £ is the ant and i is the node to be vi-

sited choosing the next node probabilistically using (1). The ants “memorize” the
visited nodes as well as the cost of that node (heuristic information).The evapora-
tion of the pheromone (3), helps to forget bad decisions and follow the best path;
also delimitating the maximum amount of pheromone deposited by the ants. The

following step defines how the pheromone 7;; is updated (2) and the evaporation

rate p that is needed, also the heuristic information 77; that is going to be used;

the distance between nodes gives this information. Finally we construct a solution
setting the ants randomly in nodes to start searching paths. The algorithm ends
when all the cities have been visited.

o B
T.(t y
7, Ol i je N*
pi’; (1) = Z[Tik D17 [17; ] (1)
ke N¥
0 otherwise
AT, 7, +AT" @)

Tij — (- p)rij

pe(0,1]

3)

1.2 ACO Variations

According to the literature [4] there exist many variations of ACO, the slightly dif-
ference among them is in how they update the pheromone and the use of some
parameters to perform such update. Some variations are the best for certain prob-
lems including the TSP like MMAS, EAS and RankAS. In the same way these
variations have different functionality in specific problems. Table 1 shows the
difference of the variations that we are going to use, including the parameter
values recommended in literature [4][5][11].

Where avg is the average number of different choices available to an ant at each
step while constructing a solution [10]. The main justification for using these var-
iations is to test the feasibility of the proposed method P-ACO using the variations
that have different performance in TSP, like AS that performs badly in compari-
son with the others, EAS which has proved that can provide good solutions and
finally MMAS, which is one of the most used variations in TSP because it gives
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Table 1. Different variations of ACO

Variation Description 0 Parameter val-
ues
Elitist The global best | (e+m)/ p C™
Ant Sys- | solution deposits a=1
tem pheromone on | (4) .
(EAS) every iteration p=2105
along with all the p=0.5
other ants.
m=n
e=n

MaxMin Added Maximum

. 1/pC" (5 =]

Ant Sys- | and Minimum o

tem pheromone Tonin = T (1= M) /((avg —1)* 1/0.05 )

(MMAS) amounts [Tmax, Tmin] ﬂ=2 o5
Onl)f glqbal best p=0.5
or iteration best
tour deposited m=n

pheromone.  All | (6)

edges are initia- .
lized to Tma and Tmax=1/ p C" (7)

reinitialized to
Tmax When nearing
stagnation.

Ant Sys- | Updates  phero- | m/C™(8)
tem mones after con-
struct solutions

excellent results. This will show us if the algorithm is working when it compares
the different results of the different variations per iteration, expecting the best one
(MMAS) as the winner, this means the variation that produces the best global in
each test.

2 Proposed Method

This method provides a way to divide the total number of ants in different subsets.
This means given a set of m ants the method equivalently divides the total number
of ants in three different subsets and each one is evaluated separately by the cor-
responding variation of ACO (AS,EAS and MMAS) to solve different instances of
The Traveling Salesman Problem (TSP).

The stagnation mechanism works evaluating the best result per iteration and
counting which variation have poor results. Making several experiments we con-
cluded that the feasible number of allowed poor results is five; this means if the
variation best result is not the global best in that iteration for five consecutively
times then the variation is stopped. This could cause that none of the variations
are stopped if there isn’t five consecutively bad results in any of them, also could
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T—
Begin

Initialize

Place ants
randomlv

Construct
solutions
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Pheromone

Exit

Condition

Finish

Fig. 2. Shows the proposed variation of the ACO algorithm (P-ACO)

cause that one by one the variations are stopped leaving only one “winner” varia-
tion at the end of the maximum number of iterations which will make the algo-
rithm faster because it will perform the best variation(s), not wasting time in eva-
luating the ants in the variations with poor results.

2.1 Methodology

First we choose the desired parameters. For practical purposes we implemented an
interface to choose our parameters and TSP instances.

Fig. 3. Shows the mentioned interface
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Subsequently the best ant of each partition is compared with each other; obtaining
the best global ant i (global best 7).

AS MMAS
Subset 1

EAS
Subset 2 Subset 3

\

P

BestAS vs Best EAS vs Best MMAS

Best result (and variation)
. . . iteration i
Fig.4. Representation in how

the partition is made

The evaluation of the partitions is made sequentially in the same iteration i.
Therefore in each iteration the best global ant i is compared with the best global
ant i-1 following the conventional ACO algorithm. This allows us to compare in
one iteration three different variations, saving time performing tests and having
less overhead in comparison with the conventional method, which uses just one
variation of ACO in all iterations. This means n (iterations) x 3 (variations) total
tests in comparison with the proposed method, which only needs n tests. Because
the proposed method selects one ant per iteration that represents also a variant of
ACO; the end result provides the most used variant hence the one with best per-
formance in a particular instance of TSP.

3 Experiments

We performed tests with different instances of TSP to test the algorithm using dif-
ferent parameters for two types of experiments.

TSP Instances used: Berlin52 (52 cities) and bier127 (127 cities)
30 experiments with P-ACO

30 experiments with AS

30 experiments with EAS

30 experiments with MMAS

We used a=2, B=5 and p=0.7 in every experiment.

e Hardware information:

e Mac OS X 2.3 Ghz Intel Core i5 4GB 1333 Mhz DDR3
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e Types of experiments:

e Experiments type 1: consist in setting the parameters in 120 ants and 150
iterations.

e  Experiments type 2: consist in setting the parameters in 150 ants and 100
iterations.

An Experiment type 1 should take longer to perform than an experiment type 2.

4 Results

Variables used: It(Iterations), G.B. (Global Best), Avg. (Average), T(Time),
BRKSF(Best Result Known so far) according to the literature [12], E (Error),
N.E.(Normalized Error). The average is calculated with the global best of each
experiment dived in the number of experiments (30). The error is calculated as the
following:

Error=Best Result so Far-Average
Normalized Error=1-(Best Result so Far/Average)

4.1 Berlin52 (52 Cities)

We performed different tests using a TSP instances with 52 cities. Tables 2 and
Table 3 shows the comparison between the proposed method and the conventional
method, using experiments type 1. Table 4 and Table 5 are doing the same com-
parison using experiments type 2.

Table 2. Experiments type 1 using proposed algorithm P-ACO

Ants | It G.B. Avg. A% T(@min) | BRKS E N.E
F
120 150 7549.29 7549.29 | P-ACO 14.2 7542 7.29 0.00096
(MMAS)

Table 3. Experiments type 1 using individual algorithms

Ants | It G.B. Avg. \4 T(min) BRKSF | E N.E
120 150 | 7713.03 | 7961.82 | AS 37.95 7542 171.03 | 0.052729
120 150 | 7544.37 | 7628.35 | EAS 37.53 7542 2.366 0.011321
120 150 | 7549.29 | 7944.86 | MMAS 839.09 7542 7.29 0.050707
Total time used 914.57 Average Error 0.038252
min(15.24
hours)

Table 4. Experiments type 2 using proposed algorithm P-ACO

Ants | It G.B. Avg. \4 T(min) BRKSF E N.E
150 100 7544.37 7544.37 P-ACO 15.2 7542 2.37 | 0.000314
(MMAS)
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Table 5. Experiments type 2 using individual algorithms

Ants | It G.B. Avg. \4 T(min) BRKSF | E N.E
150 100 | 7857.17 7857.17 | AS 23.62 7542 315.16 | 0.040112
150 100 | 7544.2 7688.23 | EAS 31.44 7542 2.37 0.019020
150 100 | 7658.96 | 7941.22 | MMAS 451.55 7542 116.96 | 0.050272
Total time used 506.61 Average Error 0.036468
min(8.44
hours)

4.2 Bier127 (127 Cities)

We performed different tests using a TSP instances with 127 cities. Tables 6 and
Table 7 shows the comparison between the proposed method and the conventional
method, using experiments type 1. Table 8 and Table 9 are doing the same com-
parison using experiments type 2.

Table 6. Experiments type 1 using proposed algorithm P-ACO

Ants | It G.B. Avg. \4 T(min) | BRKSF | E N.E
120 150 126551 126551.72 P-ACO | 69.85 118282 8269 0.065
(EAS) (1.16
hours)

Table 7. Experiments type 1 using individual algorithms

Ants | It G.B. Avg. \4 T(min) BRKSF | E N.E
120 150 | 133400.8 136754.79 | AS 149.97 118282 15118.8 | 0.135
120 150 | 125788.79 | 128061.79 | EAS 136.20 118282 | 7506.79 | 0.076
120 150 | 126554.00 | 126781.43 118282. | 8272 0.067
MMAS | 3071.89
Total time used 3357.06 min | Average Error 0.092
(55.95hours)

Table 8. Experiments type 2 using proposed algorithm P-ACO

Ants It G.B. | Avg. A\ T(min) BRKSF E N.E

150 100 | 1239 | 12391233 | P-ACO | 50.46 118282 | 5621 | 0.045
03 (EAS)
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Table 9. Experiments type 2 using individual algorithms

Ants | It G.B. Avg. \4 T(min) BKSF E N.E
150 100 | 134660.87 | 137786.55 | AS 127.21 118282 | 16378.87 | 0.142
150 100 | 123903.00 | 123915.46 | EAS 101.3 118282 | 5621.00 0.045
150 100 | 123903.00 | 123921.21 1463.34 118282. | 5621.00 0.045
MMAS

Total time used 1691.85 Average Error 0.077

min

(28.19

hours)

5 Conclusions

We proposed a method for ant set partitioning in ACO. The proposed method is to
divide the total number of ants into different partitions for a corresponding variant
of ACO. Simulation results show that the proposed approach is working appro-
priately, in some cases 64 times faster than the conventional methodology and also
providing better results. Performing two types of experiments varying the number
of ants and iterations we made a comparison between the proposed algorithm P-
ACO and the conventional methodology. In experiment of type 1 we used 120
ants and 150 iterations and in the type 2 we used 150 ants and 100 iterations for
each instance of TSP. Using 52 cities (Berlin52) with the type 1 experiment we
compared Table 2 with Table 3, in which the P-ACO reached a better result in
global best and 64 faster, with a much lower average normalized error of 0.00096.
In experiment of type 2 the comparison between Table 4 and Table 5 shows that
P-ACO reached a better result 33 times faster, with a normalized error of
0.000314. Using 127 cities (bier127) with type 1 experiment we compared Table 6
and Table 7, where P-ACO showed a better global best 48 times faster with a av-
erage normalized error of 0.065. In experiment type 2 we compared Table 8 and
Table 9 obtaining a better global best of 0.045, 33.5 times faster than the conven-
tional method. These results clearly demonstrate the feasibility of divide the work
between the ants for the evaluation, also providing a stagnation mechanism that
controls the waste of computational calculations reducing only the work in the
variations that shows good results.
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Abstract. In this paper a new method for dynamic parameter adaptation in particle
swarm optimization (PSO) is proposed. PSO is a metaheuristic inspired in social
behaviors, which is very useful in optimization problems. In this paper we propose
an improvement to the convergence and diversity of the swarm in PSO using
fuzzy logic. Simulation results show that the proposed approach improves the
performance of PSO.

Keywords: Fuzzy Logic, Particle Swarm Optimization, Dynamic parameter
adaptation.

1 Introduction

Fuzzy logic or multi-valued logic is based on fuzzy set theory proposed by Zadeh
[9], which helps us in modeling knowledge, through the use of if-then fuzzy rules.

The fuzzy set theory provides a systematic calculus to deal with linguistic in-
formation, and that improves the numerical computation by using linguistic labels
stipulated by membership functions [5].

Particle swarm optimization (PSO) that was introduced by Kennedy and Eber-
hart in 1995 [6, 7], maintains a swarm of particles and each particle represents a
possible solution. These particles "fly" through a multidimensional search space,
where the position of each particle is adjusted according to your own experience
and that of its neighbors [3].

PSO has had many proposed improvements and applications. Most of the mod-
ifications to PSO are to improve convergence and to increase the diversity of the
swarm [3]. So in this paper we propose an improvement to the convergence and
diversity of PSO through the use of fuzzy logic. Basically, fuzzy rules are used to
control the key parameters in PSO to achieve the best possible dynamic adaptation
of these parameter values.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 247-58]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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The rest of the paper is organized as follows. Section 2 describes the proposed
methodology. Section 3 shows how the experiments were performed with the
proposed method and the simple method using the benchmark functions defined in
section 2. Section 4 shows how to perform the statistical comparison with all its pa-
rameters and analysis of results. Finally, the conclusions of this paper are presented.

2 Methodology

The dynamics of PSO is defined by Equations 1 and 2, which are the equations to
update the position and velocity of the particle, respectively.

xdt+1 = 208+, +1) (1)

vyt + 1) = Bl + e (| (0) — (8] + com O 5 (8] — ()] ()

Parameters cl and c2 were selected to be adjusted using fuzzy logic, since those
parameters account for the movement of the particles.

The parameter cl or cognitive factor represents the level of importance given
the particle to its previous positions.

The parameter c2 or social factor represents the level of importance that the
particle gives the best overall position.

Based on the literature [3] the recommended values for c1 and c2 must be in the
range of 0.5 and 2.5, plus it is also suggested that changing the parameters cl and
c2 dynamically during the execution of this algorithm can produce better results.

In addition it is also found that the algorithm performance measures, such as:
diversity of the swarm, the average error at one point in the execution of the algo-
rithm, the iterations themselves, need to be considered to run the algorithm,
among others. In our work all the above are taken in consideration for the fuzzy
systems to modify the parameters cl and c2 dynamically changing these parame-
ters in each iteration of the algorithm.

For measuring the iterations of the algorithm, it was decided to use a percen-
tage of iterations, i.e. when starting the algorithm the iterations will be considered
"low", and when the iterations are completed it will be considered "high" or close
to 100%. To represent this idea we use Equation 3.

Current Iteration

Iteration =
Srarien M aximum of Iterations @)

The diversity measure is defined by Equation 4, which measures the degree of
dispersion of the particles, i.e. when the particles are closer together there is less
diversity as well as when particles are separated then diversity is high. As the
reader will realize the equation of diversity can be considered as the average of the
Euclidean distances between each particle and the best particle.
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g
Diversity{S(6)) =— ]Z{x gl — G {E)° “4)
i=1 _‘J =i

The error measure is defined by equation 5, which measures the difference be-
tween the swarm and the best particle, by averaging the difference between the
fitness of each particle and the fitness of the best particle.

s
Error = ;ul Z{F-‘Irn&mr.,x.:} — MinF) (5)
9 =1

Therefore for designing the fuzzy systems, which dynamically adjust the parame-
ters of ¢l and c2, the three measures described above were considered as inputs. It
is obvious that for each fuzzy system the outputs are cl and c2.

In regards to the inputs of the fuzzy systems, the iteration variable has by itself
a defined range of possible values which range from 0 to 1 (0 is 0% and 1 is the
100%), but with the diversity and the error, we perform a normalization of the
values of these to have values between 0 and 1. Equation 6 shows how the norma-
lization of diversity is performed and Equation 7 shows how the normalization of
the error is obtained.

if MinDiver = MaxDiver {DiverNorm = 0

DiverNorm = ) o ) )
if MinDiver + MaxDiver {DwerNorm = FnNorm

(6)

Diversity — MinDiver

F =
nNorm MaxDiver — MinDiver

Equation 6 shows two conditions for the normalization of diversity, the first pro-
vides that where the maximum Euclidean distance is equal to the minimum Eucli-
dean distance, this means that the particles are exactly in the same position so
there is no diversity. The second condition deals with the cases with different Euc-
lidean distances.

if MinF = MaxF {ErrorNorm =1

- MinF = M F{E N _ Error — MinF 7
if MinF # Max rrori Gm_MaxF‘—MmF

ErrorNorm =

Equation 7 shows two conditions to normalize the error, the first one tells us that
when the minimum fitness is equal to the maximum fitness, then the error will be
1; this is because the particles are close together. The second condition deals with
the cases with different fitness.

The design of the input variables can be seen in Figures 1, 2 and 3, which show
the inputs iteration, diversity, and error respectively, each input is granulated into
three triangular membership functions.
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For the output variables, as mentioned above, the recommended values for c1 and
c2 are between 0.5 and 2.5, so that the output variables were designed using this range
of values. Each output is granulated in five triangular membership functions, the de-
sign of the output variables can be seen in Figures 4 and 5, c1 and c2 respectively.
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Having defined the possible input variables, it was decided to combine them to
generate different fuzzy systems for dynamic adjustment of c1 and c2. Based on
the combinations of possible inputs, there were seven possible fuzzy systems, but
it was decided to consider only the systems that have more inputs (since we pre-
viously considered fuzzy systems with only a single input), so that eventually

there were three fuzzy systems which are defined below.

The first fuzzy system has iteration and diversity as inputs, which is shown in
Figure 6. The second fuzzy system has iteration and error as inputs and is shown
in Figure 7. The third fuzzy system has iteration, diversity, and error as inputs, as

shown in Figure 8.

XX

Iteration

XX

\
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FPSO1
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Fig. 6. First fuzzy system
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Fig. 7. Second fuzzy system
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Fig. 8. Third fuzzy system

To design the rules of each fuzzy system, it was decided that in early iterations
the PSO algorithm must explore and eventually exploit. Taking into account other
variables such as diversity, for example, when diversity is low, that is, that the par-
ticles are close together, we must use exploration, and when diversity is high we
must use exploitation.

The rules for each fuzzy system are shown in Figures 9, 10 and 11, for the
fuzzy systems 1, 2 and 3, respectively.

. If {teration is Low} and (Diversity is Low ) then (C1 is High}{C2 is Low}

. If (keration is Low) and (Diversity is Medium) then (C1 is MediumHigh}{C2 is Medium)

. If {teration is Low} and (Diversity is High) then {C1 is MediumHigh}C2 is MediumLow}

. If (keration is Medium) and (Diversity is Low) then (C1 is MediumHigh)}{C2 is MediumLow)
. If (teration is Medium} and (Diversity is Medium} then (C1 is Medium}(C2 iz Medium}

. If (keration is Medium) and (Diversity is High) then {C1 is MediumLow }{C2 is MediumHigh)
. If {(teration is High} and (Diversity is Low ) then (C1 is Medium}{C2 is High})

. If (keration is High) and (Diversity is Medium) then {(C1 is MediumLow }{C2 is MediumHigh)
. If {teration is High} and (Diversity iz High) then (C1 iz Low}{C2 is High)

[ I P R O e

Fig. 9. Rules for fuzzy system 1

Also for the comparison of the proposed method with respect to the PSO with-
out parameter adaptation, we considered benchmark mathematical functions, de-
fined in [4, 8], which are 27 in total, and in each we must find the parameters that
give us the global minimum of each function. In Figure 12 there is a sample of the
functions that are used.



254 F. Olivas and O. Castillo

If (Error is Low) and (keration iz Low]) then (C1 is Low}(C2 iz Medium)

If (Error is Low} and (keration is Medium) then (C1 is MediumLow}(C2 is MediumHigh})
If (Error is Low ) and (teration is High} then (C1 is Low }(C2 is High)

If (Error is Medium) and (keration is Low) then (C1 is MediumLow}(C2 iz MediumHigh)
If (Error is Medium) and (keration is Medium) then (C1 is Medium}{C2 is Medium)

If (Error iz Medium) and (keration is High) then (C1 is Medium}{C2 i High}

If (Error is High) and (keration is Low) then (C1 is High}(C2 is MediumLow)

If (Errer is High) and (keration is Medium) then (C1 iz MediumHigh}{C2 iz Medium}

If (Error is High) and (teration is High) then (C1 is High}{C2 is Low)

DO HE O RN =

Fig. 10. Rules for fuzzy system 2

If (teration is Low) and (Diversity is Low) and (Error is Low) then (C1 is MediumLow)(C2 is Low)

If (teration is Low) and (Diversity is Low) and (Error iz Medium) then (C1 is MediumHigh}{C2 is Low)

If (teration is Low) and (Diversity is Low) and (Error is High) then (C1 is High){C2 is Low}

If (teration is Low) and (Diversity is Medium) and (Error is Low ) then (C1 is Medium)(C2 is Medium)

If (teration is Low) and (Diversity is Medium) and (Error is Medium) then (C1 is MediumHigh)(C2 is MediumLow )
If (teration is Low) and (Diversity is Medium) and (Erroer is High) then (C1 is MediumHigh)(C2 is Low)

If (teration is Low) and (Diversity is High} and (Error is Low ) then (C1 is Low)(C2 is MediumLow )

If (teration is Low) and (Diversity is High) and (Error is Medium) then (C1 is Medium){C2 is Medium)

If (teration is Low) and (Diversity is High) and (Error is High) then (C1 is MediumLow){C2 is Low}

. If (feration is Medium}) and (Diversity is Low) and (Error is Low) then (C1 is Medium}({C2 is Medium)

. If (teration iz Medium) and (Diversity is Low) and (Error is Medium) then (C1 is MediumHigh}(C2 is MediumLow)
. If (teration is Medium) and (Diversity iz Low) and (Error is High) then (C1 is MediumHigh)}(C2 is Low)

. If (teration is Medium) and (Diversity iz Medium) and (Error is Low) then (C1 is MediumLow }(C2 is MediumHigh)
. If (feration is Medium}) and (Diversity is Medium) and (Error is Medium) then (C1 is Medium}(C2 is Medium})

. If (teration is Medium}) and (Diversity is Medium) and (Error is High} then (C1 is MediumHigh}{C2 is MediumLow )
If (feration is Medium) and (Diversity is High) and (Error is Low) then (C1 is Low }{C2 is MediumHigh)

. If (teration is Medium}) and (Diversity is High) and (Error is Medium} then (C1 is MediumLow (C2 is MediumHigh}
. If (teration is Medium}) and (Diversity is High) and (Error is High) then (C1 is Medium}(C2 is Medium)

If (feration is High) and (Diversity is Low) and (Error is Low ) then (C1 is Low)(C2 is MediumLow)

. If (feration is High) and (Diversity is Low) and (Error is Medium) then {C1 is Medium)(C2 iz Medium)

. If (feration is High) and (Diversity is Low) and (Error is High) then (C1 is MediumLow }(C2 is Low)

If (feration is High) and (Diversity is Medium) and (Error is Low) then (C1 is Low){C2 is MediumHigh)

. If (fteration is High) and (Diversity is Medium) and (Error is Medium) then (C1 is MediumLow)(C2 is MediumHigh)
. If (teration iz High) and (Diversity is Medium) and (Error iz High) then (C1 is Medium}(C2 is Medium)

. If (teration iz High) and (Diversity iz High) and (Error is Low ) then (C1 is Low )(C2 is High)

If (teration iz High) and (Diversity is High) and (Error is Medium) then (C1 is Low)({C2 is MediumHigh)

27. If (feration iz High) and (Diversity iz High) and (Error iz High) then (C1 is Low)}({C2 iz MediumLow)

DN DN

BT NN S s - S S S S ===
BRENNYEZsderrnnIa

Fig. 11. Rules for fuzzy system 3

Fig. 12. Benchmark mathematical functions
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As indicated in Figure 12 we only considered functions of one or two dimen-
sions for the experiments.

So that once defined the fuzzy systems that dynamically adjust the parameters
of PSO, and defined the problem in which it applies (Benchmark mathematical
functions), the proposal is as shown in Figure 13, where we can notice that c1 and
c2 parameters are adjusted by a fuzzy system, and in turn this "fuzzy PSO"
searches for the optimal parameters for the Benchmark mathematical functions.

Fuzzy Dynamic
Adaptation

iPsoi

I Benchmark Mathematical Functions |
! o\

! - & & &
i © 9 oWy
L

LD A D o

Fig. 13. Proposal

3 Experimentation with the Fuzzy Systems and the Benchmark
Mathematical Functions

For the experiments we used the parameters contained in Table 1. Table 1 shows
the parameters of the methods to be compared; in this case, we perform a compar-
ison of the proposed method and its variations against the simple PSO algorithm.

Table 1. Parameters for each method

Parameter Simple PSO Fuzzy PSO 1 Fuzzy PSO 2 Fuzzy PSO
3
| Population 10 10 10 10 |
Iterations 30 30 30 30
| c1 1 Dynamic Dynamic Dynamic |

C2 3 Dynamic Dynamic Dynamic
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Since functions do not have the same global minimum, for comparison it was
decided to normalize the results of each function, for this it is used equation 8,
which gives results between 0 and 1, which means that a number close to 0 is bet-
ter than a number close to 1.

| Exeriment — GleballMin
| GlobalMax — GlobalMin

ExprerimentNorm = (8)

To normalize the results with equation 8, we need the maximum and the minimum
of each benchmark mathematical function; in our case these data are known. Also,
the absolute value is needed, because we want to know how much difference be-
tween the results of the experiment and the minimum value of the function.

Therefore, Table 2 shows some experimental results of each method with each
function.

Table 2. Simulation

Function Minimum Simple Fuzzy Fuzzy Fuzzy
PSO PSO 1 PSO 2 PSO 3

| 1 1 0.0005 0.0000  0.0001 0.0003 |
2 0 0.0000 0.0000  0.0000  0.0000

| 3 0 0.0000 0.0009  0.0000 0.0000 |
4 0 0.0000 0.0000  0.0000  0.0000

| 5 20 0.1042 0.0665 0.0728 0.0743 |
6 -100.2238 0.1275 0.1277  0.0000  0.0000

| 7 -18.5547 0.1929 0.2484  0.2645 0.1253 |
8 0 0.0000 0.0000  0.0003 0.0000
9 0 0.0017 0.0039  0.0157 0.0019
10 0 0.0000 0.0000  0.0001 0.0000

4 Statistical Comparison

To perform the statistical comparison, we have:

3 methods to compare against the simple PSO, (FPSO1, FPSO2, FPSO3).

27 Benchmark mathematical functions.

10 experiments were performed for each method by each function, so it has a
total of 270 experiments for each method. Of this total, we took a random sample
of 50 experiments for each method for statistical comparison.

The statistical test used for comparison is the z-test, whose parameters are de-
fined in Table 3.
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Table 3. Parameters for statistical z-test

Parameter Value
Level of Significance 95%
Alpha 0.05%
| Ha pl<u?
HO pul>p2
Critical Value -1.645

With the parameters in Table 3, we applied the statistical z-test, giving the fol-
lowing results:

Table 4. Results of applying statistical z-test

Our Method Simple Method Z Value Evidence

| FPSO1 Simple PSO -2.1937 Significant |
FPSO2 Simple PSO -0.6801 Not Significant

| FPSO3 Simple PSO -2.1159 Significant |

In applying the statistic z-test, with significance level of 0.05, and the alterna-
tive hypothesis says that the average of the proposed method is lower than the av-
erage of simple PSO, and of course the null hypothesis tells us that the average of
the proposed method is greater than or equal to the average of simple PSO, with a
rejection region for all values fall below -1.645. So the statistical test results are
that: for the fuzzy PSO 1, there is significant evidence to reject the null hypothe-
sis, as in the fuzzy PSO 3. But in the fuzzy PSO 2, there is no significant evidence
to reject the null hypothesis. In conclusion, two of the proposed variants of PSO
were significantly better than simple PSO.

5 Conclusions

We proposed a method for dynamic adaptation of the parameters of PSO to im-
prove the quality of results. With the results of the statistic test, we can conclude
that there is significant evidence to say that the proposed approach could help in
the adaptation of parameters in PSO.

Future work includes experiments with functions with more than two dimen-
sions, comparison with other approaches of PSO, for example, PSO with inertia
weight and PSO with constriction. Also try to achieve better results for the PSO
with fuzzy system 2, more specifically with the input error and the rules of the
fuzzy system. In future work also we try to apply the proposed method to other
types of problems, for example, optimization of fuzzy systems.
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Abstract. Ant Colony Optimization (ACO) is a population-based constructive me-
taheuristic that exploits a form of past performance memory inspired by the forag-
ing behavior of real ants. The behavior of the ACO algorithm is highly dependent
on the values defined for its parameters. Adaptation and parameter control are re-
curring themes in the field of bio-inspired algorithms. The present paper explores
a new approach of diversity control in ACO. The central idea is to avoid or slow
down full convergence through the dynamic variation of the alpha parameter. The
performance of different variants of the ACO algorithm was observed to choose
one as the basis to the proposed approach. A convergence fuzzy logic controller
with the objective of maintaining diversity at some level to avoid premature con-
vergence was created. Encouraging results on several travelling salesman problem
(TSP) instances are presented with the proposed method.

1 Introduction

ACO is inspired by the foraging behavior of ant colonies, and targets discrete op-
timization problems [1].

The behavior of the ACO algorithm is highly dependent on the values defined
for its parameters and has an effect on its convergence. Often these are kept static
during the execution of the algorithm. Changing the parameters at runtime, at a
given time or depending on the search progress may improve the performance of
the algorithm [3], [4], [5].

Control the dynamics of convergence to maintain a balance between explora-
tion and exploitation is critical for good performance.

Early convergence leaves large sections of the search space unexplored. Slow
convergence does not concentrate its attention on areas where good solutions were
found.

This paper explores a new method of diversity control in ACO. The central idea
is to prevent or stop the total convergence through the dynamic adjustment of the
parameter alpha.

The rest of the paper is organized as follows. Section 2 presents an overview
of ACO. Section 3 describes a performance analysis on several TSP instances.
Section 4 presents a new method of parameter tuning through fuzzy logic, final-
ly section 5 and section 6 shows some simulation results and conclusions
respectively.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 259-R71]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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2 Ant Colony Optimization (ACO)

The first ACO algorithm was called Ant System (AS) and its objective was to
solve the traveling salesman problem (TSP), whose goal is to find the shortest
route to link a number of cities. In each iteration, each ant keeps adding compo-
nents to build a complete solution, the next component to be added is chosen with
respect to a probability that depends on two factors. The pheromone factor that re-
flects the past experience of the colony and the heuristic factor that evaluates the
interest of selecting a component with respect to an objective function. Both fac-
tors weighted by the parameters o and B respectively (1).

@ B
k _ 2] [y
ij - k )
7 X eNfry]onal?
After all ants have built their tours, pheromone trails are updated. This is done by
lowering the pheromone value on all arcs by a constant factor (2), which prevents

the unlimited accumulation of pheromone trails and allows the algorithm to forget
bad decisions previously taken.

;< A —-p)ry, V@) EL 2)

And by depositing pheromone on the arcs that ants have crossed in its path (3).
The better the tour the greater the amount of pheromone that their arcs receive.

if j € Nf @

n
Tij<—Tij+ZAlej, V(i,j) €L
k=1 3)
4 = {%,if arc (i,)) belongs to Tk;
0, otherwise;
A first improvement on the initial AS, called the elitist strategy for Ant System

(EAS). The idea is to provide strong additional reinforcement to the arcs
belonging to the best tour found since the start of the algorithm (4)[1].

)

n
Tij < Ty + ZATS- + eATl-bjs, V(i,j) €L
k=1

1
A_L_ibjs _ {ﬁ’ if arc (i,j) belongs to T?;
0, otherwise;
Another improvement over AS is the rank-based version of AS (ASRank). In
ASrank each ant deposits an amount of pheromone that decreases with its rank.
Additionally, as in EAS, the best-so-far ant always deposits the largest amount of
pheromone in each iteration [1].
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w-1

Tjj <—rij+Z(W—r)Arirj+Arf’jS (5)
r=1

3 Performance Analysis of ACO

To observe the performance of the AS, EAS and ASRank ACO variants 30
experiments were performed by method for each instance of the examined TSP
(Table 1), which are in the range of 14 to 100 cities, all extracted from TSPLIB
[6], using the parameters recommended by the literature (Table 2) [1].

Table 1. TSP instances considered

TSP Number of cities Best tour length
Burmal4 14 3323

Ulysses22 22 7013

Berlin52 52 7542

Eil76 76 538

kroA100 100 21282

Table 2. Parameters used for each ACO algorithm

ACO o B p m Ty
AS 1 2 0.5 n m/C™
ASRank 1 2 0.1 n 0.5r(r-1)/pC™
EAS 1 2 0.5 n (e+m)/pC™
m=n
C™ =20 for each tsp except burmal4 where C" = 10.
EAS:e=6

ASRank:r=w—1; w=6.

The behavior of AS and EAS was very similar in all experiments (Tables 3, 4, 5,
6, 7), the performance of the three variants began to worsen by increasing the prob-
lem complexity, however ASRank performance decreased to a lesser extent than
their counterparts when the number of cities was greater than 50 (Tables 5, 6, 7).

Table 3. Performance obtained for the TSP instance Burmal4

ACO Best Average Successful runs
AS 3323 3323 30/30
ASRank 3323 3329 19/30

EAS 3323 3323 30/30
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Table 4. Performance obtained for the TSP instance Ulysses22

ACO Best Average Successful runs
AS 7013 7022 30/30
ASRank 7013 7067 19/30
EAS 7013 7018 30/30

Table 5. Performance obtained for the TSP instance Berlin52

ACO Best Average Successful runs
AS 7542 7557 2/30

ASRank 7542 7580 17/30

EAS 7542 7554 6/30

Table 6. Performance obtained for the TSP instance Eil76

ACO Best Average Successful runs
AS 547 556 0/30
ASRank 538 543 1/30
EAS 544 555 0/30

Table 7. Performance obtained for the TSP instance KroA100

ACO Best Average Successful runs
AS 22305 22483 0/30
ASRank 21304 21549 0/30
EAS 22054 22500 0/30

Since ASRank had more success finding the minimum and scored lower
averages with more complex TSP instances than the other approaches discussed
(Figure 1, 2). It can be concluded that AS and EAS have better performance when
the number of cities is low unlike ASRank that works best when the number of ci-
ties is not so small due to the pheromone deposit mechanism of this approach,
where only the w-1 ants with the shorter tours and the ant with the best so far tour
are allowed to deposit pheromone. This strategy can lead to a stagnation situation
where all the ants follow the same path and construct the same tour [1] as a result
of excessive increase in the pheromone trails of suboptimal routes (Figures 3, 4).
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Fig. 4. Behavior of the average lambda branching factor during the execution of the algo-
rithm ACO variant ASRank

4 Fuzzy Logic Convergence Controller

Due to the obtained results it was decided to use ASRank as the basis for our pro-
posed ACO variant. The central idea is to prevent or stop the total convergence
through the dynamic variation of the alpha parameter.

Alpha has a big effect in the diversity. Is recommended to keep o in the range
of O< o< 1[1].

A value closer to 1 will emphasize better paths but reduce diversity, while low-
er o will keep more diversity but reduce selective pressure [6].
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However, it appears impossible to fix a universally best a. In most approaches
it is taken to be 1, so that the selection probability is linear in the pheromone level.

An adaptive parameter control strategy was used; this takes place when there is
some form of feedback from the search that is used to determine the direction
and/or magnitude of the change to the strategy parameter [8]. In our case, the av-
erage lambda branching factor, this factor measures the distribution of the values
of the pheromone trails and provides an indication of the size of the search space
effectively explored [1].

A convergence fuzzy controller to prevent or delay the full convergence of the
algorithm was created (Figure 5). Fuzzy control can be seen as the translation of
external performance specifications and observations of a plant behavior into a
rule based linguistic control strategy [7].

Average lamda branching

alpha increment factor
» ACO ¥

Change of error Fuzzy logic convergence
control

v

Fig. 5. Block diagram of the proposed system to control the convergence of the ACO algo-
rithm variant ASRank

The objective of the controller is maintain the average lambda branching factor
at a certain level to avoid a premature convergence, so its rules were made to ful-
fill this purpose (Figure 6).

If (error is P) and (error_change is P) then (alpha increment is N)
If (error is N) and (error_change is N) then (alpha increment is P)
If (error is P) and (error_change is Z) then (alpha increment is N)
If (error is N) and (error_change is Z) then (alpha increment is P)
If (error is P) and (error_change is N) then (alpha increment is Z)
If (error is N) and (error_change is P) then (alpha increment is Z)
If (error is Z) and (error_change is Z) then (alpha increment is Z)
If (error is Z) and (error_change is N) then (alpha increment is P)
If (error is Z) and (error_change is P) then (alpha increment is N)

Fig. 6. Rules of the proposed fuzzy system to control the convergence of the ACO
algorithm

The controller uses as inputs the error (Figure 7) and change of error (Figure &)
with respect to an average lambda branching factor reference level and provides as
output an increase in the value of parameter alpha (Figure 9).
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5 Simulation

The controller was able to maintain diversity in a more appropriate level, avoiding
the full convergence of the algorithm. The same number of experiments that in the
above analysis were performed and obtained the following results:

Table 8. Performance obtained by the strategy proposed in the instances discussed above

TSP Best Average Successful runs
Burmald 3323 3323 30/30
Ulysses22 7013 7013 30/30
Berlin52 7542 7543 26/30

Eil76 538 539 21/30
KroA100 21292 21344 0/30

It was found that the proposed method was able to improve the results of the
strategies studied, obtaining lower averages (Figure 10) and reaching the global
minimum on more occasions than the analyzed variants (Figure 11).

To verify the above in a more formal way a Z test for means of two samples
was performed.
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Fig. 11. Percentage of success in finding the global minimum of the proposal and each ap-
proach under review

The 3 ACO variants mentioned above were analyzed in addition to the ap-
proach developed in 5 instances of the TSP, 30 experiments were performed for
each instance, 150 experiments were made in total of we extracted a 30 data ran-
dom sample for each method.

It started by comparing the average of AS with ASRank+ConvCont, which is
the name of the approach developed in this work, the null hypothesis states that
the average of AS is less than or equal to ASRank+ConvCont.
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With a significance level of 5% we found sufficient statistical evidence to claim
that the average of AS is higher than the obtained for ASRank+ConvCont in the
experiments (Figure 12).

Ho: Has < HasranksConvCont

Ha: Has > HasranksComvCont

a=0.05 3.2103

Z,=1.6448
Fig. 12. Statistical hypothesis testing for AS vs. ASRank+ConvCont

Following the average of EAS with ASRank+ConvCont was compared, the null
hypothesis claims that the average of EAS is less than or equal to
ASRank+ConvCont mean.

Again with a significance level of 5% enough statistical evidence were found
to show that the average of EAS is greater than ASRank+ConvCont mean since Z
(test statistic) is in the rejection region (Figure 13).

Ho: Leas< HasranksConvCont

Hal Heas > HasranksComvCont

a=0.05

Fig. 13. Statistical hypothesis testing for EAS vs. ASRank+ConvCont
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Finally the average of ASRank against ASRank+ConvCont was compared, the
null hypothesis claims that the average of ASRank is less or equal to the
ASRank+ConvCont mean.

Since Z is located in the rejection region with a significance level of 5% (Fig-
ure 14) there is enough statistical evidence to show that the average ASRank is al-
so higher than ASRank+ConvCont mean.

Ho! Hasrank < HasranksConvCor

Ha! Maspank > HasRank=ConvCont

a=0.05

0

A

Z,=1.6448
Fig. 14. Statistical hypothesis testing for ASRank vs. ASRank+ConvCont

In the three cases the average were lower, this means that our approach im-
proved the performance of the ACO algorithm on the studied problems, as had
been observed in the first analysis.

6 Conclusions

Maintaining diversity is important for good performance in the ACO algorithm.
An adaptive control strategy of the parameter alpha for this purpose was used,
which was embodied in a diversity fuzzy controller which allows to avoid or delay
the total convergence and thereby control the exploration and exploitation capabil-
ities of the algorithm.

The strategy was compared with 3 variants of the ACO algorithm on several in-
stances of the TSP taken from TSPLIB. An improvement was observed by dynam-
ically changing the parameter alpha value, as was seen in the statistical analysis
performed, where our approach outperforms the classical strategies.

This strategy looks promising, so it is important to use the proposed variant in
more complex optimization problems to observe its efficiency and consider mod-
ifying another parameter in conjunction with the above.
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Abstract. We present a novel approach for reducing the computational time of
Combinatorial Optimization Problems (COPs). The approach is inspired by the
use of Artificial Vaccines, a concept that is classified as being part of a set of algo-
rithms called Artificial Immune Systems (AIS). Artificial Vaccines are able to
reduce the computational time and quality of the solution of any existing COP
solving algorithm by reducing the size of the problem set. To demonstrate the use-
fulness of this proposal we provide comparative results obtained with a Genetic
Algorithm (GA) solving the Traveling Salesman Problem (TSP) for three large
instances of 423, 737 and 1583 cities.

Keywords: Artificial Vaccines, AIS, COP, TSP.

1 Introduction

Obtaining the optimal solution of Combinatorial Optimization Problem has been
known ever since the term was coined by mathematicians; it consists of exploring
and evaluating every possible combination in order to find the solution.

However, simple this solution might sound, in reality, the problem becomes much
more complex. When a COP involves more than just a few numbers of elements the
complexity of the problem quickly grows out of hand than even the fastest comput-
ers will not be able to solve it by means of brute force. Hence why even until this
day COPs are considered an open problem and finding better and faster algorithms
that can provide the solution to them has received great emphasis by the scientific
community and has proven to be a very important field of research [1].

The quest to develop better algorithms that outperform current algorithms have
drawn inspiration from various sources, including physical and biological
phenomenon. The presented algorithm is no exception, and in this case, we take
inspiration from the natural functions of the human immune system, being its
extrapolation into the mathematical and computational world the Artificial Im-
mune Systems (AIS) [2]. The presented algorithm works quite different than most,
as its meant to be a tool that can be applied to existing COP solving algorithms in
order to provide better performance.

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 273-288]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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The COP to be studied in this work is the Traveling Salesman Problem (TSP)
being a classic benchmarking example of COP. The problem is modeled after a
traveling salesman that is presented with a dilemma, in which he wants to find the
shortest route in order to visit a set of cities only once, maintaining the cost at a
minimum. The problem also states that he wishes to start and end at his headquar-
ters. Fig. 1 shows an example of the solution to a 423 TSP instance.

Fig. 1. Example of the optimal tour for the TSP instance pbn423 from TSPLIB

Although one can be inclined to think this problem is merely theoretical, even
the simplest formulation of it has several real world applications, such as path
planning, scheduling, logistics and manufacturing of Printed Circuit Boards, or
even in Control Numeric Computer Machining.

The complexity of the TSP relies in the fact that as the number of cities grows,
finding the solution by means of brute, or exhaustive force becomes a NP-
Complete problem, since the number of possible combination, which needs to be
generated and evaluated, becomes (n-1)!, this quickly gets out of hand.

Many different techniques have been developed in order to provide with solu-
tions to large instances of TSP, and new methods are presented every year. In
general, there are two ways for of solving the TSP: by the exact solution or by a
metaheuristics algorithm.

Some of the most popular exact algorithms for solving the TSP are branch-and-
bound and lineal optimization or programming [3][1], although these types of al-
gorithms can be very effective at solving some instances of TSP, they usually fall
short when the problem sets become very large, and they usually fall back to other
type of techniques, in addition, to the exact approach.

Metaheuristics are currently the most popular way to solve very large instances
of TSP; some of the main algorithms are Genetic Algorithms (GA) [4], Ant Colo-
ny Optimization (ACO) [5], and Neural Networks (NN) [6]. Also in the field of
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metaheuristics there are several works inspired in AIS that have been used suc-
cessfully to solve the TSP, they use Clonal Selection [7] or Cooperation Mechan-
isms of Th cells [8] or even hybrid immune-genetic attempts [9].

There have also being exact and metaheuristics hybrid approaches that have
proven to be very effective. One of the most popular benchmarking and readily
available algorithm is presented in a program named Concorde, which is consi-
dered by many as one of the best TSP solvers [10][11]. Concorde’s algorithm has
proven to be quite effective when compared to other methods (exact, metaheuris-
tics or otherwise) and has been able to handle a very large number of cities provid-
ing excellent results [11].

In this work, we explore the concept of Artificial Vaccines to reduce the
complexity of TSP instances in order to provide better solutions and lower compu-
tational time, we are improving our previous results presented in [12].

The main goal was to create a methodology or tool that can be used with
existing TSP solving algorithms without compromising the algorithm itself. The
proposed methodology is supported with several comparative experiments of TSP
instances of 423, 737 and 1583 cities. A Genetic Algorithm was utilized as the test
algorithm for our methodology.

The organization of the work is as follows: In section 2, the Human and
Artificial Immune Systems are explained. In section 3, Artificial Vaccines are de-
fined mathematically for COPs as well as the main algorithms for their generation.
In Section 4, the experimental process is explained. In section 5, the results are
presented. Finally, in section 6 the conclusions are given.

2 Human and Artificial Immune Systems

The function of the Human Immune System is to keep our body healthy. It man-
ages to do this by constant monitoring of our body by means of search and identi-
fication of abnormalities or any foreign agents named pathogens.

The process of identification and resolving these issues starts with what is
called an immune response. Our body is capable of generating two types of im-
mune responses called innate and adaptive [13].

The innate immune response is the ability of our immune system to identify a
threat and handle it even if it’s never been encountered before. This process is
very important because once it’s started; the cells responsible for identifying the
original threat undergo a series of changes that include cloning and hyperosmotic
mutation with the goal that through these changes they will eventually be able to
exterminate the threat. This process is one of the most important functions of our
immune system, and it serves as the main concept behind the Clonal Selection Al-
gorithm of AIS [2].

The ability to recall previously encountered pathogens is called the adaptive
immune response. The way this is achieved is by keeping alive for a period of
time the cells that have successfully eliminated a pathogen in a previous innate
response. In this way, future attacks will be handled in a better way, since the im-
mune system will have the appropriate tools to respond faster and more efficient.
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In reality, the complexity of the human immune system is much greater than
the previous description; however it provides us with a very interesting view into
why the human immune system is a great paradigm for new and exciting ways to
obtain data and information and for the creation of algorithms. These attributes are
in part because the human immune system, as well as other sources of inspiration
in nature, demonstrate very sophisticated capabilities for adaptation, search, iden-
tification and learning, which are valuable characteristics to extrapolate into solv-
ing engineering problems.

The AIS are the extrapolation of the works of human immune system into the
fields of mathematics, computer science and engineering [14]. The concept behind
them is to model the main properties of the immune system and use them as a
foundation to solve real world problems.

The following characteristics from the human immune system stand out when
looking to extrapolate them into real-world problems and applications [2]:

Pattern recognition
Singularity

Diversity

Autonomy

Multilayer system

Fault detection

Adaptive capabilities
Robustness

Immune learning and memory
Distributed system

Even though, we can identify these attributes of the immune system, the exact way
that they are achieved is still a main part of research for immunologists. As our
knowledge of the immune system expands so will the extrapolation into the AIS
will grow, eventually finding their way to our daily scientific and engineering
lives.

There are some types of problems where AIS are particularly good at solving
because of their relationship between a natural function and a computational task.
Some of the main applications of the AIS are [2]:

Pattern recognition

Fault detection and anomalies

Data mining and classification
Agent based systems

Scheduling

Machine learning

Autonomous control and navigation
Optimization and search

Artificial life
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AIS has served as the main source of inspiration for the proposed methodology.
Taking into attention that the handling and solution of COPs can take into consid-
eration Pattern Recognition and Optimization we ventured into the field of Artifi-
cial Vaccination. This field has not been explored by AIS even when it has been
considered in the literature [2]. The main concepts we want to extrapolate from the
way vaccination is as follows: given the immune system which has a very specific
task of protecting ourselves, inject an external element or agent that allows rein-
forcing this function. In this sense, we extrapolate this into having an algorithm
that already provides a function — solving the TSP — and by means of artificial
vaccination allow this algorithm to have better performance.

3 Artificial Vaccine Definition and Implementation

The main issue with every COP solving algorithm is that as the number of ele-
ments grows, so does the problem’s complexity and this usually leads to degrada-
tion in performance either by quality of the solutions themselves, by a substantial
increase of the execution required to find an optimal solution or by simply
becoming unsolvable in some cases.

This situation has become a very important challenge for every researcher in
the field of algorithms for solving COP and a constant search for a methodology
that alleviates this issue is exactly the focus of this work. The Artificial Vaccine is
our proposed solution to this.

In the following sections, we will discuss the main concept of the Artificial
Vaccine and how to generate them — by two different methods — and apply them
to a problem set.

3.1 Artificial Vaccine

The Artificial Vaccine (AV) is the foundation of the proposed algorithm, we have
defined it as a 7-tuple as is specified in (1)

AV = (VID,NL,NN,IE,FE,GC,L) (1)

where,

e Vaccine Identifier (VID): Every AV requires a unique identifier in order to
complete the Vaccination Process (described at a later section).

e Node List (NL): Each AV holds either the pointer to the data that represent
each node or the original node index.

e Number of nodes (NN): Each AV must have a parameter that states how many
elements it holds from the original problem set.

o Initial Element (IE): The Initial Element or node of the AV.

¢ Final Element (FE): The Final Element or node of the AV.
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¢ Geometrical Center (GC): Because the Vaccination Process requires the sub-
traction of all of the implicated nodes of an AV from the problem set, a substi-
tute for these nodes is reinserted as a placeholder. The Geometrical Center
represents this point. For a 2D problem, set the coordinates of the GC, they are
calculated using (2) and (3).

X, = =0 i 2

n

Center in x:

Center in y: y. = % )
e Length (L): The length of the implicated nodes in the AV, calculated by Eucli-

dian distance using (4),

L= Z V(@i —2i1)2 + (yi — yig1)? “4)

Fig. 2 shows the conceptual illustration of an Artificial Vaccine, and it allows us
to visualize how it would be implemented in software. It consists primarily of an
array of node indexes that represent a possible combination of values.

Original Node Identifier
InitiaI{S 3 . 25 15] Final

Element Element

(ol1]..[n1] n)
Vaccine Index

Vaccine - Geometrical Length of
Identifier@ Center : the Vaccine

Fig. 2. Conceptual representation of an Artificial Vaccine

3.2 Vaccination Process

Vaccination Process is the methodical generation, application and removal of vac-
cines from a COP set.

It consists of three basic steps. The first step is the generation and application of
the AVs to the problem set or Original Node List (ONL) in order to create the Re-
duced Node List (RNL). For this step, we propose two distinct algorithms called
Vaccination by Random Selector (VRS) and Vaccination by Elitist Selector
(VES), both of these algorithms are discussed in depth on the following sections.
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The second step consists of the solution of the RNL COP with an already estab-
lished algorithm. Once the algorithm presents a solution we are not done, as it will
be in terms of the RNL and not the ONL.

This brings us to step three in which we take the optimized tour, and we ex-
change the AV for their corresponding original values in order to bring the solu-
tion to terms of the ONL. This whole process is illustrated in the flowchart shown

in Fig. 3.
Original Number of
Node List Vaccines
(ONL) (NV)

Pre-process of vaccine generation
and reduction of the ONL

—

Reduced Node List
(RNL)

;

TSP solving algorithm
(Genetic Algorithm)

Number
Nodes per
Vaccine
NNV

¥

Best found solution
in terms of the RNL

Pos-process of expansion of |
the solution in terms of RNL

¥
Solution in terms of
the ONL
Actual solution

Fig. 3. Flowchart illustrating the Vaccination Process

3.3 Vaccination by Random Selector (VRS)

Our first method for generating AV is called Vaccination by Random Selector
(VRS). This method is particularly useful when information about the problem set
is scarce, nonexistent or simply when this information costs too much to generate.
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We first randomly select the Initial Element of the AV from which the rest of
the AV is constructed. Once the element is selected, the VRS algorithm requires
calculating the distance from the chosen node to the rest of nodes with the aim of
choosing the nearest one. This method is based on the Nearest Neighbor algorithm
but does not calculate the entire problem set, only for small subsets.

In the TSP, we utilize Euclidean distance in order to determine the nearest
neighbor. VRS is an iterative process for each individual AV that finishes when
the AV reaches the amount of nodes required per AV; i.e., when the number NN
indicated at (1) has been reached. This whole process is repeated as many times as
needed to fill the Vaccine List (VL). Fig. 4 shows the algorithm for this process.

Procedure VRS. Inputs: Original Node List (ONL), Number of Vaccines (NV),
Number of Nodes per Vaccine (NNV).
Output: Vaccine List (VL), Reduced Node List (RNL).
Procedure VaccineVRS(ONL, NV, NNV)
copy ONL to Available Node List (ANL)
copy ONL to Reduced Node List (RNL)

while (NV is not met) do
randomly select a node which is named Random Node (RN) from ANL
calculate the route of the nearest nodes from RN. The route length is
equal to NNV
generate a vaccine which spans from RN to each of the involved Nodes
calculate the Geometrical Center (GC) for the Vaceine
add Vaccine to Vaccine List (VL)
remove the implicated nodes that form the vaccine from the RNL
add a new Node with the vaccine’s GC to the RNL
remove from the ANL the randomly selected node RN

end while

return VL and RNL

Fig. 4. Generation of Artificial Vaccines using VRS

3.4 Vaccination by Elitist Selector (VES)

In contrast with VRS, Vaccination by Elitist Selector (VES) requires full informa-
tion from the problem set, specifically the distance matrix in the case of the TSP in
order to generate each AV.

First we must iterate through each one of the nodes in the problem set and cal-
culate as many nearest neighbors as stated in NN for that particular node. After
this is done, each one of these calculations is an AV, however, now we perform a
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sorting operation based on the length of this subset of nodes, and we choose as
many as we need to complete our Vaccine List (VL), effectively selecting the
shortest connections in our problem set. Fig. 5 shows the algorithm for this
process.

Procedure VES. Inputs: Original Node List (ONL), Number of Vaccines (NV),
Number of Nodes per Vaccine (NNV).
Output: Vaccine List (VL), Reduced Node List (RNL).

Procedure VaceineVES(ONL, NV, NNV)
copy ONL to Reduced Node List (RNL)
generate distance matrix for ONL
{by taking each node and calculating as many nearest neighbors are NNV
states}
sort the ONL by shortest distance to the nearest neighbor
for each Node in ONL do
if NV is not met then
select the corresponding nearest neighbors for the node until reach NNV
generate the two possible routes (from left-right and from right-left)
if (left-right and right-left route) are not in VL then
generate a Vaceine with the given route
calculate Geometrical Center (GC) of the Vaccine
add Vaceine to VL
remove the implicated Nodes that form the Vaceine from the RNL
add a new Node with the vaccine’s GC to the RNL
else
do nothing

end if

Fig. 5. Generation of Artificial Vaccines using VES

3.5 Expansion of Vaccinated Route

As explained before, after the COP solving algorithm gives a solution we must
perform an additional step in order to obtain the real value for this solution. We
have defined this method as the expansion algorithm and basically what it takes
the solution that is in terms of the RNL (vaccinated by either VRS or VES) and
convert it in terms of the ONL (remove the vaccines).
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Procedure Expand (EXP). Inputs: Original Node List (ONL),
Reduced Node List (RNL), Vaccine List (VL), Optimal Route (OR). Output:
Expanded Route (ER). Variable list: Initial Node (IN), Final Node (FN), Vac-

cine (V).
Procedure Expand(ONL, RNL, VL, OR)

select first Link L from OR

select first node from L as Selected Node (SN)
for each Link in the Optimum Route OR do
if SN is not Vaccine then
add SN to ER
else
find the V in VL equal to SN
calculate distance d1 and d2 {Distance from the SN to the IN and FN
of V}
if dl < d2 then
add to the ER the IN {index 0, IN=Initial Node}
add rest of the Nodes from V starting from index 1 to n-1
else
add to ER the FN {index n, FN=Final Node}
add rest of the Nodes from V starting from index n-1 to 0
end if
end if
select SN based on the following Node defined by the Link
end for
output ER

{order of elements is the expanded route}

Fig. 6. Algorithm to expand the Reduced Node List to the Original Node List

When talking about the TSP, the previously removed cities are reinserted as
sub-paths where the placeholder AV is located and the total tour length is recalcu-
lated taking this into consideration. Fig. 6 shows the algorithm for this process.

4 Experiments

For testing the proposed method, we have mentioned that we decided to use the
TSP because there is extensive research with known results that have been stored
in public repositories; this is an advantage since it facilitates comparison and dup-
lication of experimental results.
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We proposed test is aimed to demonstrate that by using the Vaccination method
is possible to outperform the solutions provided by the Genetic Algorithm for
large TSP instances.

For this test, we used three different TSP instances, obtained from the public li-
brary TSPLIB pbn423, rbu737, and rbv1583, with city count of 423, 737 and 1583
respectably. These problem sets are shown in Table 1, where the problem name,
city count and the known optimal route are given. In accordance with the results,
we have considered that this set is enough large for evaluating the Vaccination
method.

Table 1. TSP Instances used in experimentation. All problems were obtained from TSPLIB

TSP name City Count Optimal Route Length
pbn423 423 1365
rbu737 737 3314
rbv1583 1583 5387

For each TSP problem of Table 1, three experiments that embrace a big diversi-
ty of comparative situations were conducted; they will help to conclude about the
usefulness of the application of the Vaccination method when it is applied to a
GA. Next, we describe each set of experiments.

Experiment 1. Obtaining benchmarks: This set of experiments consisted in
obtaining the control data to be used as benchmarks in order to achieve compari-
sons. The behavior of the GA optimizing the TSP for a different amount of cities
were marked using the symbol “0” in Figs. 7 to 9.

Experiment 2. Vaccination with Random Selector (VRS): In this set of experi-
ments vaccination using VRS on the City List was used; i.e., we applied the Algo-
rithm 1 shown in Fig. 4. The behavior of the VRS algorithm for a different amount
of cities were marked using the symbol “°” in Figs. 7 to 9.

Experiment 3. Vaccination using the Elitist Selector (VES): The algorithm 2
described in Fig. 5 was applied to obtain a reduced set of cities. Similarly to Expe-
riment 2, after reducing the set of cities, the GA was used to obtain the shortest
path, and then optimal route was using the Algorithm 2 was obtained. The beha-
vior of the VES algorithm for a different amount of cities were marked using the
symbol “0” in Figs. 7 to 9.

For the three sets of experiments, the results were recorded every 500,000 gen-
erations, we let the TSP solver algorithms run 10 million generations; the results
are shown from Figs. 7 to 9. For the GA, the parameters are as follows: population
size of 1000 chromosomes, mutation rate of 3%, random population generation
with a 75% greedy selection rate and a PMX crossover operation. For Experiment
2 and 3, the vaccination parameters were as follows: Number of Vaccines is 40%
of the Original Node List and Number of Nodes per Vaccine was 2.
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5 Experimental Results and Analysis

The experimental results were organized into two sections: the first considers op-
timal values and the second execution times. All the experiments were achieved
several times, and results are consistent and replicable.

Results of the experiments are shown in Table 2; the graphs of the collected da-
ta are shown from Figs 7 through 9. In these graphs the GA always outperforms
the final tour value when the Vaccination method is applied. The best suboptimal
values were obtained using the VES algorithm, although they converge soon for
TSP instances with a small number of cities. Note that, with a noticeable small
number of generations the Vaccination method is providing acceptable suboptimal
values, this is more evident for large TSP instances, where the GA is far from
reaching the optimal value.

Table 2. Experimental results for the three TSP instances and the three respective
experiments

GA VRS VES
TSP L L % L %
pbn423 18924 1738.0 8.16 1622.9 14.24
rbu737 7031.2 5002.2 28.86 4783.3 31.97
rbv1583  23781.8 15540.1 34.66 12491.9 4747

Being more specific, for the case of the TSP with 423 cities (pbn423), from Table 2
the GA reached the value of 1892.4 which is 38.64% worse solution than the known
global optimum of 1365 showed in Table 1. Similarly, for the same problem, the VRS
and VES with values of 1738 and 1622.9 are local optimal values in a 27.33% and
18.89% far from the global optimum respectively. Significantly, the VRS and VES
provided 8.16% and 14.24% better solutions respectively than the GA.

TSP 423 Cities - Comparison between experiments
11500 \ “#GA -o-VRS -VES —
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00511522533544555566.5775885909510
Millions of generations

Fig. 7. The Vaccination method improved the performance of a GA in the TSP instance
with 423 cities. VES gave the best values with fewer generations; VRS is computationally
less expensive because it does not require to sort the original city list.
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TSP 737 Cities - Comparison between experiments
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Fig. 8. The Vaccination method outperformed the GA every generation milestone that was
recorded along the TSP instance with 737 cities

For the TSP with 737 cities (rbu737), from Table 2 the GA reached the value of
7031.2 which is 112.17% worse solution than the global optimum of 3314. The
VRS and VES with values 5002.2 and 4783.3 are local optima values in a 50.94%
and 44.34% far from the global optimum respectively. However, with the VRS
and VES we obtained better routes than the GA alone in a 28.86% and 31.97%
respectively.

For the TSP with 1583 cities (rbv1583), from Table 2 the GA alone reached the
value of 23781.8 is 341.47% worse solution than the known global optimum of
5387. The VRS and VES with values 15540.1 and 12491.9 are local optima values
in a 188.47% and 131.89% far from the global optimum respectably. Notably, the
solutions provided by VRS and VES are 34.66% and 47.47% better than those
provided by the GA alone respectively.

TSP 1583 Cities - Comparison between experiments
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Fig. 9. The benefits of applying the Vaccination method become more evident as the TSP
instance grows in size
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Regarding execution time, there was no substantial difference between using
VRS or VES, see Fig. 10; however, the use of AV speeds up notoriously the solv-
ing process in comparison with the GA alone, as it can be seen in Fig. 10.

The improvements in execution time are attributed to the effective reduction of
nodes that the optimization algorithm has to work in order to provide a solution.
The improvements are determined by (5) that produce a number of Reduced Node
List (nRNL) that will depend on the parameters selection.

nRNL =nONL — (NV« NNV)+ NV (5)
Where nONL is the number of Original Node List, NV is Number of Vaccines and
NNV is Number of Nodes per Vaccine. With this formula in Table 2 we present

the effective reductions for each TSP instanced with 40% vaccination and 2 Num-
ber of Nodes per Vaccine. Table 3 shows the nRNL for each of the TSP instances.
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Fig. 10. Comparison of average execution time of the GA vs. VRS and VES for the TSP in-
stances pbn423, rbu737 and rbv1583

Table 3. Number of elements after vaccination. NV = nRNL * 0.4 and NNV =2

Problem Formula nRNL
pbn423 423-((423*.4)*2)+(423*.4) 254
rbu737 737-((737*.4)*2)+(737*.4) 442
rbv1583 1583-((1583*.4)*2)+( 1583*.4) 950

6 Conclusions

A novel methodology that allows the reduction of computational complexity of
COPs based on the concept of immunization by vaccination was presented. As a
case of study, we present the widely known TSP as well as problem instances
from the library TSPLIB pbn423, rbu737 and rbv1583.



Using Immunogenetic Algorithms for Solving COP 287

The main issue with every COP solving algorithm is that as the number of ele-
ments grows, the solutions that can be provided are degraded by either creating
worst solutions, taking a substantial amount of time to generate them or simply be-
ing unable to produce one.

The Artificial Vaccine is presented to alleviate this by providing a methodology
where the problem set for a COP is reduced in size by the systematic generation,
application and removal of the Artificial Vaccines.

The methodology consists of three steps. The first step is the generation and
application of the Artificial Vaccines to the problem set. For this step, we pro-
posed two distinct algorithms called Vaccination by Random Selector (VRS) and
Vaccination by Elitist Selector (VES).

The second step consists of the solution of the TSP by any algorithm. Once this
is done, the solution must be converted back into the original problem set values.

In step three, we take the previous solution and return it to terms of the original
problem set in order to obtain the real final value for the solution.

In order to test our proposal, we utilized a Genetic Algorithm and conducted
three experiments to three different problems instances of the TSP. These tree ex-
periments were meant to provide benchmarking of the GA with and without our
proposal of VRS and VES.

For the three problem instances, the application of Artificial Vaccines provided
for better overall solutions and in the largest instance with 1583 nodes a better so-
lution by 28.86% and 31.97% for the VRS and VES were obtained respectively.

Additional to the better solution values, the computational time for each one of
the experiments was reduced substantially between 40% and 55%. This is due the
fact that the reduction in nodes necessarily reduces the number of calculations that
the TSP solving algorithm must perform.

A formula to obtain the number of Reduced Node List (RNL) was developed; it
provides a tool that allows estimating the improvements before performing the ac-
tual reduction in the number of nodes; therefore, the reduction in execution time
can be known before testing which can be tedious and time consuming. The for-
mula takes into consideration vaccination parameters such as the Number of Vac-
cine (NV) and Number of Nodes per Vaccine (NNV) which provides flexibility.

Further study into the effects of modifying the parameters NV and NNV on the
problem set and solutions is left as future work.

As a last note, when comparing VRS and VES, VRS requires less computation-
al time to create the Artificial Vaccines while VES provides the better Artificial
Vaccines that lead to better solutions. The difference in the execution time for the
same problem set for both VRS and VES none existing as the number of reduced
nodes for both is the same.
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Abstract. The Course Timetabling problem is one of the most difficult and common
problems inside an university. The main objective of this problem is to obtain a
timetabling with the minimum student conflicts between assigned activities. A
Methodology of design is a strategy applied before the execution of an algorithm for
timetabling problem. This strategy has recently emerged, and aims to improve the
obtained results as well as provide a context-independent layer to different versions
of the timetabling problem. This methodology offers to an interested researcher the
advantage of solving different set instances with a single algorithm which is a new
paradigm in the timetabling problem state of art. In this paper the proposed
methodology is tested with several metaheuristic algorithms over some well-know
set instances such as Patat 2002 and 2007. The main objective in this work is to find
which metaheuristic algorithm shows a better performance in terms of quality, used
together with the Design Methodology. The algorithms chosen are from the area of
evolutionary computation, Cellular algorithms and Swarm Intelligence. Finally our
experiments use some non-parametric statistical test like Kruskal-Wallis test and
wilcoxon signed rank test.

1 Introduction

The timetabling problem is one of the most difficult, common and diverse
problems inside an university. This problem tries to assign several activities into a
Timelsots making a Timetabling. The main objective of this problem is to obtain a
timetabling with the minimum conflicts between assigned activities [16]. This
paper focus on the Course timetabling problem (CTTP). This problem assigns
subjects to individual students with a minimum conflicts, usually time-conflicts,
between the assigned events.

O. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 289-302]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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Like most timetabling problems, the Course timetabling is NP-Complete [6]
[21]. The reason is the combinatorial explosion of possible events assigned into
timeslots, as well as the constraints that each university uses in the course
timetabling creation. Due to this complexity and the fact that, even now, many of
these course timetabling constructions are making by hand, it is necessary to
automate the construction process improving the performance of the solutions
reached by the human expert [11].

If we consider that every university usually needs to implement a new course
timetabling algorithm in order to achieve a good solution (basically due its internal
policies) then it exists an important obstacle; for example an algorithm that solves
the problem in a university may not be able to provide at least a feasible solution
for another university.

In this context a new methodology of solution has appeared, the methodology
of design [16] [17] [18]. This design layer offers a new start up method where it
translates several university policies from the original course timetabling input
into a set of generic structures for its treatment by means of metaheuristic
algorithms. This design provides a context-independent layer allowing
metaheuristic algorithms to work and solve several course timetabling problems
without using any explicit university constraints.

The metaheuristics algorithms has been characterized for offer good results in a
reasonable time. There exist a huge variety of metaheuristics applicable to a wide
range of problems, but the no-free lunch theorem [22] indicate us that there no
exist such a metaheuristic capable to give a good solution for every possible
problem. The selection of the best possible metaheuristic algorithm has a great
importance over the final performance for the generic proposed approach. This
paper shows a comparative study between several different metaheuristics and its
performance over a design approach for the course timetabling problem.

The paper is organized as follows. Section 2 presents the design methodology
for the course timetabling, The metaheuristics chosen for comparison and its
justification. Section 3 contains the experimental setup, results, analysis and
discussion. Finally Section 4 include some conclusions and future work.

2 Comparative Approach

2.1 Problem Definition

A clear and concise definition of the CTTP is given by Lewis Rhydian [11]: A set
of events(courses or subjects) £ = €,,6,,...,e, is the basic element of a CTTP.
Also there are a set of periods of time T =1,,t,,...,f , a set of places
(classrooms) P = DPi»Pos---> D, » and a set of agents (students registered in the
courses) A=a,,a,,...,a,. Each member €€ E is a unique event that requires

the assignment of a period of time € T, a place p€ P and a set of students
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S C A, so that an assignment is a quadruple (e,7, p,S). A timetabling solution

is a complete set of 71 assignment, one for each event, which satisfies the set of
hard constraints defined usually by each university of college. This problem is
documented to be at least a NP-complete problem [6] [21].

2.2 Methodology of Design for the Course Timetabling Problem

In the literature it can be seen that there exists a problem with the diversity of
course timetabling instances due different university policies. This situation
directly impacts in the reproducibility and comparison between course timetabling
algorithms[15]. The state of art indicates some strategies to avoid this problem.
For example, a more formal problem formulation [15] as well as the construction
of benchmark instances [11]. These schemes are useful for a deeper understanding
of the university timetabling complexity, but the portability and the reproducibility
of a timetabling solver in another educational institution is still in discussion[16].
In this sense, we use a context-independent layer for the course timetabling
resolution process. This new layer integrates timetabling constraints into three
basic structures MMA matrix, LPH list and LPA list.

MMA matrix contains the number of students in conflict between subjects i.e.
the number of conflicts if two subjects are assigned in the same timeslots. An
example of this matrix can be seen in the Figure 1.

EORONOY
LZ¥0835
BOVOHOY
LOFOWNDY

ACMD403

SCMD414
SCB0421

SCE0418
ACHO408
ACMIM

Fig. 1. MMA matrix

LPH List: This structure have in its rows the subjects offered. In its columns have
the offered timeslots, So this list gives information about the allowed timeslots per
subject. one example of this list can be seen on table 1.

Table 1. LPH List

Day 1 Day 2
[} <t3> <t,>
() <t,> <tort;>

LPA list: This list shows in its rows events and the classrooms available to be
assigned to it without conflict. An example of this table can be seen on table 2.
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Table 2. LPA List

Events Classrooms
61 <P]'P2>
() <L(lb1,L(lb3>
(%] <P3,L(lb2>
ey <Lab,>
e, <Py>

These structures are constructed with the natural/original inputs of the CTTP
problem.This process ensures by design the non-existence of violations in the
selection of any values showned in LPH and LPA. Sothe main problem is how to
deal with students conflicts. A proposal is to work with these conflicts by means
of the next minimization function:

k
Min(FA) = ) FA, (1)
i=1

My -1y, s
Vit

FA, = 3 3 (A.n4,.) @)

s=1 =1

Where: FA = Student conflicts of current timetabling. V, = Student conflicts from

"Vector" i of the current Timetabling. A; AA, students that

J.s+l =
simultaneously demand subjects § and §+1 inside the "Vector" j. A = student
that demands subject § in a timetabling j .

The concept of vector is the most important element in the design methodology.
This vector is a binary representation of an event.[17][16] It can be constructed as
seen on table 3 where each v; is a vector that represents event e;.

The vectors can be easily added and subtracted to construct sets. the symbols
used for these sets of vectors are VI, V2 ... V,. One characteristic is that the
number of vectors sets is related with the number of timeslots offered by
the current timetabling. The main idea about vectors is to have a space where the
events can be move without assigned them to a fixed timeslot. This independent
layer of context generalizes in the solution process of the CTTP problem.

The main objective is to construct a fixed number of vectors sets (usually the
cardinality of timeslots set) in order to obtain zero conflict on MMA, LPH and
LPA. It is precisely for the vector sets construction that a metaheuristic algorithm
is needed, but if any other CTTP problem can be expressed by means of the
Methodology of design then the same algorithm can be applied without any
modification.
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Table 3. Vector Construction

€] (&) e €n-1 Cn

V; 1 0 0 0

V, 0 1 0 0

Vi 0 0 1 0
V; 0 0 0 1

2.3 Metaheuristics

As it can be seen from section 2.2 the generic approach needs to construct a
particular vector set where the number of student conflicts between the assigned
subjects be the minimum or idealy zero. The construction of this set can be seen as
a combinatorial problem, despite of the wide variety of metaheuristics that can be
applied to this kind of problem. The chosed metaheuristics for its comparison have
been tested over similar problems with a good reported performance for its
respective instances. It is important to say that this is the first time that these
algorithms will be tested with an generic approach like the methodology of desing,
and by the No-free lunch theorem [22] the fact that these algorithms have showed
a good performance with its particular approaches does not guarantee that it can
be expected a similar behaviour for all metaheuristics in the proposed approach.

Classic GA (sGA). The genetic algorithm is a search heuristic that mimics the
process of natural evolution. Developed by Holland 1971. This algorithm is
usually the first option among similar heuristic tools that a researcher has to solve
a combinatorial problem like the CTT problem. In the Course timetabling state of
art this algorithm has reported a good results for early works like [25] [8] and [5].
The legacy of this algorithm and its ease of implementation allows us to selected it
as the first metaheuristic tool for our generic approach. This GA uses direct
representation previously reported by Soria et al [17] where each gene represents
an event to be assigned into a timeslot or vector. This GA uses single point cross-
over. Probabilistic Roulette for re-selection operator and simple elitism.

Frequency GA (fGA). Genetic Algorithm with non direct and dynamical
representation. GA Developed by Soria et. al. 2011, This algorithm selects a
subset of events based on its domain size to solve it, afterwards selects other
subset of events until every event is assigned to an timeslot. This GA share the
same operators with the classic GA, but changes the representation. This
algorithms uses in each gene an indirect value of the possible timeslot to be
chosen, in the practice this allows the conformation of irregular matrix that
minimizes the computational operations needed to achieve the number of
generations given by the user.
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Eclectic GA (eGA). Genetic Algorithm with Vasconcelos selection and auto-
adaptation in its parameters. This Genetic algorithm was developed by Morales
and Quezada 1998 [13], and has shown a good performance over high-constrained
problems [12]. The auto-tunning allows this algorithm to escape from local optima
by itself. This GA shares the same operators with the f{GA and Classic GA.

Cellular GA (cGA). Genetic Algorithm with high parallelism developed by Alba
et.al [2] [1]. This GA limits each individual to a specific neighbourhood (NEWS
neighbourhood in this paper), also each individual is placed in a toroidal grid. This
kind of algorithm admits sub-populations that work at the same time in different
regions of the search space, but gathers information with a migration operator.
Several adaptations of common GA operators are made in order to use them in this
cGA, For example the selection operator only selects neighbours for each
individual/cell. The Elitism operator is changed as well, making only possible to
choose the best individual for each subpopulation, i.e in each subpopulation the
best cell cannot be modify ,but this cell can modify (cross-over) others.

Differential Evolution (DE). The Differential Evolution (DE) is a evolutionary
strategy designed for problems of continuous nature. This algorithm has been
reported [19] [20] [14] as a good algorithm capable to work with high constrained
problems in a small time. Developed by Storn and Price, It is a vector-based
algorithm and can be considered as a further development to GA. This stochastic
search algorithm with self-organizing tendency do not uses information of
derivatives (as a GA). Unlike GA, DE carries out operations over each component
of the vector (in our case each variable coded in an individual). This kind of
operators can be expected more efficient when the optimal solution is near to the
current point coded in an individual [24]. Despite of the discrete nature of the CTT
problem, the DE can work over a representation like our chromosome where each
component is an event whit a well-defined pool of timeslot choices.

PSO. Particle Swam Optimization is based on the swarm behaviour was
developed by Kennedy and Eberhart(1995) [9]. Since then the PSO has been
applied to almost every area in optimization, computational intelligence and
design/scheduling applications [24]. This algorithm searches the space of an
objective function by adjusting the trajectories coded inside each particle (in our
case the time values of each variable/event) in a quasi-stochastic manner. Each
particle is attracted toward the position of the current global best g* and its best
location x*; in history, while at the same time it has a tendency to move randomly.
This algorithm can be seen adapted to CTT problem with the same considerations
seen on the DE algorithm.

Great Deluge Algorithm (GDA). The Great Deluge Algorithm was developed by
Dueck, 1993 [7] based on simulated annealing. This algorithm uses only one
parameter time execution. It has been observed [3] that a enough big execution
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time impacts positively in the final solution granted by this algorithm. The GDA
strategy works with an quasi-stochastic search, looking for the best possible
solution in the fitness landscape but its constrained to: Do not chose a worse
solution that current and Do not take a solution with a fitness smaller that the
remain time execution units. This strategy ensures for example that if GDA has
100 remain execution units(time) no solution with a fitness bigger that 100 will be
accepted. This algorithm have been tested over CTT problems with good
results.[23]

2.4 Test Instances

The methodology of design allows to solve several different set instances as long
as these instances can be expressed in term of the generic structures (MMA, LPH
and LPA), That is the principal advantage of this generic approach. Two well
know and referenced set instances are taken to make the comparison experiment
over our generic approach, these set instances PATAT 2002 and PATAT 2007
were made for the first and second International Timetabling Competition
respectively.

There are 20 test instances for patat 2002 and 24 for patat 2007, the main
characteristics are share between these sets like the main data as well as some
constraints. The last two hard constraints marked by (*) are only utilized in ITC
2007.

Patat 2002 and Patat 2007
These instances consist in:

* A set of n events that are to be schedule into 45 timeslots.

* A set of 7 rooms, each which has a specific seating capacity.

* A set features that are satisfied by rooms and required by events.

* A setof § students who attend various different combination of events.

The hard constraints are:

* No student should be required to attend more that one event at the same time

* Each case the room should be big enough for all the attending students

* Only one event is put into each room in any timeslot.

* Events should only be assigned to timeslots that are pre-defined as available *
* Where specified, events should be scheduled to occur in the correct order. *

The Soft constraints are:

* Students should not attend an event in the last timeslot of a day.
* Students should not have to attend three or more events in successive timeslots.
* Student should not be required to attend only one event in particular day.



296 A.S.-A. Jorge et al.

3 Experiment Design

The comparison between the selected metaheuristics was made with PATAT 2002
an 2007. Basically once each metaheuristic is adapted to the proposed generic
approach, that adaptation is used to solve both test instances. It should be noted
that exists previous works [10] [4] where some metaheuristics were tested for
patat 2002 or patat 2007, however this is the first time where a single generic
algorithm is capable to solve both instance sets with no special adaptation for each
case. For the present comparison each metaheuristic execute 100 independent
experiments in order to assume statistical normality as well as 1000 functions
points per independent run. The parameters used for each metaheuristic can be
seen on table 4. These parameters were taken from the literature and empirical
evidence obtained in this paper.

Table 4. Parameters for each metaheuristic

Algorithm Parameter Value

sGA Elitism 0.3
Cross-over 0.85
Mutation 0.15
Population 256

fGA Elitism 0.3
Cross-over 0.95
Mutation 0.1
Selection Harmonic
Population 256

eGA Elitism 0.3
Cross-over Auto adaptable
Mutation Auto adaptable
Population 256

cGA Elitism 1 per sub-population
Cross-over 0.937
Mutation 0.1
sub-populations 16
individuals 256
Neighbourhood NEWS

DE f 0.9
Cr 0.5
Population 256

PSO gBest 0.8
IBest 0.4
Inertia 0.95
Population 256

GDA Time Until it finish
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3.1 Results
The results achieved for each metaheuristic can be seen on table 5 and 6. The

presented results only shows the first 10 instances per set, if the reader is
interested in detailed results please contact the authors.

Table 5. Results for PATAT 2002 instances

Instance  Result sGA fGA eGA cGA DE PSO GDA
2002-1 Mean Fitness 324 305 308 188 303 288 279
Stddeviation 18.8 19.8 20.4 14.9 12.2 19.6 15.5
2002-2 Mean Fitness ~ 305.5 215 260 179 184 252 204
Stddeviation 18.2 15.5 19.9 14 13.5 17.6 18.4
2002-3 Mean Fitness ~ 330.4 278.58  248.04  202.7 2959 2396 2525
Stddeviation 15.3 16.8 15.6 13 12.5 16.8 18.4
2002-4 Mean Fitness  485.5 451.2 397.2 304 4382 349.8  390.5
Stddeviation 23.9 24 22.8 22.9 19.5 26.5 28.4

2002-5 Mean Fitness ~ 480.18 360 423.6 293.3 348.6 440 310.2
Stddeviation 26.57 25.5 28.5 214 23.3 224 21.9
2002-6 Mean Fitness ~ 481.8 374.8 416.5 294.8 280.5 439.1 4027

Stddeviation 26.56 25.4 26.85 21.06 254 30 27.87
2002-7 Mean Fitness ~ 503.4 371.2 282.3 287.9 268.5  400.1 339.9
Stddeviation 30.55 29.3 27.6 24.9 1245 18.66 244

2002-8 Mean Fitness  371.94  228.6 316.5 210.2 180.6 3502  237.6
Stddeviation 25.14 28.4 22.65 18.65 17.8 28.1 24.6

2002-9 Mean Fitness ~ 346.8 254.1 288.6 207.9 2745 2665  281.5
Stddeviation 20.54 19.5 17.65 16.56 12.45  16.4 20.2

2002-10 Mean Fitness ~ 335.15 2779 202.5 201.9 2137 271.1 218.5
Stddeviation 21.24 19.8 16.5 14.2 10.4 17.4 154

Patat 2002 CTTP Instances

B TC2002-1

= TC2002-2
= TC2002-3
= TC2002-4
B mC2002-5
B TC2002-6
B TC2002-7
=TC2002-8

mC2002-9

= TC2002-10

SGA GA eGA cGA EDfrand/1  PSOentero GDA

Metaheuristics

Fig. 2. Performance over Patat 2002 Instances
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Table 6. Results for Patat 2007 instaces

In- Result sGA fGA eGA cGA DE PSO GDA

stance

2007-1 Mean Fit- 1362.5 1315.6 1160.2  975.30 1064.1 12814  1279.5
ness 0 0 0 5 5 0
Stddevia- 55.00 52.73 47.10 45.96 54.76 54.59 47.93
tion

2007-2  Mean Fit- 1388.5 1123.2 1189.3  999.00 1068.3 13152 986.23
ness 0 3 0 2 0
Stddevia- 56.87 48.38 47.84 42.78 55.28 44.00 50.08
tion

2007-3 Mean Fit- 556.80 44530 378.60 286.75 336.80 366.50 359.20
ness
Stddevia- 57.80 57.58 38.89 27.00 26.45 39.43 27.84
tion

2007-4  Mean Fit- 619.20 48830 33450 342.80 42630 32950 567.20
ness
Stddevia- 44.00 36.18 42.99 30.55 41.72 39.23 39.82
tion

2007-5  Mean Fit- 80530 697.50 689.23 564.4 520.51 576.30  650.04
ness
Stddevia- 35.70 34.39 35.52 32.28 34.61 33.78 33.54
tion

2007-6 Mean Fit- 794.81 623.50 666.56 552.18 550.36 52630  713.20
ness
Stddevia- 36.72 33.91 35.54 33.15 34.77 36.63 35.03
tion

2007-7  Mean Fit- 33490 284.50  200.69 187.8 272.27 196.52  230.13
ness
Stddevia- 28.96 17.56 17.15 15.5 27.48 20.13 21.14
tion

2007-8  Mean Fit- 375.00 284.50 280.42 196.30 32040 31650  220.50
ness
Stddevia- 36.14 18.86 21.23 18.72 29.50 27.28 21.30
tion

20079  Mean Fit- 1403.1 1206.5 11632  979.23 1488.5 11543  994.50
ness 0 0 0 0 0
Stddevia- 69.77 67.04 58.40 52.67 57.95 67.15 62.59
tion

2007- Mean Fit- 1400.3 1305.6 1068.2 1011.6 1159.5 12354  1056.2

10 ness 0 0 0 0 0 0 0
Stddevia- 53.58 51.12 50.59 47.38 56.50 47.95 50.61

tion
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Patat 2007 CTTP instances
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1400.00

1200.00 - —

W [TC2007-1

W TC2007-2

1000.00 -
W TC2007-3
W TC2007-4

Fitness 30000 |
W TC2007-5

Area de trazado

= s
- TC2007-6

HTC2007-7
— = TC2007-8
mC2007-9

= =
200,00 | mC2007-10

0.00 -

eGA cGA ED/rand/1 P50 entero

Metaheuristics

Fig. 3. Performance over Patat 2007 instances

3.2 Discussion

Once obtained the results shown in table 5 and 6 the non-parametric Kruskal-
Wallis test is applied. This test is a method for testing whether samples originate
from the same distribution. It is used for comparing more than two samples that
are independent, or not related. The factual null hypothesis is that the populations
from which the samples originate have the same median (in our case this means
that each metahuristic have the same median performance). When the Kruskal-
Wallis test leads to significant results, then at least one of the samples is different
from the other samples. The test does not identify where the differences occur or
how many differences actually occur.

The Kruskal-Wallis test rejects the null hypothesis and accept the alternative
hypothesis: at least one of the distributions have different mean. This means that at
least one of the algorithms have a different performance with the generic approach
over the test instances. it can be seen some evidence that reinforces this result on
figures 2 and 3, the figures shows different performance between the proposed
algorithms.

Once it is known that the algorithms present different performance, it is needed
to identify which metaheuristic present the best performance (Minimum conflicts),
in order to do that Wilcoxon signed rank test is applied to every possible pair or
metaheuristics. The Wilcoxon signed-rank test is a non-parametric statistical
hypothesis test used when comparing two related samples, matched samples, or
repeated measurements on a single sample to assess whether their population
mean ranks differ. In this the wilcoxon signed rank test is applied in order to
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evaluate which metahuristic has the best performance in terms of minimun
conflicts.

By means of Wilcoxon signed rank test the cGA algorithm has shown a better
performance in term of quality solution (conflicts) over our of test instances. The
second best algorithm was the ED/Rand/1 also, this algorithm was also the fastest
in execution. The second fastest algorithm was PSO however, this algorithm has
not shown a good performance in terms of quality over the test instances. On the
figures 2 and 3 it can be seen that the cGA algorithm has the best performance,
this evidence support the results with Wilconxon Signed Rank test.

4 Conclusions and Future Work

This paper has shown a comparison between several different meta heuristics over
an generic approach for the course timetabling problem. This generic approach has
been use to solve both well known an referenced international test instances
PATAT 2002 and PATAT 2007. The Design methodology was capable to solve
both set of instances with a single algorithm.

This paper has gathered evidence about the good performance of the cGA
algorithm as an metaheuristic tool to solve the CTT problem by means of a
generic approach. The cGA algorithm uses an overlapped neighbourhood as well
as a fixed toroidal structure, these concepts allows the cGA algorithm to diversify
the genetic material in its individuals and preserve the best traits and
characteristics of the best solutions founded. The cGA algorithm also utilizes a
parallel scheme that accelerates the time needed to achive a solution. this
algorithm uses a sub-population approach in order to search in different areas of
the fitness landscape at the same time. This parallelism and sub-population
techniques have shown a positive impact in the solution of CTT problem over an
generic approach like the Design methodology.

For future work is proposed to analyse the performance of the cGA algorithm
over a different set of instances like UNITIME.org with the same generic
approach, also to make more test over different neighbourhood schemes for the
cGA. The integration of the migration concept could be benefit for the cGA since
this operator can be implemented in a parallel scheme, more test over this idea are
suggested.

Acknowledgment. The authors thanks Consejo Nacional de Ciencia y Tecnologia (CONACYT)
for the obtained support for this research.
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Abstract. We used the clonal selection algorithm (CSA) to generate optimal or
nearly optimal solutions for solving combinatorial optimization problems, the
algorithm was applied to generate quality G-Code sequences for a CNC Mill
machine tool problem. We validated the software using the Traveler Salesman
Problem (TSP) and demonstrated that the algorithm can optimize the travel path
by reducing manufacturing time and costs. Different optimization experiments
using the CSA of manufacturing codes of application CAD/CAM software are
illustrated.

1 Introduction

The responsible system of the defense of a vertebrate being from multiple external
microorganisms and molecules is the immune system. This natural system
inspired scientists to create a computational model, calling Artificial Immune
Systems (AIS) to those systems based on the theoretical immune principles [13-
15]. The studies of AIS became strong at late 90s, [17] formulated a background
for the AIS and their applications on real world problems. The works [2][18] have
had a great impact on the knowledge of the AIS to the scientific community. In
[20], a review of different applications is shown and how diverse they are,
addressing suggestions to the development of AIS area.

De Castro and Timmis present basic information of models including clonal
selection, immune network, positive selection and negative selection [1].
According to the model of AIS, the resulting algorithms are developed to tackle a
variety of problems. Much AIS literature has based their work on the clonal
selection theory, [22] highlights the impact of the Clonal Selection Algorithm
(CSA) over the years and gives up-to-date applications.

Comparing the CSA with the Genetic Algorithms (GA), features such as
affinity proportional reproduction and hypermutation are unique to the CSA [19].
Differing from the GA, the CSA has been compared in tasks [8] such as path
planning showing good performance.

The manufacturing industry uses a machine tool CNC to perform machining
processes faster than the average human can do. Drilling a bore can be a time
consuming if the person in charge does not analyze a short route when
programming the machine tool CNC. Modern software CAD/CAM is used to

0. Castillo et al. (Eds.): Recent Advances on Hybrid Intelligent Systems, SCI 451, pp. 303-B12]
springerlink.com © Springer-Verlag Berlin Heidelberg 2013
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generate the tool path by describing it with G-Code, which is a sequence of
commands for automating operations of CNC machines, with the path, tools, and
anything needed to produce the figure drawn on CAD software.

Some works [9] [10] [16], have used the AIS for path planning giving the
authors a good step to apply this concept to path planning for the problem of
optimizing the trajectory of the tool traveling for the points of a drilling operation.
We developed an implementation of the CSA to generate the optimal sequence of
G-code obtained from 2D CAD archives for drilling process, the aim is to reduce
time and costs of performing the drilling operation on a Mill/Router CNC. The
challenge is to reduce the manufacturing time which is achieve applying the CSA
to optimize the path.

The organization of this work is as follows: Section 2 provides the necessary
concepts of optimization, AIS and the CSA. In section 3, we present experiments
to illustrate the CSA application, and results. Finally, in section 4 are the
conclusions and future work.

2 Methods

The aim of this section is to provide a brief description of combinatorial
optimization, as well as to present the basis of AIS emphasizing on the CSA.

2.1 Optimization

Finding the best element from a set of available options, can be written mathemat-
ically [11] as:

Minimize f(x)

Subject to x € Q (1)

Where x is a vector satisfying f to result the best value, in this case the minimum
from all possible values. The points that are the center of bores of a drilling opera-
tion can be seen as discrete values of a function. An example of this kind of
function is the Travelling Salesman Problem (TSP), which is a combinatorial op-
timization problem. For a list of points (cities) and their distances, the task is to
search for a minimal route, starting at some point travelling through every other
only once and returning to the starting point.

Fig. 1. Graph Representation of TSP



Path Planning Using Clonal Selection Algorithm 305

The optimization of paths has been done by other methods in the area of com-
putational intelligence like Ant Colony Optimization [3], GAs, Bacteria Colony,
and Particle Swarm Optimization [7]; comparisons of GAs and AIS are in [8].

The representation of the TSP using a graph is shown at Fig. 1 where all the
nodes are the cities to visit and the connections are the weights of traveling be-
tween the connected nodes. The computational complexity of the TSP is O(n/),
where 7 is the total number of nodes on the problem.

2.2 Artificial Immune System

The system that is in charge of defending against unknown elements is called the
immune system. The vertebrates have a dynamic changing immune system allow-
ing them to recognize many antigens (nonself elements) and eliminate most of
them even when the body has never been in contact with it previously. The system
has been explained by theories of immunology [4] [6], one of them is about the
proliferation of antibody molecules when an infectious element enters the body.
Creating clones and mutating them to search good antibody-antigen recognition.
The AIS are metaphors based on the immune system of vertebrates; they are adap-
tive systems, inspired by theoretical immunology and observed immune functions,
principles and models, which are applied to problem solving [1]. They are needed
to encode the actual problem to those principles that reign the interaction of all the
immune molecules and cells, including antibodies and antigens. To have a graphi-
cal, and mathematical demonstration of those interactions there was proposed
Shape-Spaces [12].

All the features about the immune molecules, their interactions with other mo-
lecules, their length, are a set called generalized shape of the molecule. Consider-
ing some length L for all parameters of a molecule describing the generalized
shape of the molecule; one point over the L-dimensional space, the shape-space,
can specify the generalized shape of a molecule showing the antigen-antibody
(Ag-Ab) mutual interaction. A molecule m, be an antigen or antibody, can be

represented by a string of length L as: m=<my,my,...,m_ >, where m € RE. The
string can be of different kinds of attributes depending on the domain of the prob-
lem to solve.

The type of attributes considered in this work make a Hamming shape-space,
each string of a finite alphabet will be the ordered way to visit the points. It is
possible to have an interaction from different length antibody and antigens since
the shape-space is for describing all those Ag-Ab interacting processes. Once the
shape-space is coded, as with the attributes used for the representation of the do-
main problem, all interactions need to be measured, this measurement is called the
affinity measure. Affinity measure is used to map the interaction between two
strings, the molecules, into a non-negative number. Depending on the kind of
attributes an affinity can be evaluated, some real-valued shape-spaces can use a
distance measure like Euclidean and Manhattan. Euclidean distance as the affinity
D of a pair Ag-Ab can be computed it by the equation (1).
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L

D=\/Z(Abi—Agi)2 (1
i=1
L

D=>1Ab, - Ag, | 2)

i=1

On the case of Manhattan distance, the affinity can be calculated using (2). It is
not very common to use it, but as an alternative for real-valued shape-spaces. As
an alternative, there are Hamming shape-spaces, which use the Hamming distance
between two strin