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Abstract. Due to growing demand for high definition music and video content, 
Peer to Peer (P2P) multicasting providing live streaming services has been gain-
ing popularity in the last years. In this paper, we focus on applying the P2P 
multicasting for delivering of critical data that require to be transmitted safely, 
intact and with as little delay as possible, e.g., financial data, software security 
patches, antivirus signature database updates etc. To improve survivability of 
the P2P multicasting, we propose to use dual homing approach, i.e., each peer is 
connected to the overlay by two separate access links. The optimization prob-
lem is formulated in the form of Integer Linear Programming (ILP). We intro-
duce a Simulated Annealing (SA) algorithm for the considered optimization 
problem and compare it with optimal results provided by CPLEX solver. Our 
studies demonstrate that the SA method yields results close to optimal and pro-
vides better scalability comparing to CPLEX, since it can solve in reasonable 
time much larger problem instances than CPLEX. 

Keywords: P2P multicasting, survivability, dual homing, protection, Simulated 
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1   Introduction 

Nowadays, we are observing a rapid growth in popularity of multimedia streaming in 
the Internet. To emphasize the growing popularity of various video streaming servic-
es, we need to quote [3] where the authors claim that Video on Demand traffic will 
triple and Internet TV will be increased 17 times by 2015. The total share of all forms 
of video (already mentioned) and P2P will grow continuously to be approximately 90 
percent of all global consumer traffic in the next three years. Services like IPTV, in-
ternet radio, Video on Demand and high definition video or audio streaming are very 
useful for network users, but often require a lot of bandwidth, which can be costly [1]. 
The main advantages of using the P2P (Peer-to-Peer) approach are scalability, adap-
tability, low deployment cost and optimal content distribution [2], which are crucial to 
meet that demand. An overlay P2P multicasting technology is based on a multicast 
delivery tree consisting of peers (end hosts). Content transmitted by the P2P multi-
casting can be either data files or streaming content with additional requirements like 
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bit rate etc. [8]. In many related works, the authors assume that users of a multicast 
network can leave the system. We address the situation where the P2P multicast sys-
tem is static (peers stay connected to the system for a long time), like in: 

• Content delivery network (CDN) - e.g., Akamai Technologies, 
• Set-top box (STB) technology used in IPTV, 
• Critical information streaming - e.g., hurricane warnings. 

To improve network survivability, we apply the P2P multicasting in a dual homing 
architecture. The dual homing approach assumes that all hosts (nodes) have two dis-
joint links (homes) to the network. Those links provide network protection because of 
redundancy. The main contribution of the paper consists of: (i) Heuristic Simulated 
Annealing algorithm developed for the optimization problem of survivable P2P mul-
ticasting systems using dual homing architecture. (ii) Numerical experiments based on 
Integer Linear Programming (ILP) model and heuristic approach showing compara-
tive results of both methods and other characteristics of the proposed concept. 

The rest of the paper is organized in the following way. Section 2 introduces the con-
cept of survivable P2P multicasting based on the dual homing technology. In Section 3, 
we formulate an ILP model for survivable dual homing P2P multicast. Section 4 
presents our Simulated Annealing algorithm. In Section 5, we present results of our 
experiments. Finally, the last section concludes this work. 

2   Survivability for the P2P Multicasting 

In our previous works, we proposed to apply disjoint P2P multicast trees streaming 
the same content [6], [9]. Peers affected by a failure of one of the trees can use anoth-
er tree to receive the required data in case of a failure. This procedure guarantees very 
low restoration time. In this paper, we study the network survivability problem for the 
dual homing architecture. In Fig. 1, we present a simple example to illustrate our con-
cept. There are two disjoint multicast trees A, B that connect 8 nodes - 
a, b, c, d, e, f, g. In the case of tree A, nodes a, d and f are uploading nodes, while 
remaining ones are leafs. We use the term level to describe the location of nodes in 
the multicast tree. For example, node a is on level 1 of tree B, nodes b and e are on 
level 2 of tree B and rest of the nodes are on level 3. 

The P2P multicasting is done in the application layer, i.e., end hosts are connected 
using the overlay network. Connections between peers are established as unicast con-
nections over the underlying physical layer. Each peer is connected to the overlay by 
an access link. We propose to utilize the dual homing approach to protect the system 
against a failure of the access link. The main idea is to create two P2P multicasting 
trees guaranteeing that each of access links carries traffic only of one of the trees. 
Since each node has two access links (dual homing), it receives the streaming data 
from both trees on two separate links. Thus, if one of access links is broken, the node 
is still connected to the stream and moreover, it can upload the stream to subsequent 
peers located in the tree. A proper configuration of the P2P multicasting with dual 
homing protects the network from two kinds of failures: 



 Metaheuristic Approach for Survivable P2P Multicasting Flow Assignment 217 

• Uploading node failure – a failure that impacts all successors of the failed peer in 
the tree, 

• Overlay link failure – that one comprises a failure of both directed links between 
nodes. 

3   ILP Model 

What we describe below is an ILP model introduced in [6] that considers dual homing 
architecture. To formulate the problem we use the notation as in [7]. Let indices 
v,w = 1,2,…,V denote peers – nodes of the overlay network. There are K peers 
(clients) indexed k = 1,2,…,K that are not root nodes in any trees and want to receive 
the data stream. Index t = 1,2,…,T denotes streaming trees. We assume that T = 2, 
however the model is more general and values T > 2 may be used. In trees, nodes are 
located on levels l = 1,2,…,L. That gives us possibility to set a limit on the maximum 
depth of the tree. The motivation behind this additional constraint is to improve the 
QoS (Quality of Service) parameters of the P2P multicasting, .e.g., network reliability 
and transmission delay. If node v is root of the tree t, then rvt = 1, otherwise rvt = 0. 
Constant cwv denotes streaming cost on an overlay link (w,v).  

To model survivable P2P multicasting, we modify formulations presented in pre-
vious papers [6], [9]. We introduce constant τ(v), which adds a virtual node associated 
with the node v. Together they form a primal node. Every primal node has in fact four 
capacity parameters – constants dv and uv are respectively download and upload ca-
pacity of the node v and constants dτ(v) and uτ(v) are parameters of the virtual node τ(v). 
The objective function is streaming cost of all multicast trees. This can be defined in 
many ways, e.g., as network delay or transmission cost. 

Fig. 1 depicts an example of the dual homing modeling. Dual homes are marked 
with a pattern of sequential lines and dots.  

 
 

 

Fig. 1. Modeling dual homing  
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To model the P2P multicasting we use as in [6] binary variable xwvtk, which is used 
to denote an individual flow for each streaming path from the root node to node k. 
This variable is set to 1, when streaming path to node k in tree t includes an overlay 
link between nodes w and v; 0 otherwise. Additional binary variable xwvt is set to 1, if 
a link from node w to node v (no other peer nodes in between) is established in the 
multicast tree t; 0 otherwise. Auxiliary binary variable xvt is set to 1, if an access link 
of node v is used to download or upload flow of the multicast tree t; 0, otherwise. 
indices 

v,w,b = 1,2,…,V overlay nodes (peers) 
k = 1,2,…,K  receiving nodes (peers) 
t = 1,2,…,T  streaming tree index 

constants 
dv download capacity of node v (Kbps) 
uv upload capacity of node v (Kbps) 
rvt  = 1, if node v is the root (streaming node) of tree t; 0, otherwise 
q the streaming rate (Kbps) 
cwv streaming cost on overlay link from node w to node v 
M large number 
τ(v) index of node associated with node v (dual homing) 
L The maximum number of levels of the tree 

variables 
xwvtk  = 1 if in multicast tree t the streaming path from the root to node k includes 

an overlay link from node w to node v (no other peer nodes in between); 0, 
otherwise (binary) 

xwvt  = 1 if link from node w to node v (no other peer nodes in between) is in mul-
ticast tree t; 0, otherwise (binary) 

xvt  = 1 if access link of node v is used to download or upload flow of multicast 
tree t; 0, otherwise (binary) 

objective 

minimize   wvt xwvtcwv (1)

constraints 

t xvvt =0   v = 1,2,…,V (2)

wtxwvtq ≤ dv   v = 1,2,…,V (3)

vtxwvtq ≤ uw   w = 1,2,…,V (4)

w xwvt + w xvwt ≤ Mxvt   v = 1,2,…,V   t = 1,2,…,T (5)

t xvt = 1   v = 1,2,…,V (6)

xvt + xτ(v)t= 1   v = 1,2,…,V   t = 1,2,…,T (7)
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t xvτ(v)t = 0   v = 1,2,…,V (8)

w xwvkt – w xvwkt = xkt   v = k   v = 1,2,…,V   k = 1,2,…,V   t = 1,2,…,T (9)

w xwvkt – w xvwkt = –xkt   rvt = 1   v = 1,2,…,V   k = 1,2,…,V   t = 1,2,…,T (10)

w xwvkt – w xvwkt = 0   v≠k   rvt≠1   v = 1,2,…,V   k = 1,2,…,V   t = 1,2,…,T (11)

xwvkt ≤ xwvt   v = 1,2,…,V   w = 1,2,…,V   k = 1,2,…,V   t = 1,2,…,T (12)

w v xwvkt ≤ L   k = 1,2,…,V   t = 1,2,…,T (13)

Condition (2) assures that the node internal flow is zero. This constraint guarantees 
that in each tree there is at most one transmission per overlay link (w,v). (3) and (4) 
are respectively the download and upload capacity constraints. Condition (5) specifies 
definition of the xvt variable. The survivability constraint (6) assures, that multicast 
trees are separate – each node v (access link) can only be used in one tree t. Con-
straints (7), (8) state that only one node from the primal node can belong to tree t and 
there cannot be any connection within the primal node. Conditions (9)-(11) are called 
flow conservation constraints and define flows in P2P multicasting trees. Connection 
between (w,v) exists in tree t, when there is at least one transmission between nodes 
(w,v) in tree t to receiving node k (12). Finally, constraint (13) sets the levels upper 
limit in the path to each receiving node. For more details on modeling of survivable 
P2P multicasting, refer to [9]. 

The considered problem is complex and NP-hard, since it can be reduced to the 
hop-constrained minimum spanning tree problem, which is known to be NP-hard [4]. 
Due to that fact, branch-and-bound or branch-and-cut methods have to be used to 
obtain optimal solution. 

4   Simulated Annealing (SA) Algorithm 

Solving ILP models including a large number of variables and constraints can take a 
huge amount of processing time and computing power. In order to be able to solve 
such models in a relatively short period of time and obtain solution close to optimum, 
we developed a heuristic algorithm based on Simulated Annealing approach. 

The starting solution of the algorithm is prepared by taking the following steps [6]: 

1. Pick a node that is root for tree t. 
2. Randomly pick any remaining node and connect it to the tree t by making it a child 

of the node connected before ; if node v is connected to tree t then node τ(v) has to 
be connected to the other tree. 

3. If all nodes are connected – terminate. 

This procedure guarantees that there are no loops in the network. At this point, the 
created structure does not have to meet all the constraints. 
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We use an insert method to create a random solution from the neighborhood of the 
current solution. We randomly pick node v with rvt = 0 for t = 1,2…T and choose its 
new parent w. All the children of node v become children of its former parent. If new 
parent w is in the same tree as node τ(v), then that node is reconnected to a different tree.  

Original Simulated Annealing algorithm was created to solve unconstrained prob-
lem. In order to use it for our problem that includes numerous constraints, we propose 
a penalty method (14) similar to the Tabu Search algorithm described in [6]: 

f(cp,lp,up)=x1cp+x2cplp+x3cpup (14)

cp cost penalty, which is a difference between the cost of generated solution and 
the cost of current solution, 

lp level penalty, which is set to 1 when there are more levels in the multicast 
trees than L value; 0 otherwise, 

up upload penalty, which is a difference between how much the new parent w 
uploads and its upload capacity, 

x1,x2,x3 weights for each module of penalty method. 

SA algorithm has following input parameters: 
Ts   starting temperature 
Te ending temperature 

SA uses geometric progression of temperature. We developed additional optimization 
method, which is invoked after all iteration of the algorithm. The function finds the 
most expensive connections in the multicast trees and tries to find cheaper alterna-
tives. The new solution is accepted if the obtained overall network cost is lower than 
the current one. 

5   Research 

5.1   Comparing ILP Model and SA Algorithm - Experiment Design 

We randomly generated networks with 10 (small network) and 20 (big network) 
primal nodes and two disjoint trees. Our goal was to test how the level limit L and the 
streaming rate q would affect the overall network cost achieved by CPLEX and SA 
algorithm. To solve ILP model in an optimal way, we use newest CPLEX solver 
v12.4 [5]. We created 2 different networks with link costs in range 1-20, 1-50 and 
with either symmetric (100Mbps/100Mbps - 10% of all nodes) or asymmetric nodes 
(1Mbps/256Kbps, 2Mbps/512Kbps, 6Mbps/512Kbps, 10/1Mbps, 20/1Mbps, 
50/2Mbps, 100/4Mbps). We assume that the first node is the streaming node for tree 
t = 1 and node τ(1) is the streaming node for tree t = 2. We set timemax value to 3600 
seconds, limiting the execution time of CPLEX. That gave us the possibility to com-
pare ILP model and heuristic algorithm in terms of quality of obtained solution and 
time of processing. We tested how the SA algorithm would perform for different val-
ues of starting and ending temperature (from 1 to 1000 in both cases) and we found 
that the best parameters were: 
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• Starting temperature Ts: 500, 
• Ending temperature Te: 1. 

We set those values for the experiments described below. In another preliminary ex-
periment we discovered that the best values for the weights of penalty method were 1, 
0.25 and 0.15 respectively. Overall, we conducted three experiments: 

• Checking how the number of iterations and execution time would affect results 
obtained by the Simulated Annealing algorithm for either size of the network, 

• Comparing CPLEX and SA algorithm for small size of the network and different 
streaming rate q values in terms of the overall network cost, 

• Comparing CPLEX and SA algorithm for big size of the network and different 
number of levels L in terms of the overall network cost. 

5.2   Comparing ILP Model and SA Algorithm – Results 

The purpose of the first experiment was to check how the number of iterations would 
affect the results of the SA algorithm. In Fig. 2 and 3 we show results of SA for small 
and big size of the network respectively – we present both average overall network 
cost and best obtained network cost for 100 repetitions of algorithm execution. We 
can easily notice that, with an increase in the number of iterations, the SA algorithm 
performs better. Main drawback of increasing the number of iterations is growth of 
the execution time. Our conclusion is that for every experiment we have to choose the 
number of iterations that allows us to achieve a quality solution in a reasonable time 
(i.e., seconds instead of hours etc.). 

 

 

Fig. 2. Overall network cost as a function of the number of iterations for a small-sized network 
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Fig. 3. Overall network cost as a function of the number of iterations for a big-sized network 

The goal of the next experiment was to compare CPLEX and SA algorithm in 
terms of the overall network cost and time of processing for small size of network and 
different values of the streaming rate q. Tables 1 and 2 present obtained results for 
both CPLEX and SA and for different sets of cost range. Best and average results of 
SA were calculated based on 100 executions of the algorithm. For all types of net-
works, CPLEX achieved optimum in a short period of time (4 to 24 seconds). The SA 
algorithm was able to find optimum in 4 of 8 cases. Average overall network cost 
achieved by SA was 4-8% larger than CPLEX result, but processing time was only ~5 
seconds. The general conclusion is that both algorithms proved to be good tools for 
finding solution for small size of the networks in terms of the overall network cost 
and processing time. 

Table 1. Comparison of CPLEX and SA for small size of the network and cost range 1-20  

cost 1-20 
CPLEX SA 

q [Kbps] Cost Time[s] Best Cost 
Diff. to 
opt.[%] Avg Cost 

Diff. to 
opt.[%] Time[s] 

64 33 18 33 0.0% 35.4 6.8% 4.7 
128 33 16 35 5.7% 35.7 7.6% 4.8 
192 36 24 37 2.7% 38.1 5.5% 4.8 
256 36 22 37 2.7% 37.6 4.3% 4.7 

Table 2. Comparison of CPLEX and SA for small size of the network and cost range 1-50  

cost 1-50 
CPLEX SA 

q [Kbps] Cost Time[s] Best Cost 
Diff. to 
opt.[%] Avg Cost 

Diff. to 
opt.[%] Time[s] 

64 69 17 69 0.0% 73.0 5.5% 4.7 
128 69 14 69 0.0% 73.3 5.8% 4.8 
192 72 4 73 1.4% 78.2 7.9% 4.8 
256 72 9 72 0.0% 77.4 7.0% 4.7 
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Tables 3 and 4 depict results of SA and CPLEX for big size of network (20 hosts). 
Optimal values were obtained by CPLEX without timemax constraint that resulted in 
very long execution time (from 2 to almost 9 hours). In one hour time, CPLEX ma-
naged to find optimum in only one case of 14 and in 3 cases it was not able to find 
even a feasible solution. Most of the results of CPLEX with 1 hour time limit was 80-
90% worse than optimum. The SA algorithm was able to find feasible solution every 
time and found optimum for 2 of 14 cases. The average cost obtained by SA was 3.5-
7.5% worse than optimum. Another conclusion is that with a lower L limit the overall 
network cost is higher.  

For larger networks CPLEX was unable to find a satisfying solution in a reasona-
ble time (1 hour). SA achieved quality solutions in terms of overall network cost and 
proved itself useful for bigger types of network. 

Table 3. Comparison of CPLEX and SA for big size of the network and cost range 1-20 

cost 1-20 

L 
L 

CPLEX 
CPLEX with time con-

straint SA 

Opti-
mum 

Time[s
] Best Cost 

Diff. to 
opt.[%

] 
Time[s

] 
Best 
Cost 

Diff. to 
opt.[%] 

Avg 
Cost 

Diff. to 
opt.[%

] 
Time[s

] 
5 53 31525 Unknown X 3600 55 3.6% 55.5 4.5% 3600 
6 53 14423 Unknown X 3600 54 1.9% 55.1 3.8% 3600 
7 52 16563 791 93% 3600 54 3.7% 55.3 6.0% 3600 
8 52 13963 430 88% 3600 54 3.7% 56.2 7.5% 3600 
9 52 19231 520 90% 3600 54 3.7% 55.5 6.3% 3600 

10 52 27082 349 85% 3600 53 1.9% 54.9 5.3% 3600 
11 52 5411 52 0% 3560 54 3.7% 55.2 5.8% 3600 

Table 4. Comparison of CPLEX and SA for big size of the network and cost range 1-50 

cost 1-50 

L 

CPLEX 
CPLEX with time con-

straint SA 

Opti-
mum 

Time[s
] Best Cost 

Diff. to 
opt.[%

] 
Time[s

] 
Best 
Cost 

Diff. to 
opt.[%] 

Avg 
Cost 

Diff. to 
opt.[%] 

Time[s
] 

5 93 10501 1655 94% 3600 94 1.1% 96.1 3.2% 3600 
6 90 12323 Unknown X 3600 91 1.1% 93.2 3.4% 3600 
7 89 9482 465 81% 3600 90 1.1% 92.1 3.4% 3600 
8 88 7942 89 1% 3600 90 2.2% 92.1 4.5% 3600 
9 87 8892 93 6% 3600 90 3.3% 92 5.4% 3600 

10 85 15076 354 76% 3600 90 5.6% 91.9 7.5% 3600 
11 85 7383 549 85% 3600 88 3.4% 92 7.6% 3600 

6   Conclusion 

In this paper, we address the problem of survivable P2P multicasting in dual homing 
networks. Experiments testing the impact of streaming rate and number of levels on 
the overall network cost were conducted along with experiments focusing on compar-
ison of the introduced SA algorithm and the ILP model. The results of experiments 
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indicate that proper selection of parameters has big influence on the network cost. 
Both the streaming rate and the level limit impact the overall network cost. Moreover, 
the SA proved to be an useful algorithm for finding cost efficient solutions for all 
sizes of networks and achieved quality solutions close to optimum.  

In future work, we plan to introduce new constraints that will provide more survi-
vability, like node and ISP disjoint trees, and conduct more experiments evaluating 
these solutions. 
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