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Abstract. A well-known domain in that it is highly likely for each exemplary 
dataset to be imbalanced is patient detection. In such systems there are many 
clients while a few of them are patient and the all others are healthy. So it is 
very common and likely to face an imbalanced dataset in such a system that is 
to detect a patient from various clients. In a breast cancer detection that is a 
special case of the mentioned systems, it is tried to discriminate the patient 
clients from healthy clients. It should be noted that the imbalanced shape of a 
dataset can be either relative or non-relative. The imbalanced shape of a dataset 
is relative where the mean number of samples is high in the minority class, but 
it is very less rather than the number of samples in the majority class. The 
imbalanced shape of a dataset is non-relative where the mean number of 
samples is low in the minority class. This paper presents an algorithm which is 
well-suited for and applicable to the field of non-relative imbalanced datasets. It 
is efficient in terms of both of the speed and the efficacy of learning. The 
experimental results show that the performance of the proposed algorithm 
outperforms some of the best methods in the literature. 

Keywords: Imbalanced Learning, Decision Tree, Artificial Neural Networks, 
Breast Cancer Detection. 

1   Introduction 

In fact, each dataset that has an imbalanced distribution among the number of the data 
points in each of its classes can be considered as an imbalanced dataset. However in 
artificial intelligence communities, a dataset will be generally considered to be an 
imbalanced one if only if it has a very high-rated and sharp imbalanced distribution. 
We call this type of the mentioned imbalanced datasets, the imbalance between 
classes (e.g. consider the distribution of 10000:100 in a dataset with two classes 
where one class completely overshadows the other). Of course the imbalance concept 
is not dependent on the number of classes; it means that it is not only defined for or 
applicable to the datasets with two classes. It is highly likely that one faces an 
imbalance dataset having more than two classes. Thus in an imbalanced dataset it is 
required to use a classifier with a high accuracy in such a way that the minority class 
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detection is not affected by the majority class detection. It is obvious that the 
individual evaluation criteria such as overall accuracy or error rate do not provide 
sufficient information about the quality of learning in an imbalanced dataset.  

Imbalanced shape of a dataset is called intrinsic where the nature of dataset source 
involves in being imbalanced. It should be noted that the imbalanced shape of a 
dataset can be either relative or non-relative. The imbalanced shape of a dataset is 
relative where the mean number of samples is high in the minority class, but it is very 
less rather than the number of samples in the majority class. The imbalanced shape of 
a dataset is non-relative where the mean number of samples is low in the minority 
class. This paper presents an algorithm which is well-suited for and applicable to the 
field of non-relative imbalanced datasets. It is efficient in terms of both of the speed 
and the efficacy of learning. 

2   Backgrounds 

A class of solutions to imbalanced datasets tries to apply some changes in dataset to 
be balanced and then uses a standard learning algorithm. Other class of solutions 
generally focuses on modifying the standard learning algorithms to be suited and 
adapted to learn in an imbalanced dataset [5]. In the first approach, there are two 
common ways: over-sampling and under-sampling. Random over-sampling method 
takes a set of samples from the minority class and then they are added to dataset. In 
fact, the number of samples in the minority class is enlarged in such a way that the 
number of data points in each class, either the minority class or the majority class, 
gets balanced. Alternatively there is another way to balance an imbalanced dataset 
named under-sampling method. Unlike the over-sampling method, the under-
sampling method reduces a set of samples from the majority class in such a way that 
the number of data points in each class, either the minority class or the majority class, 
gets balanced. The over-fitting is the problem that challenges the over-sampling 
method. The concept losing is the main problem of the under-sampling method. An 
alternative to overcome the challenges is to turn to informed under-sampling methods. 
Two of the most well-known methods based on informed under-sampling are 
EasyEnsemble [2] and BalanceCascade [3]. Another example of the informed under-
sampling methods is based on k-nearest neighbor [4]. 

In EasyEnsemble method it is tried to first produce many classifiers based on 
different runnings of the under-sampling method, and then to use them as an 
ensemble of classifiers. It is worthy to note that each mentioned classifier is produced 
by an AdaBoost mechanism. EasyEnsemble is an unsupervised strategy since it uses 
an independent random sampling with replacement in applying the under-sampling 
method. BalanceCascade method is very similar to EasyEnsemble method. 
BalanceCascade explores the sampling in a supervised manner. In BalanceCascade 
method it is tried to iteratively produce a classifier so as to improve the false positive 
rate of previously produced classifiers. 
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According to the research findings in the field of imbalanced learning, the criteria 
employed for assessing the quality of learning of a classifier in an imbalanced dataset 
are completely different from the common criteria used for evaluating the quality of 
learning of a classifier in a common dataset. So it is necessary to discuss the 
evaluation criteria suitable in the field of imbalanced learning. This section explains 
the approach how to assess the effectiveness of a model in learning of an imbalanced 
dataset. The common conventional measures to assess a classifier quality in learning 
of a dataset are the accuracy measure and the error rate measure. These criteria are 
used for a simple description of a learner (classifier) performance on a dataset but 
they are not suitable for imbalanced datasets.  

Fig. 1 depicts the confusion matrix. In the confusion matrix the True Positives are 
the data points in dataset that have been assigned by classifier to the minority class 
(the patient class) and they really belong to the minority class. The False Positives are 
the data points in dataset that have been assigned by classifier to the minority class 
while they really belong to the majority class (the healthy class). The False Negatives 
are the data points in dataset that have been assigned by classifier to the majority class 
while they really belong to the minority class. The True Negatives are the data points 
in dataset that have been assigned by classifier to the majority class and they really 
belong to the majority class.  

 

 
Fig. 1. Confusion Matrix 

The performance criteria defined on the imbalanced datasets should be based on 
the mentioned confusion matrix to be unbiased to the majority class. Studying the 
confusion matrix makes it clear that the first column shows the number of positive 
samples (the number of samples in the minority class) and second column shows the 
number of negative samples (the number of samples in the majority class). It is also 
clear that the first row shows the number of the samples that classifier recognizes 
them as the minority class and the second row shows the number of the samples that 
classifier recognizes them as the majority class. Columns show the distribution of 
class samples. Indeed each metric using them simultaneously can’t be free of 
sensitivity to class imbalancement. For example accuracy uses both columns and so it 
is sensitive to imbalancement, i.e. by changing the distribution of the number of data 
points of the classes of dataset the metric changes while the performance does not 
change. Some measures which are adjusted for evaluating the learning quality of a 
classifier at an imbalanced dataset are: (imbalanced) accuracy, precision, recall,  
F-measure and G-mean [1]. The accuracy of a classifier at an imbalanced dataset is 
obtained by equation 1. 
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where TP, TN, FP and FN stand respectively for the number of True Positives, the 
number of True Negatives, the number of False Positives and the number of False 
Negatives. The precision is obtained by equation 2. 
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where TP and FP are the same as equation 1. The recall is obtained by equation 3. 
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where TP and FN are the same as equation 1. The F-measure is obtained by  
equation 4. 
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Evaluation based on receiver operating characteristic (ROC) curves, uses two criteria 
of the two single columns, TP rate and FP rate, of the Fig. 1 and draws a graph 
depicting the TP rate in terms of the FP rate. ROC curve is a powerful method to 
evaluate the performance of a learner visually. In precision-recall chart, one could get 
more information on the performance assessment of a learner [1]. These charts can be 
considered as the best way to display the performance of a learner in an imbalanced 
application.  

3   Proposed Method 

The structure of the proposed algorithm is similar to EasyEnsemble. The proposed 
algorithm initially takes a number of sub-samplings from the majority class with the 
size of the minority class. Considering each of the sub-sampled data from the majority 
class in addition to the data of the minority class as a temporal dataset, a decision tree 
or a multilayer perceptron is trained over the temporal dataset. Finally, all classifiers 
jointly work as an ensemble. Pseudo code of the proposed ModifiedBagging 
algorithm is presented in Fig. 2. Like Bagging, Boosting is another meta-algorithm in 
data mining that is more capable of learning hard problems. The main idea behind 
Boosting like Bagging is to learn a problem by a set of weak learners and then to 
create a single strong learner. A weak learner is defined to be a classifier which is 
only slightly correlated with the true classification or labels; it can label examples 
better than random guessing. In contrast, a strong learner is a classifier that is 
arbitrarily well-correlated with the true classification [12]. To complete our 
conclusion, the ModifiedBoosting is proposed based on the main Boosting algorithm 
proposed by Schapire [12]. Pseudo code of the proposed ModifiedBoosting is 
presented in Fig. 3. The proposed ModifiedBoosting is just like the proposed 
ModifiedBagging, except the majority class is subsampled based on a policy that the 
error-prone examples have more chance in subsequent samplings.  
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Fig. 2. Pseudo code of the proposed ModifiedBagging 

Although, as it was mentioned previously, there are many algorithms to deal with 
learning at imbalanced datasets, this paper only focuses to handle under-sampling 
approaches. In this group of algorithms, the two of the best algorithms are considered 
to be BalanceCascade and EasyEnsemble. It is worthy to be mentioned that the 
second is one example of informed under-sampling methods [2-3]. As it has been 
shown [3], these two algorithms absolutely dominate other methods. Their superiority 
is in terms of both learning efficiency and training speed. 

 

 

 

Fig. 3. Pseudo code of the proposed ModifiedBoosting 

On the other hand the algorithms of BalanceCascade and EasyEnsemble are very 
similar to the proposed algorithm. Therefore, since the two algorithms in terms of the 

The ModifiedBoosting algorithm pseudo code. 
9. Input: A set of minority class examples Smi\, a set of majority class 

examples Sma§, ♣Smi\♣ < ♣Sma§ ♣, the number of subsets,  T to sample 
from Sma§ 

10. i     0 

11. W(j)=1, ∀ j∈[1,T]“Smin 

12. repeat 
13. i     i + 1 

14. P(j)=W(j)/sum(W), ∀ j∈[1,T] 
15. Using P randomly sample a subset Efrom Sma§, ♣E♣ = ♣  Smi\♣⇔ Si= 

Smi\∪Ei 
16. Learn Con Si. C is a simple classifier 
17. Test({Ci|1ªiªT}, Smax) 
18. W(j)=W(j)*2, ∀ j that is misclassified by ensemble {Ci|1ªiªT} 
19. W(j)=W(j)/2, ∀ j that is misclassified by ensemble {Ci|1ªiªT} 
20. until i = T 
21. Output: An ensemble {Ci|1ªiªT} 

The ModifiedBagging algorithm pseudo code. 
1. Input: A set of minority class examples Smi\, a set of majority class 

examples Sma§, ♣Smi\♣ < ♣Sma§ ♣, the number of subsets,  T to sample 
from Sma§ 

2. i     0 

3. repeat 
4. i     i + 1 

5. Randomly sample a subset Efrom Sma§, ♣E♣ = ♣ Smi\♣⇔ Si= Smi\∪Ei 
6. Learn Con Si. C is a simple classifier 
7. until i = T 
8. Output: An ensemble {Ci|1ªiªT} 
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structure are very similar to the proposed algorithm, and they also dominate other 
methods, the proposed method is compared to only these two methods in this paper. 

The difference between proposed algorithm and EasyEnsemble is the main reason 
of its superiority. The difference is hidden in section 6 of the pseudo code. 
EasyEnsemble uses an AdaBoost classifier ensemble as learner [5]. Using a complex 
classification system similar to AdaBoost ensemble, not only causes a lot of overhead 
time for learning, but actually it lacks any justification. It is because after producing 
classifiers, Ci, voting mechanism is employed. So there is no justification for 
hierarchically voting in classification part, especially when the minority class has very 
little data points and hierarchical voting causes sub-sampling from the minority class; 
it means that hierarchical voting causes to lose the concepts of the minority class. So 
it is highly likely that the classifiers are not trained properly in the AdaBoost 
ensemble algorithm due to the small number of samples in the minority class. 

The difference between the proposed algorithm and BalanceCascade is even more 
obvious. All differences between the proposed algorithm and EasyEnsemble 
mentioned in the previous section are also differences between the proposed 
algorithm and BalanceCascade. There are also some new differences between the 
proposed algorithm and BalanceCascade. For example, BalanceCascade tries to 
iteratively produce an AdaBoost so as to improve the FP of previously produced 
classifiers. It is again highly likely that the classifiers do not train properly in the 
AdaBoost algorithm due to the small number of samples in the minority class. 

4   Experimental Results 

This section evaluates the results of applying the proposed framework on a real 
imbalanced dataset of breast cancer patients. Dataset has been collected from some 
real clients of Bidgol-Aran city's hospital [6]. Dataset includes 386 clients. While 17 
cases have breast cancer, the rest 369 cases have been healthy. 26 features extracted 
from each client that the most of them almost belong to the nominal ones. The 
nominal features to be used in any MLP are first converted to numerical features. It 
means that if feature A has 4 distinct values, say, <A1, A2, A3, A4>, we consider 
values A1, A2, A3, A4 respectively equal to 1, 2, 3, 4. After the coding phase, each 
feature is normalized into interval [0-1] just for usages in MLPs. The normalizing 
relations can be calculated by equation 5. 
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where fx,i stands for ith feature of xth data point and nfx,i stands for ith normalized 
feature of xth data point. In the paper, multilayer perceptron and decision tree are used 
as base classifier. We use multilayer perceptrons with 2 hidden layers including 
respectively 10 and 5 neurons in the hidden layer 1 and 2, as the base simple 
classifier. All of decision trees have used in this research employ Gini criterion as 
decision tree evaluation metric. Parameter Gini criterion for decision tree is set to two. 

The classifiers' parameters are kept fixed during all experiments. It is important to 
be mentioned that type of all classifiers in the algorithms are kept fixed to either only 
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decision tree or only multilayer perceptron. It means that all classifiers are considered 
as multilayer perceptron in the first experiments. After that the same experiments are 
taken by substituting all multilayer perceptrons with decision trees. 

To find out how a classifier has learned over the mentioned imbalanced dataset, we 
always use leave-one-out cross-validation technique. First four columns of Table 1 
show the quality of learning of different simple classification methods over the 
mentioned imbalanced dataset by leave-one-out cross-validation method in terms of 
different evaluation measures. As it is inferred from Table 1, although the accuracies 
of simple decision tree classifier and multilayer perceptron neural network classifier 
are very high, they do not have good performances at all. This is not something 
unexpected, because these classifiers assign each queried sample to the majority class. 
Consequently they hit very high accuracies. While their accuracies are good, they are 
unable to recognize patients. If one looks at Table 1, it will be clearly identified that 
the performances of the same classifiers enclosed in the proposed framework are 
significantly increased; while they still have satisfactory accuracies. As expected, 
using the decision tree as the base classifier can improve considerably the 
performance rather than using the multilayer perceptron as the base classifier. 

Table 1. Performances of different simple methods obtained by leave-one-out method. MBG 
and MBT stand for ModifiedBaGging, ModifiedBoosTing respectively. 

EC DT MLP 
 

MBG 
of 1 
DT

MBG 
of 1 
MLP

MBG 
of 25 
DT

MBG 
of 25 
MLP

MBT 
of 25 
DT

MBT 
of 25 
MLP 

TP 5.88 0.00 58.82 23.53 76.47 64.71 29.41 17.65 
FP 0.00 0.00 23.30 32.95 20.17 32.95 1.99 15.63 
TN 100 100 76.70 67.05 79.83 67.05 98.01 84.32 
FN 94.12 100 41.18 76.47 23.53 35.29 70.59 82.35 
Acc 95.66 95.39 75.88 65.04 79.67 66.94 94.85 81.30 
Pre 100 ∝ (50) 71.63 41.66 79.12 66.63 93.66 50.03 
Rec 5.88 0.00 58.82 23.53 76.47 64.71 29.41 17.65 
FM 7.14 0.00 64.60 30.07 77.77 65.66 44.76 26.09 

 
Another comparison between the performances of the two versions of the proposed 

method when using each of the two simple learners (i.e. decision tree and multilayer 
perceptron) as the base classifier is presented in the columns 5 and 6 of Table 1. 
These experiments show that the accuracy of the proposed method is acceptable when 
we use decision tree as base classifier. It will also show if the whole data points of 
dataset are used to construct the classifiers of the final ensemble, performance of the 
final ensemble may be still poor to identify the examples of the minority class. Table 
1 depicts this important fact. As it is raised from Table 1, the use of the ensemble 
without applying the proposed method to balance the training data, does not solve the 
problem. However, applying the proposed method along with the use of ensemble 
significantly increases the efficiency. The last 2 columns (7 and 8) of Table 1 
represent the results obtained by the ModifiedBoosting. As it is inferred from the 
Table 1, the algorithm can't compete with the the ModifiedBagging. It is worthy  
to mention that we slide the number from 1 to 25 and choose the value when the  
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F-measure hits its best. The comparison confirms why the ModifiedBagging 
outperforms the EasyEnsemble and BalanceCascade.  

A schematic comparison between performances of the two mentioned versions of 
the proposed method is presented in Fig. 4. ROC curve of the proposed method using 
decision tree learner as the base classifier is superior to the one using multilayer 
perceptron learner as base classifier. 

According to Fig. 4 sliding FP from 0 to 1, readers will find that if a better cut 
choice on FP axis is taken in ROC curve the results can even be improved. However, 
this is not stable because after a while increment in FP does cause improvement in 
TP. The above tests indicate that the accuracy of the proposed method outperforms 
the simple classifiers and some ensemble methods. The other conclusion is the 
superiority of the proposed method that uses decision tree as the base classifier rather 
than one that uses multilayer perceptron neural network as the base classifier. 

 

 

Fig. 4. ROC curve of the proposed ModifiedBagging with DT and MLP as base classifier 

To demonstrate the efficacy of the proposed method in terms of the number of 
classifiers in the ensemble, please look at Fig. 5. In Fig. 5, the F-Measure of the 
proposed method in terms of the number of classifiers employed in the ensemble is 
depicted. All experimentations in Fig. 5 are averaged over 10 individual runs. The 
base classifier is chosen as decision tree. As it is inferred from Fig. 5, setting the 
number of classifiers to a value more than 23 does not affect much over F-Measure. 

Now it is time to compare the proposed method with EasyEnsemble and 
BalanceCascade methods. By employing the two mentioned algorithms in the 
imbalanced dataset, any acceptable result is not again obtained according to Table 2. 
It is worthy to be mentioned that simple linear classifier used in reference [3] is used 
in both EasyEnsemble and BalanceCascade methods as base classifier. To reach the 
results of Table 2, leave-one-out cross-validation technique is used in all 
EasyEnsemble, BalanceCascade and ModifiedBagging methods. Comparing the 
proposed ModifiedBagging with EasyEnsemble and BalanceCascade in Table 2, we 
will reach the conclusion that the performances of the mentioned methods are weaker 
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than the proposed ModifiedBagging method. So it is concluded that it is not needed to 
go for reinforcement methods in such an imbalanced dataset. Considering the higher 
time orders of the mentioned algorithms to learn in such severely imbalanced datasets, 
we can claim that the proposed method in terms of both efficiency of learning and 
speed of learning is superior. In addition, we have generally proposed a framework to 
achieve a similar learning model in severely imbalanced datasets. 

 

 
Fig. 5. F-Measure of ModifiedBagging with DT as base classifier in terms of number of 
classifiers 

Perhaps the most important reason of failure in EasyEnsemble and 
BalanceCascade methods is hidden in severely imbalanced nature of the dataset. The 
reason of the well-performing the proposed method is its proper shape for learning 
small datasets. Consider when the data in the minority class is very low, the datasets 
created by EasyEnsemble and BalanceCascade are very low and consequently not 
suitable for learning of AdaBoost. 

Table 2.  Comparison of proposed method with EasyEnsemble and BalanceCascade methods 

ModifiedBagging 
25 DTs 

BalanceCascade 
25 DTs

EasyEnsemble of 
25 DTs

Evaluation 
Criterion

13/17=76.47 5/17=29.413/17=17.65TP 
71/352=20.17 43/352=12.2231/352=8.81FP

281/352=79.83 309/352=87.78321/352=91.19TN 
4/17=23.53 12/17=70.5914/17=82.35FN

294/369=79.67 314/369=85.09 324/369=87.80 Accuracy 
79.13 70.44 66.70 Precision 
76.47 29.41 17.65 Recall 
77.78 41.50 27.91 F-Measure 
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5   Conclusions 

In this paper a new method to learn in a severely imbalanced dataset where the 
number of data points in the minority class is very much less than the number of data 
points in the majority class is presented. This method is applied to an imbalanced 
breast cancer dataset. Inability of basic methods to learn in imbalanced spaces is also 
shown. Also due to the rare number of data points of the minority class in the 
benchmark, even the special-purpose methods are not able to learn the minority class. 
Inability of the special-purpose methods to learn the minority class in such severely 
imbalanced datasets guides us to present an innovative method fully suitable for these 
conditions. The main outcome of the research is in the field of medical research; to be 
used as a medical assistant. According to the profile and history of clients in the 
health centers, the proposed model can identify high risk clients in an automated 
manner. It can detect and treat an early breast cancer to prevent to use costly medical 
treatments and tests for clients and to help medical society to have an assistant. 
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