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Preface

The First Engineering Applications of Neural Networks (EANN) conference was
held in Otaniemi, Finland, in 1995. Since then the EANN conferences have pro-
vided academics and industry professionals from across the world with the op-
portunity to share experiences and to present and demonstrate advances in a
wide range of neural network applications.

The 13th EANN 2012 conference was held on the London campus of Coventry
University, UK, during September 2012. The primary sponsor for the conference
was the International Neural Network Society (INNS). The 13th EANN 2012 at-
tracted delegates from 23 countries across the world: Russia, USA, South Africa,
Germany, Italy, UK, Greece, Switzerland, Spain, Brazil, India, Ukraine, France,
Poland, Turkey, Chile, Israel, China, Cyprus, Taiwan, Portugal, Belgium, and
Finland.

This volume includes the papers that were accepted for presentation at the
conference, at the Workshop on Applying Computational Intelligence Techniques
in Financial Time Series Forecasting and Trading (ACIFF), and the Workshop
on the Computational Intelligence Applications in Bioinformatics (CIAB). The
papers demonstrate a variety of applications of neural networks and other com-
putational intelligence approaches to challenging problems relevant to society
and the economy. These include areas such as: intelligent transport, environ-
mental engineering, computer security, civil engineering, financial forecasting,
virtual learning environments, language interpretation, bioinformatics and gen-
eral engineering. All papers were subject to a rigorous peer-review process by at
least two independent academic referees. EANN accepted approximately 40% of
the submitted papers for full length presentation at the conference. The best ten
papers were invited to submit extended contributions for inclusion in a special
issue of the Evolving Systems journal (Springer).

The following keynote speakers were invited and gave lectures on exciting
neural network application topics:

1. Nikola Kasabov, Director and Founder, Knowledge Engineering and Discov-
ery Research Institute (KEDRI), Chair of Knowledge Engineering, Auckland
University of Technology, Institute for Neuroinformatics - ETH and Univer-
sity of Zurich

2. Danil Prokhorov, President-Elect of INNS, Toyota Research Institute NA,
Ann Arbor, Michigan

3. Kevin Warwick, University of Reading, England and Fellow of The Institu-
tion of Engineering & Technology (FIET)

4. Richard J. Duro, Grupo Integrado de Ingeniera Escuela Politecnica Superior,
Universidade da Coruña

A tutorial on “Fuzzy Networks with Modular Rule Bases” was presented by
Alexander Gegov from the University of Portsmouth, UK.



VI Preface

Two workshops were included in the EANN 2012 conference: Applying Com-
putational Intelligence Techniques in Financial Time Series Forecasting and
Trading (ACIFF 2012) focused on the scientific areas of computer engineering,
finance and operational research; and Computational Intelligence Applications
in Bioinformatics (CIAB 2012) focused on problems from the fields of biology,
bioinformatics, computational biology, chemical informatics, and bioengineering.

On behalf of the conference Organizing Committee, we would like to thank
all those who contributed to the organization of this year’s program, and in
particular the Program Committee members.

September 2012 Chrisina Jayne
Shigang Yue
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Hybrid Computational Model for Producing English Past Tense
Verbs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Maitrei Kohli, George D. Magoulas, and Michael Thomas

Characterizing Mobile Network Daily Traffic Patterns by 1-Dimensional
SOM and Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Pekka Kumpulainen and Kimmo Hätönen



XIV Table of Contents

Dipolar Designing Layers of Formal Neurons . . . . . . . . . . . . . . . . . . . . . . . . 334
Leon Bobrowski

Evaluating the Impact of Categorical Data Encoding and Scaling
on Neural Network Classification Performance: The Case of Repeat
Consumption of Identical Cultural Goods . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

Elena Fitkov-Norris, Samireh Vahid, and Chris Hand

A Hybrid Neural Emotion Recogniser for Human-Robotic Agent
Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

Alexandru Traista and Mark Elshaw

Ambient Intelligent Monitoring of Dementia Suffers Using Unsupervised
Neural Networks and Weighted Rule Based Summarisation . . . . . . . . . . . . 363

Faiyaz Doctor, Chrisina Jayne, and Rahat Iqbal

On the Intelligent Machine Learning in Three Dimensional Space and
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Bipin K. Tripathi and Prem K. Kalra

Knowledge Clustering Using a Neural Network in a Course on
Medical-Surgical Nursing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
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Elimination of a Catastrophic Destruction of a Memory 
in the Hopfield Model  

Iakov Karandashev, Boris Kryzhanovsky, and Leonid Litinskii 

CONT SRISA RAS, Moscow, Vavilova St., 44/2, 119333, Russia 
Yakov.Karandashev@phystech.edu, {kryzhanov,litin}@mail.ru 

Abstract. For the standard Hopfield model a catastrophic destruction of the 
memory has place when the last is overfull (so called catastrophic forgetting). 
We eliminate the catastrophic forgetting assigning different weights to input 
patterns. As the weights one can use the frequencies of appearance of the 
patterns during the learning process. We show that only patterns whose weights 
are larger than some critical weight would be recognized. The case of the 
weights that are the terms of a geometric series is studied in details. The 
theoretical results are in good agreement with computer simulations.  

Keywords: Hopfield model, catastrophic forgetting, quasi-Hebbian matrix. 

1 Introduction 

In the standard Hopfield model one uses the Hebb connection matrix constructed with 
the aid of M  random patterns [1], [2]. For definiteness we suppose that vector-row 

1 2( , ,..., )Nx x xμ μ μ μ=x  with binary coordinates 1ixμ = ±  is the μ -th pattern, and the 

number of patterns is equal to M . The Hebb connections have the form:  

1

(1 ) , , 1,...
M

ij ij i jJ x x i j Nμ μ

μ
δ

=

= − = . 

The estimate for the number of random patterns that can be recognized by the 
Hopfield model is well known: 0.14cM N≈ ⋅ . If the number of patterns written down 

into connection matrix is larger than cM , the catastrophe takes place: the network 

ceases to recognize patterns at all. This destruction of the memory can be explained 
by the symmetry of the Hebb matrix. Indeed, all patterns entering the Hebb matrix are 
equivalent. If under some conditions one pattern is recognized, other patterns will be 
recognized too. The reverse is also true: If under some conditions a pattern is not 
recognized, any other pattern will not be recognized too. This means that the memory 
will be destroyed. 

The catastrophic forgetting is a troublesome defect of the Hopfield model. Earlier 
some modifications of the Hebb matrix were proposed to eliminate the memory 
destruction. As the result of such modifications an unlimited number of random 
patterns can be fearlessly written down into matrix elements one by one. However, 
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the memory of the network is restricted. If as previously the maximum number of 
recognized patterns is denoted by cM , for the models discussed in [3]-[6] 

0.05cM N≈ ⋅ . The general weak-point of all these models is as follows: only last 

patterns written down in the network are recognized. In other words, the memory of a 
network is formed by patterns whose order numbers satisfy the inequality 

cM M Mμ− ≤ ≤ . Patterns with order numbers less than cM M−  are excluded from 

the memory irretrievably.  
We succeeded in eliminating of the catastrophic memory overfull in the Hopfield 

model. In our approach a weight is assigned to each pattern. Different weights allow 
us to individualize conditions of recognition of different patterns and this is why the 
catastrophic forgetting can be eliminated.  

In previous papers [7], [8] with the aid of statistical physics methods the main 
equation (3) for the Hopfield model with the quasi-Hebbian matrix 

1

(1 )
M

ij ij i jJ r x xμ μ
μ

μ
δ

=

= −   (1)

was obtained. The weights rμ  are positive and put in decreasing order: 

1 2 ... ... 0r r≥ ≥ ≥ ≥ . In [7] for a special distribution of the weights we succeeded in 

solution of the main equation. In this paper we examined the case when only one 
coefficient differed from all other that were identically equal: 1r τ= , 

2 3 ... 1Mr r r= = = = . Theoretical results were confirmed by computer simulations. 

In this paper we give the solution of the main equation in the general case. The 

main result is as follows. For every weights distribution { }rμ  there is such a critical 

value cr  that only patterns whose weights are greater than cr  will be recognized by 

the network. Other patterns are not recognized. The case of the weights, which are the 
terms of a decreasing geometric series r qμ

μ =  ( 1q < ) is discussed in details. For 

these weights the number of the recognized patterns is ~ 0.05 N⋅ . The results are 
confirmed by computer simulations. 

Note, for the first time the quasi-Hebbian connection matrix (1) was discussed 
many years ago [9], [10]. For such a matrix the system of transcendent equations was 
obtained in [9] in the replica symmetry approximation. However, the authors failed to 
transform this system into the main equation (3), and when solving the system they 
made an error. In [10] only the standard Hopfield model  ( 1rμ ≡ ) was examined.  

2 Different Weights 

2.1 Main Equation 

Statistical physics methods allow one to obtain equations for the overlap km  of the 

pattern kx  with a nearest fixed point kx : 
1

/
N k k

k i ii
m x x N

=
=  . After solving these 
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equations it is possible to understand under which conditions the overlap of the k -th 
pattern with the nearest fixed point is of the order of 1. In other words: when the fixed 
point coincides (or nearly coincides) with the k -th input pattern. This means that the 
k -th pattern is recognized by the network. If ~ 0km , the k -th pattern is not 

recognized by the network. 
Repeating step by step calculations performed in [1], [2] for the standard Hopfield 

model, and as the last step tending the temperature to zero, we obtain the system of 
equations for the overlap km : 

22
2

2

1 1 2
erf , , exp .

(1 )2 2

M
k k k k

k
k

rr m r m
m C

N C r
μ

μ μ

σ
σ πσ σ≠

    = = = −    − ⋅     
  (2) 

Let us introduce an auxiliary variable σ2/kk mry = . Then excluding σ  and C  

from the system (2), we obtain the main equation:  

2
2 1

1

M

k k

r

M r r
μ

μ μ

γ
α ϕ≠

 
=   − − 

 . (3) 

It is supposed that M and N are very large: , 1M N >> . /M Nα =  is the load 

parameter, ( )yγ γ=  and ( )yϕ ϕ=  are monotonic functions of 0y ≥ :  

22
( ) yy eγ

π
−= , 

2( )
( )

2
yerf y

y e
y

πϕ = . 

When 0y  is the solution of Eq.(3), the overlap of the k -th pattern is ( )0km erf y= . 

In the case of the standard Hopfield model ( 1rμ ≡ ) the system (2) reduces to the 

well-known system (see Eqs. (2.71)-(2.73) in [2]), and Eq. (3) turns into the well-
known equation obtained in [1].  

For unequal weights and the temperature 0T >  the analog of the system (2) was 
obtained long ago in [9]. However, when using the zero-temperature limit the authors 

mistakenly assumed that 0C =  and 2 2 /
M

k
r Nμμ

σ
≠

= . Solving the remained 

equation for km  they obtained that at a moment when the patterns ceased to be 

recognized the overlap 0km = . In other words, the transition from the case of patterns 

recognition to the case when the patterns were not recognized was the phase transition 
of the second kind. This is not true. We show that there is a breakdown of the solution 
of the main equation. This means that the phase transition of the first kind takes place. 
We are the first, who obtain the equation (3). The solution of this equation is 
discussed in the next item.  
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2.2 Algorithm of Solution 

Let us transform Eq.(3) dividing the left hand and right hand sides by M . The main 
equation takes form: 

( ) ( )
M

k

k

N f yμ
μ ≠

=  ,  (4) 

where ( )kfμ  are the functions of γ , ϕ  and rμ : 

2( )
( )

( )
( )

( )

k
k

k

t
f y

t
μ

μ
μγ ϕ

 
=   − 

,  ( )k

k

r
t

r
μ

μ = , ( ) 1,..., .k Mμ ≠ =      

The values ( )ktμ  are arranged in decreasing order. Note, the first 1k −  of these values 

are larger than 1, and the other ones are less than 1: 

( ) ( ) ( ) ( ) ( )
1 2 1 1 2... 1 ....k k k k k

k k kt t t t t− + +> > > > > > >  (5)

The r.h.s. of Eq. (4) is the sum of functions ( ) ( )kf yμ .  It is easy to see that when 

y → ∞  the denominator ( )( )ktμγ ϕ −  of any function ( ) ( )kf yμ  tends to 0: at the infinity 

each function ( ) ( )kf yμ  increases unrestrictedly. Consequently, at the infinity the r.h.s. 

of Eq.(4) increases unrestrictedly too. 
The behavior of the function ( ) ( )kf yμ  for finite values of its argument depends on 

its number μ . If ( ) 1ktμ < , the function ( ) ( )kf yμ  is everywhere continuous and limited, 

because for 0y >  the function ( ) 1yϕ > . However, if ( ) 1ktμ > , the function ( ) ( )kf yμ  

has a singular point. In this case the denominator of the function ( ) ( )kf yμ  is equal to 

zero for some value ( )kyμ of its argument: ( ) ( )( ) ( ) ( ) 1 ( )k k k ky t y tμ μ μ μϕ ϕ −= ⇔ = , where 1ϕ −  

is the reciprocal function with regard to ϕ . We see that for every ( ) 1ktμ >  the function 
( ) ( )kf yμ  has the discontinuity of the second kind in the point ( )kyμ . Since in the series 

(5) the first 1k −  values of ( )ktμ  are greater than 1, it is easy to understand that the 

r.h.s. of Eq.(4) has the discontinuities of the second kind in the points 
( ) ( ) ( )
1 2 1...k k k

ky y y −> > > . At the infinity the r.h.s. of Eq.(4) increases unrestrictedly.   

For simplicity let us go to reciprocal quantities in Eq.(4): 

1
( )kF y

N
= , where 

1

( )( ) ( )
M

k
k

k

F y f yμ
μ

−

≠

 
=  
 
 .       (6)

The nonnegative function ( )kF y  in the r.h.s. of Eq.(6) is equal to zero in the points 
( ) ( ) ( )
1 2 1...k k k

ky y y −> > > . At the infinity it tends to zero. In Fig.1 for the weights in the 

form of the terms of the harmonic series, 1/rμ μ= , the behavior of the functions 
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3 ( )F y , 6 ( )F y  and 9 ( )F y  is shown.  To the right of the rightmost zero ( )
1

ky  every 

function ( )kF y at first increases, and after reaching its maximal value the function 

( )kF y  decreases monotonically.  Let ( )k
cy  be the coordinate of the rightmost 

maximum of ( )kF y . The value of ( )( )k
k cF y  determines the critical characteristics 

related to the recognition of the k -th pattern. Let us explain what it means.  
Generally speaking, Eq.(6) has for every k  several solutions, that respond to 

intersections of the function ( )kF y  with the straight line that is parallel to abscissa 

axis at the height 1 N  (see Fig.1). These solutions correspond to stationary points of 

the saddle-point equation [1], [2], [10]. However, only one intersection corresponding 
to the minimum of the free energy is important. Its coordinate is to the right of the 
rightmost maximum ( )k

cy . Other solutions of Eq.(6) can be omitted.  

For a fixed value N  at the height 1 N  let us draw the line that is parallel to abscissa. 

For patterns whose numbers k  are not so large, the graph of the function ( )kF y  

necessarily intersects this straight line in the point that is to the right of its rightmost 
maximum ( )k

cy . (In Fig. 1 there are such intersections have the graphs of the functions 

3 ( )F y  and 6 ( )F y .) Let us increase k  little by little. We see that when k  increases the 

local maximum ( )( )k
k cF y  decreases steadily. Consequently, sooner or later we reach such 

a value mk  that the curve ( )
mkF y  still has the intersection with the straight line that is to 

the right of its rightmost maximum, but the curve 1( )
mkF y+  has no such intersection. (In 

Fig.1 the curve 9 ( )F y  has no intersection with the straight line that is to the right of its 

rightmost maximum, and the curve 8 ( )F y , it is not shown, has such an intersection.)  

 

Fig. 1. The behavior of different functions ( )kF y  (6) when the weights are equal to 1/rμ μ= : 

3, 6, 9k = , ( )k
cy  are the local maximums of functions ( )kF y , and straight line corresponds to 

1 0.001N =  (see the body of the text)  
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For given dimensionality N  the pattern with the number ( )m mk k N=  is the last in 

whose vicinity there is a fixed point: this is the last pattern recognized by the network. 
For mk k<  Eq.(6) has a solution in the region ( )k

cy y> too. These patterns will also be 

recognized. On the contrary, for mk k>  Eq.(6) has no solutions in the region ( )k
cy y> . 

Consequently, the patterns with such numbers will not be recognized. We see that the 
overlap 

mkm  of the last recognized pattern is always sufficiently larger than zero.  

Let cr  be the weight corresponding to the pattern with the number mk : 
mc kr r= . 

The obtained result means that only the patterns, whose weights are not less than the 
critical value cr  will be recognized by the network: k cr r≥ . Patterns whose weights 

are less than the critical value cr  are not recognized in spite of the fact that they are 

written down in the quasi-Hebbian connection matrix. In other words, the memory of 
the network is limited, but the catastrophic forgetting does not occur. 

Our analysis is true for arbitrary weights rμ . In the next Section we examine a 

specific distribution of the weights. 

3 Weights as the Terms of Geometric Series 

Let us discuss in details the case of the weights in the form r qμ
μ = , where (0,1)q ∈ . 

These weights were discussed earlier in [5] and [6]. We assume that in Eq.(4) the first 
value of the summation index is equal to zero and the first weight is equal to 1: 0 1r = . 

Then 

22
( )

2
( ) ~

( )
k

k
k

q q
f y

q q s q

μ μ

μ μ μϕ
 

=  − − 
 , where ( )k

ks q yϕ= . 

Let the number of patterns be equal to infinity: M = ∞ .Then Eq.(4) has the form 

2

( )
2

0 0

1
( )k

k k k

q
N f y

s q

μ

μ μ
μ μγ

∞ ∞

= ≠ = ≠

 
= =  − 
  .        (7)

Our interest is the solution of Eq.(7) for large values of the argument y  when the 

inequality ( ) 1k
ks q yϕ= >  is fulfilled. In the r.h.s. of Eq.(7) we replace summation by 

integration. Then in both sides of the equation we pass to reciprocal quantities and 
obtain the analogue of equation (6): 

2 2

2

1 ( 1)

( 1) ( ) 1kN y

γ ϕ
ϕ

−=
− Φ −

,  where 

1 1
ln

1
( )

ln

k

k k
k

s

s s
y

q

 − +  − Φ = ,  1k
ks q ϕ= > . 

(8)
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When solving Eq.(8) numerically we can find the maximal value of the number of the 
pattern mk  which is recognized by the network yet: ( , )m mk k N q= . We need to find 

such value of the parameter q  that corresponds to the maximal memory of the 

network. In other words, we are looking for the optimal value of the parameter q  for 

which the value of mk  is maximal: ( ) max ( , )m
q

k N k N q= . It is evident that this 

optimal q  have to exist; ( )m mq q N= denotes its value. 

On the left panel of Fig.2 the dependence of the ratio ( , ) /mk N q N  on q  for three 

dimensionalities N  is shown. We see that all curves have distinct points of 
maximum, but the value of all maximums is the same: 

lim ( ) / 0.05
N

k N N
→∞

≈ . (9)

In other words, the maximal number of patterns that can be memorized by the 
network is 0.05cM N≈ ⋅ . It is almost three times less than the storage capacity for 

the standard Hopfield model, but the catastrophic overfull of the memory does not 
occur. Let us list the optimal values ( )mq N  for different N : 0.992, 0.9992mq =  and 

0.99992   for N =1000, 10000 and 100000, respectively. 

 

Fig. 2. For three dimensionalities N  we show: on the left panel the dependence m /k N on q ; 

on the right panel synchronous values of the last recognized pattern overlaps with the nearest 
fixed point. On both panels the solid line corresponds to the dimensionality N=1000, the dashed 
line corresponds to N=10000, the point line corresponds to N=100000.  

When the value of q  becomes larger than mq , the number of recognized patterns 

decreases. It is clear that as far as the parameter q  tends to 1, our model more and 

more resemble the standard Hopfield model for which the dimensionality N  is finite 
and the number of the patterns M is infinitely large. It is evident that when 1q =  the 

network memory is destroyed. It turns out that the destruction of the memory occurs 

q

m /k N

q

m
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even before q  becomes equal to 1. Let cq denotes the critical value when only the 

first pattern is recognized: for cq q> , the network ceases to recognize patterns at all. 

The more N  the more critical value cq  becomes closer to 1. It may be shown that the 

following estimate for cq  is true: 1cq δ= − , where 1/ 0.329 Nδ ≈ ⋅ . The fitting 

shows that the estimate 1 2.75mq δ≈ − ⋅  is true.  

For the pattern with the number mk  on the right panel of Fig.2 the dependence of the 

overlap on q  is shown. In the point of the solution “breakdown” cq  (when the patterns 

cease to be recognized) the overlaps have approximately the same values 0.933cm ≈ . 

We can move up in analytical calculations if for 1q →  we simplify the r.h.s. of 

Eq.(8) for large values of y  (let us say, for 2y ≥ ): 

2
2

2

1 2 | ln |

1 2 | ln |

k

k

q q
g

N q q
=

−
,  where 

1

2 2

erf y
g

y y
= ≈ . (10)

Equation (10) allows us to write down the explicit expression for k :  

2ln[2( 1) | ln |]

2 | ln |

Ng q
k

q

+= . (11)

This expression can be maximize with regard to q . When 2
0 1 / 2( 1)q e Ng≈ − +  the 

maximal value of k  is equal to 2 2
0 2k Ng e N ey≈ ≈ .  

Now we require the conditions of the perfect recognition to be fulfilled. That 
means that the pattern has to coincide with the fixed point. In other words, the 
difference between the pattern and the nearest fixed point has to be less than 

1: ( ) 1 1/m erf y N= > − . We obtain that in this case ln( / 4)y N≈ . Substituting 

y into the expression for 0k and denoting the maximal number of the pattern for 

perfect recognition as pk , we have:  

1
0

2 ln( / 4)
p

N

k

N e N →∞≈ ⎯⎯⎯→ .   (12)

In other words, the requirement of the perfect recognition substantially decreases the 
storage capacity of the network (compare expressions (12) and (9)). The same is true 
for the standard Hopfield model.  

In Fig.3 three graphs corresponding to the dimensionality N =1000 are shown.  
The solid line is the dependence of the value mk on q . The dashed line shows the 

dependence of the value pk  on q . This dependence is calculated by substitution the 

expression ln( / 4)y N≈  in equation (11). Markers in the figure show the numerical 

results for the number of perfectly recognized patterns. The results of computer 
simulations are averaged over 500 random matrices. On the whole the agreement with 
the theory is quite good. 
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We have investigated in the details the networks whose weights are equal to the 
terms of the harmonic series as well as to the terms of the arithmetical progression 

[10]. In the first case the memory of the network is not too large: ~ / lnmk N N . In 

the second case for the optimal value of the common difference the memory of the 
network is extensively large ~ 0.1mk N . These theoretical results are confirmed by 

computer simulations [10]. 

 

Fig. 3. For 1000N =  the dependence of the critical numbers of the patterns on q  is shown. 

The solid line shows the maximal number of the recognized patterns mk , the dotted line shows 

the number of the perfectly recognized patterns pk ; markers are the experimental numbers of 

the perfectly recognized patterns. 

4 Conclusions 

The catastrophic forgetting is a troublesome defect of the standard Hopfield model. 
Indeed, let us imagine a robot whose memory is based on the Hopfield model. It is 
natural to think that his memory is steadily filled up. When the robot sees an 
image, it is written additionally to its memory. Catastrophic forgetting means that 
when the number of stored patterns exceeds cM , the memory is completely 

destructed. Everything that was previously accumulated in the memory would be 
forgotten.  

This behavior is contrary to the common sense. In the brain there are mechanisms 
allowing it to accumulate the obtained information continuously. If the Hopfield 
model is assumed as an artificial model of the human memory, it has to work even if 
new information is written down continuously. 
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The method of eliminating of catastrophic overfull of the memory, proposed in our 
paper, seems to be very effective. In our approach it is not necessary to separate the 
learning and the working stages. One can learn the network even during the working 
stage. Each pattern that occurs in the “field of vision” of the network modifies matrix 
elements according to the standard Hebbian rule. If this pattern is the same as the one 
written down previously, its weight increases by 1. If the pattern is new, it is written 
down into the connection matrix with the weight equals to 1. As the result, the 
obtained connection matrix corresponds to a set of weighted patterns, and the weights 
are defined by the statistics of the patterns occurrences. Then the network memory 
consists of patterns whose weights are larger than the critical value cr . The value of 

cr  depends on the weights distribution.  

Let the weight of a pattern be less than cr  but we need this pattern to be recognized 

by the network. It is sufficient to increase the weight of this pattern doing it to be 
larger than the critical value, and this pattern will be recognized. It is possible that at 
the same time some other patterns cease to be recognized. (They are those whose 
weights are only slightly exceeds the critical value cr ). Such replacement of patterns 

by other ones does not contradict to the common sense. It corresponds to the general 
conception of the human memory. 
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An Operational Riverflow Prediction System  
in Helmand River, Afghanistan Using Artificial  

Neural Networks 
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Abstract. This study uses historical flow record to establish an operational 
riverflow prediction model in Helmand River using artificial neural networks 
(ANNs). The tool developed for this research demonstrates that the ANN model 
produces results with a very short turn-around time and with good accuracy. 
This river system used for this demonstration is quite complex and contains 
uncertainties associated with the historical record.  These uncertainties include 
downstream flow rates that are not always higher than the combined upper 
stream values and only one continuously operating stream gage in the 
headwaters. With these characteristics, improvements in the hydrologic 
predictions are achieved by using a best additional gage search and a two-
layered ANN strategy. Despite the gains demonstrated in this research, better 
simulation accuracy can be achieved by constructing a new knowledge base 
using more recent information on the hydrologic/hydraulic condition changes 
that have occurred since the available period for 1979. Follow-on research can 
also include developing extrapolation procedures for desired project events 
outside the range of the historical data and predictive error correction analysis. 

Keywords: Riverflow prediction, Helmand River, neural networks, prediction 
improvement analysis. 

1 Introduction 

When performing an operational riverflow prediction of for a military site; rapid 
response and high accuracy are required. One such method for delivering answers is a 
system-based approach, such as Artificial Neural Networks (ANNs). The ANNs 
model is a mathematical or computational model formulated as a network of simple 
units, each having local memory. A “signal” is transmitted through the network layers 
and its value is increased or decreased according to its relevance to the final output. 
Patterns of signal weights and parameter biases are analyzed to find the optimal 
pattern that best fits the input parameters and results. Once the network has been 
trained (calibrated) to simulate the best response to the input data, the configuration of 
the network is fixed and a validation process is conducted to evaluate the performance 
of the ANNs as a predictive tool. This research project employs a commercial ANN 
software tool, NeuroSolution [1], to perform the computations. Three algorithms; 



12 B. Hsieh and M. Jourdan 

 

namely Multi-layer Feed Forward Neural Networks (MLPs), Jordan and Elman 
Recurrent Neural Networks (JERs), and Time-Lagged Recurrent Neural Networks 
(TLRNs) are considered to test the prediction system. The detailed theoretical 
development for the algorithms can be found on Haykin [2] and Principe, et al, [3]. 

The most widely used methodologies for water level (stage) forecasting use either 
a conceptual structure with different levels of physical information, a stochastic 
structure or a combination of both. These approaches, which became wide spread in 
the 1990’s, started in the 1960s. Since 2000, new types of data-driven models, based 
on artificial intelligence and soft computing techniques have been more frequently 
applied. Currently, ANNs are one of the most widely used techniques in the 
forecasting field (Hsu et al., [4], and Thimuralaiah and Deo [5]).   Most applications 
based on these models consider the discharge as the forecasting variable (Imrie, et al. 
[6], Dawson et al. [7], Moradkhany et al. [8], Hsieh and Bartos [9], and Kisi,[10]), 
primarily because of historical contiguity with the classes of conceptual and physical 
based rainfall-runoff models. Such an approach requires the knowledge of the rating 
curve in the cross section of interest to parameterize the model. However, the 
knowledge of the stage is required within the framework of a flood warning system 
and thus the rating curve has to be used also to transform the forecasted flows into 
stages.  

Several previous research studies identified the use of a special design to perform 
the pre-processing of the input variables as the first stage to build the flow forecasting 
system. Moradkhaqni et al. [8] explored the applicability of a Self Organizing Radial 
Basis (SORB) function to one-step ahead forecasting of daily stream flow. The 
architecture employed consisted of SOFM as an unsupervised training scheme for 
data clustering, which correspondingly provides the parameters required for the 
Gaussian functions in RBF neural network. Spread of the Gaussian functions 
extracted from SOFM seemed to be tunable, and tuning was done in parallel to 
training the RBF network. A flow region specific flow forecasting approach that 
identified improvements of prediction for typical high flows was developed by 
Sivapragasam and Liong [11]. Attributes were decided based on the underlying 
hydrological process of the flow region and the model was implemented by the 
Support Vector Machine (SVM) learning algorithm. This research was applied to 
Tryggevaelde Catchment for 1- and 3-lead days and promising results were obtained, 
particularly for high flow in a 3-lead day model. 

The Helmand River Basin (Figure 1) is the largest river basin in Afghanistan and 
the river stretches for 1,150 km. The Helmand River Basin is a desert environment 
with rivers fed by melting snow from high mountains and infrequent storms. Great 
fluctuations in stream flow, from flood to drought, can occur annually. The purpose of 
this study is to identify the best river flow prediction model, from the upstream 
Kajakai reservoir gauge to downstream locations, for providing the guidance of 
military operation plans.  We also developed a daily operational tool for performing 
predictions using a laptop or desktop computer. River discharge measurements began 
in Afghanistan in the mid-1940s at a few sites (USGS). Measurements were 
discontinued soon after the Soviet invasion of Afghanistan in 1979. Discharge for five 
downstream gauges – Lashkargeh, Darweshan, Marlakan, Burjak, and Khabgah with 
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two tributaries, the Musa Qala and Arghndab Rivers – were collected during this 
period. However, only Kajaki and Burjak gauges, as well as the two tributaries, had 
sufficiently complete data. The knowledge base for developing the ANNs model 
included daily discharge measurements from 10/01/1953 to 09/30/1979.  Missing data 
were filled by using ANNs algorithms with high correlation relationships. 
 

 

Fig. 1. Helmand River Basin and its flow gauges 

2 Knowledge Base Development for Helmand River Flow 
Discharge and Basic Data Analysis  

To develop a good data-driven model, a knowledge base with minimum uncertainty is 
a critical factor to make the first successful step. A schematic drawing representing 
the flow gauges in the Helmand River and two tributaries (Musa Qala River and 
Arghastan River,) used for building this operational flow prediction model, is shown 
in Figure 2.  Other than those regular USGS flow gauges, there are two artificial 
points: “K+M,” approximately representing the total flow combined by Kajakai and 
Musa Qala gauges, and “L+Q,” representing the total flow merged by Lashkargah and 
Qala-i-Bust gauges. The reason to set up these two control points is to check how 
these two tributaries will contribute downstream flow from historical events since 
there is only one upstream gauge (Kajaki) currently collecting the measurement.  

2.1 Knowledge Recovery System 

In the historical records for these 8 gauges, about 40% of data from the main stem of 
Helmand River (Figure 5) is missing. Those missing windows have to be filled before 
performing the analysis. The knowledge recovery system KRS (Hsieh and Pratt [11]) 
has been applied to several tidal and riverine ERDC projects. KRS deals with 
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activities that are beyond the capabilities of normal data recovery systems. It covers 
most of the information that is associated with knowledge oriented problems, and is 
not limited to numerical problems. Almost every management decision, particularly 
for a complex and dynamic system, requires the application of a mathematical model 
and the validation of the model with numerous field measurements. However, due to 
instrumentation adjustments and other problems, the data obtained could be 
incomplete or produce abnormal recording curves. Data may also be unavailable at 
appropriate points in the computational domain when the modeling design work 
changes.  The KRS for missing data is based on the transfer function (activation 
function) approach (Hsieh and Pratt [11]). The simulated output can generate a 
recovered data series using optimal weights from the best-fit activation function 
(transfer function). This series is called the missing window. Three types of KRS are 
defined: self-recovery, neighboring gage recovery with same parameter, and mixed 
neighboring and remote gages recovery with multivariate parameters. It is noted that 
the knowledge recovery will not always be able to recover the data even with perfect 
information (no missing values or highly correlated) from neighboring gages. . 

Kajakai
Reservoir

Musa Qala

K+M

Lashkargah
L+Q

Qala-i-Bust

Darweshan

Malakhan

Char Burjak

Khwabgah

Arghastan
River

Musa Qula
River

Helmand River

 

Fig. 2. A schematic of flow gauges for building Helmend River operational flow Prediction 
Model 

2.2 KRS for Helmand River Flow Data 

To develop the completed knowledge base, the missing window (6/1/57 – 9/30/72) for 
Lashkargah flow gauge is first applied by KRS. Instead of using either the Kajakai 
flow or Darweshan flow to recover this missing window, due to a stronger bonding 
structure it is better to use both flow gauges as inputs and Lashkargah flow as output 
during the period between 10/01/72 and 09/30/1979 to build a transfer function 
(ANNs model). Three algorithms – MLPs, TLRNs, and JERNs (defined as the first 
paragraph in the introduction section) – are used to compare which one has best 
generalization. The following system parameters for filling above mentioned missing 
window are the examples in which to use TLRNs. 

 



An Operational Riverflow Prediction System in Helmand River, Afghanistan Using ANNs 15 

 

 System Structure: 2 inputs – 1 output system 
 Training Exemplars =2550; Total Iterations = 2500 
 Hidden Layer = 1 
           Activation Function = TanhAxon  
           Learning Rate = Momentum; Step Size= 1.0; Momentum = 0.70 
Output Layer 
            Activation Function = TanhAxon 
            Learning Rate = Momentum; Step Size= 0.1; Momentum = 0.70 
Memory = GammaAxon Function; Depth in Samples = 10 
 
This training (TLRNs) process is examined by MSE (Mean Square Error) versus 

Epoch through each iteration and training result are very good (correlation coefficient 
(CC) = 0.97). The comparison of training results among three selected algorithms and 
the measure of statistical parameters – MSE, NMSE (Normalized Mean Square 
Error), MAE (Mean Average Error), Min Abs E (Minimum Absolute Error), Max Abs 
E (Maximum Absolute Error), and CC (Table 1) indicate the MLPs obtain a slightly 
better performance, but the TLRNs present clearer time-delay response from upstream 
to downstream flow transport phenomenon. The TLRNs are selected as main 
algorithm for conducting the remaining study. After this training process has been 
done, the missing window can be simulated by using a set of weights for Malakan 
flow gauge as Figure 3. The developed KRS procedures can be applied to other 
missing windows with the least uncertainty involved. The blue line represents the best 
estimates for missing windows while the pink line shows existing data points. The 
same procedures are used to simulate the remaining missing windows for other 
downstream gauges. 

Table 1. Performance comparison for three training algorithms (MLP, TLRNs, and JERNs) 

Performance/Networks MLPs JERNs TLRNs 
MSE 1030 1085 1776 
NMSE 0.034 0.036 0.059 
MAE 21.56 21.80 28.24 
Min Abs E 0.006 0.014 0.051 
Max Abs E 474.95 503.74 495.90 
Corre. Coeff. 0.982 0.981 0.976 

3 An Operational Riverflow Prediction System in Helmand River 

The main goal for this project is to develop an operational downstream riverflow 
prediction data-driven model when only the most upper stream Kajaki reservoir flow 
is given. In this section, three operational models are presented.  The first is for only 
the relationship between the Kajakai reservoir flow and the operational downstream 
location. The other two also consider to the impacts of tributary inflows.  
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Fig. 3. Modeled and measured flow for the Malakhan gauge. The pink portion is the measured 
data, the blue is the data obtained from the KRS. 

According the historical record after KRS processing, the best available data 
covers the riverflow from Kajaki reservoir to 5 downstream gauges and 2 tributaries 
during the period of 10/1/53 to 09/30/79 (historical knowledge base). These data are 
used to perform this operational model development. To test the operational model, 
the newly collected data below Kajakai from 10/01/09 to 04/23/10 is adopted. The 
historical knowledge base is divided into a training set (10/01/53 – 09/30/73) and a 
verification set (10/01/73 – 09/30/79). The neural networks architecture is TLRs with 
1x5 (one input – five outputs) structure. The correlation coefficients for training are 
between 0.95 (Lashkargen) and 0.89 (Char Burjak). The test results are between CC 
(Correlation Coefficient) 0.96 for Lashkargen (Figure 4) and CC 0.87 for Khwabgan. 
The operational flow prediction (203 days) is then simulated as Figure 5.  This 
simulation only takes seconds (20 seconds) to be done once the operational prediction 
model has been trained. The total processing time, including model training, new data 
transfer, and simulation mode, should be less than around 10 minutes. For the future 
use, the prediction model does not need to be trained again if the prediction horizon is 
short (e.g. within a year) or if no significant hydrologic/hydraulic conditions have 
changed. 

As it has been stated in the previous section, two tributaries (Musa Qala River and 
Arghastan River) merge into the upper main stem of the Helmand River. To examine 
the impact of the tributary flows on the downstream river flows, the model is adapted 
to include two inflow data set scenarios. The second scenario deals with two 
additional artificial points (“K+M” and “L+Q”), the third scenario only takes these 
two additional points as well as three downstream gauges. Thus, the second scenario 
has 1x7structure, and the third scenario remains as 1x5 structure.  Comparison of 
correlation coefficients among these three scenarios is summarized as Table 2. Except 
the gauge Char Burjak, which reduces the correlation coefficient for training of the 
third scenario runs, no significant variations are found for other conditions. More 
detailed investigations, such as comparing the overall time history variation as well as 
other statistical parameters for the performance, may better identify more significant 
correlation impacts. 
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Fig. 4. Test results for the operational flow prediction model (gauge Lashkargen) from 
10/01/73 to 09/30/79 
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Fig. 5. Results of operational riverflow prediction model during the period from 10/01/09 to 
04/23/10 for 5 downstream gauges when the flow below Kajakai Reservoir is provided 

Table 2. Comparison of correlation coefficients among three prediction model scenarios 

 Training 1 Test 1 Training 2 Test 2 Training 3 Test 3 
K+M N/A N/A 0.970 0.972 0.973 0.976 
Lashkargeh 0.949 0.962 0.948 0.960 N/A N/A 
L+Q N/A N/A 0.900 0.901 0.888 0.892 
Darweshan 0.914 0.876 0.910 0.876 N/A N/A 
Malakan 0.929 0.870 0.928 0.871 0.931 0.871 
Burjak 0.890 0.855 0.887 0.854 0.848 0.848 
Khwabgah 0.912 0.870 0.909 0.868 0.908 0.861 
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4 Prediction Improvement Analysis for the Operational 
Prediction Model 

After the operational model has been established, the most important issues that must 
be addressed are as follows:  (1) how can it be improved using the existing and 
available knowledge base; (2) where is the best location (apart from existing gauge 
locations) for obtaining stream measurements other than the gauge below Kajaki 
Reservoir. 

4.1 Best Candidate of Gauge to Be Additionally Measured 

A matrix containing 12 different runs from a historical knowledge base is shown in 
Table 3. This table indicates which gauge is used as input (use symbol I) and which 
gauge is represented as output (use symbol O). From the design, it consists of one 1x7, 
five 2x6, one 1x5, and five 2x4 runs. The objective is to see the overall performance 
from selected statistical parameters (MSE, NMSE, MAE, and CC) and to select the 
best possible candidate to improve the reliability of operational model. The idea is 
based on the concept of the boundary condition that has to be provided from a 
generalized numerical model development during the model set-up process. The 
prediction reliability will be reduced if the influence of the input signal is dampened 
due to propagation loss over the long distance traveled to reach the output location. It is 
noted that these runs perform the full-scale training (entire length of knowledge base) 
with the same set of system parameters as the previous section. After the completion of 
runs the average statistical parameters are computed from the output series (The last 
column of Table 3). The better performance should be represented by lower MSE, 
NMSE, and MAE, and higher CC. The overall performance strongly indicates the 
gauge at Darweshan is the best candidate to be selected as an additional measurement 
location. This is shown by the high CC in run 9. 

Table 3. Average corresponding outputs statistical parameters for 12 designed runs 

Run Kaj. K+M Las. L+Q Dar. Mal. Bur. Khw. CC 
1 I O O O O O O O 0.916 
2 I O O O I O O O 0.967 
3 I O I O O O O O 0.943 
4 I O O O O I O O 0.957 
5 I I O O O O O O 0.934 
6 I O O I O O O O 0.963 
7 I N/A O N/A O O O O 0.911 
8 I N/A I N/A O O O O 0.944 
9 I N/A O N/A I O O O 0.970 

   10 I N/A O N/A O I O O 0.952 
   11 I N/A O N/A O O I O 0.964 
   12 I N/A O N/A O O O I 0.951 
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4.2 A Two-Layered Operational Flow Prediction Model  

With the above two examinations (best additional measurement gauge and error 
correction analysis), a two-layered ANN model is proposed to improve the present 
capability of the prediction model. The first layer uses a 1x1 structure (Kajakai 
reservoir flow as input and Darweshan gauge flow as output) to simulate the 
prediction flows at Darweshan. Then it again uses Kajakai Reservoir flow as well as 
the simulated Darweshan gauge flow as inputs to predict the flow at the other four 
gauges. The ANN structure for the second layer of the prediction model is 2x4. 
Figures 6 shows the training results for downstream gauge at Lashkargeh The 
performance improvement between original 1x5 and 1x1 – 2x4 combination is 
summarized as Table 4. Although the performance for the prediction of Darweshan 
can be neglected, the rest of gauges gain significant improvement in predictive ability. 
This test demonstrates how the two-layered operational flow prediction model can 
generate an increase in predictive capacity.  
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Fig. 6. Results of test performance for a 1x1 – 2x4 ANNs model (Lashkargen gauge) 

Table 4. Performance comparison between original 1 x 5 systems and alternative 2 x 4 
approach 

Gauges MSE (1 x 5)    CC (1 x 5) MSE (2 x 4) CC (2 x 4) 
Lashkargeh 3255 0.949 1512 0.976 
Darweshan 9964 0.914        10040 0.913 
Malakan 7487 0.929   927 0.992 
Burjak        12184 0.890 5470 0.953 
Khwabgah 9580 0.912 4329 0.961 
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5 Conclusions 

This study uses historical flow records and ANNs to construct an operational 
riverflow prediction model in Helmand River, Afghanistan. The developed tool 
demonstrates this model has a very short turn-around run time as well as good 
accuracy. However, some significant uncertainties from the historical record show the 
impact of tributary flow rates on downstream flow rates as well as channel 
transmission losses – the downstream flow rates are not always higher than the upper 
stream flow rates. In addition, there is only one upper stream gauge currently being 
operated. To improve the predictive reliability, some two external factors need to be 
considered, adding a measurement location and improving the modeling by a 
proposed two-layered ANN model. Since the performance of data-driven modeling  
relies heavily on the quality of the information, it is critical to construct a new 
knowledge base using more recent information due to hydrologic/hydraulic condition 
changes  beyond the existing historical record. The extrapolation procedures should 
be extended to include project-level events outside of the range of historic data (e.g. 
100-year floods) and a prediction correction analysis. 
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Abstract. A classification system that would aid businesses in selecting calls 
for analysis would improve the call recording selection process. This would 
assist in developing good automated self service applications. This paper details 
such a classification system for a pay beneficiary application. Fuzzy Inference 
System (FIS) classifiers were created. These classifiers were optimized using 
Genetic Algorithm (GA) and Simulated Annealing (SA). GA and SA 
performance in FIS classifier optimization were compared. Good results were 
achieved. In regards to computational efficiency, SA outperformed GA. When 
optimizing the FIS 'Say account' and 'Say confirmation' classifiers, GA is the 
preferred technique. Similarly, SA is the preferred method in FIS 'Say amount' 
and 'Select beneficiary' classifier optimization. GA and SA optimized FIS field 
classifier outperformed previously developed FIS field classifiers.  

Keywords: Classification, fuzzy inference system, interactive voice response, 
optimization, genetic algorithm, simulated annealing. 

1 Introduction 

Large and small businesses are adopting Interactive Voice Recognition (IVR) 
technology within their call centers due to the benefits of cost reduction and increased 
productivity. In order to support the growth of the adoption rate, callers must be 
satisfied to use these systems.  

Currently, call centres receive thousands of calls daily. In order to evaluate caller 
behaviour within IVR applications, many call centres select random call recordings 
for analysis. The aim of this research is to develop a classification system, using 
computational intelligent techniques that could aid businesses in identifying calls to 
further analyze. It is anticipated this would improve the call recording selection 
method used.  

IVR system is an automated telephony system that interacts with callers to gather 
relevant information to route calls to the appropriate destinations [1]. These systems 
have also been used to automate certain business transactions such as account 
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transfers.  The inputs to the IVR system can be voice, Dual Tone Multi-Frequency 
(DTMF) key-pad selection or both. IVR systems can provide appropriate responses in 
the form of voice, fax, callback, e-mails and other media [1]. Generally, an IVR 
system solution consists of telephony equipment, software applications, databases and 
supporting infrastructure. 

Voice Extensible Markup Language (VXML) is a speech industry adopted 
standard. The IVR application defined in VXML are voice-based dialog scripts 
comprising of form and dialog elements. These elements are used to group input and 
output sections together. Field elements are used to obtain, interpret and react to user 
input information [2]. Field elements are found in form elements. Further information 
on field elements can found in [2]. 

Recent research illustrated that Artificial Neural Network (ANN) and the Support 
Vector Machine (SVM) techniques outperformed the Fuzzy Inference System (FIS) 
technique in call classification [3]. This research examines the use of Genetic 
Algorithm (GA), and Simulated Annealing (SA) to optimize the membership 
functions and set of fuzzy inference rules of the FIS model.  

GA is an evolutionary heuristic that employs population-based search method. The 
algorithm conducts an exploration of the search space to identify optimum solutions 
by utilizing a form of direct random search process.  The mechanism of natural 
evolution is an inspiration to GA. It is an effective global search method with good 
applications across different industries [4][5]. 

SA is an iterative approach that continuously updates a single candidate solution to 
reach a termination condition. SA is a member of the probabilistic hill-climbing class 
of algorithms. These algorithms dynamically alter the probability of accepting inferior 
cost or fitness values [6]. This approach has also been used in a range of applications 
across various industries [7][8]. 

The following section examines the classification system and the data used in 
this implementation. FIS classifiers explanation follows. Thereafter, the GA and SA 
optimization of the FIS classifiers are described. The paper ends with a comparison 
of the results of the optimization methods and the selection of the appropriate 
technique.  

2 Classification System 

The objective of the classification system is to identify calls to be used to determine 
areas of improvement within the IVR applications. In the proposed system, field 
classifiers are trained on data extracted from IVR log event files. When a call is 
placed to the IVR system, the platform generates these files. Data such as call begin, 
form enter, automatic speech recognition events and call disconnect information are 
written to the log files [9].  

Field classifier inputs and outputs are shown in Table 1. The inputs characterize the 
caller experience at a field within an IVR application. Interaction classes, which 
summarize the caller behaviour, form the outputs of the classifiers.  
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Table 1. Field classifier inputs and outputs 

Inputs Outputs Output interaction class 
Confidence Field performance Good, acceptable, investigate, bad 
No matches Field transfer reason Difficulty, no transfer, unknown 
No inputs Field caller disconnect reason Difficulty, no transfer, unknown 
Max speech timeouts Field difficulty attempt Attempt 1, attempt 2, attempt 3 
Barge-ins Field duration High, medium, low 
Caller disconnect Field recognition level High, medium, low 
Transfer to CSA Experienced caller True, false 
DTMF transfer 
Duration 

  

System error   
Confirmed   

 
Confidence input, a percentage value, indicates the IVR speech recognition 

probability. IVR applications accommodate a finite number of caller responses to 
automated questions. When caller responses are not within the specified answers, no 
match events occur. These events assist in identifying calls where the caller 
misunderstood the self service prompt and unique responses that the IVR application 
did not accommodate. As a result, identifying these types of calls assists in improving 
the IVR application field recognition coverage. In this research, the IVR application 
caters for 3 no match events per field. Thereafter, if the caller is still not successful in 
completing the field, the call is transferred to a Customer Service Agent (CSA). 

At times, the caller may remain silent in response to a prompt. No input events 
represent these occurrences. Identifying calls with these events assists in determining 
whether the prompt is confusing for majority of callers thus resulting in the caller not 
responding. Similar to the no match events, the IVR application provides 3 no input 
events per field. After the third no input event, the caller is transferred to a CSA. 

When caller response duration is larger than the allocated timeout period of a field, 
a maximum speech timeout event occurs. Identifying calls comprising of these events 
will assist in evaluating the timeout period of fields. The IVR application 
accommodates 3 maximum speech timeout events per field. Thereafter, the call is also 
transferred to a CSA. 

A caller may interrupt the application prompt play. The barge-in inputs represent 
these events. Caller disconnects and transfers to CSA inputs indicate instances when 
caller terminates the call and when a call is transferred from the IVR application to a 
CSA, respectively. During a call, when a caller selects the hash (#) key, the input 
mode is changed. DTMF transfer input represents these instances. Identifying calls 
comprising of these events, assist in determining the various levels of difficulty the 
callers experience at the different fields within the IVR application. 

Duration and system error inputs indicate the total time spent and system errors 
experienced in a field, respectively. When the speech recognition is low, a 
confirmation prompt to verify the caller intentions is played. The confirmation input 
represents the caller response to the confirmation prompt. This input is also used to 
indicate whether or not the prompt is played to the caller. 
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The classification system provides a summarized interpretation of caller behaviour 
at a field. This achieved by defining output interaction classes. Table 1 illustrates 
these classifier outputs. Field performance interaction class categorizes caller 
behaviour into good, acceptable, investigate or bad.  Field durations and recognition 
level outputs illustrates 3 categories of performance, low, medium and high. 

Field transfer and caller disconnect reason outputs indicate whether or not transfer 
to CSA and caller disconnect events occurred, respectively.  These outputs also 
provide possible explanation for the transfer or caller disconnect event. Field 
difficulty attempt output computes the number of no match, no input and maximum 
speech timeout events that were experienced. Thus, these classifier outputs provide 
further detail of caller behaviour and assists in selecting various types of calls to 
further analyze. The experienced caller output uses caller difficulty inputs such as no 
match events, caller end status, duration and recognition information to classify 
whether or not the caller is a regular user and familiar with the application call flow. 
This output assists in determining the usage of the IVR application. 

A 3 digit binary word notation is used to provide the no match, no input and 
maximum speech timeout data to the classifiers. A bit binary word notation is 
employed to provide the barge-in, caller disconnect, transfer to CSA, DTMF transfer 
and system error inputs. The confirmed input is presented to the classifier using a 2 
digit binary word notation. The classifier interaction outputs were interpreted using a 
similar binary notation scheme. 

In order to precondition the data for classifier inputs, the confidence and duration 
inputs were normalized. Training, validation and test sets are used to ensure over-
fitting and under-fitting were avoided. The training dataset is used to teach the 
classifiers to determine general classification groups in the data. Validation and test 
datasets are used to evaluate the classifier on unseen data and to confirm the 
classification capability of the developed models, respectively.  

This paper is concerned with the development of field classifiers. At the ‘Say 
account’ field element in an IVR pay beneficiary telephone banking application, the 
caller is asked to respond with the account name or number. When a call enters the 
‘Say amount’ field, the caller is requested to say the actual amount to pay a 
beneficiary. The beneficiary is selected within the ‘Select beneficiary’ field. At the 
‘Say confirmation’ field, the recognized information is read to the caller. The caller is 
also asked to approve the transaction. Due to the varying responses required at the 
fields with the IVR application, caller behaviour is unique per field. Therefore, field 
classifiers specifically trained on data relevant to the field are developed.     

3 Fuzzy Inference System 

FIS, based on fuzzy logic, is a technique that computes outputs based on the fuzzy 
inference rules and present inputs. FIS use fuzzification, inference and defuzzification 
processes [10]. Refer to [10] for further information about these processes. 

Numerical data clustering establishes the basis of many classification and system 
modeling applications. The objective of clustering is to locate natural groupings in a 
set of inputs. Fuzzy inference rules computed using data clustering are specifically 
tailored to the data.  As a result, when compared to FIS developed without clustering; 
this is an advantage [11]. 



 Optimization of FIS Field Classifiers Using GA and Simulated Annealing 25 

 

In this research, the optimal number and form of fuzzy inference rules are 
determined using subtractive clustering [12]. A subtractive clustering implementation 
is dependent on parameters such as the cluster radius, squash factor and reject 
parameters [13]. When using a small cluster radius values, many cluster centers in the 
data are created. Similarly, when using a large cluster radius values, few cluster 
centers are produced.  

The squash factor parameter is used to specify the squash potential for outlying 
points to be considered as a part of a specific cluster. In this research, a squash factor 
parameter equal to 1.25 is used. This ensures only clusters far apart are found. Accept 
and reject ratios are used to set the potential above and below which a data point can 
be accepted or rejected as a cluster center, respectively. In this research, accept and 
reject radios set to 0.9 and 0.7 is used, respectively. This ensures only data points with 
strong potentials for being a cluster center are accepted.  

Caller behaviour classification is a multi-dimensional problem. GA and SA are 
used to determine the optimal FIS classifier. These techniques are used to identify the 
optimal cluster radius values for each input. GA and SA employed an evaluation 
function that mapped the radius values to the validation and test dataset accuracy 
values of the inference system. The minimum value of these accuracies determined 
fitness of the individual. The accuracy of the classifier is determined utilizing a 
confusion matrix that identifies the number of true and false classifications produced 
by the FIS developed. This is then utilized to calculate the true accuracy of the 
classifiers using equations in [3]. The sections to follow examine the GA and SA 
implementations.   

4 Genetic Algorithm 

GA manages, maintain and manipulate populations of solutions using a survival of the 
fittest strategy to identify an optimal solution [14]. However, similar to biological 
evolution, inferior individuals can also survive and reproduce. 

The chromosome representation scheme determines the manner in which the 
classification problem is structured in the GA. This research used a binary and real 
coded chromosome representation. GA utilizes a probabilistic selection function to 
determine the individuals that will proceed onto the next generation. In this research, 
normalized geometric ranking and tournament selection functions are used within GA 
implementations. The types of crossover and mutation genetic operators employed are 
dependent on the chromosome encoding used within the GA [15].  The binary coded 
GA used binary mutation and simple cross over genetic operators. The real coded GA 
utilized non-uniform mutation and arithmetic cross over genetic operators [16]. 

GA advances from generation to generation, until a termination criterion such as 
maximum number of generations reached or lack of improvement of the best solution 
for a number of generations is achieved. In this research, the numbers of individuals 
within the population were varied. GA produced 25 generations of these populations 
with population sizes of 30, 100, 200, 300, 400 and 500. Table 2 illustrates the results 
of the most accurate GA implementations. 
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Table 2. Results of most accurate GA implementations. In this table, size, executions and 
ranking represent population size, evaluation function executions and normalized geometric 
ranking, respectively. 

FIS classifier Encoding Selection function Size Accuracy(%) Executions 

‘Say account’ 

binary 
Ranking 

300 95.660 7500 
real 400 95.649 580 
binary Tournament 30 95.660 750 
real  300 95.649 490 

‘Say amount’ 

binary 
Ranking 

30 93.164 750 
real 30 93.164 215 
binary Tournament 30 93.164 750 
real 30 93.164 222 

‘Say 
beneficiary’ 

binary 
Ranking 

100 95.777 2500 
real 100 95.680 280 
binary Tournament 100 95.747 2500 
real 100 95.680 290 

‘Say 
confirmation’ 

binary 
Ranking 

30 91.482 750 
real 30 91.482 216 
binary Tournament 30 91.482 750 
real  30 91.482 220 

 
In the FIS ‘Say account’ field classifier optimization, the binary and the real coded 

GA converged to a solution value of 95.660% and 95.649%, respectively. However, 
during FIS ‘Say account’ field classifier optimization, the real coded GA using 
tournament selection function executed the evaluation function the least. Additionally, 
the binary coded GA that employed the tournament selection function achieved the 
solution value of 95.660% with the smallest population size of 30. 

When optimizing FIS 'Say amount' and 'Say confirmation' field classifiers, both 
encodings converged to a solution value of 93.164% and 91.482%, respectively. The 
binary coded GA produced a solution value of 95.777% in 'Select beneficiary' field 
classifier optimization.  

In all classifier optimizations considered, the real coded GA executed the 
evaluation function the least. Additionally, a population size of 30 is most suitable for 
FIS 'Say amount' and 'Say confirmation' field classifier optimization. A population 
size of 100 is appropriate for FIS 'Select beneficiary' classifier optimization.   

5 Simulated Annealing 

SA is derived from the annealing process used to produce an optimal metal crystal 
structure [17]. In order to allow inputs to assume a wide range of values, SA utilizes a 
high initial temperature value. At iterations, the range of inputs is restricted by 
gradually decreasing the temperature using an annealing schedule.  

SA begins by computing the fitness value, using an evaluation function, of a 
randomly chosen point. A new point is selected from a random number generator. 
When comparing the fitness values of the new point and the previously selected point, 
the new point is chosen if its fitness value is better. When the new point fitness value 
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is worse than the previously selected point, the new point is accepted based on a 
computed acceptance function probability. A new point is always chosen based on the 
best point. At high iteration values, the probabilities of large deviations from the best 
point and the probabilities of acceptance decrease. Therefore, SA initially ensures the 
exploration of distant points. However, as the temperature is reduced utilizing an 
annealing schedule, the algorithm does not generate or accept distant points.  

In this research, standard Boltzmann, exponential and fast annealing schedules 
were considered [18]. Additionally, the number of iterations is also varied from 1 to 
100. Initial temperature values of 1 and 100 were also considered.  Table 3 illustrates 
the results of the SA implementation. 

The initial temperature of 1 yielded good results for 'Say account', 'Select 
beneficiary' and 'Say confirmation' FIS field classifier optimization. This is also true 
for all annealing schedules considered. When optimizing the 'Say amount' field 
classifier, both initial temperatures considered achieved good results with accuracy 
values of 93.164%. These annealing schedules executed the evaluation function the 
same number of times.  

All annealing schedule achieved the same accuracies of 93.164% and 91.482% for 
'Say amount' and 'Say confirmation' FIS field classifier optimization, respectively. 
'Say account' field classifier optimization illustrated that the exponential annealing 
schedule achieved the largest accuracy and executed the evaluation function the least. 
The exponential annealing schedule executed the evaluation function the least in 
'Select beneficiary' field classifier optimization. Both Boltzmann and exponential 
annealing schedules executed the evaluation function the least in 'Say confirmation' 
field classifier. When optimizing FIS 'Say amount' and 'Say confirmation' field 
classifier, the numbers of iterations used by all annealing schedules were low.   

The initial temperature of 100 did not produce the most accurate FIS in majority of 
the SA implementations. This can be attributed to initial temperature of 100 resulting 
in the exploration of points very far from the optimal value. As a result, SA does not 
converge to the optimal value as this temperature is reduced. 

Table 3. Results of most accurate SA implementations. In this table, annealing, initial temp and 
executions represent annealing schedule, initial temperature and evaluation function executions, 
respectively. 

FIS classifier Iterations Annealing Initial Temp Accuracy(%) Execution
s 

‘Say account’ 
86 Boltzmann 1 95.659 88 
78 Exponential 1 95.660 80 
99 Fast 1 95.659 101 

‘Say amount’ 
1 Boltzmann 1 and 100 93.164 3 
1 Exponential 1 and 100 93.164 3 
1 Fast 1 and 100 93.164 3 

‘Say 
beneficiary’ 

100 Boltzmann 1 95.699 102 
9 Exponential 1 95.680 11 
67 Fast 1 95.684 69 

‘Say 
confirmation’ 

4 Boltzmann 1 91.482 6 
4 Exponential 1 91.482 6 
5 Fast 1 91.482 7 
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6 Comparison of Optimization Results 

GA and SA are compared in terms of computational efficiency and quality of 
solution. In regards to this classification problem, computational efficiency is the 
number of evaluation function executions the algorithms used to converge to an 
optimal solution. In all FIS field classifier optimizations, SA converged to an optimal 
solution using the least number of evaluation function executions. As a result, SA is 
most computationally efficient. Quality of solution is the confirmation that the 
optimal FIS field classifier yielded by the optimization techniques is truly the most 
optimal solution. This is confirmed by computing accuracy, sensitivity and specificity 
values as defined in [3]. Table 4 illustrates these performance measures. 

When presented with the test dataset, the FIS ‘Say account’ and 'Say confirmation' 
field classifiers produced by GA yielded the better accuracy value. The sensitivity and 
specificity values confirm this. In FIS 'Say amount' field classifier optimization, GA 
and SA yielded the same results for validation as well as test datasets. When 
optimizing 'Select Beneficiary' field classifier, GA produced the better classifier 
accuracy value for validation dataset. However, SA yielded the better classifier 
accuracy value for test dataset. The difference between the validation and test dataset 
accuracy values yielded by the FIS 'Select beneficiary' classifier optimized using both 
techniques is 0.078 and 0.064, respectively. Therefore, in regards to quality of 
solution, SA outperforms GA for ‘Select beneficiary’. 

It is evident from the high sensitivity and specificity values that the FIS field 
classifiers developed possess high positive and negative classification rates, 
respectively. However, the number of evaluation function executions used by GA and 
SA differ. As illustrated in Table 2 and 3, SA executes the evaluation function less 
than GA. Also, the field classifiers optimized using SA are less than 0.05% accurate 
than classifiers developed using GA. Therefore, in this research, when computational 
efficiency is a priority, SA would be preferred for all field classifier optimizations. 
Additionally, acceptable classification accuracy values can be achieved. 

Table 4. Performance measures of optimization algorithms considered. In this table, annealing 
and initial temp represent annealing schedule function and initial temperature, respectively. 

FIS 
classifier Algorithm Accuracy (%) Sensitivity (%) Specificity (%) 

  Validation Test Validation Test Validation Test 

‘Say account’
GA 95.660 96.641 94.452 96.062 96.884 97.224 
SA 95.660 96.624 94.452 96.038 96.884 97.213 
Previous 80.680 80.770 72.000 66.150 99.430 98.630 

‘Say amount’
GA 93.962 93.164 91.561 89.800 96.425 96.654 
SA 93.962 93.164 91.561 89.800 96.425 96.654 
Previous 82.650 82.540 70.220 68.470 98.600 99.510 

‘Say 
beneficiary’ 

GA 95.777 95.951 93.333 93.963 98.285 97.980 
SA 95.699 96.015 93.109 93.654 98.361 98.437 
Previous 78.430 77.820 61.170 62.730 99.000 99.080 

‘Say 
confirmation’

GA 91.482 92.147 85.815 86.901 97.524 97.711 
SA 91.482 92.136 85.815 86.879 97.524 97.711 
Previous 79.510 79.470 71.380 65.760 99.580 96.040 
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However, if small accuracy improvements are important in this classification 
system, GA is preferred technique for FIS ‘Say account’ and ‘Say confirmation’ field 
classifiers. Similarly, SA is the preferred technique for FIS ‘Say amount’ and ‘Say 
beneficiary’ classifier optimization. Research conducted has concluded that SA is 
more effective than GA [19] and vice versa [8].  Therefore, the performance of these 
techniques is very dependent on the optimization problem under consideration. 

Results of previous FIS field classifiers developed are also provided in Table 4 [3]. 
These field classifiers used the same cluster radius for each input or dimension. As 
illustrated in Table 4, GA and SA has provided a significant improvement on the 
accuracy of FIS field classifiers.  

7 Conclusion 

GA and SA techniques considered in this research produced highly accurate FIS field 
classifiers. In order to generate inference rules specifically tailored to the data, 
subtractive clustering is used. The evaluation function utilized by GA and SA is an 
error function that maps the cluster radii to the FIS classifier accuracy values of 
validation and test datasets. 

Binary and real coded GA that employed normalized geometric and tournament 
selection functions were used to compute optimal cluster radius values. The 
population sizes used within GA were varied. In FIS ‘Say account’ and ‘Select 
beneficiary’ field classifier optimization, binary coded GA outperformed real coded 
GA. Both GA encodings produced the same FIS ‘Say amount’ and ‘Say confirmation’ 
classifier results. Real coded GA executed the evaluation function the least. 

In this research, Boltzmann, exponential and fast annealing schedules as well as 
initial temperature values of 1 and 100 were considered. The numbers of iterations 
used by SA were also varied.  When optimizing majority of the FIS field classifiers, 
an initial temperature value of 1 achieved better results. Good results were achieved 
by exponential and Boltzmann annealing schedules in FIS 'Say account' and 'Select 
beneficiary' classifier optimizations, respectively. ‘Say confirmation’ field classifier 
optimization determined that exponential and Boltzmann annealing schedules yielded 
the same results. The same results were obtained by all annealing schedules and initial 
temperature values in FIS 'Say amount' classifier optimization.  

When computational efficiency is a priority, SA is the preferred technique for all 
FIS field classifier optimizations. SA will achieve acceptable classification accuracy 
values. However, when small accuracy improvements are of greater importance than 
computational efficiency, GA is preferred technique for FIS ‘Say account’ and ‘Say 
confirmation’ field classifiers. Similarly, SA is the preferred optimization method for 
FIS 'Say amount' and 'Select beneficiary' field classifiers. 

When comparing this research to previous research conducted, the optimization of 
FIS has yielded improvements in the accuracy values of the field classifiers.  
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Abstract. Recurrent neural networks of the Reservoir Computing (RC)
type have been found useful in various time-series processing tasks with
inherent non-linearity and requirements of temporal memory. Here with
the aim to obtain extended temporal memory in generic delayed response
tasks, we combine a generalised intrinsic plasticity mechanism with an
information storage based neuron leak adaptation rule in a self-organised
manner. This results in adaptation of neuron local memory in terms of
leakage along with inherent homeostatic stability. Experimental results
on two benchmark tasks confirm the extended performance of this sys-
tem as compared to a static RC and RC with only intrinsic plasticity.
Furthermore, we demonstrate the ability of the system to solve long tem-
poral memory tasks via a simulated T-shaped maze navigation scenario.

Keywords: Recurrent neural networks, Self-adaptation, Information the-
ory, Intrinsic plasticity.

1 Introduction

Reservoir Computing (RC) is a powerful paradigm for the design, analysis and
training of recurrent neural networks [3]. The RC framework has been utilized
for mathematical modeling of biological neural networks as well as applications
for non-linear time-series modeling, robotic applications and understanding the
dynamics of memory in large recurrent networks in general. Traditionally the
reservoir is randomly constructed with only the output connections trained with
a regression function. Although both spiking and analog neurons have been ex-
plored previously, here we focus on the Echo-state network (ESN) type [2] using
sigmoid leaky integrator neurons.

Although the generic RC shows impressive performance for many tasks, the
fixed random connections and variations in parameters like spectral radius, leak-
rate and number of neurons can lead to significant variations in performance.
Approaches based on Intrinsic Plasticity (IP) [1] can help to improve such generic
reservoirs. IP uses an information theoretic approach for information maximiza-
tion at an individual neuron level in a self-organized manner. The IP performance

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 31–40, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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significantly depends on the type of transfer function, degree of sparsity required
and the use of different probability distributions. However the conventional IP
method is still outperformed by specific network connectivities like permutation
matrices, in terms of the memory capacity performance [8].

We overcome this here, by first utilizing a new IP method [4] based on a
Weibull distribution for information maximization. This is then combined with
an adaptation rule for the individual neuron leak-rate based on the local in-
formation storage measure [7]. Transfer entropy is another measure for such an
adaptation rule. However conventionaly this is more difficult to compute, and as
it also maximizes input to output information transfer, it is difficult to combine
with an IP rule. We achieve such a combination in a self-organized way to guide
the individual units for both, maximizing their information and their memory
based on the available input. Subsequently through two standard benchmark
tasks and a simulated robot navigation task, we show that our adapted network
has better performance and memory capacity as compared to static and only
IP adapted reservoirs. All three tasks involve a high degree of non-linearity and
requirement of adaptable temporal memory. Specifically in robotics and engi-
neering control tasks with nonlinear dynamics and variational inputs (in the
time domain), our adaptation technique can show significant performance.

2 Self-adaptive Reservoir Framework

Here we present the description of the internal reservoir network dynamics and
briefly explain (i) The local neuron memory adaptation based on information
storage measure (ii) The self-organised adaptation of reservoir neurons inspired
by intrinsic plasticity. This is based on maximization of the input-output mutual
information of each neuron considering a Weibull distribution as the expected
output distribution. Subsequently, we combine both mechanisms for a compre-
hensive adaptive framework.

win

w
w

in

sys

out

Input Output
Dynamic Reservoir

Fig. 1. The Reservoir network architecture, showing the flow of information from input
to reservoir to output units. Typically only the output connections are trained. Win

and Wsys are set randomly.



Self-adaptive Reservoir Network 33

2.1 Network Description

The recurrent network model is depicted in Fig. 1 as an abstract model of the
mammalian neo-cortex. The firing activity of the network at discrete time t
is described by the internal state activation vector x(t). Neural units are con-
nected via weighted synaptic connections W. Specifically Win are the K × N
connections from the input neurons K to the reservoir neurons N , Wout are the
N×L connections from the reservoir neurons to the output neurons L and Wsys

represents the weight matrix for the internal N ×N connections.
The state dynamics at a particular instant of time for an individual unit is

given by:

x(t+ 1) = (I −Λ)θ(t) +Λ[W sysθ(t) +W inv(t)], (1)

y(t) = W outx(t), (2)

λi =
1

Tc
(

1

1 + αi
), (3)

where x(t) = (x1(t), x2(t), ..., xN (t))T is the N dimentional vector of internal
neural activation, and v(t) = (v1(t), v2(t), ..., vK(t))T is the K-dimensional time-
dependent input that drives the recurrent network. y(t) = (y1(t), y2(t), .., yL(t) is
the output vector of the network.Λ = (λ1, λ2, ......, λN )T is a vector of individual
leak decay rates of reservoir neurons with global time constant Tc > 0, while αi ∈
{0, 1, 2, ...., 9} is the leak control parameter. It is normally adjusted manually
and kept fixed, but here it is determined by the local information storage based
adaptation rule for each reservoir neuron (Section 2.2).

The ouput firing rate of neurons is given by the vector θ = (θ1, θ2, ....., θN )T .

θi(t) = fermi(aixi(t) + bi). (4)

A simple transformation from the fermi-dirac distribution function to the tanh
transfer function can be done using:

tanh(x) = 2θfermi(2x)− 1. (5)

Here bi acts as the individual neuron bias values, while ai governs the slope
of the firing rate curve. We adapt these parameters according to IP learning
mechanism, presented in Section 2.3.

The output weights Wout are computed as the ridge regression weights of
the teacher outputs d(t) on the reservoir states x(t). The objective of training
is to find a set of output weights such that the summed squared error between
the desired output and the actual network output y(t) are minimised. This is
done by changing the weights incrementaly in the direction of the error gradient.
This could also be done in a one-shot manner using the recursive least squared
algorithm [11].
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2.2 Neuron Memory Adaptation : Information Storage

An information theoretic measure named local information storage refers to the
amount of information in the previous state of the neuron that is relevant in
predicting its future state. It measures the amount of information stored in the
current state of the neuron, which provides either positive or negative informa-
tion towards its next state. Specically, the instantaneous information storage for
a variable x is the local (or un-averaged) mutual information between its semi-

infinite past x
(k)
t = {xt−k+1, ....., xt−1, xt} and its next state xt+1 at the time

step t+1 calculated for finite-k estimations. Hence, the local information storage
is defined for every spatio-temporal point within the network (dynamic reser-
voir). The local unaveraged information storage can take both positive as well as
negative values, while the Average (active) information storage Ax =

〈
ax(i, t)

〉
is always positive and bounded by log2 N bits. N is the network size. The local
information storage for an internal neuron state xi is given by:

ax(i, t+ 1) = lim
k→∞

log2

(
P (x

(k)
i,t , xi,t+1)

P (x
(k)
i,t )p(xi,t+1

)
. (6)

Where ax(i, t + 1, k) respresents finite-k estimates. In case of neurons with a
certain degree of leakage (applied after the non-linearity) as introduced in [2]
for Echo-state networks (a type of RC), the leakage rate (λ) tells how much
a single neuron depends on its input, as compared to the influence of its own
previous activity. Since λ varies between 0 and 1, (1−λ) can be viewed as a local
neuron memory term. Where in, lower the value of λ, stronger the influence of
the previous level of activation as compared to current input to the neuron, or
high local memory and vice versa.
Using epochs(φ) with finite history length k = 8, the active information storage
measure at each neuron adapts the leak control parameter αi as follows :

αi =

{
αi + 1 if Ax(i, φ)−Ax(i, φ− 1) > ε
αi − 1 if Ax(i, φ)−Ax(i, φ− 1) < ε,

(7)

where ε = 1
2 log2 N and 0 < αi < 9 .

After each epoch, αi and λi are adjusted and these values are used for the
subsequent epoch. Once all the training samples are exhausted the pre-training
of reservoir is completed and λi is fixed.

2.3 Generic Intrinsic Plasticity

Homeostatic regulation by way of intrinsic plasticity is viewed as a mechanism
for the biological neuron to modify its firing activity to match the input stim-
ulus distribution. In [6] a model of intrinsic plasticity based on changes to a
neurons non-linear activation function was introduced. A gradient rule for direct
minimization of the Kullback-Leibler divergence between the neurons current
firing-rate distribution and maximum entropy (fixed mean), exponential output
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distribution was presented. Subsequently in [1] an IP rule for the hyperbolic tan-
gent transfer function with a Gaussian output distribution (fixed variance max-
imum entropy distribution) was derived. During testing the adapted reservoir
dynamics, it was observed that for tasks requiring linear responses (NARMA)
the Gaussian distribution performs best. However on non-linear tasks, the ex-
ponential distribution gave a better performance. In this work, with the aim to
obtain sparser output codes with increased signal to noise ratio for a stable work-
ing memory task, we implement the learning rule for IP with a Weibull output
distribution. The shape parameter of the Weibull distribution can be tweaked
to account for various shapes of the transfer function (equation 4). With the
aim for a high kurtosis number and hence more sparser output codes, we choose
the shape parameter K = 1.5. This model was very recently introduced in [4].
However the application of this rule in the reservoir computing framework and
its effect on the network performace for standard benchmark tasks had not been
studied so far.

The probability distribution of the two-parameter Weibull random variable θ
is given as follows:

fweib(θ;β, k) =

{
k
β (

θ
β )

k−1exp− θ
β

k
if θ ≥ 0

0 if θ < 0
(8)

The parameters k > 0 and β > 0 control the shape and scale of the distribution
respectively. Between k = 1 and k = 2, the weibull distribution interpolates
between the exponential distribution and Rayleigh distribution. Specifically for
k = 5, we obtain an almost normal distribution. Due to this generalization capa-
bility it serves best to model the actual firing rate distribution and also account
for different types of neuron non-linearities. The neuron firing rate parameters
a and b of equation (4) are calculated by minimising the Kullbeck-Leibler di-
vergence between the real output distribution fθ and the desired distribution
fweib with fixed mean firing rate β = 0.2. Here the Kullbeck-Leibler divergence
is given by:

DKL(fθ, fweib) =
∫
fθ(θ)log

(
fθ(θ)

fweib(θ)

)
dθ

= −H(θ) + 1
βkE(θk)− (k − 1)E(log(θ))− log( k

βk )

(9)

Where, fθ(θ) =
fx(x)

dθ
dx

. for a single neuron with input x and output θ

Differentiating DKL with respect to a and b (not shown here) we get the
resulting online stochastic gradient descent rule for calculating a and b with the
learning rate η and time step h as:

Δa = η
[1
a
+ kx(h)− (k + 1)x(h)θ(h) − k

βk
x(h)θ(h)k(1− θ(h))

]
, (10)

Δb = η
[
− θ(h) + k(1− θ(h))− k

βk
θ(h)k(1− θ(h))

]
. (11)
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IP tries to optimize the neurons information content with respect to the in-
coming input signal. In contrast the neural local memory adaptation rule tries
to modulate the leakage based on a quantification of the extent of influence, the
past activity of a neuron has on it’s activity in the next time step. We there-
fore combine IP learning with the neuron memory adaptation rule in series. The
leakage adaptation is carried out after the intrinsic adaptation of the neuron
non-linearity. This combination leads to a single self-adaptive framework that
controls the memory of each neuron based on the input to the entire network.

3 Experiments

To show the performance of our self-adapted RC, we test it on two benchmark
tests, namely the NARMA-30 time series modeling task, and a delayed 3-bit
parity task. We choose these two tasks taking into consideration the inherent
non-linearity and requirements of extended temporal memory. Finally we use a
simulated delayed response task of robot navigation though a T-junction. This
task shows the potential application of our network for solving real robotic tasks
with long delay period between memory storage and retreival.

3.1 Experimental Setup

For all experiments the internal reservoir network was constructed using N=400
leaky integrator neurons initialised with a 10% sparse connectivity. Internal
reservoir weights W sys were drawn from the uniform distribution over [-1,1]
and were subsequently scaled to a spectral radius of 0.95. Input weights and
output feedback weights(if present) can be randomnly generated in general. The
firing rate parameters are initialised as a = 1 and b = 0 with the learning rate
for the stochastic gradient descent algorithim fixed at η = 0.0008. Weibull IP
and leak adaptation were carried out in 10 epochs in order to determine the
optimal parameters a, b and λ for each neuron. Performance evaluation was
done after the neuron leak and transfer function parameters have been fixed.
For the delayed 3-bit parity memory task the setup consisted of a single input
neuron, the internal reservoir and 800 output units. The simulated robotic task
was performed using 6 input neurons (number of sensors) and 2 output neurons
(number of actuators) with the internal reservoir size fixed to the original value.

Dynamic System Modelling with 30th Order NARMA: Its dynamics is
given by:

y(t+ 1) = 0.2y(t) + 0.004y(t)

29∑
i=0

y(t− i) + 1.5v(t− 29)v(t) + 0.001 (12)

Here y(t) is the output of the system at time ’t’. v(t) is the input to the system at
time ’t’, and is uniformly drawn from the interval [0,0.5]. The system was trained
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to output y(t) based on v(t). The task in general is quite complex considering
that the current system output depends on both the input and the previous
outputs. Consequently we use feedback connections (W back) from the output
neurons to the internal neurons with Equation (1) modified to: x(t+ 1) = (I −
Λ)θ(t) + Λ[W sysθ(t) +W inv(t) +W backy(t)], and Equation (2) modified to:
y(t+ 1) = W out[x(t),y(t)]. The task requires extended temporal memory. The
training, validation and tesing were carried out using 1000, 2000 and 3000 time
steps respectively. Five fold cross-validation was used with the training set. Here
the first 50 steps was used to warm up the reservoir and was not considered for
the training error measure. Performance is evaluated using the normalised root
mean squared error:

NRMSE =

√ 〈
(d(t) − y(t))2

〉
〈
(d(t)− < y(t) >)2

〉 (13)

Delayed 3-bit Parity Task: The delayed 3-bit parity task functions over input
sequences τ time steps long. The input consists of a temporal signal v(t) drawn
uniformly from the interval [-0.5,0.5]. The desired output signal was calculated
as the PARITY (v(t − τ), v(t − τ − 1), v(t − τ − 2) for increasing time delays
of 0 ≤ τ ≤ 800. Since the parity function (XOR) is not linearly seperable,
this task is quite complex and requires long memory capabilities. We evaluated
the memory capacity of the network as the amount of variance of the delayed
input signal recoverable from the optimally trained output units summed over
all delays. For a given input signal delayed by k time steps, the net memory
capcity is given by:

MC =
∑
k

MCk =
∑
k

cov2(y(t− k), d(t))

var(y(t))var(d(t))
(14)

where cov and var denote covariance and variance operations, respectively.

Simulated Robot T-maze Navigation: In order to demonstrate the tem-
poral memory capacity of our system, we employ a four wheeled mobile robot
(NIMM4 Fig. 2(a)) to solve a delayed response task. The primary task of the
robot was to drive from the starting position untill the T-junction. Then it should
either take a left or right turn depending on whether a spherical ball(Yellow)
appeared to its right or left before the T-junction. Hence, here the robot has to
learn both the reactive behaviarol task of turning at the T-junction as well as re-
membing the event of a colored ball being shown before. Therefore conventional
methods like landmarks to identify the T-junction is not needed. Moreover, to
demonstrate the generalization capability of the system to longer time delays,
we divided the task into two mazes of different lengths. Maze B requires a longer
temporal memory as compared to maze A. NIMM4 consists of four infrared sen-
sors (two on the left and right respectively), a relative distance sensor, a relative
angle of deviation sensor and four actuators to control the desired turning and
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speed. The experiment consists of data-set aquisition, training of our adapted
RC and offline testing. During the first phase using the simulator, we manu-
ally controlled the robot movement through the maze using simple keyboard
instructions and recorded the sensor and actuator values. We recorded 80 exam-
ples in total with different initial starting positions. 40% of these were used for
trainng and 60% for offline testing. After the first phase, the self-adapted RC was
trained using imitation learning on the collected data with the actuator values
from manual control as desired output. Finally we peformed offline testing using
the remaining set of recorded data. Simulations were carried out using the C++
based LPZRobot simulator.
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Fig. 2. (a) Model of the simulated robot NIMM4 showing the sensors
(LIR,RIR,LIRR,RIRR) and actuators (U0,U1). The red ball in front of the robot rep-
resents its goal. (b) Performance of the robot in the two maze tasks (Maze B longer
than Maze A) measured in terms of percentage of correct times the robot took the
proper trajectory (left/right turn at T-junction). 5% noise is considered on sensors.

3.2 Experimental Results

In Table 1. we summarize the results of our self-adaptive RC with information
maximization based on a Weibull distribuition as compared to the performace
obtained by a static RC and RC with Gaussian distribution based intrinsic
plasticity [1]. Our network outperforms the other two models, both in terms of
lowest normalised root mean squared error (0.362) for the 30th order NARMA
task, as well as an extended average memory capacity of 47.173 for the delayed
3-bit parity task. Non-normal networks (e.g. a simple delay like network) have
been shown to theoretically allow extensive memory [9] which is not possible
for arbitary recurrent networks. However our self-adaptive RC network shows
considerable increase in the memory capacity, which was previously shown to
improve only in case of specifically selected network connections (permutation
matrices).

Figure 3(left,centre) shows screenshots of the robot performing the maze
navigation task and successfully making the correct turn at the T-junction.



Self-adaptive Reservoir Network 39

Table 1. Normalised root mean squared error (NRMSE) and average memory capacity
performance for the NARMA-30 and 3-bit parity tasks, comparing the basic RC (ESN)
model, the RC model with a intrinsic plasticity method using Gaussian probability
density and our self-adapted RC (SRC) network using Weibull probability density

Dataset Measure ESN RC with IP(GAUSS) SRC with IP(Weib)

NARMA-30 NRMSE 0.484 0.453 0.362
Std. Dev. 0.043 0.067 0.037

3-bit Parity Memory Cap.(MC) 30.362 32.271 47.173
Std. Dev. 1.793 1.282 1.831

The turn depends on the prior input appearing while driving along the corridor.
Our adapted RC is able to successfully learn this task and use only the sensor
data to drive along the corridor and negotiate the correct turn. The offline testing
results in the form of the percentage of correct turns from the total test set for
both mazes are shown in Fig. 2(b). In case of the shorter maze A (smaller memory
retention period) we achieve average performance of 92.25% with a standard
deviation of 2.88. A good generalization capability for the longer maze B is also
observed with the average performace of 78.75% with a standard deviation of
3.11, both for right turn. This is quite high as compared to previous results
obtained by [5] for a similar task with static Echo-state network. Furthemore in
Fig.3 (right) one can see that our adapted reservoir network clearly outperforms
a static RC for the same task. Note that if additional sensors were availabe to
the robot, this could further improve the performace, owing to the availability
of additional information.
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Fig. 3. (left) Screenshots of the robot successfully navigating through the large maze
B. Yellow ball is cue to turn right at the T junction, Red ball marks its goal. (centre)
Screenshot of the robot navigating through small maze A. (right) Performance on the
maze B task after 80 trials for static reservoir vs our self-adapted reservoir. Our network
outperforms by 10%. 5% noise is considered on sensors.
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4 Conclusion

We have presented and evaluated an adaptation rule for the reservoir computing
network that successfully combines intrinsic plasticity using aWeibull output dis-
tribution with a neuron leak adjustment rule based on local information storage
measure. The neuron leak rate governs the degree of influence of local memory,
while intrinsic plasticity ensure information maximization at each neuron output.
The evaluated performance on the two benchmark tasks and the robotic simulation
demonstrates a reduction in performance error along with an increased memory
capacity, of our adapted network as compared to basic RC setups. Future works
include using online testing of our network on more complex navigation scenar-
ios. This will require longer working memory and fast adaptation of reservoir time
scale.We will also apply this network to an actual hexapod robot AMOSII [10] for
enabling memory guided behaviour. Moreover, possible hierarchical arrangement
of such adapted reservoirs for both short-term and long term memory (different
time scales) within a single framework will be evaluated.
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Abstract. Heart rate variability (HRV) is an important sign because it reflects 
the activity of the autonomic nervous system (ANS), which controls most of the 
physiological activity of the subjects, including sleep. The balance between the 
sympathetic and parasympathetic branches of the nervous system is an effective 
indicator of heart rhythm and, indirectly, heart rhythm is related to a patient’s 
state of wakefulness or sleep. In this paper we present a research that models a 
fuzzy logic inference engine for early detection of the onset of sleep in people 
driving a car or a public transportation vehicle. ANS activity reflected in the 
HRV signal is measured by electrocardiogram (ECG). Power spectrum density 
(PSD) is computed from the HRV signal and ANS frequency activity is then 
measured. Crisp measurements such as very low, low, and high HRV and low-
to-high frequency ratio variability are fuzzified and evaluated by a set of fuzzy-
logic rules that make inferences about the onset of sleep in automobile drivers. 
An experimental test environment has been developed to evaluate this method 
and its effectiveness.  

Keywords: onset sleep, heart rate variability, power spectrum density, fuzzy 
logic, autonomic nervous system. 

1 Introduction 

Falling asleep at the wheel is a cause of very dangerous accidents, so many methods 
have been investigated to find a practical solution for early detection of the onset of 
sleep to achieve an higher level of safety in private and public transportation systems. 

To detect sleep onset early, continuous monitoring of the driver’s physiological state 
needs to be carried out. The electrocardiogram (ECG) carries most of the information 
about physiological status.  

Capturing an ECG is a complex task that requires the accurate application of several 
electrodes to the patient. This may be feasible in a clinical context, but is not practical 
for a person driving a car. A non-invasive method for capturing ECG signal needs to 
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be developed for practical application to monitoring a driver’s physiological status in 
the automobile environment [1] [2]. 

Other physiological information can be monitored along with the ECG, such as eye 
movements, breathing rate, muscular tone, and arm movements. This additional 
information can also be captured with non-invasive methods, so that a very robust and 
effective set of features can be measured. 

Such information is highly fuzzy, so a smart inference system is needed to infer 
about sleep onset. The fuzzy-logic-based inference system can be very effective if 
several physiological features concur in the decision, but a practical system for early 
detection of oncoming driver sleep onset can also be based also on EEG measurements 
alone. This is because there is enough information in the EEG signal directly related to 
sleep-wake control [3] [4]. 

Sleep is a physiological state characterized by variations in the activity of the 
autonomic nervous system that is reflected in heart rate and its variability (HRV). The 
power spectral density (PSD) of heart rate varies with the change from wakefulness to 
sleep [5] [6]. The low-to-high frequency ratio is a valid indicator of such change 
because it reflects the balancing action of the sympathetic nervous system and 
parasympathetic nervous system  branches of the autonomic nervous system.  

When the activity of the sympathetic nervous system increases, the parasympathetic 
nervous system diminishes its activity, causing an acceleration of cardiac rhythm 
(shorter beat intervals). Cardiac rhythm deceleration is caused by low activity of the 
sympathetic nervous system and increased parasympathetic nervous system activity, 
producing a deceleration of the heart rhythm (longer beat intervals). 

The PSD of HRV (Fig. 1) signal shows that sympathetic activity is associated with 
the low frequency range (0.04–0.15 Hz) while parasympathetic activity is associated 
with the higher frequency range (0.15–0.4 Hz). Because the frequency ranges of 
sympathetic and parasympathetic activity are distinct, it is possible to separate the 
sympathetic and parasympathetic contributions. 
 

 
Fig. 1. Very low, low and high frequencies in power spectrum density (PSD), computed from 
the heart rate variability signal (HRV) 
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The PSD analysis of beat-to-beat HRV provides a useful means for understanding 
when sleep is setting in. Sleep and wakefulness are directly related to the autonomous 
nervous system [7]. In the awake state, the low-frequency spectral component 
(sympathetic modulation activity) was significantly higher and the high-frequency 
spectral components (parasympathetic modulation activity) significantly lower. 
Conversely, in the asleep state, the low-frequency spectral component (sympathetic 
modulation activity) was significantly lower and the high frequency spectral 
components (parasympathetic modulation activity) significantly higher. If we consider 
the balance of low frequency versus high frequency in a person’s PSD, it is possible to 
predict the onset of falling asleep. 

A set of experiments demonstrates that, when a person tries to resist falling asleep, 
the LF/HF ratio of PDS computed from the HRV signal increases significantly a few 
minutes before becoming significantly lower during the sleep stage. Like a reaction to 
falling asleep, it causes high activity of the sympathetic system while the 
parasympathetic system decreases its activity. 

Making inferences about physiological status from the HRV signal is very difficult 
because of the high degree of variability and the presence of artifacts. Softcomputing 
methods can be very effective for inferring in such a context [8]. 

There are several methods [9] [10] [11] for performing predictions with artificial 
neural networks (ANN).  Mager [12]  utilizes Kohonen’s self-organizing map (SOM) 
to provide a method of clustering subjects with similar features. This method, applied 
to the problem of detecting oncoming sleep early, allows artifacts to be filtered and the 
variability component of noise combined with the primary HRV signal to be smoothed.  

The drawback is that ANNs are very difficult to train for HRV of normal subjects 
who fall asleep at the wheel, because it is difficult to detect precisely the time when the 
event happens. 

An alternative approach  uses fuzzy decision logic [13] [14]   to model the 
oncoming onset of sleep. Such an approach is effective because it allows use of the 
membership function to model data features and of a sleep-disease specialist’s ability 
to interpret the PSD LF/HF ratio dynamics as an index of oncoming onset of sleep. 

2 System Framework 

The whole system consists of a signal acquisition and preprocessing subsystem, a 
feature extraction subsystem, and a fuzzy-based decision logic module (Fig. 2). 

 
Fig. 2. System architecture consists of an Analog-to-Digital Subsystem (ADS), an ECG 
preprocessing subsystem, an ECG processing subsystem, and a fuzzy logic processing engine 
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ECG signal acquisition is not a simple task because noise and artifacts are very 
strong (Fig. 3). Good signal acquisition can be assured by a high-quality, analog-to-
digital subsystem (ADS), specifically designed for ECG signals. 

 

 

Fig. 3. ECG signal acquired at thorax level (a) and at hand level (b) 

The ECG signal is sampled at 500 samples per second (SPS) with a depth of  
24 bits.  

A set of signal-processing algorithms was applied to the acquired ECG signal to 
remove noise and artifacts, so that the QRS complex can be detected (Fig. 4). The ECG 
is filtered to remove 60-Hz noise, baseline fluctuations, and muscle noise. 

 

Fig. 4. The QRS complex and R-R interval 

Baseline oscillations are removed using a zero phase fourth-order, high-pass filter 
(1-Hz cutoff frequency). 

2.1 ECG Processing 

To compute the HRV signal, the heartbeat needs to be extracted from the acquired 
ECG signal. This is bandpass filtered (centered at 17 Hz), so the QRS complex will be 
extracted from the captured ECG signal. To emphasize it, the following derivative 
filter is applied: 
 

)1()()( −−= nxnxny (1)

 
followed by an eight-order, low-pass Butterword filter (cutoff frequency at 30 Hz) [15]. 
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The QRS complex is now ready to be thresholded and measured for peak-to-peak 
period (R-R interval). This is done by squaring the sample values and passing them 
through the following moving average filter [15]: 
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2.2 HRV and PSD Computation 

HRV is computed from the R-R intervals. These are measured and collected as a 
series of times. Because it is an irregular interval-time sequence, it needs to be 
converted into a uniformly sampled time-spaced sequence. 

PSD distribution is then computed so that measurements on the following three 
frequency bands can be carried out: 

 
• very low frequencies (0-0.04 Hz) 
• low frequencies (0.04-0.15 Hz) 
• high frequencies (0.15-0.5 Hz) 

 
The low-to-high frequency ratio is also computed. 

2.3 Fuzzy Decision Logic 

A fuzzy logic engine (Fig. 5) was tuned to make inferences about sleep-onset events. 
The fuzzy engine makes epoch-by-epoch (20 or 60 seconds per epoch) inferences. 
HRV and PSD features are fed to the engine in a fuzzified form. 

 

Fig. 5. Fuzzy-logic decision engine tuned to predict the onset of sleep in drivers 

To fuzzify such features, a set of membership functions are derived from the 
distribution of the crisp values in the respective measurement domains (Fig. 6). 
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Fig. 6. Membership functions to fuzzify input features 

A set of rules has been defined and tuned manually to achieve the best performance 
for the decision logic. The fuzzy rules looks like this: 

 
if HRV(n) is Low and 
   LF(n) is Medium Low and 
      HF(n) is Medium High and 
      LF/HF is Medium 
   then the epoch is ONSET_SLEEP 

… 
if HRV(n) is High and 
   LF(n) is High and 
      HF(n) is Low and 
      LF/HF is High 
  then the epoch is WAKE 

… 
if HRV(n) is Low and 
   LF(n) is Low and 
      HF(n) is High and 
      LF/HF is Low 
   then the epoch is SLEEP 

 
These three rules are the strongest in determining the output for ONSET_SLEEP, 
WAKE, and SLEEP states. There are more variants of these rules are in the rule set, 
each generated during tuning to correct for false detectios that have occurred due to 
noise and artifacts. 

The output of the fuzzy-logic engine consists of a set of singleton membership 
functions (Fig. 7). The “center of gravity” algorithm is applied to defuzzify the final 
decision: 
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Fig. 7. Singleton membership function to defuzzify the final decision 

An output module counts how many times a short epoch (20 seconds) has been 
classified as ONSET_SLEEP and how many long epochs (60 seconds) are classified  
as SLEEP. Such counts are used as a feedback (memory) to the inference engine, as 
well as to integrate the epoch-by-epoch outputs of the fuzzy-logic engine. 

3 Experimental Results 

A MATLAB-based application (Fig. 8) was developed to conduct experimental tests. 
This environment was connected to an ECG acquisition board (Fig. 9) so that 
bioelectrical signals are captured at the thorax or arm level. 

 

Fig. 8. MATLAB-based application developed to host the experiments 
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Two sets of experimental tests were carried out. The first set used ECGs acquired in 
a clinical context (thorax). The second refers to ECGs  acquired in a field context 
(hands). This signal is noisy and less well-defined in QRS complex However, after 
more rules are added, sleep-onset detection showed the same detection rate as 
clinically collected data (90% true detection on a set of 10 analyzed ECG).  

 

Fig. 9. Analog-to-digital acquisition board and cable connector to capture EEG signal 

The results of both experiments (Fig. 10) confirmed our thesis that the sleep onset 
can be predicted by using features extracted only from the HRV signal (clinical data). 
The experiments also confirmed that sleep-onset detection may be successfully based 
on the analysis of an ECG signal captured from the driver’s hands. 

 

 

Fig. 10. One early detected sleep onset 

4 Conclusion 

Early detection of oncoming sleep can be based on the capture and processing of an 
ECG signal from a non-invasive procedure. The HRV signal proves to be a good 
carrier of information related to sleep onset. The balance of low to high frequencies of 
the PSD calculated from the HRV signal can be fuzzily processed to detect the early 
signs of falling asleep. More improvements in such a detection system can be 
achieved by using an additional non-invasive technique to capture and process some 
other signal, such as breathing rate or arm movement. 
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Compared to non-HRV measurement-based methods, the proposed method has 
several advantages, mainly that it is non-invasive and based on neurological 
information rather than on visual signs (eyes movements) or gestures (head 
movements). 

The fuzzy-logic method proves to be the most appropriate way to make inferences 
based on HRV information, because its main features are relative power reading at 
different frequencies. These features can easily mapped onto membership functions 
and compiled into fuzzy rules by using an expert’s knowledge, i.e. that of a physician 
who is expert in sleep disorders). 
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Abstract. Neurofuzzy networks offer an alternative approach both for the 
identification and the control of nonlinear processes in process engineering. The 
lack of software tools for the design of controllers based on hybrid neural 
networks and fuzzy models is particularly pronounced in this field. 
MODELICA is an oriented-object environment widely used which allows 
system-level developers to perform rapid prototyping and testing. Such 
programming environment offers an intuitive approach to both adaptive 
modeling and control in a great variety of engineering disciplines. In this paper 
we have developed an oriented-object model of binary distillation column with 
nonlinear dynamics, and an ANFIS (Adaptive-Network-based Fuzzy Inference 
System) neurofuzzy scheme has been applied to derive both an identification 
model and a adaptive controller to regulate distillation composition. The results 
obtained demonstrate the effectiveness of the neurofuzzy control scheme when 
the plant's dynamics is given by a set of nonlinear differential algebraic 
equations (DAE). 

Keywords: Object-oriented, DAE equations, MODELICA, Neurofuzzy 
Modeling, Neurofuzzy Control, ANFIS structure, Distillation Column.  

1 Introduction 

Neural and fuzzy applications have been successfully applied to the chemical 
engineering processes [1], and several control strategies have been reported in 
literature for the distillation plant modeling and control tasks [2]. Recent years have 
seen a rapidly growing number of neurofuzzy control applications [3]. Beside this, 
several software products are currently available to help with neurofuzzy problems. 

An ANFIS system (Adaptive Neuro Fuzzy Inference System) [4] is a kind of 
adaptive network in which each node performs a particular function of the incoming 
signals, with parameters updated according to given training data and a gradient-
descent learning procedure. This hybrid architecture has been applied mostly to the 
control of nonlinear single input single output (SISO) nonlinear systems [5], while 
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application to general multiple inputs multiple outputs (MIMO) control problems rely 
both on decoupling control to produce a set of SISO controllers or else designing a 
direct multivariable controller . 

Distillation columns constitute a major part of most chemical engineering plants and 
remains as the most important separation technique in chemical process industries around 
the world [7]. Improved distillation control can have a significant impact on reducing 
energy consumption, improving product quality and protecting environmental resources. 
However, both distillation modeling and control are difficult tasks because the plant 
behavior is usually nonlinear, non-stationary, interactive, and is subject to constraints and 
disturbances [8]-[9]. Therefore, the use of adaptive techniques as the neurofuzzy 
approach here used can contribute to the optimization of the distillation plant operation.  

There are a considerable number of specialized and general-purpose modeling 
software available for systems simulation [10] that can generally be classed as 
structure-oriented and equation-oriented approaches. A general purpose simulation 
environment that is often used for physical system modeling is MATLAB-
SIMULINKTM [11]. However, this software follows a causal modeling approach and 
requires explicit coding of mathematical model equations or representation of systems 
in a graphical notation such as block diagrams, which is quite different from common 
representation of physical knowledge.  

The object-oriented environment MODELICATM [12]-[13] is ideally suited as an 
architectural description language for complex systems described by set of DAE, 
which allows the system, subsystem, or component levels of a whole physical system 
to be described in increasing detail by using a non-causal approach. The 
MODELICATM environment has been used for a long time in different fields of 
engineering [14]-[15]. 

In this paper we describe the application of an adaptive network based fuzzy 
inference system (ANFIS) to both the adaptive modelling and the control of a binary 
distillation column by using a oriented-object strategy under the MODELICATM 
environment. Results obtained during composition control operation demonstrate the 
effectiveness of the neurofuzzy control scheme even in the case of the plant dynamics 
is described by a set of nonlinear differential algebraic equations. 

2 Process Description  

The distillation column used in this study is designed to separate a binary mixture of 
ethanol and water (Fig. 1), which enters the feed tray as a continuous stream with 
flow rate F and composition xF (this tray NF located between the rectifying and the 
stripping section), obtaining both a distillate product stream D with composition xD 
and a bottom product stream B with composition xB. The column consists of N = 40 
bubble cap trays. The overhead vapor is totally condensed in a water cooled 
condenser (tray N+1) which is open at atmospheric pressure. The process inputs that 
are available for control purposes are the heat input to the boiler Q and the reflux flow 
rate L (LN+1).  Liquid heights in the column bottom and the receiver drum (tray 0) 
dynamics are not considered for control since flow dynamics are significantly faster 
than composition dynamics and pressure control is not necessary since the condenser 
is opened to atmospheric pressure. 
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Fig. 1. Schematic of the binary distillation column, condenser and boiler, showing the input 
mixed flowrate F together with the distillate and the bottom product flowrates D and B  

2.1 Mathematical Model of the Distillation Column 

The model of the distillation column used throughout the paper is developed starting 
from [16], composed by the mass, component mass and enthalpy balance equations, 
and it has been used as basis to implement a MODELICATM simulation model which 
describes the nonlinear column dynamics as a set of DAE multivariable system with 
two inputs (Q, L) and two outputs (xD, xB). 

The mass balance equations that determine the change of the molar holdup nl of the 
trays are given by  
 

 (1)

 
only valid for 1 …  1, 1, …   trays, where Vl and Ll are the molar 
vapour flux and the liquid flux leaving the lth tray respectively. For the feed tray NF 
the equation is given by  
 

     (2)

 
and the corresponding equations for the condenser and the reboiler are 
 

     (3)

 

     (4)
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The composition balance equation for the most volatile component will follow the 
relation 
 

     (5)
 
valid for 1 …  1, 1, …   where xl is the liquid concentration of the most 
volatile component and yl is the composition of the vapour flow out of the lth tray. For 
the feed tray we will have 
 

     (6)
 
where  corresponds to xF, while for the reboiler and the condenser we have 
respectively 
 

    (7)
 

    (8)
 
where xN+1 and x0 correspond to xD and xB respectively. 

In order to derive the enthalpy balance equations we will assume that the 
condenser pressure is fixed to the outside atmospheric pressure, and that the pressure 
in the trays can be calculated under the assumption of constant pressure drop from 
tray to tray ∆ , and the tray temperatures are implicitly defined by the 
assumption that the total pressure is equal to the sum of the partial pressures 1 , where Tl  holds for the temperature of the lth tray, and 
where the partial pressures  , 1,2 can be evaluated as exp 

, with different values of the constants according to the liquid we are evaluating. 

The non-ideality of the trays and other unmodelled effects are accounted in the tray 
efficiencies . With these tray efficiencies we can calculate the composition of the 
vapour flow out of the lth tray as a linear combination of the ideal vapour composition 
on the tray and the incoming vapour composition of the tray below by 1 , starting with . 

We will formulate then the enthalpy balances in order to determine the vapour 
streams that leave each tray as follows 
 

    (9)

 
valid for 1 …  1, 1, …  , where  is the enthalpy with k indexing to 
the phase ( L refers to liquid and V to vapour). For the feed tray and the condenser we 
will have 
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(10)

 

 (11)

 
where the enthalpies  and  are given by 1  and , 1 , . 

2.2 MODELICA Model of the Distillation Column 

MODELICATM is a modeling language that supports both high-level modeling using 
pre-prepared complex model components in various libraries and detailed modeling by 
differential algebraic equations (DAE). The graphical diagram layer and the textual 
layer can be efficiently combined. The basic construct in MODELICATM is class. There 
are several types of classes with several restrictions: class, model, block, type, etc. 

The concepts in oriented-object modeling follow in many aspects to oriented-object 
programming (e.g., inheritance). From a modeler point of view, oriented-object means 
that one can build a model similar to a real system by taking the components and 
connecting them into a model. It is very important that oriented-object environments 
enable the so-called acausal modeling approach, so that modelers can concentrate on 
physical laws and then translation process transforms all the model equations into a set 
of vertically and horizontally sorted equations. More precisely, the translation process 
transforms an oriented-object model into a flat set of equations, constants, variables and 
function definitions. After the flattening, all of the equations are topologically sorted 
according to the data-flow dependencies between the equations.  

The most important difference with regard to the traditional block-oriented 
simulation tools is in the different way of connecting components. So, a special-
purpose class connector as an interface defines the variables of the model shared with 
other (sub)models, without prejudicing any kind of computational order. In this way 
the connections can be, besides inheritance concepts, thought of as one of the key 
features of oriented-object modeling, enabling effective model reuse. 

For the model implementation in MODELICATM an appropriate modeling 
environment is needed. We chose DymolaTM [17], which has a long tradition and 
good maintenance. The basic idea of implementation in MODELICATM is to 
decompose the described system into components that are as simple as possible and 
then to start from the bottom up, connecting basic components (classes) into more 
complicated classes, until the top-level model is achieved. 

The whole system integrating column trays, reboiler and condenser was simulated 
using the object oriented language MODELICATM according to the block diagram 
shown in Fig. 2. For this purpose, several types of connectors have been used ranging 
from heat flow (Q), liquid flow (L) to vapour flow (V) among others.  
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(a)                                                              (b) 

Fig. 2. MODELICATM scheme of the binary distillation column (a), showing details of trays, 
boiler, condenser and effluent blocks (b)  

It is important to highlight that the behaviour of the column’s trays (excepting the 
feed tray) was described by a similar set of equations, so we only have modelled just 
one block and reused it (inheritance). 

3 NeuroFuzzy Identification and Control 

An ANFIS system is a kind of adaptive network in which each node performs a 
particular function of the incoming signals, with parameters updated according to 
given training data and a gradient-descent learning procedure. This hybrid 
architecture has been applied to the modeling and control of multiple-input single-
output (MISO) systems [4].  

The architecture of the ANFIS is constituted by five layers (Fig. 3). If we consider 
for simplicity two inputs x and y and two outputs f1 and f2 for a first-order Sugeno 
fuzzy model, with Ai and Bj being the linguistic label associated with x and y 
respectively, every node in layer 1 represents a bell-shaped membership function 

 or  with variable membership parameters. Usually we choose the bell-
shaped functions. Nodes of layer 2 output the firing strength defined as the product 

, where the set of nodes in this layer are grouped for each output j. 
A normalization process is computed in layer 3 giving the normalized , and the 
Sugeno-type consequent of each rule with variable parameters pi, qi and ri is 
implemented in layer 4 yielding  as the output of the single summation node  ∑ , and finally the single node of layer 5 computes de 
overall output as a summation of all incoming signals.  
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Fig. 3. Architecture of the ANFIS structure  

 
  
 
 
  

 
 

 

Fig. 4. Schematic of the ANFIS identification structure (a) and ANFIS model reference 
adaptive controller (b) 

Prior to the design of the ANFIS neuro-fuzzy controller an identification process is 
accomplished in order to predict the plant dynamics. The MODELICATM simulated 
binary distillation plant model described formerly has been used to obtain 
representative data for the training process, and an ANFIS neural network has been 
used as an identification model of the distillation column dynamics (Fig. 4). Once the 
ANFIS identifier is trained, a model reference adaptive control scheme is used to train 
the ANFIS controller by using the jacobian of the ANFIS identifier to propagate 
backwards the plant output error to the ANFIS controller [18].  

Both ANFIS structures have been designed under the MODELICATM simulation 
environment. We have assumed that all state variables were measurable and thus 
available. This assumption is often unrealistic, since usually the only data available 
are manipulated input-controlled output measurements. 

3.1 ANFIS Identification Structure 

The ANFIS inference model considered is constituted by two inputs Q and R 
(percentage of reflux valve opening) and two outputs xD and xB and is defined by 9 if-
then Sugeno fuzzy rules with 3 membership functions associated to each input 
variable. A corresponding membership function’s parameter and consequent’s 
parameter sets have been tuned by using the backpropagation of the plant’s output 
error in composition starting from a set of I/O plant operation data constituted by 
2500 points. A schematic diagram of this structure has been implemented in 
MODELICATM (Fig. 5).  

 f1

 f2
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   (a)                                                                        (b)                           
 
Fig. 5. Schematic of the MODELICATM implementation of ANFIS identification block, 
showing (a) ANFIS structure (Anfis) together with the propagation of the error block (Anfisg) 
used to train the ANFIS parameter  and (b) details of the five layer disposition      

3.2 ANFIS Controller Structure 

The ANFIS neurofuzzy controller receives as inputs both the actual composition error 
and its integral for each of two compositions xD and xB , and produces as outputs the 
heat flow Q and the percentage of reflux valve opening R, each one through the use of 
two distinct ANFIS structures in parallel (Fig. 6).  
 
 

 
 
 
 
 
 
 
 
 
 

(a)                                                                  (b) 

Fig. 6. Schematic of the MODELICATM implementation of neurofuzzy controller, showing the 
(a) two ANFIS control structures in parallel (ANFISR and ANFISQ), being each one (b) 
similar to the ones defined previously 

The ANFIS inference model considered is constituted by two inputs Q and R 
(percentage of reflux valve opening). The results obtained show the validity of the 
MODELICATM simulation model as compared with the results reported by [16].  
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A set of 6 Sugeno fuzzy rules with 3 membership functions associated to each 
input variable has been used to define each ANFIS controller structure, which has 
been tuned by using the ANFIS model previously defined and the same set of I/O 
plant operation data already gathered. It has been used a double PI controller (one for 
each manipulated variable) previously tuned to estimate the number of Sugeno rules 
and its parameter values as initial condition at the training stage. 

4 Results 

In order to demonstrate the performance of the neurofuzzy control approach, a 
MODELICATM simulation model of the distillation column has been operated to 
separate a mixture of ethanol and water under different operational conditions (F, xF, 
L(R) and Q variable) starting from a 50% composition in alcohol for each tray as 
initial condition. The validity of the MODELICATM simulation model has been 
contrasted with the results reported by [16]. 

 
(a)                                                                   (b) 

 
Fig. 7. Distillation column response to (a) changes in xD set point value from 90 to 95% and  
for a 30% feed composition (b) 1000 W/min flow heat to the boiler, reflux rate opening of 90%, 
and molar flow rate of 2 mol / s and a feed composition of 0.3 in alcohol. 

In Fig. 7.a it is shown the response for set point changes in ethanol top composition 
xD obtained under the MODELICATM neurofuzzy controller, while in Fig. 7.b it is 
demonstrated the ability of the proposed approach to maintain the desired xD set point 
when a disturbance is presented as a change in the feed composition xF. 

5 Conclusions and Future Works 

In this paper it has been described the application of an adaptive network fuzzy 
inference system (ANFIS) to both the adaptive modeling and the control of a binary 
distillation column by using a oriented-object strategy under the MODELICATM 
environment. Neurofuzzy modeling and control modules have been programmed into 
the MODELICATM simulation environment due to its modularity and adaptability, 
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which have made possible the inheritance and reuse of previously defined structures. 
The results obtained demonstrate the validity of the proposed approach to control the 
distillation column when both set-point changes and disturbances are present. 

The ease of programming using MODELICATM contrasts with that of 
SIMULINKTM, mainly due to the object-oriented features it exhibits MODELICATM 
besides the DAE representation which enables the non-causal approach as opposed to 
the causal one which uses SIMULINKTM. This modeling approach is not unique to 
chemical engineering processes, and can be easily extended to other fields. 

Future works are directed to the stability and robustness analysis of the neuro-
controlled distillation plant when modeling errors are considered. 
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Abstract. This work addresses the evolution of an Artificial Neural
Network (ANN) to assist in the problem of indoor robotic localization.
We investigate the design and building of an autonomous localization
system based on information gathered from Wireless Networks (WN).
The paper focuses on the evolved ANN which provides the position of
one robot in a space, as in a Cartesian plane, corroborating with the Evo-
lutionary Robotic research area and showing its practical viability. The
proposed system was tested on several experiments, evaluating not only
the impact of different evolutionary computation parameters but also
the role of the transfer functions on the evolution of the ANN. Results
show that slight variations in the parameters lead to huge differences on
the evolution process and therefore in the accuracy of the robot position.

1 Introduction

Mobile robot navigation is one of the most fundamental and challenging direc-
tions in mobile robot’s research field and it has received great attention in recent
years [6]. Intelligent navigation often depends on mapping schemes which turns
out on depending on the localization scheme. For indoor or outdoor environ-
ments the mapping and localization schemes have their own features. Thereby,
localization is a key problem in mobile robotics and it plays a pivotal role in
various successful mobile robot systems [13].

This paper describes an investigation on the evolution of a system for indoor
localization, which learns the position of one robot based on information gathered
from WNs. The signal strength of several wireless nodes are used as input in
the ANN in order to measure the position of one robot in an indoor space.
The evolution of the ANN, detailed in section 2.1 is done using Particle Swarm
Optimization [1,3]. We show the complete hardware and software architecture

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 61–70, 2012.
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for the robotic system developed so far. Our main focus in this work is to report
findings which corroborate the use of evolutionary computation techniques to
create autonomous intelligent robots [5].

In indoor spaces, sensors like lasers and cameras might be used for pose es-
timation [10], but they require landmarks (or maps) in the environment and a
fair amount of computation to process complex algorithms. These sensors also
have a limited field of vision, which makes harder the localization task. In the
case of video cameras, the variation of light is also a serious issue. Another com-
monly used sensor is the encoder, which provides odometry. Odometry is an
useful source of information in some cases [8] but it has an incremental error
that usually invalidates its use in real systems.

Wireless Networks (WNs) are widely available in indoor environments and
might allow efficient global localization while requiring relatively low comput-
ing resources. Other advantages of this technology are that it may provide high
degrees of scalability and robustness. However, the inherent instability of the
wireless signal does not allow it to be used directly for accurate position esti-
mation. One machine learning technique that could reduce the instability of the
signals of the WN is the Artificial Neural Networks; due to its capacity to learn
from examples, as well as the generalization and adaptation of the outputs [9].

In [2], it has been shown that obtaining an absolute performance in local-
ization, by means of a WN, depends on the environmental configuration. This
means that different approaches are required for different environments, such as
using different kinds of signals and filters. Evaluations in large indoor areas (like
a building) present specific difficulties not always the same as in small indoor
areas (like a room). These difficulties are related to the problem of attenuation
and reflection of the signals on the walls and the different sources of interfer-
ences. The use of WNs addressing localization inside a building can be seen in
[4,7]. Another approach for localization uses Wireless Sensor Network (WSN)
where a large number of small sensors are used to pick up information from
the environment. The information acquired by the sensors can be regarded as
a fingerprint [12]. The drawback of the canonical WSN approach is that, as it
requires a huge number of resources, it could make the system more expensive.

This paper has the following structure: Section 2 outlines the methodology
that is employed to set up and to evaluate the experiments. Section 3 describes
all the evaluations that have been carried out. The final section makes some con-
cluding comments and examines the future perspectives of this area of research.

2 Methodology

The indoor localization system uses an evolved ANN1. The inputs of the ANN
are signals strength measurements from WNs (802.11b/g) received by the robot2

from 8 statically positioned Access Points (AP) as shown in Fig. 1.

1 Source-code and data files used to evolve the ANN are available in goo.gl/vfXN2
2 Although we have used the humanoid robot NAO, the proposed methodology may
be applied to any kind of device with wireless capabilities.
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(a) (b)

Fig. 1. (a) Graphical representation of the working area – It represents an area of
180 cm by 180 cm. (b) Picture of the working area with the robot, similar to what is
represented in Figure 1(a). Each small cross are placed 60 cm long.

The evolution of the ANN is carried out using data collected by the robot.
We use the robot inside the working area (Fig. 1(b)) and collected 3 minutes
readings (i.e. ≈180 readings) at each marked point. With a displacement of
60 cm, mapping out a plane of 180 cm by 180 cm, it means 16 points to read
resulting in ≈2880 readings altogether.

The signal obtained from the WN is the Received Signal Strength Indication
(RSSI). This value is obtained with the aid of the GNU/Linux command iwlist
(used as iwlist <interface> scanning). As we use the iwlist command, there
is no need to establish a connection (or login) with different specific networks.
The scan of the networks, without a connection, provides enough information
for this evaluation. Without a connection, the system becomes easier to use,
more lightweight and flexible. Furthermore, as the robot NAO has an operating
system based on GNU/Linux, this approach may be generalized to any other
GNU/Linux based system.

Our approach relies on the ANN learning and generalization capabilities in an
attempt to reduce the effect of unstable data (due to signal strength oscillation),
and increase the accuracy of the position estimation of the robot. However, as
the values obtained from the reading of the APs are quite unstable, we improve
the learning capability using the noise filter proposed in [11]. The behaviour of
the noise filter can seen in Fig. 2(a), where two lines represent scanning of one
AP in a period of time. The red line shows the raw value and the black line
shows how the median filter removes some of the noise. Although it generates a
delay of 8 seconds in acquiring the new position it was shown in [11] that the
accuracy turns out to be widely better.

The number of neurons in the input layer is equivalent to the number of
available APs – as we use 8 APs, the inputs of the ANN use one neuron for each
network signal. The order is important, and hence, AP 1 was linked to neuron
1, AP 2 with neuron 2 and so on. The outputs of the network are two values,
i.e. the coordinates (x, y). We measure the output errors by using the Euclidean
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(a) (b)

Fig. 2. (a) Sample of filter behaviour – The red line shows the raw value from one
of the access points. The black line shows how the median filter removes some of the
noise. (b) Example of ANN topology.

distance, as shown in Eq. 1. The value d is the error (distance, in centimetres),
(x1, y1) are the expected values from the ANN validation set and (x2, y2) are
the obtained value while using the ANN.

d =
√
(x2 − x1)2 + (y2 − y1)2 (1)

2.1 Evolutionary Localization

As we seek to evaluate ANN characteristics and also the evolution process, we
started with a simple ANN topology as it can be seen in Fig. 2(b). We evaluate
changes in the ANN topology and in the role of the transfer function. Further-
more, as the evolution is carried out using Particle Swarm Optimization (PSO)
[1,3] we evaluate several aspects that influence the search efficiency in the PSO.
These aspects are related to confidence models, neighbourhood topology, and
inertia among others.

We use PSO to evolve two different structures. In the first one, we use the
PSO to evolve just the ANN weights. In the second, we evolve the ANN weights
plus the slope of the transfer function. As an example, the ANN in Fig. 2(b) has
80 connections plus 10 weights for bias, hence, the PSO particle has 90 positions
(i.e. it is an vector with 90 positions). For the slope, we consider its use just in
the hidden layer, and it is the same value for all neurons. Hence, it adds only
one more value to the PSO particle. The evolutionary process considerers 2/3 of
the dataset as training data and 1/3 as validation data. The ANNs are evolved
for 10k cycles (generations) and all presented results are from the validation
dataset.

The PSO is a stochastic optimization technique, inspired by social behaviour
of bird flocking and fish schooling [1,3]. The optimization process occurs in
two different ways simultaneously: through cooperation (group learning) and
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competition (individual learning) among particles (individuals) from a swarm
(population). It shares many concepts with evolutionary computation techniques
such as Genetic Algorithms (GA), where there is an initial population (where
each individual represents a possible solution) and a fitness function (whose
value represents how far an individual is to an expected solution). However, un-
like GA, PSO has no explicit concepts of evolution operators such as crossover or
mutation. In the PSO, there is a swarm of randomly created particles. On each
algorithm iteration, each particle is updated following: (i) the best population
fitness; (ii) the best fitness found by the particle (considering past generations of
the particle). Each particle has a position x (or a position vector) and a velocity
v (or velocity vector). The position represents a solution for the problem and
the velocity defines the particles displacement direction weight.

New particle’s position is given by Eq. 2. Where xi
k is the position of particle

i at instant k and vik is particle’s i velocity at k moment. Particle’s velocity is
updated according to Eq. 3.

xi
k+1 = xi

k + vik+1 (2)

vik+1 = w · vik + c1 · r1(pbest− xi
k) + c2 · r2(gbest− xi

k) (3)

On Eq. 3, vik is the particle actual velocity, w represents a particle inertia pa-
rameter, pbest is the best position among all positions found by the individual
(particle best), gbest is the best position among all positions found by the group
(group best), c1 and c2 are trust parameters, r1 and r2 are random numbers
between 0 and 1. Parameters (w, c1, c2, r1 e r2) are detailed below.

The velocity is the optimization’s process guide parameter [3] and reflects both
particle’s individual knowledge and group knowledge. Individual knowledge is
known as Cognitive Component while group knowledge is known as Social Com-
ponent. Velocity consists of a three-term sum: (i) Previous speed: utilized as a
displacement direction memory and can be seen as a parameter that avoids dras-
tic direction changes; (ii) Cognitive Component: directs the individual to their
best position found so far (i.e. memory of the particle); (iii) Social Component:
directs the individual to the best particle in the group.

Parameters c1 and c2 (confidence or trust) are used to define individual or so-
cial tendency importance. Default PSO works with static and equal trust values
(c1=c2), which means that the group experience and the individual experience
are equally important (called Full Model). When parameter c1 is zero and pa-
rameter c2 is higher than zero, PSO uses only group information (called Social
Model). When parameter c2 is zero and parameter c1 is higher than zero, PSO
uses only particle’s information, disregarding group experience (called Cognitive
Model). Random value introduction (r1 and r2) on velocity adjustment allows
PSO to explore on a better way the search space [3]. Inertia parameter aims
to balance local or global search. As the value approximates to 1.0, search gets
close to global while lower values allow local search. Usually this value is between
0.4 and 0.9. Some authors suggest its linear decay, but they warn that it is not
always the best solution. Most parameters are problem-dependent [3,14].
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3 Results

This section describes the four steps that were carried out to perform the evalu-
ations, considering changes in the ANN and PSO techniques. As a first step we
sought to evaluate the impact of using different range values in the initializa-
tion of PSO’s velocity and position. Furthermore we evaluate how the number
of generations and the swarm size impact the evolution.

Table 1(a) shows the evaluation set related to swarm size and the number of
generations. Table 1(b) shows the evaluation set for weights of connections (i.e.
position) and velocity parameters in the PSO.

Table 1. First evaluation set performed with the PSO

(a) (b)
Generations Swarm Size Velocity Position

200 500 1000 {-2.0;2.0} {-5.0;5.0} {-20.0;20.0}
500 E1 E2 E3 {-2.0;2.0} A1 A2 A3
1000 E4 E5 E6 {-5.0;5.0} A4 A5 A6
2000 E7 E8 E9 {-20.0;20.0} A7 A8 A9

We performed 25 runs for each parameter set, considering different random
seeds on each initialization. The results can be seen in Fig. 3. We can see in
Fig. 3(a) that more generations and bigger swarm size provides better results
(E9). However, even using swarm size equal to 1,000 and number of generations
equal to 2,000 the evolution process was not reaching learning stabilization (the
learning curve still have slightly improvements).

In Fig. 3(b) we can see that the two sets that obtained the best (lower error)
results considering the range of position and velocity are A8 and A2. Both use
positions between {-5.0;5.0} but have different velocities range. We can see that
although A8 has the lowest minimum error it has the biggest dispersion among
all. The A2 set has the lowest median and a minimum error close to A8. Al-
though, considering the graph scale (2 cm), all results are not much different.
Thereafter, to the next steps, we maintain the set A2 in the PSO. However,
given that the evolution process was not reaching complete stabilization, we
extrapolate E9 with 10k generations instead of 2k.

As a second step, we wanted to understand the behaviour of the PSO evolving
the ANN considering confidence models, the inertia and the role of the transfer
function. Table 2 shows the evaluated parameter set. Linear and Logistic are the
two types of transfer function used in the ANN hidden layer.

We can see that results (Fig. 4) using the Cognitive Model or the Social Model
were worse than using the Full Model. The four best sets are {Fi3, Fi5, Fo3, Fo5}.
We can see that the sets with Logistic Transfer Function obtained best results
near to 15 cm while the sets with Linear Transfer Function obtained best results
near to 45 cm. In these sets, we can also see that when inertia was used as 0.3
we have better results than using inertia equal to 0.5 or 0.7. It makes sense due
to the fact that lower the inertia better the local search (fine tuning). Hence, the
best parameter set which we maintain to next steps is Fo3.
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(a)

(b)

Fig. 3. (a) Results using different swarm size and number of generation (Table 1(a)).
(b) Results using different initialization in PSO position and velocity (Table 1(b)). The
graphs are in different scales. The x axes represent the error in centimetres.

Table 2. Second evaluation set performed with the PSO (inertia and confidence mod-
els) and the ANN (transfer function)

Inertia Full Social Cognitive
Linear Logistic Linear Logistic Linear Logistic

0.3 Fi3 Fo3 Si3 So3 Ci3 Co3
0.5 Fi5 Fo5 Si5 So5 Ci5 Co5
0.7 Fi7 Fo7 Si7 So7 Ci7 Co7

Fo3 set uses Logistic Transfer Function with a slope of 0.02. We also had a
different PSO evolving the slope, however, the results when we leave the PSO to
evolve the slope were similar to the use of the pre-defined value. Of course, the
finding of slope equal to 0.02 was not trivial as it was encountered analysing the
output of the sum of the hidden layers. Such a situation may encourage the use
of the PSO in order to find the slope of the Transfer Function. We also performed
some evaluations taking into account linear decay of the inertia value, but the
results were not better than the currently configuration.

In the third step, we sought to evaluate the impact of using different PSO
neighbourhood topologies (NT). PSO NT are related to the choice of the best
particle to follow. In the star model, all particles follow the best among all.
Nevertheless, it may sometimes be more susceptible to local minima. Others NT
may be less susceptible to local minima, where the particle does not to follow the
global best but the best of some subpopulation. It, in general, also increases the
diversity. We have evaluated 4 different types of NT: (i) the star model; (ii) two
subpopulations – i.e. 2 groups of neighbours; (iii) four subpopulations – i.e. 4
groups of neighbours; and (iv) four subpopulations but being the best particle to
follow the average among the two best in the subpopulations. Upon these results
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Fig. 4. Results using different PSO confidence models and inertia, as show in Table 2.
We show the sets where the average error were lower than 80 cm – 8 of 18 sets. The x
axis represents the error in centimetres.

Fig. 5. Results using different number of neurons in the ANN hidden layer. The graphs
are in different scales. The x axes represent the error in centimetres.

we performed a statistical test to verify its significance. Using t -test among all
sets they are accepted as equivalent (using 95% of confidence). It means that,
for this problem, the use of different NT does not substantially affect the results.

The final step was the evaluation of the number of neurons in the hidden layer.
We evaluate the use of 2, 4, 8, 12 and 16 neurons. Results can be seen in Fig. 5.
We can see that using 2 and 4 neurons, the results are quite bad. Using 8 and 12
neurons they have good minimum errors but high dispersion. The ANN with 16
neurons presents the lowest error and the more homogeneous results. Statistical
analyses (t -test) upon N12 and N16 shows that, with 95% of confidence, they
are not accepted as equivalent (p-value of 0.013), i.e., the use of 16 neurons does
improve the system.

After the evaluation of the number of neurons in the hidden layer, we per-
formed a new evaluation considering the best set found so far but running the
evolutionary process for 100k generations instead of 10k. Results can be seen
in Fig. 6. The data shown in Fig. 6(a) and 6(b) presents an average error and
standard deviation, respectively, of (14.6, 18.4) and (10.2, 14.4), i.e. running
the PSO for 100k generations allowed us to decrease the average error in more
≈30%. We can see that Fig. 6(a) has less results in the first class (0 to 5 cm)
and a bigger tail than Fig. 6(b). Statistical evaluation using the Mann-Whitney
test (as it is a non normal distribution) showed p-value equal to 1.517e−11

(not accepted as equivalent using 95% of confidence). Fig. 7 shows a section
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(a) (b)

Fig. 6. Histogram of the localization error using the best acquired ANN. (a) Using 10k
generation in the PSO. (b) Using 100k generation in the PSO. The x axes represent
the error in centimetres.

Fig. 7. Section of the plane (Fig. 1(a)) with expected and obtained values for 4 coor-
dinates. The black dots are the expected value; diamonds show the obtained values.
Each colour represents a different position. Axes x and y are in centimetres.

of the plane (Fig. 1(a)) with expected and obtained values for 4 positions, using
the best acquired ANN. For all positions in the evaluated plane, 86% of the
errors are below 20 cm.

4 Conclusion and Future Work

In this paper we have shown an investigation addressing the evolution and the use
of an ANN to assist in the problem of indoor localization by using data gathered
from WNs. Upon the data obtained from the WN we employed a median noise
filter as shown in [11]. We evaluated several PSO and ANN settings. Results
showed that the use of transfer function in the ANN along with the PSO Full
model allowed us to decrease the average error from ≈45 cm to ≈15 cm. Also,
we might see that the use PSO neighbourhood topology did not allow us to have
any significant improvement. Finally, the system could be improved using larger
number of neurons in the hidden layer and larger number of generations, leading
to an average error of ≈10 cm.
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Nevertheless, it is important to notice that results presented in this paper
cannot be directly compared with results from [11] because the papers have not
employed the same data, as they were collect in different environment and with
different robots. Future work may include an investigation to improve the local
search, since even using a huge number of generations we still have a slightly
decreasing error. Further, we are considering the other two approaches, that
is, the comparison with others Evolutionary Techniques and a comparison with
classical ANN learning algorithms to verify its accuracy and efficiency.

Acknowledgments. The authors would like to acknowledge the financial sup-
port granted by CNPq and FAPESP to the INCT-SEC (National Institute of
Science and Technology – Critical Embedded Systems – Brazil), processes ID
573963/2008-8 and 08/57870-9. Also, we would like to acknowledge the Capes
Foundation, Ministry of Education of Brazil, process BEX 4202-11-2.

References

1. Eberhart, R.C., Kennedy, J., Shi, Y.: Swarm Intelligence. M. Kaufmann (2001)
2. Elnahrawy, E., Li, X., Martin, R.: The limits of localization using signal strength:
a comparative study. In: IEEE SECON, pp. 406–414 (2004)

3. Engelbrecht, A.P.: Fundamentals of Comp. Swarm Intelligence. Wiley (2005)
4. Espinace, P., Soto, A., Torres-Torriti, M.: Real-time robot localization in indoor
environments using structural information. In: IEEE LARS (2008)

5. Fogel, D.: Evolutionary Computation: Toward a New Philosophy of Machine In-
telligence. IEEE Press Series on Computational Intelligence (2006)

6. Fu, S., Hou, Z., Yang, G.: An indoor navigation system for autonomous mobile
robot using wsn. In: Networking, Sensing and Control, pp. 227–232 (2009)

7. Ladd, A., Bekris, K., Rudys, A., Wallach, D., Kavraki, L.: On the feasibility of
using wireless ethernet for indoor localization. IEEE Trans. on Robotics and Au-
tomation 20(3), 555–559 (2004)

8. Martinelli, A.: The odometry error of a mobile robot with a synchronous drive
system. IEEE Trans. on Robotics and Automation 18(3), 399–405 (2002)

9. Mitchell, T.M.: Machine Learning. McGraw-Hill (1997)
10. Napier, A., Sibley, G., Newman, P.: Real-time bounded-error pose estimation for

road vehicles using vision. In: IEEE Conf. on Intelligent Transp. Systems (2010)
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Abstract. This paper describes the design, development and application, of an 
intelligent system (operating dynamically in an iterative manner) capable of 
short term forecasting the concentration of dangerous air pollutants in major 
urban centers. This effort is the first phase of the partial fulfillment of a wider 
research project that is related to the development of a real time multi agent 
network serving the same purpose. Short term forecasting of air pollutants is 
necessary for the proper feed of the real time multi agent system, when one or 
more sensors are damaged or malfunctioning. From this point of view the 
potential outcome of this research is very useful towards real time air pollution 
monitoring. A vast volume of actual data vectors are combined from several 
measurement stations located in the center of Athens. The final target is the 
continuous estimation of Ozone (O3) in the historical city center, considering 
the effect of primitive pollutants and meteorological conditions from 
neighboring stations. A group comprising of hundreds artificial neural networks 
has been developed, capable of estimating effectively the concentration of O3 at 
a specific temporal point and also after 1, 2, 3 and 6 hours. 

1 Introduction 

Due to the importance of the air pollution problem in major urban centers, the 
optimization of forecasting and depicting mechanisms should be a primary target of 
the civil protection authorities.  

The basic task accomplished by this research is the effective short term estimation 
of O3 in the historical center of Athens at a specific moment and then successively in 
a horizon of (h+1) hours (0<=h<=5) with the employment of neural modeling. The 
most important design aspect that gives more merit to this effort is the concurrent 
combination of actual real time meteorological and air pollution data, from 
surrounding stations that have a serious effect in the situation inside the ring of the 
city center. 

In the literature, there are some cases of Artificial Neural Networks (ANN) towards 
long term estimation and modeling of air quality, and O3 concentration (Wahab and 
Alawi, 2002), (Paschalidou et al., 2007), (Iliadis et al., 2007), (Ozcan et al., 2007), 
(Ozdemir et al., 2008), (Inal, 2010). Also there are papers that deal with the hourly 
estimation of O3 (Paoli, 2011). However all of these research efforts resulted in the 
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employment of an optimal ANN which had the best output. More over they examined 
the problem with data related to specific periods of time and seasons (e.g. summer or 
spring) and not for long temporal periods.  

1.1 Innovation of This Research 

The innovation of the approach presented here is that it aims in overcoming the three 
basic limitations of the existing methods. The first limitation is the potential 
incapability of the ANN to perform properly in the case of lack of data or lack of 
“accurate” data vectors, due to unexpected potential malfunction of the sensors. The 
possibility for such a problem is quite high, despite the credibility of modern 
measurement stations, due to their service requirements and also due to random 
events. This is a major problem especially when ANN are a part of an intelligent 
system that makes short term estimations of vulnerability, or when the data sent by 
the simple sensors feed a common central monitoring system.  

The following table 1 provide evidence of the actual extend of the problem. It 
presents the high percentage of measurements’ loss for five air pollution stations in 
the wider area of Athens during the time period 2003-2004 (MinEnv, 2012). The 
areas corresponding to the codes of table 1 will be explained later in this chapter. 

Table 1. Percentage of data loss in measurements’ stations in Athens 2003-2004 

 2003  2004  
Expected number 

of hourly 
meteorological 

and air pollution 
measurements  

8760  8784  

Station code 
 

Actual number 
of measurements 

Percentage 
% of lost 

values 

Actual number 
of measurements 

Percentage 
% of lost 

values 
AGP 8408 4,02 7684 12,52 
ATH 2292 73,84 6097 30,59 
ARI 8678 0,94 8397 4,41 
GEO 3538 59,61 5514 37,23 
PAT 6632 24,29 7474 14,91 

 
It is quite impressive, that in several cases the data loss appears to be as high as 

74%.  
A second problem that motivated this research is the difficulty of existing 

forecasting models to adjust in serious temporal changes of the respective data. In 
major urban centers like Athens the transfer of air pollutants from one area to the 
other through the changes of the wind direction are really important for the 
determination of the O3 concentrations. From the following figure 1 it is clear that in 
2010 the measurements of “Patision” station have been influenced by 27% from 
pollutants, transferred by north to north east winds, whereas this number for south to 
south west winds was almost as high as 20% (MinEnv, 2011). 
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Fig. 1. Wind direction distribution for the “Patision” station for year 2010 

Indeed, data coming from stations like “Amarusio” or “Lykovrish” which are 
located in the north, would offer better results from data coming from the southern 
part of Athens like “Piraeus” because the frequency of north wind is higher. However 
in cases of strong southern wind the ANN would have a problem of adjusting itself 
because it would have been trained with data coming from the northern stations.On 
the other hand extremely complicated ANN that combine data from all stations do not 
offer good levels of convergence as it will be shown later. Finally the need for a 
model that covers the whole year is high, because the problem is not met only in the 
summer but it is also high in winter (eg in February) and in spring (March) when we 
have also very high ozone concentrations (MinEnv, 2011).  

This research effort is innovative because it faces the problem under all of the 
above described perspectives and it contributes towards a more rational model 
development.  

1.2 Area of Research 

The following table 2 presents all of the stations that were used in this study. Some of 
them are performing meteorological measurements whereas others measure air 
pollutants’ levels. Data are provided by air pollution department of Ministry of 
Environment, Energy & Climate Change (MinEnv, 2012). More specifically mean 
hourly values gathered in 24hours basis, concerning 8 air pollution stations and 2 
meteorological stations for a period starting at the day of establishment for each 
station up to 31/12/2010 for all stations.  

The station of “Athinas” is one of the oldest and it is located in the heart of the 
city. Looking at the data related to the “Athinas” station, in the 23.31% of  
the measurements at least one of the primitive pollutants is missing (MinEnv, 2012). 
The actual high level of missing values of this station and its location in the center of 
the city made this spot ideal to be selected as the point of study and application. The 
value -9990,00 has been recorded when a measurement station is malfunctioning or if 
there is a missing value for any other reason. These cases were not taken into 
consideration by the model in order to avoid noise. 
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Table 2. Description of the measurements’ stations 

ID Station’s 
name 

CODE Type of 
Measurement 

Data measured 

1 Ag. 
Paraskevi 

AGP Air Pollution ΝΟ, ΝΟ2 

2 Amarusio MAR Air Pollution ΝΟ,ΝΟ2, CO 
3 Peristeri PER Air Pollution ΝΟ,ΝΟ2, CO, SO2 
4 Pathsion PAT Air Pollution ΝΟ,ΝΟ2, CO, SO2 
5 Aristotelous ARI Air Pollution ΝΟ, ΝΟ2 
6 Geoponikis GEO Air Pollution ΝΟ,ΝΟ2, CO, SO2 
7 Piraeus 1 PIR Air Pollution ΝΟ,ΝΟ2, CO, SO2 
8 N Smyrnh SMY Air Pollution ΝΟ,ΝΟ2, CO, SO2 
9 Penteli PEN Meteorological Temp, Wspeed, SunTime, 

Wdirection, Radiation, RH 
10 Thiseion THI Meteorological Temp, Wspeed, SunTime, 

Wdirection, Illumin, RH 
 Athinas ATH Air Pollution ΝΟ,ΝΟ2, CO, SO2,O3  

Image 1. Location of the measurement stations in the wider area of Athens 

 

2 Developing the Neural Network 

2.1 Determining the Layers’ Structure 

The data vectors of all pollutant measuring stations (hourly values) were combined in 
every possible way, in order to form the input vectors of the developed neural 
networks. Thus, ANN have been developed, having as many input neurons as the 
aggregation of the number of the independent parameters related to 2 stations, 3 
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stations, 4, 5, 6, 7 and 8, till all potential combinations between air pollution stations 
are done (for details on the considered features see table 3). Totally 247 ANN were 
developed after following the described approach. The input parameters related to 
each one of the 247 ANN were combined with the features of each of the 2 
meteorological stations, in order to form the input layers of additional networks. The 
last ANN produced, had an input layer comprising of n+m input neurons where n and 
m are the number of independent parameters of the two meteorological stations 
respectively.  

Thus, a total number of 247Χ3=741 ANN were developed and they were assigned 
a vast volume of data vectors. All of the networks were multi layer feed forward and 
they employed back propagation optimization (Kecman, 2001) (Haykin,1999) (Jones, 
2005).  

The following table 3 presents a small sample of the stations considered by some 
of the networks. Obviously not all ANN have the same input layers. Additionally, 
every input vector contains also the number of the month, the day of the week (in a 
scale from 1 to 7) and the exact time of the current measurement (in a scale from 1 to 
24) in its first four fields. This was scheduled based on the annual reports of air 
quality of Ministry of Environment (MinEnv, 2011) (MinEnv, 2010). Also, except 
from the current pollutant concentration values, hourly values of each one of the 
previous 4 hours and hourly meteorological values of the previous 7 hours were 
considered. This approach was determined after several trial and error experiments. 
Tests with average daily values did not offer good results at all.  

Concluding it must be clarified that the number of input neurons varies from 85 to 
235 depending on the case and on the combination. 

Table 3. Sample of the stations considered by a sample of the developed ANN 

Network  Id Stations considered by the network 
1 THI, ARI, PAT 
2 THI, ARI, GEO 
3 THI, ARI, SMY 

……. ……. 
479 PAT, ARI, PAT, GEO, PIR, MAR, AGP 
480 PAT, ARI, PAT, GEO, SMY, AGP, PER 

……. ……. 
741 THI, PAT, ARI, PAT, GEO, SMY, PIR, MAR, AGP, PER 

 
The output layer in all ANN that were developed, comprised of 5 output neurons, 

related with the hourly O3 concentration for the temporal points of 0, 1, 2, 3, 6 hours. 
The determination of the number of hidden neurons for each ANN was done based on 
the indicative use of the following equation 1, that relates the size of the training set to 
the number of input and output neurons and to the potential level of noise in the data 
(Taylor, 2006).           (1)

The noise factor in this case was assigned the value 1, since the data were checked 
and the abnormal values were not considered. The size of the used training sets 
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(training datapairs) varied from 11,300 to 21,400 data vectors, thus the potential 
number of hidden neurons could be roughly estimated by the following relation R1 
(where MI is the number of  input neurons).  
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11300
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i

I M
N
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     (R1)

Considering the above equation and the minimum and maximum number of input 
neurons off all possible ANN (85 to 235) we can turn R1 to the following relation R2. 47 237   (R2)

Given the above relation, and the minimum and maximum number of input neurons 
off all possible ANN three weights were applied (1, 0.75, 0.5) that relate the size of 
the input vector with the number of its neurons for every ANN. Thus, three alternative 
networks were developed for each weight respectively and the total number of 
developed networks was as high as 2,223.  

Due to the extremely high volume of data vectors and due to the vast number of 
ANN developed, a piece of software entitled ann_devel.m was developed in Matlab 
R2011b that automatically created all of the data files used for the training and testing 
of the networks, it determined and implemented the architecture of the networks and 
it stored the actual output results.  

2.2 Training and Assessment of the ANN 

The construction of the networks was done automatically by running the custom 
implemented script ann_devel.m (that was discussed before) under the MATLAB 
platform. A percentage as high as 60% of the data was used in training 20% was kept 
for validation and 20% was used in the testing phase. More specifically, training was 
performed with data from 1985 to 2006 whereas validation and testing was done 
using data vectors related to years 2007, 2008 and 2009. The number of input records 
provided to the ANN ranged from 18,834 to 93,768. The vast volume of training 
vectors and the rational number of iterations performed in training are in favor of the 
generalization ability of the developed model.   

The following table 4 presents the number of cases with the best estimated values 
for each weight factor used.  

Table 4. Number of best estimations for each weight factor 

weight 
factor 

Number of ANN with 
the best performance 

Number of cases with the best 
estimation of values for all input 
vectors and for all of the ANN  

0,5 108 2,588,563 
0,75 216 2,575,653 

1 417 2,634,863 
 
Although a weight equal to1 seems to offer a higher number of ANN with the best 

performance, this is not the case when we examine the number of cases with the best 
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estimated output values for all input vectors and for all ANN. This is clearly shown 
on table 5. That is why for every case and for every network we have used trial and 
error and we have finally applied the number of hidden neurons that offer the best 
results. The obtained networks were assessed based on the coefficient of 
determination R2 and table 5 presents an indicative ranking. Another assessment was 
based on the number of times that every network offered the best results compared to 
the rest. An indicative view of this analysis is shown in table 6.  

Table 5. Ranking of the ANN based on the coefficient of determination 

Net ID Ranking R2 Factors 
394 1 0.791032 PEN, ARI, PAT, SMY, AGP 
691 2 0.784287 THI, PEN, ARI, PAT, SMY, MAR, AGP 
395 3 0.782871 PEN, ARI, PAT, SMY, MAR 

……. ……. …….  
740 525 0.657559 THI, PEN, PAT, GEO, SMY, PIR, MAR, AGP, PER 
741 546 .0651572 All stations 

……. ……. …….  

 
An important finding was that large and complicated ANN did not have good 

ranking in both assessments although they are using data from a large number of 
stations so it was expected to be able to predict best values under any circumstances. 
Afterwards, the selection of the best model was done based in two heuristics. Based 
on the first rule of thumb, the network with id 394 was considered the one with the 
best performance.  

According to the second heuristic approach, in every estimation step we have used 
the network that had offered the best results in the previous step. This means that the 
ann_devel.m script was calculating the output of the 741 ANN and that every time for 
the next estimation it was using the network that previously had the best performance. 

Table 6. Ranking based on the number of best estimations 

Net ID Ranking Number of best 
estimated cases for 

the moment 0 h 

Factors 

259 1 1435 PEN, PAT, AGP 
253 2 1207 PEN, ARI, AGP 
280 3 1125 PEN, ARI, AGP, PAT 

…….. ……. …….  
740 740 1 THI, PEN, PAT, GEO, SMY,  

PIR, MAR, AGP, PER 
735 741 1  

 
This principle was applied for all of the 5 output features. We have applied this 

rule of thumb, considering that the change of the values of the independent 
parameters between two successive measurements (hourly values) depict also the 
change in the environmental conditions. These two hypotheses were evaluated based 
on four characteristics, namely: R for every output, RMSE for every estimated value, 
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Error histograms and the number of cases that either of them satisfies. Data for the 
year 2012 (and the 8593 data vectors available) were used in this process.  

3 Assessment of the Two Heuristic Approaches 

Totally 4236 outputs were obtained, after running ANN #394 with approximately 
52% of the expected measurements missing due to malfunctioning of sensors. The 
metrics used were R2 and RMSE (Root Mean Square Error) shown in the following 
equation 2 (Iliadis, 2007) where N is the number of data records (training or testing) 

jy  is the actual value and ˆ jy  is the estimated value by the system (in training or in 

testing). Table 7 presents the performance of ANN#394. 

( )2

1

ˆ
N

j j
j

y y

RM SE
N

=

−
=


  (2)

Table 7. Performance of network 394 

Output R2 MSE (RMSE) 
0 hours 0,6971 438,982  (20,951) 
1 hours 0,6559 411,373  (20,282) 
2 hours 0,5975 437,698  (20,921) 
3 hours 0,5395 469,357  (22,279) 
6 hours 0,4278 554,953  (23,557) 

 
After the execution of the program that performs the second rule of thumb, we 

obtained 8571=365X24 outputs. In this case only 0.26% of the expected 
measurements corresponded to missing or unreliable data. Table 8 presents the 
performance of the networks that were developed following the second approach, for 
0, 1, 2, 3, 6 hours, where the time spot 0, corresponds to the data gathered at 00.00 
hours of 1/1/2010. 

Table 8. Performance of networks developed when following the second heuristic 

Output R R2 MSE (RMSE) 
0 – current 

estimation 
0,9146 0,8365 139,712  (11,820) 

1 hour prediction 0,9057 0,8203 154,735  (12,439) 
2 hour prediction 0,8909 0,7937 173,413  (13,169) 
3 hour prediction 0,8754 0,7663 193,302  (13,903) 
6 hour prediction 0,8441 0,7125 230,007  (15,166) 

 
The following figures 2a and 2b present the error histogram and R for the 0 hour 

(current estimation) and 6 hour prediction outputs. 
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a) 0 hours – current -  prediction 

 

 
b) 6 hours prediction 

Fig. 2.  

The second approach does not always offer the best choice of the optimal network 
but it offers much better results than the selection of a unique “Save Best” ANN and 
as it can be shown to table 8 and figures 2a and 2b although R2 falls from 0,8365 to 
0,7125 and RMSE raises from 11,820 to 15,166 the dispersion of the errors shows no 
outliers or significant abnormalities. 

4 Conclusions and Future Work 

The model that was developed here proves its ability to function under all 
circumstances for the year 2010, when the percentage of good function of the stations 
was as high as 99.74%. The good function index of the measurements’ stations was 
not considered in other research effort so far, since the availability of reliable data was 
believed to be certain. This has been proven wrong by the data of table 1. This model 
has the advantage that it is not influenced by a potential malfunction of monitoring 
stations, since it exploits the other available ANN to function. Its results are very 
encouraging and moreover it functions based on hourly values and not on average 
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daily ones, like most of the ANN that have been developed so far for the Ozone 
estimation in the center of Athens. It has shown that it has the potential to offer the 
authorities the chance to design and implement protection measures almost in real 
time scale, no matter if the monitoring stations operate well or not.  

Future extensions of this research effort will include the improvement of the ANN 
choice mechanism, by employing reinforcement approaches (Jones, 2005) that will 
offer reward to the best networks and penalties to the ones with poor performance. 
Finally, the inclusion if this model to a real time multi agent system will be a major 
step ahead.  
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Abstract. Several classes of simulators have been designed in the military 
domain for training and operational analysis. Joint Operations Simulation 
System (JOpsSS) is a virtual warfare analysis system that has been developed 
for planning, operational analysis and evaluating joint operations. A major 
concern in the design and development of these simulators is the training lesson 
plans for trainees with different backgrounds. The design of intelligent lesson 
plans that are adaptable to the varied needs of the trainees is a challenging task. 
In this paper, we propose an ontology based design of training, learning and 
evaluation agents that has been used to design intelligent training systems. This 
approach has proved to be very effective in modelling complex and adaptive 
warfare scenarios. An ontology that represents the military domain concepts, 
context and data is used to represent and store the knowledge-base required for 
intelligent training simulators and designing intelligent lesson plans. The 
Instructor agent assesses each trainee from the past credentials for the level of 
lesson plans and builds a concept- graph. This is dynamically adapted to suite 
the level of trainee based on the responses and bridges the gap between the 
expected and actual competency level. 

Keywords: Training simulators, Adaptive Lesson Plans, Knowledge 
Representation, Ontology, Training Effectiveness. 

1 Introduction 

Recent concerns (and the many ill-effects that military forces are suffering around the 
world) on the damages caused to the environment and bio-diversity by military 
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operations have prompted scientists to consider virtual-reality based simulators that 
give the same training experience as the real-world systems [1],[2]. With rapid 
advances in technology and increasingly complex defence systems in operation, 
substantial effort and resources are spent on training for their effective usage. In order 
to improve the efficiency, effectiveness, usage and safety of training, organizations 
and user agencies are investing heavily into developing intelligent computer-based 
training simulators. Agent based systems, that are loosely coupled but highly 
cooperative and collaborative in achieving the tasks and goals have proved to be very 
successful in design and development of virtual warfare simulators [1], [2], [3], [4], 
[5]. An important success criterion for designing such simulators is their fidelity to 
emulate the real-world training conditions. This is achieved by designing the lesson 
plans that caters to the training needs of the users. Traditionally, simulators are 
designed with pre-defined lesson plans where the rules, narratives and environments 
are created during development, as static elements with which a dynamic player will 
interact. While this approach ensures robustness and easy testability, the trainees 
easily anticipate the lessons after some cycles of learning and overcome the learning 
quickly. As often observed in many cases, if trainees can predict certain outcomes, 
their progress can be achieved by repeatedly exploiting a successfully strategy. This is 
prominent in domain dependent games and scenario-based exercises where the 
domain knowledge and experience of the players is important. An important and 
crucial requirement to the design of intelligent training simulators is, thus, the 
representation of domain knowledge and lesson plans that are dynamically adaptable 
to the various training needs of the users [7],[11],[12]. Design of intelligent lesson 
plans that are adaptable to the varied needs of the trainees and explicitly representing 
the domain knowledge that is sharable and reused across different classes of users 
with different levels of abstraction and resolutions is a challenging task. In this paper, 
we propose an ontology based design of training, learning and evaluation agents that 
has been used to develop intelligent lesson plans in military training simulators. The 
paper is organized as follows: We describe the issues in designing intelligent mission 
planning simulators, followed by ontology to design the lesson plans and their 
adaptivity to suit the various classes of users and trainers. This is followed by a case 
study for joint mission planning operations, and concludes the paper with a discussion 
of the results obtained and directions for future work.  

2 Learning Theories and Instructional Design 

In designing and developing simulators, several important factors such as the learning 
theories, cognition, behaviors and psychology need to be considered. The 
development of theories about how people learn began with Aristotle, Socrates and 
Plato. In more recent years, instructional design techniques have been developed for 
those learning theories that assess in the development of learning experiences. These 
instructional design techniques are the basis for the e-learning authoring software 
tools. The following three learning theories have been used to design the content and 
instruction in the Learning Management System in the virtual warfare training 
simulator [7], [22], [23]. 
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a) Behaviourism: Focuses on repeating a new behavioral pattern until it becomes 
automatic. The emphasis is on the response to stimulus with little emphasis on 
the thought processes occurring in the mind. This is used to design the 
instructions where the doctrines of warfare play an important role. For 
example, Understanding the capabilities of the different aircraft and weapons. 

b) Cognitivism: is similar to behaviorism in that it stresses repetition, but it also 
emphasizes the cognitive structures through which human process and store 
information. For example, use of smart weapons vs conventional dumb bombs 
in different situations. 

c) Constructivism: Takes a completely different approach to learning. It states that 
knowledge is constructed through an active process of personal experience 
guided by the learner himself. For example, a military goal is identified and the 
trainees have to construct a concept paper on how to achieve the goals. 

 
There are two basic types of learning environments: synchronous and asynchronous: 
 

• Synchronous: Synchronous learning environment is one in which an 
instructor teaches a somewhat traditional class but the instructor and students 
are online simultaneously and communicate directly with each other. 
Software tools for synchronous e-learning include audio-conferencing, video 
conferencing, and virtual whiteboards that enable both instructor and 
students to share knowledge.  

• Asynchronous: In an asynchronous learning environment, the instructor 
only interacts with the student intermittently and not in real-time. 
Asynchronous learning is supported by such technologies as online 
discussion groups, email, and online courses and can further be classified as 
Traditional asynchronous e-learning, Scenario-based e-learning, Simulation-
based e-learning and Game-based e-learning [7]. 

 
In this work, we focus on the design of asynchronous, scenario-based, simulation-
based and game-based learning simulators where the lesson plans for the trainees are 
dynamically composed form the learning objects after considering the competency 
level and gap analysis of the trainee. The learning objects are stored in a repository 
and the Instructor agent is designed to generate the lesson plan from the ontology 
concepts stored in a knowledge base after appropriately reasoning from the ontology 
and fill the competency gaps. 

3 Intelligent Mission Planning Simulators 

Several classes of simulators have been designed in the military domain for training, 
analysis, to generate strategic scenarios for forecasting, creating what-if scenarios and 
evaluating effectiveness of military operations and procedures [3].  
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Fig. 1. Architecture of the LMS for dynamically composing joint operations lesson plans 

Agent-oriented system development aims to simplify the construction of complex 
systems by introducing a natural abstraction layer on top of the object-oriented paradigm 
composed of autonomous interacting actors [6]. It has emerged as a powerful modeling 
technique that is more realistic for today’s dynamic warfare scenarios than the traditional 
models which were deterministic, stochastic or based on differential equations. These 
approaches provide a very simple and intuitive framework for modeling warfare and are 
very limited when it comes to representing the complex interactions of real-world combat 
because of their high degree of aggregation, multi-resolution modeling and varying 
attrition rate factors. The effects of random individual agent behavior and of the resulting 
interactions of agents are phenomenon that traditional equation-based models simply 
cannot capture. Fig. 2(a),(b) shows the agent based architecture of a virtual warfare 
training simulator [2],[4]. 

 

(a): Agent architecture for JOpsSS 

 
(b): Mission Planning simulator in  agent-
oriented architectures 

Fig. 2.  
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Using this simulator, users from army, navy and air force are trained in different 
aspects of warfare. Such requirements demand that the content should be dynamic and 
adaptable to the varying needs of users. Joint Operations Simulation System (JOpsSS) 
is a virtual warfare analysis simulator that has been developed for planning, analysis 
and evaluating joint operations of the Armed forces (army, navy and air-force) and 
other support organizations in order to meet the objectives set by the instructors for 
training. While the individual armed forces wargames have been used successfully for 
training and operational analysis, joint operations seem to be much more complex as 
the domain knowledge required for decision making far exceeds the individual games. 
A mission objective (goal) set by the instructor is designed within a contextual setting 
and also describing the scenario and settings within which the training is imparted and 
the trainees are assessed. The lesson plans are designed using all the four types of 
learning depending upon the nature of lessons and training to be imparted. The lesson 
plans are designed based on the domain knowledge that is explicitly represented by 
ontology of the warfare resources, aircraft, weapons, performance characteristics, 
constraints, weather, and terrain information. The lesson plans are dynamically 
adapted by asking relevant questions on the concepts of learning from the ontology 
and reasoning based on the answers to change the lesson plans accordingly. The goals 
are decomposed as tasks, and sub-tasks in a hierarchical manner, indicating the roles 
of the armed services, support organizations and people who would be collaborating 
to collectively achieve the objective (Fig. 4). The sequence and timing diagrams of 
the tasks are generated and these are associated with the resource constraints and 
resolution of conflicts. The assessment of the trainees is done by evaluating the plans 
made by the trainees to meet the goals. The Learning Management sub-system (LMS) 
in this simulator architecture (JOpsSS) is responsible for planning the lessons for the 
trainees, storing and updating the contents, evaluate the trainees and also learn from 
the behavior of the trainees for further lesson planning. The LMS consists of three 
prominent agents: Instructor agent, Learning agent and Evaluation agent. The 
Instructor agent is composed of a Lesson Planner that identifies a goal for the trainees, 
composes the lesson plan from the learning objects and given to all the trainees. The 
trainees decompose the task into a number of independent tasks that are to be 
achieved by each of the teams, in order to achieve the objectives of the goal [5].  

The Instructor agent updates the state of a lesson plan and creates a scenario that is 
based upon the information received from weather, terrain and deployment agent and 
provides an information service to the world agent after its own process of reasoning. 
This information is then used by other agents such as Manual Observation Post 
(MOP), Pilot, Unmanned Air Vehicle (UAV), Identification Friend/Foe (IFF), Radar 
Warning Receiver (RWR), Missile Warning Receiver (MWR), Laser Warning 
Receiver (LWR), Mission Planning, Sensor Performance, Target Acquisition and 
Damage Assessment and Computation (Fig. 2 (a),(b)). 

4 An Ontology Based Approach for Designing Lesson Plans  

Three main challenges in designing reusable learning objects are (i) intelligence; (ii) 
sharable; and (iii) dynamic. This is overcome by developing semantic metadata for 
providing intelligence to learning objects; developing content packaging for 
enhancing the sharability of learning objects and developing learning object 
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repository with ontologies and Semantic Web technologies for making learning 
objects more dynamic [14],[19]. To meet these challenges the following 
methodological steps are followed to design and develop the online environment of 
learning object repository.  

• Stage 1: To develop a metadata framework which integrates the most suitable 
metadata as well as proposed pedagogical and military metadata elements that can be 
applied to a variety of learning objects. 
• Stage 2: To apply a content packaging standard that packages learning objects 
together so they can be exported to and retrieved from various learning management 
systems. 
• Stage 3: To identify the ontology (i.e. a common vocabulary of terms and concepts) 
for construction education and to develop a Semantic Web environment that will 
increase sharability of objects within construction domains. 

Ontologies are specifications of the conceptualisation and corresponding vocabulary 
used to describe a domain [13],[19]. It is an explicit description of a domain and 
defines a common vocabulary as a shared understanding. It defines the basic concepts 
and their relationships in a domain as machine understandable definitions. The 
concept Aircraft is understood by its Type, Role, Armament that the aircraft carries, 
its Range and Combat potential. An example of SU 30 MKI aircraft is Fighter 
aircraft, Multi-Role, RVVAE, and 1000Kms and High Combat potential. The concept 
Ship in the Navy is defined by its classification as a Warship, Passenger ship or Cargo 
ship. A Navy Warship is identified based on its size, function, and role such as 
Aircraft Carrier, Destroyer, Frigate, Corvette, and Amphibious Ships. The sub-
concept of Aircraft Carrier itself can be further classified based on Types of Aircraft 
onboard, Range, Missile Type and Number of Missiles it can carry, Onboard Sensors 
and Performance, Lethality of the missiles, and so on. Such a classification is the 
basis of the military ontology that built for all the military resources. This ontology 
forms the knowledge base that the training simulators use to generate the lesson plans. 
We design a military ontology consisting of a formal and declarative representation 
which includes the vocabulary (or names) for referring to the terms of army, navy and 
airforce and the logical statements that describe what the terms are, how they are 
related to each other, and how they can or cannot be related to each other (Fig.3). 
Ontology therefore provides a vocabulary for representing and communicating 
knowledge about some aspect of military training and a set of relationships that hold 
among the terms in that vocabulary [15],[16],[17]. The main purpose of ontology is, 
however, not to specify the vocabulary relating to an area of interest but to capture the 
underlying conceptualisations. Noy and McGuinness [9] have identified five reasons 
for the development of an ontology: 
 
• to share common understanding of the structure of information amongst people or 
software agents; 
• to enable reuse of domain knowledge; 
• to make domain assumptions explicit; 
• to separate domain knowledge from the operational knowledge; 
• to analyse domain knowledge. 
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A generic organisational structure of learning objects for the domain of pedagogy 
design based on the premise that ontologies can help people to better share knowledge 
and to demonstrate the usefulness of the proposed resource organisational structure 
for pedagogy design. The ontology links between user needs and characteristics of the 
learning material and enable the agents to discover learning objects that are 
decentralised across the network and internet. 

In the design of the JOpsSS, military domain knowledge is represented and stored 
as ontology in Protégé. (Fig.4). Protégé is a freely available, open-source platform 
that provides a suite of tools to construct domain models and knowledge-based 
applications that use ontologies. At its core, Protégé implements a rich set of 
knowledge-modeling structures and actions that support the creation, visualization, 
and manipulation of ontologies in various representation formats (including the Web 
Ontology Language, OWL and Resource Description Framework (RDF)). Protégé can 
be customized to provide domain-friendly support for creating knowledge models and 
entering data. Further, Protégé can be extended by way of a plug-in architecture and a 
Java-based Application Programming Interface (API) for building knowledge-based 
tools and applications. 

  

 

Fig. 3. Ontology based Instructor agent to dynamically plan adaptable lessons based on 
competency gaps 

 
Protégé can load OWL/RDF ontologies, edit and visualise classes and properties; 

execute reasoners such as description logic classifiers and edit OWL individuals for 
SemanticWeb. Protégé is widely used for modelling of simple applications to high-
tech, high-powered applications [8],[9],[10]. It also offers support to ontology 
libraries and OWL language. 
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operations are assigned tasks of a campaign (Table 1). These tasks are assigned to the 
trainees with the intent of teaching concepts, examples, and field cases which are then 
evaluated in the field training. The prior training is used to compute the trainee 
competency factor, and the lesson plan initially assigned has the training competency 
level. The gap which is the difference between the two values is used to decide the 
switched lesson plan so that the semantic distance is minimised. The military 
ontology is used to traverse the concept-map that is implemented as a concept graph, 
and is used to adapt the lesson plans for the trainee with the goal of minimising the 
semantic gap in the lessons chosen. The quantitative answers for the different tasks 
given to the trainees are calculated by wargaming the tasks and generating the mission 
success factors for the two lessons: one that is conventionally computed using 
databases, and the other that uses ontology.  
     

(a) Trainee 1: To understand and evolve different strategies to gather Location 
based Intelligence necessary as pre-curser to destroy the target (Fig. 6).  

(b) Trainee 2: To understand the concepts in Mission Planning and Air Tasking 
operations (Fig. 7). 
 

The mission success factor for Trainee 1 increased from 7.2 to 9.3 and from 5.3 to 9.8 
on running the JOpsSS wargame by using the military ontology, reasoning and 
dynamically adapting the lesson plans to suit the training requirements of the trainee. 
The lessons plans for all the trainees are shown summarized in Table 1.  

The ontology requirements found an importance in military simulators mainly 
because of the Joint Warfare operations that are introduced in the course of training. 
These values may or may not have increased as much with the individual service 
wargames. This gives an intuitive indication of synergy in joint wargames that 
demand a much greater understanding of the warfare concepts and applying them in 
joint missions that surpass the boundaries of individual war games. The inherent 
notion of quantifying the synergistic effects is being explored in a separate work. 
 

 

Fig. 7. T-001 Game Scenario Lesson Plans generated for Trainee 1  
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Fig. 8. T-002 Game Scenario Lesson Plans generated for Trainee 2  

Table 1. Fuzzy antecedents (factors) to generate training lesson plans 

Mission_
ID 

Trainee Service Training 
and Field 
Operatio
ns Skills 

Lesson Plan 
(Task) 

Trainee 
Compet-
ency Factor

Training 
Compet-
ency 
Factor 

Compet-
ency Gap 

Mission 
Success 
Factor  
(1-10) 
Conventional 

Mission 
Success 
Factor  
(1-10) 
Ontology 
and 
adaptive 
lessons 

#001 T-001 Intelligence Low ESM and 
Location based 
Intelligence 
gathering 

High High Very  
Low  

7.2 9.3 

#002 T-002 AirForce High Strike and Air-
Air Combat 

High High Very  
Low 

5.3 9.8 

#003 T-003 Navy High Anti-Submarine 
Warfare 

Low Medium Medium 4.6 6.4 

#004 T-004 Logistics Low Mobilization of 
Logistics  
and Road  
Move Plan 

Low Very 
High 

Very 
High 

6.8 7.4 

#005 T-005 Army Very 
High 

Air defence 
Guns 
Deployment 

Medium High Medium 7.2 9.3 

6 Conclusions and Discussion 

We present a novel approach to the design and development of intelligent training 
simulators and the design of adaptable lesson plan using ontology. In this paper, we 
propose an ontology based design of training, learning and evaluation agents that has 
been used to design intelligent training systems. This approach has proved to be very 
effective in modelling complex and adaptive warfare scenarios in an agent-oriented 
framework. An ontology that represents the military domain concepts, context and 
data is used to represent and store the knowledge-base required for intelligent training 
simulators and designing intelligent lesson plans. A Joint Operations warfare 
simulation system is used as a case study to demonstrate the applicability of the 
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military domain concepts using Protégé software. The Instructor agent assesses each 
trainee from the past credentials for the level of lesson plans and builds a concept-
graph. This is dynamically adapted to suite the level of trainee based on the responses 
and bridges the semantic gap between the expected and actual competency level. 
While we have successfully designed and implemented a military ontology of the 
concepts of interest in a specific focused domain, its implementation on a large scale 
for several other related concepts of field exercises proved to be a difficult task. 
However, in the limited military domain, design and utility of ontology for designing 
training simulators proved to be a very fruitful investment. However, the ability to 
classify the various military resources is a very daunting task especially when the 
roles and difference in functionalities and capabilities between classes becomes 
blurred. This typically poses a major problem in crisply classifying the entities and 
hence a belongingness measures to classes are a good alternative. We are presently 
exploring the possibility fuzzy ontology and reasoning in classifying representing 
relationships in the concepts to build the military ontology. 
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Abstract. A continuous-time model of analogue K-winners-take-all (KWTA) 
neural circuit which is capable to extraction the K largest from any finite value 
N unknown distinct inputs, where NK1 <≤ , is presented. The model is 
described by one state equation with discontinuous right-hand side and output 
equation. A corresponding functional block diagram of the model is given as N 
feedforward and one feedback hardlimiting neurons, which is used to determine 
the dynamic shift of inputs. The model combines such properties as high 
accuracy and convergence speed, low computational and hardware 
implementation complexity, and independency on initial conditions. Simulation 
examples demonstrating the model performance are provided.  

Keywords: Continuous-time model, State equation,  Functional block-diagram, 
Hardlimiting neuron, Analogue K-winners-take-all neural circuit. 

1 Introduction 

It is known that K-winners-take all (KWTA) neural networks realize selection of K 
largest from N inputs, where NK1 <≤ . When K is equal to unity, the KWTA 
network is the winner-takes all (WTA) one, that finds the maximum from a set of N 
inputs [1].  

KWTA  neural networks  have many applications, in particular, choosing K  
largest elements from a longer list being a fundamental operation in data and signal 
processing, in decision making, in pattern recognition, as well as in competitive 
learning and sorting [2] - [4]. The KWTA networks are used in telecommunications 
[5] and vision systems [6], for solving problems of filtering [7], decoding [8], image 
processing [9], clustering [10]. The KWTA operation is applied in machine learning, 
mobile robot navigation, feature extraction [11], [12]. The KWTA networks can be 
used as the basic building blocks in computer-based medical diagnostics, in browsing 
and information retrieval, in data mining and analysis, in financial prediction, as a 
teaching aid, in analyzing surveys and in questionnaires on diverse items, etc. [13].   
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Analogue (or continuous-time) KWTA neural networks compared to discrete-time 
analogs are capable of providing stable performance in a wider parameter change 
range and in a wider diapason of varying a convergence speed [14]. Many different 
analogue neural networks have been proposed to solve the KWTA problem [1], [3], 
[15] - [17]. In particular, a continuous-time model of KWTA neural circuit which is 
capable of identifying the K-winning from N neurons, where NK1 <≤ , whose input 
signals are larger than those of the remaining N - K neurons, was proposed in [16]. A 
convergence analysis of the model state variable trajectories to the KWTA operation 
is presented in [18]. A discrete-time version of the model and functional block-
scheme of corresponding digital neural circuit have been proposed in [19].   

In this paper, a modification of continuous-time model of analogue KWTA neural 
circuit  proposed in [16] is derived and simulated. In contrast to the predecessor which 
exploits signum activation functions, the present model uses more simple step 
activation functions. A residual function of the model is derived by simplifying the 
residual function of the previous model. The model state equation which is a 
generalization of state equation of the existing model allows to avoid a dependency of 
its solutions of initial conditions. Since the operation of the corresponding circuit is 
independent of the initial states therefore, such a circuit does not require periodical 
resetting, special hardware and any additional processing time for this mode. This 
makes it possible simplify the model and corresponding hardware implementation, 
and to increase the speed of signal processing. It is shown by computer simulations 
that the model convergence speed to the KWTA operation is close to that of one of 
the most fast Hopfield type analogue KWTA neural networks while a computational 
and hardware implementation complexity of the model is less than the complexity of 
this network. The hardware implementation complexity of the model is close to that 
of one of the simplest continuous-time KWTA models whereas the convergence 
speed to the KWTA operation of the model is less than that of this comparable model.  

2 A Model of Analogue KWTA Circuit 

Let us be given the input vector a T
nnn )a,,a,a(

N21
= , ∞<< N1  with unknown 

finite value elements while the inputs are assumed to be located in the known range 
]a,a[ maxmin , where the numbers mina  and maxa  represent the minimal and the 

maximal possible values of inputs, respectively with Aaa minmax =− . Suppose the 

inputs are distinct and arranged in a descending order of magnitude satisfying the 
inequalities 

−∞>>>>>∞
N21 nnn aaa  ,    (1)

where N21 n,...,n,n  are numbers of the first largest input, the second largest input and 

so on up to Nth largest input inclusive. Let us design a model of analogue neural 
circuit that identifies the K  largest of these inputs, which are referred to as the 
winners, where NK1 <≤  is a positive integer.  
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Let us assume that the designed model should process the input vector a  to obtain, 

after a finite convergence time, such an output vector b T
nnn )b,b,b(

N21
=  that 

.N,,2K,1Kj,0b;K,,2,1i,0b
ji nn  ++∈<∈>  (2)

Preprocessing an input vector a  by subtracting from all its components the value 

mina  yields preprocessed inputs 

0ccc
N21 nnn >>>>>∞  , (3)

where minnn aac
kk

−= , N,...,2,1k = . Let us present the outputs of the model 

designed herein by   

                          
;K,,2,1i,0xcb

ii nn ∈>−=                    

,N,,2K,1Kj,0xcb
jj nn ++∈<−=  (4)

where x is a scalar dynamic shift of inputs [16].  
In order to design a model of an analogue KWTA neural circuit let us construct a 

procedure of finding a value of x  satisfying the conditions (4). For this purpose, let  

us assume that there exists a certain time instant *t  when a variable x  takes on a 

steady state value *xx =  that satisfies (4) and keeps it thereafter. To stop a 

computational process at the instant *t  let us formulate a condition which will control 
a number of positive outputs at each time instant during the computational process. 
To this end, the following residual function presented in [16] can be used: 

β−−=
=

N

1k
kNK2)x(R ,  (5)

where 








<−−
=−
>−

=β
0xcif,1

;0xcif,0

;0xcif,1

k

k

k

n

n

n

k  is a signum (hard limiting) function. Let us  

simplify the function (5) to the following form: 

−=
=

N

1k
k )x(SK)x(E ,   (6)

where  





≤−
>−

=
0xcif,0

;0xcif,1
)x(S

k

k

n

n
k  (7)

is a step function, and a sum )x(S
N

1k
k

=
 determines the number of positive outputs. As 

it can be seen, the function E(x)=0 if the quantity of positive outputs is equal to K. 
Therefore, an equality E(x)=0 can be used to identify a necessary number of largest 
inputs K. 
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Let us take into account that [ ]A,0x ∈ . Now we design a continuous-time 

trajectory ( )tx  which can go through the whole range [ ]A,0  and reach the value 

( )*tx  satisfying the equality 0)x(E =  from any initial condition [ ]A,0x0 ∈ . Suppose 

that a trajectory x(t) is a solution of the corresponding differential equation. Let us 
update  ( )tx  by an exponential function. For this purpose we use the following state 

equation presented in [16]: 

;x
dt

dx μ−=  1x0 = ,  (8)

where 




≠α
=

=μ
,0)x(Rif,

;0)x(Rif,0
 α  is a constant parameter (or decaying coefficient) 

which can be used to control a convergence speed of state variable trajectories to the 
KWTA operation. As one can see, the state variable trajectories of (8) are dependent 
on initial value of state variable 0x . In order to avoid this dependency let us 

generalize equation (8) to the following form:       









<−
=
>

α−=
.0)x(Eif,Ax

;0)x(Eif,0

;0)x(Eif,x

x  (9)

It is easy to see that the state variable of differential equation (9) can accept any finite 
initial value Ax0 0 ≤≤ . The mathematical model of analogue KWTA neural circuit 

can be given by state equation (9) and output equation  

xcb
kk nn −= , N,...,2,1k = . (10)

If E(x)>0, then according to (6) K)x(S
N

1k
k <

=
and the dynamic shift x(t) should be 

decreased. On the contrary, if 0)x(E < , then x(t) must be increased. In the steady 

state, when K)x(S
N

1k
k =

=
, x(t) should not be changed further. To identify K largest 

inputs, the state equation (9) must progressively provide a proper shift x that 
gradually approaches and finally falls into the range between the (K+1)st and the Kth 

maximum values of inputs, i.e. K
*

1K c)t(xc <≤+ . Once a shift x  is in the range 

between 1Kc +  and Kc , the outputs (10) exactly provide the KWTA operation. A 

rigorous analysis of global convergence of the model state variable trajectories to the 
KWTA operation exceeds the maximal permissible volume of this paper. Such the 
analysis can be performed under the condition 0>α  like as it was fulfilled for the 
previous model in [18]. The results of computer simulations demonstrating a 
convergence of the model state variable trajectories to the KWTA operation are given 
below.  
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Note that the model (9), (10) can be also used in the case of time-varying inputs 
)t(a

kn , N,...,2,1k =  if the module of speed change of such inputs is much less than 

that of state variable x during transients. In other words, in this case condition 

dt/dxdt/da
kn << , (11)

N,...,2,1k =  should be satisfied for each *tt < . As it can be seen from (9) in order to 
match the condition (11), the value of parameter α  should be chosen large enough.  

The functional block-diagram of an analogue KWTA neural circuit built based on 
the model described by state equation (9) and output equation (10) is shown in Fig. 1. 
The diagram contains inputs N1 a...a , summers ∑, an inverting integrator I with a gain 

α , external sources of constant signals min0 a,A,x,K , blocks  N1 S,...,S  of step 

functions )x(Sk , N,...,2,1k = , outputs N1 b...b , and variable structure functions 





<−
≥

=+ 0)x(Eif,Ax

;0)x(Eif,0
)x(S 1N  and 





≤
>

=+ .0)x(Eif,0

;0)x(Eif,x
)x(S 2N  

As one can see, from an analogue hardware implementation complexity point of 
view, the circuit contains 2N +  summers, 2N +  switches, one integrator and four 
sources of constant signals (or three sources of constant signals if 0x0 = ). For 

comparison, one of the first continuous time KWTA neural networks of Hopfield type 
proposed in [1] can be implemented in analogue hardware using three multipliers, 

4N +  summers, 1N +  sigmoid limiters, N  integrators and six sources of constant 
signals. It is easy to see that the presented architecture is simpler than this network 
from implementation point of view. An implementation of one of the simplest 
comparable models of analogue KWTA neural network, recently proposed in [15], 
requires N+1 summers, N switches, one integrator and one source of constant signals. 
Thus, the hardware implementation complexity of  the proposed model is close to that 
of this comparable model. 

From a computational complexity point of view the presented model in each 
updating cycle needs a consecutive performing of N+5 additions/subtractions, two 
logic operations, one amplification and one integrating operation. The KWTA 
network presented in [1] requires for this purpose a consecutive fulfilling of N+2 
multiplications, 3N +  additions/subtractions, one sigmoid function operations and 
one integrating operation. As it is known, a multiplication requires much larger 
processing time than an addition/subtraction. Therefore, it is observable that the 
computational complexity of an updating cycle of the proposed model is less than  
that of this network. The model presented in [15] needs N+2 additions/subtractions, 
one logic operation, one amplification and one integrating operation in each updating 
cycle. Thus, the computational complexity of an updating cycle of the presented 
model is close to the computational complexity of this comparable model.  

A resolution of the proposed model is theoretically infinite and it does not depend 
on its parameter values. In other words, if inputs are distinct, then the model can 
always identify them in accordance with the KWTA property (2). Since the model is 
capable of correctly processing any finite value distinct inputs, its resolution is the 
same as in other comparable neural networks with the same property [1], [15].  
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Fig. 1. Architecture of the KWTA circuit described by the model (9), (10) 

Since in contrast to the predecessor the present model can operate correctly with 
any initial condition Ax0 0 ≤≤ , therefore the KWTA circuit implemented on the 

base of this model does not require a periodical resetting for repetitive processing of 
input sets, corresponding analogue supervisory circuit as well as spending additional 
processing time. This simplifies the hardware and increases the speed of signal 
processing.  

3 Computer Simulation Results 

In order to illustrate the theoretical results presented in this paper, let us consider two 
examples with corresponding computer simulations which demonstrate the processing 
of inputs by the herein proposed continuous-time model of analogue KWTA neural 
circuit. Let us use for this purpose corresponding program codes of MATLAB 
language and a 1.81 GHz desktop PC. 
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Example 1. Let us apply for the model  (9), (10) 100 uniformly randomized inputs 
∈a  [-10000, 10000] of increasing sizes N=2, 3, …, 100, uniformly randomized and 

rounded towards nearest integer }1N,...,2,1{K −∈ , and random initial states ∈0x  [-

10000, 10000], i. e. A=20000. We use a variable order Adams-Bashforth-Moulton 
solver of non-stiff differential equations ODE113 having set relative and absolute 
error tolerances equal to 1e-15. The maximal, average and minimal convergence 
times of state variable trajectories to the KWTA operation in the model with 

610=α are presented in Fig. 2.  

 

Fig. 2. Maximal, average and minimal convergence times of state variable trajectories to the 
KWTA operation in the KWTA model (9), (10) in Example 1. 

Let us compare the model (9), (10) performance with that of one of the most fast 
model of analogue KWTA neural networks of Hopfield type presented in [17]. We 
consider the transient behaviors of the KWTA network model (20) and KWTA model 
(31), (32) with piecewise-constant activation functions presented in Fig. 5 – Fig. 7 and 
Fig, 8 – Fig. 11 correspondingly in [17]. Let us compare these behaviors with the 
transient dynamics of the proposed model depicted above in Fig. 2. It is not hard to see, 
that all these models demonstrate close convergence time of state variable trajectories to 
the KWTA operation. However, the model (20), and the model (31), (32) proposed in 
[17] are more complex and contain restrictions on its parameter values.  

We compare the model (9), (10) performance with that of one of the simplest 
models of analogue KWTA neural networks proposed in [15] which contains the 
Heaviside step activation function. We analyze the state variable transient behaviors 
shown above in Fig. 2 and that in the kWTA model proposed in [15] and depicted in 
Fig. 6 of this paper. As it can be seen, the convergence time of state variable 
trajectories to the KWTA operation in the model (9), (10) is less by three orders on 
average.  
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Example 2. In order to analyze the model performance for time-varying inputs, let us 
consider the simulation presented below (adopted from [17]). We simulate the model 
behavior in the case of a set of the following four continuous-time sinusoidal signals: 

( )( )[ ]1k2.0t2sin10)t(a
kn −+π=  (k=1,2,3,4), i.e. 4N =  and K=2. Since such inputs 

are time-varying, the corresponding KWTA problem is also time-varying. To reduce 
the computational time, let us use the finite-difference equation with a sampling 
period 001.0t =Δ  instead of differential equation (9) in order to realize the model 
iteratively. The four inputs, transient state variable and the four outputs of the model 
are presented in Fig. 3, in which 20=α , 10A =  and 0x0 = . The simulation results 

show that the KWTA model is capable of determining the two largest inputs from the 
time-varying signals. Note that a correct performance is achieved with the value of 
parameter α  being by one order less than that of the model presented in [17]. 

Thus, according to computer simulation results, the convergence time of state 
variable trajectories to the KWTA operation in the proposed model is close to that of  
the models of analogue KWTA networks of Hopfield type. However, a hardware 
implementation complexity of the model is less than that in these networks. On the 
other hand, the convergence speed in the presented model is higher than that of one of 
the simplest continuous-time KWTA models. The simulation results demonstrate a 
good matching of theoretical derivations and show that the proposed model is capable 
of effectively identifying not only the largest time-constant inputs but also the 
maximal time-varying signals.  
 

 

Fig. 3. Inputs,  state variable and output signals of the KWTA model (9), (10) in Example 2. 
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4 Concluding Remarks 

This paper presents a continuous-time model and a corresponding functional block-
diagram of an analogue K-winners-take-all neural circuit designed based on the input 
signal dynamic shifting approach. The model is capable of selecting K maximal 
among any finite value N unknown distinct inputs, where NK1 <≤ . The model 
residual function and activation functions are simpler than such functions in the 
previous continuous-time KWTA model. Computer simulations show that a 
convergence time of the model state variable trajectories to the KWTA operation is 
close to that of one of the fastest continuous-time KWTA networks of Hopfield type. 
A hardware implementation complexity of the proposed model is less than that of this 
network. The hardware implementation complexity of the proposed model is close to 
that of one of the simplest analogue KWTA models. According to computer 
simulations, the convergence speed of state variable trajectories to the KWTA 
operation in the presented model is less than that in this comparable model.  

In contrast to the previous model, the operation of the proposed model is 
independent of the initial states. Therefore, the analogue neural circuit implemented 
on the base of this model does not require a periodical resetting, the corresponding 
hardware and spending extra processing time for this mode which is useful for real 
time signal processing. Since the presented model does not contain limitations on its 
parameter values and it is simpler than analogue KWTA neural networks of Hopfield 
type therefore the model and the corresponding architecture of analogue KWTA 
neural circuit can be applied for rising a functioning precision and  simplification of 
analogue sorting networks, order-statistics filters, analogue fault-tolerant systems [4]. 
Since the presented model has a higher speed of processing inputs than other 
comparable analogs therefore it can be used for reducing a data processing time on 
the basis of faster parallel sorting, for acceleration a digital image and speech 
processing, coding and digital TV by rank-order filtering [7], [15]. Further 
investigations are directed towards the model implementation with an up-to-date 
hardware, its generalization on the case of time-varying signal processing, and various 
applications.  
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Abstract. The aim of this study is to simulate a network traffic ana-
lyzer that is part of an Intrusion Detection System - IDS, the main focus
of research is data mining and for this type of application the steps that
precede the data mining : data preparation (possibly involving clean-
ing data, data transformations, selecting subsets of records, data nor-
malization) are considered fundamental for a good performance of the
classifiers during the data mining stage. In this context, this paper dis-
cusses and presents as a contribution not only the classifiers that were
used in the problem of intrusion detection, but also the initial stage of
data preparation. Therefore, we tested the performance of three clas-
sifiers on the KDDCUP’99 benchmark intrusion detection dataset and
selected the best classifiers. We initially tested a Decision Tree and a
Neural Network using this dataset, suggesting improvements by reduc-
ing the number of attributes from 42 to 27 considering only two classes
of detection, normal and intrusion. Finally, we tested the Decision Tree
and Bayesian Network classifiers considering five classes of attack: Nor-
mal, DOS, U2R, R2L and Probing. The experimental results proved that
the algorithms used achieved high detection rates (DR) and significant
reduction of false positives (FP) for different types of network intrusions
using limited computational resources.

Keywords: Datamining, Network Intrusion Detection System, Decision
Tree, Neural Network, Bayesian Network.

1 Introduction

With the enormous growth of computer networks usage and the huge increase
in the number of applications running on top of it, network security is becoming
increasingly more important. As shown in [2], all computer systems suffer from
security vulnerability whose solution is not only technically difficult but also very
expensive to be solved by manufacturers. Therefore, the role of Intrusion Detec-
tion Systems (IDSs), as special purpose devices to detect anomalies and attacks
in the network, has become more and more important. KDDCUP’99 dataset
is widely used as one of the few publicly available data sets for network-based
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anomaly detection systems. It has been used as the main intrusion detection
dataset for both training and testing [1] different Intrusion Detection schemes.
However your research shows that there are some inherent problems in the KD-
DCUP’99 dataset[1] that must be corrected before performing any experiment.

Many researchers are devoted to study methodologies to project (IDSs), [3]
employed 21 learned machines (7 learners, namely J48 decision tree learning
[4], Naive Bayes [5], NBTree [6], Random Forest [7], Random Tree [8], Multi-
layer Perceptron [9], and Support Vector Machine (SVM) [10] from the Weka
[11] collection to learn the overall behavior of the KDDCUP’99 data set), each
trained 3 times with different train sets to label the records of the entire KDD
train and test sets, which provided 21 labels for each record. Surprisingly, about
98% of the records in the train set and 86% of the records in the test set were
correctly classified with all the 21 learners. Moreover, each dataset record was an-
notated with a #successfulPrediction value, which was initialized to zero. Once
the KDD set had provided the correct label for each record, they compared
each record predicted label given by a specific learner with actual label, where
#successfulPrediction was incremented by one by one if a match was found.
Through this process, the number of learners capable of correctly labeling that
given record was calculated. The highest value for #successfulPrediction was
21, which conveys the fact that all learners were able predict that record label.
Once conducted a statistical analysis on this data set and proposed a new data
set,NSL-KDD,which consists of selected records of the complete KDDCUP99
[13] dataset and does not suffer from any of mentioned shortcomings.

[12]Proposed a new learning algorithm for adaptive network intrusion detec-
tion using Naive Bayesian classifier and decision tree, which performs balance
detections and keeps false positives at an acceptable level for different types of
network attacks, thus eliminating redundant attributes as well as contradictory
examples from training data that make the detection model complex. Panda and
Patra [14] used Naive Bayes for anomaly detection and achieved detection rate
of 95%. Faroun and Boukelif [15] used Neural Networks with K-mean clustering
and showed detection rate of 92%. Gaddam and Phoha [16] proposed a method to
cascade clustering and decision tree for classifying anomalous and normal data.
We used the dataset KDDCUP’99 in our research as proposed by [3] and then
we proposed some improvements changes in the dataset through preprocessing
to reduce the number of attributes from 42 to 27. Using the modified dataset, a
study was conducted on the problem of Intrusion Detection using data mining,
Initially, we tested a Decision Tree and a Neural network using this dataset,
suggesting improvements in it, by reducing the number of attributes from 42 to
27 and considering only two detection classes normal and intrusion. Following
the simulation we discuss some of the improvements in the work of [3]. Then,
using the original KDDCUP’99 Dataset [13], we solved the same problem using
two classifiers (Decision Tree and Bayesian networks) considering five classes of
detection: Normal, DOS,R2L,U2R and Probing. In section 2 we presented the
considerations about KDDCUP’99 Dataset are presented, in section 3 the con-
cepts about Intrusion Detection Systems are discussed, in section 4 we presented
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the Description of the used algorithms, in section 5 a description and discussion
of the experiments, and finally the conclusions on section 6.

2 Considerations about the KDDCUP’99 Dataset

The KDDCUP’99 dataset was used in the 3rd International Knowledge Dis-
covery and Data Mining Tools Competition for building a network intrusion
detector. In 1998, DARPA intrusion detection evaluation program, a simulated
environment was set up to acquire raw TCP/IP dump data for a local-area net-
work (LAN) by the MIT Lincoln Lab to compare the performance of various
intrusion detection methods. The KDDCUP’99 dataset contest uses a version of
DARPA’98 dataset[12]. DARPA98 is about 4 gigabytes of compressed raw (bi-
nary) tcpdump data of 7 weeks of network traffic, which can be processed into
about 5 million connection records, each with about 100 bytes. The two weeks
of test data have around 2 million connection records. KDD training dataset
consists of approximately 4.900.000 single connection vectors each of which con-
tains 41 features and is labeled as either normal or an attack, with exactly one
specific attack type [3]. Attack types were divided into 4 main categories as fol-
low: i. Probing Attack is an attempt to gather information about a network
of computers for the apparent purpose of circumventing its security controls.
ii. Denial of Service (DOS) Denial of Service (DOS) is a class of attacks
where an attacker makes some computing or memory resource too busy or too
full to handle legitimate requests, denying legitimate users access to a machine.
iii. User to root (U2R) is a class of exploit in which the attacker starts
out with access to a normal user account on the system (perhaps gained by
sniffing passwords, a dictionary attack, or social engineering) and is able to ex-
ploit some vulnerability to gain root access to the system. iv. Remote to user
(R2L) This attack happens when an attacker sends packets to a machine over
a network that exploits the machines vulnerability to gain local access as a user
illegally. There are different types of R2U attacks; the most common attack in
this class is done by using social engineering. In the KDDCUP’99 dataset these
attacks (DoS, U2R, R2L, and probe) are divided into 22 different attacks types
that are tabulated in Table 1. Not only they refer to the specific case of KDD-
CUP’99 Dataset, there are lots of known computer system attack classifications
and taxonomies, some of them have been analyzed in this research [19].

Table 1. Different Types of attacks in KDDCUP’99 Dataset

Attack Classes 22 Types of Attacks

DoS back,land,neptune,pod,smurt,teardrop

R2L ftp-write,guess-passwd,imap,multihop,phf,spy,warezclient,warezmaster

U2R buffer-overflow,perl,loadmodule,rootkit

Probing ipsweep,nmap,portsweep,satan
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2.1 Inherent Problems of KDDCUP’99 DataSet

The total number of records in the original labeled training dataset is 972.781
for Normal, 41.102 for Probe, 3.883.370 for DoS, 52 for U2R, and 1.126 for R2L
attack classes. One of the most important deficiencies in the KDD data set is
the huge number of redundant records, which causes the learning algorithms to
be biased towards the frequent records, and thus prevent them from learning
unfrequented records which are usually more harmful to networks such as, U2R
and R2L attacks. Besides, the existence of these repeated records in the test set
will lead to biased evaluation results by the methods with better detection rates
on the frequent records. We addressed this matter by removing all the repeated
records on both KDD train and test set, and kept only one copy of each record.
Tables 2 and 3 show the statistics of repeated records on the KDD train and
test sets, respectively.

Table 2. Statistics of Redundant Records in the KDD Train Set [3]

Original Records Distinct Records Reduction Rate

Attacks 3.925.650 262.178 93.32%

Normal 972.781 812.814 16.44%

Total 4.898.431 1.074.992 78.05%

Table 3. Statistics of Redundant Records in the KDD Test Set [3]

Original Records Distinct Records Reduction Rate

Attacks 250.436 29.378 88.26%

Normal 60.591 47.911 20.92%

Total 311.027 77.289 75.15%

3 Intrusion Detection Overview

Intrusion detection (ID) is a type of security management system for computers
and networks. An ID system gathers and analyzes information from various
areas within a computer or a network to identify possible security breaches,
which include both intrusions (attacks from outside the organization) and misuse
(attacks from within the organization). A network based IDS (NIDS) monitor
and analyze network traffics, and use multiple sensors for detecting intrusions
from internal and external networks [17]. IDS analyze the information gathered
by the sensors, and return a synthesis of the input of the sensors to system
administrator or intrusion prevention system. System administrator carries out
the prescriptions controlled by the IDS. Today, data mining has become an
indispensable tool for analyzing the input of the sensors in IDS. Ideally, IDS
should have an attack detection rate (DR) of 100% along with false positive
(FP) of 0%. Nevertheless, in practice this is really hard to achieve. The most
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Table 4. Parameters for performance estimation of IDS[2]

Parameters Definition

True Positive (TP) or Detection Rate (DR) Attack occur and alarm raised

False Positive (FP) No attack but alarm raised

True Negative (TN) No attack and no alarm

False Negative (FN) Attack occur but no alarm

important parameters involved in the performance estimation of IDS are shown
in Table 4.

Detection rate (DR) and false positive (FP) are used to estimate the perfor-
mance of IDS [18] which are given as bellow:

DR =
Total Detected Attacks

Total Attacks
∗ 100 (1)

FP =
Total Misclassified Process

Total Normal Process
∗ 100 (2)

4 Description of the Used Algorithms

An Artificial Neural Network (ANN) is an information processing paradigm that
is inspired by the way biological nervous systems, such as the brain, process
information. It is composed of a large number of highly interconnected processing
elements (neurons) working in unison to solve specific problems. ANNs, like
people, learn by example. An ANN is configured for a specific application, such
as pattern recognition or data classification, through a learning process. Learning
in biological systems involves adjustments to the synaptic connections that exist
between the neurons. This is true of ANNs as well. In this study we use multi-
layer neural network (MLP) employing backpropagation algorithm.

Decision trees are a classic way to represent information from a machine learn-
ing algorithm, and offer a fast and powerful way to express structures in data.
The J48-WEKA algorithm used to draw a Decision Tree. The same is a version
of an earlier algorithm developed by J. Ross Quinlan, the very popular C4.5.

Bayesian networks (BNs), belong to the family of probabilistic graphical mod-
els . A Bayesian network, or belief network, shows conditional probability and
causality relationships between variables. The probability of an event occurring
given that another event has already occurred is called a conditional probability.
The probabilistic model is described qualitatively by a directed acyclic graph.
The vertices of the graph, which represent variables, are called nodes. The nodes
are represented as circles containing the variable name. The connections between
the nodes are called arcs or edges. The edges are drawn as arrows between the
nodes, and represent dependence between the variables.

5 Methodology and Experiments

Nowadays data mining has become an indispensable tool for analizing the input
of used sensors in IDS. The objective of this research is to simulate a network
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traffic analyzer that is part of an IDS, as described in the abstract, to do this
we tested the performance of three classifiers by employing the KDDCUP99
dataset and selected the best classifiers based on the parameters described in
Table 4. The methodology used in this study used the data mining steps that
consists of three stages: (1) the initial exploration - this stage usually starts with
data preparation which may involve cleaning data, data transformations, select-
ing subsets of records and in case of data sets with large numbers of variables
(”fields”) - performing some preliminary feature selection operations to bring
the number of variables to a manageable range (depending on the statistical
methods which are being considered) (2) model building or pattern identifica-
tion with validation/verification - this stage involves considering various models
and choosing the best one based on their predictive performance and (3) deploy-
ment - that final stage involves using the model selected as best in the previous
stage and applying it to new data in order to generate predictions or estimates
of the expected outcome.

In the initial experiments, we used the modified KDDCUP’99 dataset, pro-
posed by [3]. However some modifications were initially made by reducing the
numbers of attributes from 42 to 27, for the following reasons: using statistics of
software ”Weka”, some attributes that had unique value were eliminated, among
them ”num outbound cmds” and ”is host login.” Additionally, we eliminated at-
tributes with high correlation coefficient, it was considered attributes strongly
correlated those with correlation coefficients greater than or equal to 0.8. Our
aim was to make the selection of attributes instead of synthesis, reason why we
eliminated these attributes[1]. Highly correlated attributes influence each other
and bring little information, as a result it is not interesting to maintain them in
the data set, and so we used PCA (Principal Components Analysis) available in
the ”Weka”. The following attributes were removed : sensor rate, same srv rate,
srv serror rate, st host srv serror rate, rerror rate, srv rerror rate, srv count. It
is important to mention that Data mining is a step in the KDD process that
consists of applying data analysis and discovery algorithms that produce a par-
ticular enumeration of patterns (or models) over the data. We focus primarily on
the statistical approach to model fitting, which tends to be the most widely used
basis for practical data mining applications given the typical presence of uncer-
tainty in real world data generating processes, in other words the modifications
made to the dataset reflect real world conditions.

Some attributes were selected and normalized: wrong fragment, count, dura-
tion num failed logins, num compromised,dst host srv rerror rate,num file cre
ations,num access files and dst host count, these values were normalized with
the values assumed in the interval [0,1]. Normalization is necessary in order to
provide the data the same order of magnitude. Without this procedure some
quantities could have existed quantities which would be more important than
others. .Once the changes were made the ”dataset” provided by [16] now has 27
attributes, as a result we obtained some improvements in relation to the perfor-
mance of the classifiers, decision tree and neural network used in the study of
[3] whose simulation results are shown on Table 5. The first classifier used was a
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decision tree(algorithm J48 from ”Weka”) to conduct training and testing. The
algorithm J48 is an implementation of the C4.5 algorithm in java. In Table 5, it
is clear that by using the test data and decision tree, we obtained a detection
rate of 99.4% for normal connections and 91.1% for intrusion and false positives
of 8.9% and 6%. During the simulations with a neural network we used the fol-
lowing parameters 23 neurons in the input layer, two in the intermediate layer,
an one in the output layer, learning rate 0.3, momentum 0.2, sigmoid activation
function for all neurons, 50000 epochs, For the test data we obtained a detection
of 95% for normal connections, 92.3% for intrusion and 7.7% of false positives
for normal connections and 5% for intrusion. The total number of instances cor-
rectly classified by the decision tree, was 95.12% and in the work of [3] was
93.82% by the neural network was 93.47% and in the work of [3] was 92.26%,
thus reducing attributes according to the techniques previously shown which fa-
vored a better performance of the classifiers with respect to the results obtained
by the work of [3]. In the experiments described above we used the ”modified
dataset” proposed by[3] considering only two classification classes : normal and
intrusion. The dataset proposed in [3] is suitable, however the changes made in
this study show that the results obtained by the classifiers are better. We made
additional experiments, using the dataset proposed by [13], adopting the five
classes of attack: Normal, DOS, Probing, R2L and U2R. Some modifications were
made in the dataset, before carrying out the next step, data mining : we elimi-
nated the single valued attributes num outbound cmds and is host login. After
selecting these attributes we normalize the following attributes: wrong fragment,
num failed logins, num compromised, num file creations, num access files,
count, dst host count and duration, these values were normalized with the val-
ues assumed in the interval [0,1]. Following, there was a balance between the
classes, selecting records in a manner inversely proportional to the occurrences
in accordance with Table 7. While doing this process, we encountered two invalid
records in the KDD test set, number 136.489 and 136.497. These two records
contain an invalid value, ICMP, as their service feature. Therefore, we removed
them from the KDD test set. After the changes were made in the dataset, two
classifiers were used in the simulations , Decision Tree algorithm (J48) and the
Bayesian Network whose results are shown on Table 6. The decision tree scored
better than the Bayesian network, especially in the classification of instances
belonging to the class of R2L attacks, the decision tree correctly classified 95.2%
of the records of this class, since the Bayesian network, only managed to cor-
rectly classify 69.3%. As for the other classes (Normal, Probe, DOS, U2R), the
performance of both classifiers was similar. Comparing the results presented in
this study, Table 6, with the work of [12] which used a hybrid system employing
the algorithm ID3 with a Naive Bayes classifier, the results of [12] were bet-
ter, except for the detection of false positive of R2L class. The following values
were obtained by [12] for detection rate (DR%) and false positive (FP%): nor-
mal 99.72% and 0.06%, probe 99.25% and 0.39% Dos 99.75% and 0.04%, U2R
99.20% and 0.11%, R2L 99.26% and 6.81%. However, the results obtained in the
second experiment, Table 6, are acceptable. For R2L class we achieved better
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Table 5. Results for test using J48 Decision Tree and Neural Network MLP, given the
dataset provided by [3] and the reduction of attributes from 42 to 27

Classifier Normal Intrusion

Decision Tree (DR%) 99.4% 91.1%

Decision Tree (FP%) 8.9% 6%

Neural Network (DR%) 95% 92.3%

Neural Network (FP%) 7.7% 5%

Table 6. Results for the test dataset [3], considering five classes

Classifier Normal Probe Dos R2L U2R

Decision Tree (DR%) 98.9% 98.3% 99.7% 95.2% 93.9%

Decision Tree (FP%) 0.04% 0.02% 0.03% 0.01% 0.01%

Bayesian Network (DR%) 99.1% 93.5% 98.7% 69.3% 90.03%

Bayesian Network (FP%) 0.13% 0.05% 0.02% 0.14% 0.06%

Table 7. Number of Records by class in the Kddcup99 (10%) Dataset[13], with pro-
posed reductions for train and test

Class attack Dataset (10%) Train Test

Normal 97294 12607 2887

Denial of Service (DOS) 391458 36929 9607

Remote to User (R2L) 1113 911 202

User to Root (U2R) 51 31 21

Probing 4106 1247 293

Total 494022 51816 13020

results, such as 0.01 for false positive (FP%) and [12] obtained 6.81%. while the
DoS attack type appears in 79% of the connections, the U2R and R2L attack
types only appears in 0.01% and 0.225% of the records respectively. And these
attacks types are more difficult to predict and and the more costly if missed.

Some rules extracted from decision tree used in the simulations of the second
experiment, using the J48 algorithm, are illustrated below . The first rule asso-
ciated with attacks of type ”probe” corresponds to the detection of open ports
and services on a live server used during an attack. The third rule concerns the
”scans” performed on multiple hosts looking for open ports (e.g. TCP port =
1433). The rules associated with attacks of type R2L are characteristic of ac-
cess to e-mail box and operations of download and upload files. The last two
rules, which identify the type U2R attacks identify hidden files trying to evade
antivirus programs running on the client machine overloading the buffer.

RULE 1 (DOS) - IF((flag=REJ OR flag=RSTO OR flag=SO) AND land
LESS THAN 0.5) THEN label = neptune.

RULE 2 (Probe) - IF (count LESS THAN 3.5 AND (service=eco i OR ser-
vice=ecr i) THEN label=ipsweep.
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RULE 3 (R2L) - IF (service=pop 3 OR service=telnet) THEN label=guess
passwd.IF((service=pop 3 OR service=telnet) AND (num failed logins LESS
THAN 0.5) AND (flag!=REJ OR flag!=RSTO) AND (service=http OR ser-
vice=login)) THEN label=ftp write.

RULE 4 (U2R) - IF (dst bytes LESS THAN 665.5) THEN label=rootkit. IF
(dst bytes GREATER THAN 665.5) THEN label=Buffer overflow

6 Conclusions

In the models proposed in this study some simplifications were considered:
”Probing” is not necessarily a type of attack except if the number of iterations
exceeds a specific threshold. Similarly a packet that causes a buffer overflow is
not necessarily an attack. Traffic collectors such as TCP DUMP that is used in
DARPAS’98 are easy to be overwhelmed and drop packets in heavy traffic, were
not checked the possibilities of packets dropped. The ”dataset” proposed by [3]
which consists of selected records of the ”dataset” has unique advantages, as
it does not include redundant or duplicate records which could bias the results
obtained by the classifiers. However, the experiments in this study showed that
it is possible to reduce the number of attributes from 42 to 27, improving the
performance of the decision tree classifiers and neural network in accordance
with the results shown in Table 5 and compared to the work of [3].

In experiments performed with the original dataset [13] and modified accord-
ing to Table 7 and Table 6, we conclude that the initial stages of the process
of knowledge discovery in databases: data selection, pre-processing and trans-
formation are essential for the data mining. The procedures used in the second
experiment: attribute selection, data normalization, allowed to obtain satisfac-
tory results shown in Table 6 that are within acceptable standards in accordance
with the results presented in [12]. The results obtained by [12] were higher than
those shown in Table 6, because the use of hybrid systems proposed by [12].
However [12] did not provide the decision rules obtained by decision tree, what
is important in the process of knowledge discovery in database.

Tests were performed with a group of classifiers, where the best classifiers
for both cases were the decision tree (J48 algorithm) and Neural Network. The
Bayesian network was not a good classifier for five classes of attacks. We believe
that the methodology presented in this study may help researchers to compare
different methods of intrusion detection.
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Abstract. We present a near linear algorithm for determining the lin-
ear separability of two sets of points in a two-dimensional space. That
algorithm does not only detects the linear separability but also computes
separation information. When the sets are linearly separable, the algo-
rithm provides a description of a separation hyperplane. For non linearly
separable cases, the algorithm indicates a negative answer and provides
a hyperplane of partial separation that could be useful in the building of
some classification systems.

Keywords: Classification, linear separability, 2D geometry.

1 Introduction

Linear separability is an important problem in the sense that it is underlying to
numerous other problems, especially in the area of classification. However, the
problem of linear separation is that all the known algorithms have high minimal
complexities (greater than O(n)) to determine the separability and/or find a
separation direction. This is mainly due to the fact that either they stay at an
abstract level without using geometrical aspects, or they use too specific and
costly geometrical properties such as the convex hull.

In this paper, we propose an efficient algorithm (with complexity close to
O(n)) that determines the linear separability of two data sets in a two dimen-
sional space. Moreover, when the sets are separable, the algorithm provides a
separation direction, that is to say, the normal to a separation line, together with
a threshold allowing for the distinction of the two sets along that direction.

According to the high speed of that algorithm, it could be useful in many
classification processes based on a succession of linear separations. It could also
be useful for feature reduction/selection by choosing a minimal subset of fea-
tures where the sets are linearly separable, or to provide different separators for
different subsets of features.

2 State of the Art

There are several existing algorithms to test the linear separability of two sets
of points in a given space and to determine a separating hyperplane. The most
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common one is the perceptron [13], whose complexity order is given by the
Novikoff’s theorem [11]. More complex techniques like SVMs may also be used
but, as they provide better quality results, their complexity is even higher. In
the same way, there are convex and linear programming techniques. There exist
also faster methods but whose results are not ensured in all cases, like the quad-
rant solution proposed in [6,5]. Another approach, inspired from the quadrant
algorithm is to compute the set of points X − Y and to determine whether the
origin of the space is included in the convex hull of that set or not. However,
that method is at least in O(||X ||.||Y ||) which is more expensive than some
classical algorithms and the algorithm we propose in this paper. The following
paragraph presents a brief list of the main methods for testing linear separability
together with their complexities in two dimensions (for further details, see the
more complete survey by D. Elizondo [4]).

2.1 Methods for Testing Linear Separability

The methods for testing linear separability between two classes can be divided
into five groups:

– Solving systems of linear equations. These methods include: the Fourier-
Kuhn elimination algorithm [9], and the Simplex algorithm [1]. The original
classification problem is represented as a set of constrained linear equations.
If the two classes are LS, the two algorithms provide a solution to these
equations.

– Computational geometry techniques. The principal methods include
the convex hull algorithm and the class of linear separability method [15]. If
two classes are LS, the intersection of the convex hulls of the set of points that
represent the two classes is empty. The class of linear separability method
consists in characterising the set of points P of R

d by which it passes a
hyperplane that linearly separates two sets of points X and Y .

– Neural networks techniques. The perceptron learning algorithm [10,14]
is the most widely used neural network based method for testing linear sep-
arability. If the two classes are LS, the perceptron algorithm is guaranteed
to converge after a finite number of steps, and will find a hyperplane that
separates them. However, if the sets are not separable this method will not
converge.

– Quadratic programming. These methods find a hyperplane that linearly
separates two classes by solving a quadratic optimisation problem. This is
the case for the SVM [2,3,7,12].

– The Fisher Linear Discriminant method. This method [8] tries to find
a linear combination of input variables, w × x that maximises the average
separation of the projections of the points belonging to the two classes C1

and C2 while minimizing the within class variance of the projections of those
points. However, the resulting hyperplane does not necessarily separates the
classes.
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Other original methods exist, like the Tarski elimination algorithm [16]. However,
they have larger complexities than most of the algorithms listed above.

If we consider the particular case of R2, we obtain the complexities given in
Table 1. According to all these algorithms, our original contribution is the de-
sign and implementation of a linear separability determination algorithm whose
complexity is near linear. So, it is faster than all those algorithms in most cases.

Table 1. Computational complexities of classical methods for testing the linear sepa-
rability for n points in R

2

Method Complexity

Fourier Kuhn O(n4)

Simplex >> O(n2)
Quick Hull O(n.log(n))

Class of Linear Separability O(n2)

Perceptron Algorithm ≥ O(n2) for LS sets and ∞ for non LS sets

3 Theoretical Aspect

The design of our determination algorithm is based on several theoretical results
that are valid, for some of them, in n dimensions. However, according to the
scope of this paper, they are all expressed in two dimensions.

Theorem 1. Let A and B, two sets of points of R2. A and B are lineraly sep-
arable iff ∃v ∈ R

2, a direction in R
2, such that:

∀a ∈ A, ∀b ∈ B, a.v > b.v
or ∀a ∈ A, ∀b ∈ B, a.v < b.v

(1)

Together with this theorem, the following lemmas and definition are the funda-
mental basis of our linear separability determination algorithm.

Lemma 1. Let A and B, two linearly separable sets of R2. Then, there exists
at least one couple (as, bs) ∈ A × B such that a normal vector ns to the vector
[asbs] verifies:

∀a ∈ A, ∀b ∈ B, a.ns ≥ b.ns

or ∀a ∈ A, ∀b ∈ B, a.ns ≤ b.ns
(2)

Definition 1. A tangential line of a set A is any line T , with normal nT , that
contains at least one point aT of A such that:

∀a ∈ A, a.nT ≥ aT .nT

or ∀a ∈ A, a.nT ≤ aT .nT
(3)

The following lemma is the last theoretical basis that is used in our algorithm.

Lemma 2. Let T be a tangential line common to sets A and B with normal nT

and contact points aT ∈ A and bT ∈ B such that:

aT .nT = bT .nT (4)
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∀a ∈ A, b ∈ B, (aT − a).nT × (bT − b).nT ≤ 0 (5)

Let’s denote by AT and BT the respective subsets of A and B that lie on line T .
If AT and BT are linearly separable then the sets A and B are also linearly

separable.

The Lemma1 directly comes from two
simple facts. The former is that the con-
vex hull of a set is geometrically deter-
mined by the points in that set, and
the latter is that two non-intersecting
sets (linearly separable) share at least
one common tangential line. In our poly-
hedral context, the notion of tangential
line of a set A is any line that contains at
least one point of A while all the other
points of A lie on the same side of the
line. This is depicted in Figure 1 and
formally described in Definition 1.

It can be noticed that there may be an
infinite number of tangential lines going
through one same point of a given set.

B

A

Common tangential line

Fig. 1. Tangential line common to two
sets A and B in two dimensions

The justification of Lemma2 comes from the fact that if the points in AT and
BT are linearly separable, then it is possible to find a slight non-null rotation of
T such that:

– exclusively some points of AT (or BT symmetrically) lie on the rotated line

– all the points of B (symmetrically A) are on the opposite side of the points
of A (symmetrically B) according to the rotated line

thus providing a line of separation. The main configurations of AT and BT sets
in two-dimensions are depicted in Figure 2 together with the LS property of the
sets A and B. It can be seen that for the three LS configurations, it is possible
to perform a slight rotation of the tangential line in order to keep on the line
only some points from the same set (A or B), whereas this is not possible in the
last case on the bottom-right, due to the spacial overlapping of the sets AT and
BT .

Finally, the approach we propose in this paper to determine the linear sepa-
rability of two sets A and B in two dimensions consists in finding a tangential
line T common to both sets A and B, whose respective contact points fulfill
Lemma1 and such that the corresponding subsets AT and BT respectively of A
and B on T are linearly separable.
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T

T T

T

LS LS

LS

B

B B

B

A

B
T

T

Not LS

A A

AA

Fig. 2. Main configurations of tangential line common to sets A and B in two dimen-
sions and their respective LS nature

4 Algorithm

The global scheme of our algorithm can be decomposed in several parts:

1- Finding a common tangent to the two sets A and B such that A and B are
on opposite sides of the tangent

2- Testing whether the subsets of points of A and B that are on the tangent are
linearly separable

3- Deducing the separation line (if it exists) and its associated normal
4- Determining the separation threshold along the normal

4.1 Finding a Common Tangent

Finding a common tangent consists in finding a couple of points (as, bs) ∈ A×B
that verifies Lemma 1. As stated before, such a couple does not exist in most
cases of non linearly separable sets. The particular case of the existence of such
a couple when the sets are not linearly separable is taken into account in the
following step of the process. So, in this part we focus only on the process used
to find whether such a couple exists or not and to determine one when it exists.

The finding process is an iterative process that modifies a direction vector n
in order to find one for which the projections of sets A and B (scalar products)
have an overlapping interval reduced to a single value. That common value cor-
responds to the projections of points as and bs along the direction n, which is
normal to [asbs] by construction. So, the algorithmic scheme is as follows:
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Algorithm 1. Common tangent finding algorithm

n : current direction vector for the scalar products
t : current tangent
indMaxA : index of the point of A having the largest scalar product with n
psMaxA : scalar product of A(indMaxA) and n
indMinB : index of the point of B having the smallest scalar product with n
psMinB : scalar product of B(indMinB) and n
history : list of couples of points defining t that have already been encountered
cycle : Boolean indicating that a cycle has been found in the process

initialize n (with gravity centers of A and B)
repeat
Compute the scalar products of points of A and B with n and stores the max of
A in (indMaxA, psMaxA) and the min of B in (indMinB, psMinB)
// In the above treatment, the orientation of n is taken such that
// it maximizes the difference psMinB − psMaxA
if psMinB < psMaxA then

if (indMaxA, indMinB) ∈ history then
cycle ← true // The sets A and B are not linearly separable

else
insert (indMaxA, indMinB) into history
t ← unity vector going from point A(indMaxA) to point B(indMinB)
n ← normal vector to t

end if
end if

until cycle = true or psMaxA ≤ psMinB

Our algorithm relies on the fact that when there is no common tangent to the
sets A and B, the process reaches a cycle. Figures 3 and 4 respectively depict the
process in the two cases. Another important remark related to the termination
of that process is when psMaxA is strictly smaller than psMinB. In this case,
the linear separability is directly obtained and steps 2 and 3 can be skipped in
the main algorithmic scheme.

4.2 Separability of Points on the Tangent

This part of the algorithm is quite simple as it consists in determining whether
two sets of points that lie on the tangent are overlapping or not. So, it reduces
to a very simple case of linear separation determination in one dimension as the
considered points are aligned by construction. This can be achieved straightfor-
wardly by computing the minimal and maximal positions of both sets of points
that lie on the tangent and checking if the obtained segments are overlapping or
not. Some representative examples are drawn in blue and green in Figure 2.

4.3 Final Separation Line and Normal

This step consists in deducing one separation line and its associated normal
from the common tangent. This is achieved by applying a slight rotation to the
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Fig. 3. Example of a tangent finding in 3 iterations. Black points are the successive as

and bs. Blue outlines denote the max of A and min of B along vector n.
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Fig. 4. Example of cycle reaching for non linearly separable sets

common tangent. In fact, that rotation is performed by adding to the current
tangent a very small orthogonal vector in the pertinent orientation. Then, the
resulting vector is normalized and its normal is deduced. So, there are two issues
in this step. The former is how to determine the rotation direction, i.e. the
orientation of the added orthogonal vector? and the latter is how to determine
the rotation amplitude, i.e. the length of the added orthogonal vector?

Rotation direction: in the previous steps, the orientation of the normal is sys-
tematically chosen to put A under B along that direction. Thus, if we choose
the orientation of the common tangent so that the couple (tangent, normal) is
direct, the rotation direction can be directly deduced from the relative order of
AT and BT along the tangent. Indeed, if AT is under BT , the rotation must be
to the right (that is to say in the opposite direction to the normal), otherwise
the rotation must be to the left (same direction as the normal).
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Rotation amplitude: it corresponds to the length of the orthogonal vector that
is added to the tangent. This length is upper bounded by the relative positions
of sets A and B on either sides of the tangent. An upper bound can be deduced
by the ratio of the length of the projection interval of both sets A and B over
the tangent, and the minimal distance to the tangent of all the points not on it.

Finally, by computing the projection interval of both sets A and B over the
tangent (Pint), and the minimal distance to the tangent line (Dmin) of all
the points but those on it, the separation line s is obtained by the following
combination of the tangent t and its normal n:

s = Pint.t+ rd.Dmin.n (6)

where rd is the rotation orienta-
tion (either 1 or -1).

As mentioned before, the ori-
entation of the normal is always
computed in order to get A un-
der B along that direction, in
the previous steps. This has the
practical advantage of implicitly
providing the separation conven-
tion that points of A will always
be under the threshold along the
normal direction whereas points of
B will be over it.

B

A

line
final separation

t

s

Dmin

P

final normal

Pint

n

Fig. 5. Computation of s and deduction
of the separation line and normal

4.4 Separation Threshold

The separation threshold is the value that separates the projections of A and B
along the normal. It is obtained by computing the scalar product of the normal
n with a point P (the pivot) that is located between the two sets along the
normal. Hence, the scalar product of n with any point of A and B will be either
strictly under the threshold or strictly over it. That pivot P can be taken as the
middle point of the segment formed by the maximal point of A along n, and the
minimal point of B. This requires a last series of scalar product computations
of n with all the points of A and B. Figure 5 depicts the elements implied in the
tangent rotation and translation to obtain the final separation line and normal.

Finally we obtain a complete linear classifier (a vector and its associated
threshold) that allows us to completely separate the two sets A and B by simply
projecting the points over the normal and compare them to the threshold.

5 Complexity

Concerning the global computational complexity of our algorithm, the first step
is the more complex one and the most expensive. In fact, the complexities of the
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other steps are at most in O(n) (where n = ||A||+ ||B||) whereas the complexity
of the first step is in O(α.n) whose coefficient α corresponds to the number of
iterations to get the tangent (or a cycle). That number is difficult to estimate
as the number of required iterations does not directly depend on the number of
points in A and B but on their positions. However, a worst case can be exhibited
that consists of two sets forming two kinds of hyperbolas. In such a case, the
number of iterations to get the tangent could be O(n), thus implying a global
complexity of O(n2). Fortunately, a particular choice of initial direction with the
two gravity centers avoids such behavior and reduces the number of iterations
much under n. In the following section, a statistical analysis is performed on the
execution times of the algorithm in order to estimate its complexity range.

6 Experimental Results

The program implementing our algorithm is written in standard C++. The
statistical analysis has been performed on a laptop with an Intel i7-2720QM
CPU at 2.20GHz, 8Gb RAM and Linux 64bits with 3.2 kernel. However, we do
not focus on absolute performances here but on the global shape of the execution
time evolution in function of the data sets sizes. In the following experiments,
the reported execution times are a mean of 20 executions. Since the standard
deviations and the differences between max and min times stay very small in
all cases, they are not included, for clarity sake, in Figure 6 that presents the
executions times in function of the number of points for typical cases of sets.

A first important feature shown by those results is that the global behavior
of the algorithm is merely the same whatever the configurations of sets A and
B. In addition, linear bounds have been included to point out the overall linear
tendency of the algorithm. A comparison between linear regressions of the results
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Fig. 6. Execution times in function of the problem size for typical cases
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and x.log2(x) regressions have also confirmed that the curves are closer to the
linear case. Moreover, it has been observed that the number of iterations in the
first step of the algorithm does not follow the progression of the number of points
and stays very small (between 2 and 6), confirming the limited influence of the
sets sizes over the convergence speed.

7 Conclusion

An algorithm has been proposed to determine the linear separability of two sets
of points in two dimensions. When the sets are separable, the algorithm provides
a linear classifier (vector and threshold) that separates the two sets. A complexity
analysis together with experimental results have shown that the algorithm has
a near linear complexity. The natural following of this work will be to extend
our algorithm to deal with higher dimensional spaces while preserving its near
linear complexity.
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in Fault Detection Problems
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Abstract. In this work a diagnostic approach for nonlinear systems is
presented. The diagnosis is performed resorting to a neural predictor of
the output of the system, and by using the error prediction as a feature
for the diagnosis. A locally recurrent neural network is used as predictor,
after it has been trained on a reference behavior of the system. In order
to model the system under test a novel training algorithm that uses
an explicit calculation of the cost function gradient is proposed. The
residuals of the prediction are affected by the deviation of the parameters
from their nominal values. In this way, by a simple statistical analysis
of the residuals, we can perform a diagnosis of the system. The Rössler
hyperchaotic system is used as benchmark problem in order to validate
the diagnostic neural approach proposed.

Keywords: Locally recurrent neural networks, nonlinear systems diag-
nosis, gradient-based training.

1 Introduction

Different approaches for fault detection using mathematical models have been
developed in the last 20 years. See, e.g., [1] [2]. One of the most common ap-
proaches to fault diagnosis is based on models. The basic idea is to compare the
operating conditions of the system under test with that calculated by the model.
The difference between said two signals is called residual, and throughout a suit-
able threshold can be used to perform the diagnosis. The residual is calculated
by means of analytical methods such as observers, parameter estimation meth-
ods or parity equations [2] [3], or through artificial intelligence techniques, such
as neural networks [4] [5] if an accurate mathematical model of the system is not
available. The main advantages of neural networks are the ability to cope with
nonlinearities and the possibility to train the diagnostic system with historical
data without requiring a precise knowledge of the process [6] [7]. In the case of
diagnosis of dynamic systems, dynamic neural networks are used to catch the
behavior of the system [8] [9]. The calculus of the residual of dynamic systems
in general is difficult to accomplish, because the behavior depends on the partic-
ular initial state of the system, so that the model which generates the reference

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 125–134, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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signal should be able to predict the behavior of the system even for scenarios
never experimented before. In this case modeling the systems often becomes an
identification problem, in which locally recurrent neural networks showed to be
quite suitable in several kinds of dynamic systems [7] [10] [11] [12]. Several au-
thors resorted to the training algorithms proposed in [7] and [10], but no new
substantial evolution has been presented in literature after that works, excepted
some proposals to assume a second order minimization method rather than the
classical gradient descent method [13]. On the other hand, some issues hold in
the use of such algorithms, in particular because the formulation of the error
function to minimize during the training is implicitly dependent on the previous
samples. Furthermore, one cannot directly control the stability of the training.
In [14] the issue of the stability of such kind of networks has been widely treated.
In the present work, a new training algorithm is presented, which at the same
time overcomes the problems of training and stability, in this way allowing one
to extend the applicability of the method. Said algorithm is prompted by the
Binet’s formula (1843) which calculates the generic term of the Fibonacci’s se-
quence as an explicit function of the golden ratio. The same formulation allows
us to express the impulse response of an IIR filter as a linear combination of
power of poles of the filter, then it is possible to explicitly calculate the gradient
of the error with respect to the parameters and to take under control the sta-
bility. This paper describes a model-based diagnostic approach designed using
artificial neural networks. In fact a dynamic neural network can be trained to
predict the next sample of the input to the diagnosed process at normal operat-
ing conditions and then to generate residuals. Fault detection can be performed
if a parameter deviation in the system under test determines a change in the
dynamics of the diagnostic signal that appreciably affects the residual.

The organization of the paper is as follows. In Section 2 locally recurrent neu-
ral networks are introduced. In Section 3, a training method for neural networks
with locally recurrent neurons is presented. Such neural networks are used as
signal predictor of the process at normal operating conditions. In Section 4, a
method of diagnosis model-based is presented. Section 5 reports the experimental
results referring to the benchmark of Rössler system.

2 Neural Model

The artificial neural network used to model the system behavior belongs to the
class of so-called locally recurrent globally feed-forward networks [7]. Its struc-
ture is similar to a multi-layer perceptron where neurons are organized in lay-
ers, but dynamic properties are achieved using neurons with internal feedbacks.
Each neuron is an infinite impulse response (IIR) filter, which gives rise to an
Auto-Regressive-Moving-Average (ARMA) filter. This structure is a generalized
version of the neuron with an activation feedback model [14]. The block struc-
ture of the k − th neuron considered is presented in Fig. 1.(a). Dynamics are
introduced into the neuron in such a way that the neuron activation depends on
its internal states. This is done by introducing a linear dynamic system (the IIR
filter) into the neuron structure.
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(a) (b)

Fig. 1. Neural model: (a) Structure of the k − th neuron with IIR filter, (b) Neural
network structure

The input of the k − th neuron sk(t) is passed to the IIR filter of the order
r. Here, the filters under consideration are linear dynamic systems of different
orders. The states of the k − th neuron in the network can be described by the
following state equation:

xk(t) = ak · xk(t) + sk(t) (1)

where ak = [ak1, ak2, . . . , akr] is the weights vector of the AR part of the IIR
filter and xk(t) = [xk(t− 1), xk(t− 2), . . . , xk(t− r)]T is the state vector. Finally
the neuron output is described by:

yk(t) = f(bk · xk(t) + bk0 · sk(t)) (2)

where f(·) is the activation function, bk = [bk1, bk2, . . . , bkr] is the vector of
feed-forward filter parameters, bk0 is the weight of the input.

The locally recurrent networks possess many advantages over classical recur-
rent networks [6] [7], but it is a difficult task training them because of the implicit
representation of the error, then it is impossible calculating the gradient of the
cost function to apply a gradient-based training algorithm. In this paper a new
formulation is proposed that overcomes this limitation. The reasoning applied
here to the locally recurrent neural networks represents the extension of the Bi-
net’s formula for the calculation of the Fibonacci’s sequence terms. In fact, said
sequence can be viewed as the impulse response of an ARMA filter of the second
order having unitary recursive weights. More specifically, our aim is to calculate
the impulsive response of the single neuron, so that it becomes possible to ex-
plicitly calculate the output of the neuron by means of the convolution product
and then calculate the error with respect to the desired output.

First of all, let us consider the scalar state variable represented by {x} (see
Fig. 1.(a)). The calculation of the sequence {x} is performed by the equation (1).
In particular, when the input of the neuron is a unitary impulse, the (1) gives
us the impulse response {h}:
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h(1) = 1

h(t) = a1 · h(t− 1) + · · ·+ ar · h(t− r) (3)

The derivative of this expression cannot be calculated with respect to coefficients
ai because they affect the value of all the past samples of the state. Let us now
suppose that there exist two constants c and z such that:

h(t) = c · zt (4)

By substituting this expression in (3), we obtain:

c · zt = a1 · c · zt−1 + · · ·+ ar · c · zt−r (5)

from which:

c · zt−r · (zr − a1 · zr−1 − · · · − ar−1 · z − ar) = 0 (6)

The (6) has two trivial solutions: c = 0 and z = 0, which cannot generate the
sequence h(t). Furthermore, we have r solutions corresponding to the zeros of
the polynomial between parentheses:

zr − a1z
r−1 − · · · − ar−1z − ar = 0 (7)

Each solutions of (7) gives rise to a succession of the form (3), but none of them
furnishes exactly such succession, because they have only one degree of freedom.
Nevertheless, as (3) is linear, a linear combination of general solutions is itself a
general solution of (7), therefore, by combining the r solutions of the form (4)
deriving from the solutions of (7), we can obtain a general solution with r degrees
of freedom

h(t) = c1 · zt1 + · · ·+ cr · ztr. (8)

The r constants ci in (8) can be determined by imposing the equality of the first
r terms of the succession given by (3) and by solving the corresponding following
system, where the unknowns are the constants ci:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

h(1) = c1 · z1 + · · ·+ cr · zr
h(2) = c1 · z21 + · · ·+ cr · z2r
...
h(r) = c1 · zr1 + · · ·+ cr · zrr

(9)

Denoting with ∗ the convolution product, the (2) can be so re-written:

yk(t) = f
(
(bk ∗ {sk} ∗ {hk})t + bk0 · sk(t)

)
(10)

where the subscript t indicates the t− th term of the convolution product within
parenthesis.

In the (10) the parameters of the neuron explicitly appear in the output of the
neuron, which allows one to calculate the derivative of the output with respect
to said parameters.
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2.1 Neural Network Scheme

In Fig. 1.(b) the structure of the neural network assumed in this work is shown.
For sake of simplicity, we have a single-input single-output network, only one
hidden layer, where dynamic of the network is concentrated, and a linear activa-
tion function is assigned to the output neuron. In the following of the paper we
will refer to said neural structure, so that a lake of generality will be unavoid-
able, but such a treatment has the advantage of the simplicity and matches the
exigencies of the paper.

In the scheme of Fig. 1.(b), {i} represents the input succession, w =

[w1 . . . wK ]
T
is the weights vector of the links between the input neuron and the

hidden layer,K is the number of hidden neuron, {s} and {y} are respectively the

input and the output vector successions of the hidden layer, v = [v1 . . . vK ]
T
is

the weights vector of the links between the hidden layer and the output neuron,
{u} is the output succession. On the basis of these definitions and the equa-
tion (10) we can explicitly express the output of the neural network to the time
instant t as a function of the input and the parameters of the network:

u(t) = f
[
[b ∗ (w · {i}) ∗ {h}]t + b0 · [w · i(t)]

]
· v (11)

where b is the collection of all the forward weights in the K hidden neurons, {h}
is the set of the impulsive responses, b0 is the vector of adynamic weight in the
hidden neurons (see Fig. 1.(a)).

3 Training Algorithm

The neural network is trained to iteratively forecast the next sample for a given
stream of N samples. The classical gradient descent method is used as training
algorithm, minimizing the mean squared error of the training set. Let us define
the following cost function:

J =
1

2N

N∑
t=1

[u(t)− i(t+ 1)]2 (12)

3.1 Evaluation of the Gradient

In order to perform the minimization of J we need to define the derivative
with respect to each parameter of the network. In the following, said derivatives
are reported. In order to calculate the derivatives, for a given set of network
parameters, all the intermediate values, for the time instant t = 1, . . . , N have
to be evaluated. This allows us to simplify the expression of the derivatives. By
defining ε(t) = u(t)− i(t+ 1), the derivatives can be so written:

1. Derivative with respect to the weight vk, k = 1, . . . ,K:

∂J

∂vk
=

1

N

N∑
t=1

ε(t) · yk(t) (13)
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2. Derivative with respect to the weight bk0, k = 1, . . . ,K:

∂J

∂bk0
=

1

N

N∑
t=1

ε(t) · ∂u(t)
∂bk0

=
1

N

N∑
t=1

ε(t) · vk · ∂yk(t)
∂bk0

=
1

N

N∑
t=1

ε(t) · vk · wk · f ′(yk(t)) · i(t)
(14)

3. Derivative with respect to bks, k = 1, . . . ,K, s = 1, . . . , r. This calculation
is a bit more difficult than the previous ones, because a convolution product
is involved.

∂J

∂bks
=

1

N

N∑
t=1

ε(t) · ∂u(t)
∂bks

=
1

N

N∑
t=1

ε(t) · vk · ∂yk(t)
∂bks

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))∂[(bk ∗ {sk} ∗ {hk})t + bk0 · sk(t)]
∂bks

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))({sk} ∗ {hk})t−s

(15)

where f ′(·) indicates the derivative of the activation function, (g)t indicates
the t − th sample of g and the subscripts that do not fulfill the constraint
correspond to a null value of g.

4. Derivative with respect to aks, k = 1, . . . ,K, s = 1, . . . , r. This derivation
needs some preliminary remarks. Such coefficients affect the impulse response
of the recursive part of the neuron (see Fig. 1.(a)), so that the derivation
chain requires one more passage than the previous derivative. Furthermore,
the impulse response h is given by a linear combination of powers of the
zeros (see eq. (8)), therefore in order to take under control the stability
of the network it is preferable to modify directly the zeros rather than the
parameters aks [14]. Once the zeros have been set, the parameters aks can be
easily determined and then we can calculate the constants ci with the method
described above. As a consequence, the derivatives will be calculated with
respect to the zeros zi rather than to the feedback coefficients aks, and the
dependence of both aks and ci on zi is neglected in calculating the gradient.

∂J

∂zks
=

1

N

N∑
t=1

ε(t) · ∂u(t)
∂zks

=
1

N

N∑
t=1

ε(t) · vk · ∂yk(t)
∂zks

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))∂[(bk ∗ {sk} ∗ {hk})t + bk0 · sk(t)]
∂zks

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))∂[(bk ∗ {sk} ∗ {
∑r

m=1 cm · zpm}p<t)t]

∂zks

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))
t−1∑
p=1

({sk} ∗ {bk})t−p · p · cs · zp−1
s

(16)
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5. Derivative with respect to the weight wk. This weight affect the output of
the neuron through the input sk to the k−th hidden neuron. We will obtain:

∂J

∂wk
=

1

N

N∑
t=1

ε(t) · ∂u(t)
∂wk

=
1

N

N∑
t=1

ε(t) · vk · ∂yk(t)
∂wk

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))∂[(bk ∗ {sk} ∗ {hk})t + bk0 · sk(t)]
∂wk

=
1

N

N∑
t=1

ε(t) · vk · f ′(yk(t))[(bk ∗ {i} ∗ {hk})t + bk0 · i(t)]

(17)

3.2 Training of the Neural Network

The equations from (13) to (17) allow us to calculate the gradient of the cost
function (12) with respect to all the parameters of the network. The classical
gradient descent method is used as training algorithm:

Γm+1 = Γm − η · ∇J (18)

where Γ is the set of all network parameters, m is the iteration index and η
is the learning rate. Given N + 1 consecutive samples of the input signal, the
training proceeds exactly as for the static MLP neural networks. If the activation
function of hidden neurons f(·) is linear, the cost function J results convex, and
the convergence to the global minimum is guaranteed provided that a suitable
learning rate is chosen. On the other hand, the analytical approach to find said
minimum is not feasible, because the derivation with respect to the zeros zi is
approximated.

The training process is a bit more complicated if the f(·) is nonlinear, because
the cost function J is no longer convex and the issue of the local minima has to
be handled.

4 Diagnostic Approach

In this paper a Fault Detection approach is proposed, which can be applied to
both linear and nonlinear systems. First a neural network like that in Fig. 1.(b)
is trained off line by means of the procedure described above in order to predict
one step ahead the output signal of the system. Let N + 1 be the number of
available training samples of the signal. The number of hidden neurons and the
number of state variables are determined by a trial and error procedure. When
the trained network is used to predict the signal, unavoidably the output will
exhibit a certain prediction error or residual. On the basis of a validation signal,
different from the training signal, the statistic distribution of the residual is
estimated both in the case of nominal value of all the parameters and when
one or more of them have a value within the tolerance range. This allows us to
determine a threshold for the detection of the fault.
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As the real objective is not predicting the signal but rather detecting the
occurrence of a fault, it could be difficult to establish a priori a proper goal
value of the mean squared error. In fact, usually, with a high sampling rate
we could obtain a small residual even with a network without dynamics, whose
prediction is simply equal to the last sample. Nevertheless, such a network hasn’t
any information on the dynamic of the signal. Instead, our objective is to capture
the dynamics of the system. To this end, the diagnosis is made performing the
network as an autonomous predictor on the validation sequence. A number of
neural networks with rising number of hidden neurons and state variables are
first trained and then tested on the validation set. The network which correspond
the best approximation is used to perform the diagnosis.

For each system parameter, four residuals are calculated, corresponding to
the prediction of one or more output variables in correspondence of the nominal
value, an extreme value within the tolerance range and a variation of ±10% with
respect to the nominal value. The average and the variance of each residual are
used as feature for the diagnosis. A greater number of experiments can aid to
better describe the frontier decision for the fault detection, whereas in general
further test points improve the detectability of faults.

5 Results

In order to show the suitability of the method, even for the diagnosis of dy-
namic systems, where the behavior in faulty state often cannot be predicted, a
chaotic system has been chosen to validate the proposed method. In particu-
lar the Rössler’s hyperchaotic system [15] has been used, whose paradigm was
initially defined to describe chemical processes, but one demonstrated that it is
suitable to model a wide class of chaotic physical systems. In [16] an electronic
circuit implementing system defined in [15] is described. The difficulty to inter-
pret the residual signal is due to the fact that the trajectory in the state space
critically depends on the initial state of the system, therefore one cannot define
a fault free behavior as reference. The equations that describe the system are:⎧⎪⎪⎨

⎪⎪⎩

ẋ1 = −x2 − x3

ẋ2 = x1 + a · x2 + x4

ẋ3 = x1 · x3 + b
ẋ4 = −c · x3 + d · x4

(19)

where a=0.25; b=3; c=0.5; d=0.05. A hyperchaotic behavior can be observed
starting from the following initial state condition: (-15;11;0.2;23).

In order to show the suitability of the method, we tried to detect a variation
of parameter a of the model. A 1-3-1 network structure has been adopted, with 2
state variables in the hidden neurons and hyperbolic tangent activation function.
Such network is trained over 200 samples in order to iteratively predict one
step ahead the state x1 on the basis of the past samples, when all the system
parameters are at their nominal value. In Fig. 2, the trend of mean squared error
on the training set is reported.
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Fig. 2. Trend of mean squared error on the training set

Fig. 3. Error prediction Probability Density Function

After the training phase, the reference value of the average and the variance
of the residual are evaluated by performing the signal prediction being all the
parameters at their nominal value but the initial state different from that one
of the training signal. A number of test has been performed, by predicting the
variable x1 with all the parameters at their nominal value and with a variation
of the parameter a of the 5% in the first series and of the 10% in the second
one. In Fig. 3 the statistical results of this trial are summarized. As it can be
observed, the statistical distribution of the prediction error is strongly affected
by the value of the parameter which has been changed. This allows one to detect
the occurrence of the deviation of a parameter, without the need of a preliminary
classification of all the possible behaviors in presence of faults.
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6 Conclusions

In this paper a neural based fault detection for nonlinear systems is proposed.
The model of the system under test is realized by means of a locally recurrent
neural network which is trained by using an original algorithm that allows one
to represent the gradient of the cost function in explicit form. The detection of
faults is based on the analysis of residuals. The approach, validated on the case
of parameter deviation of the Rössler system, shows that it is suitable for the
parametric faults detection in nonlinear systems.
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Abstract. In industrial plants, the analysis of signals provided by monitoring 
sensors is a difficult task due to the high dimensionality of the data. This work 
proposes the use of Autoassociative Neural Networks trained with a Modified 
Robust Method in an online monitoring system for fault detection and self-
correction of measurements generated by a large number of sensors. Unlike the 
existing models, the proposed system aims at using only one neural network to 
reconstruct faulty sensor signals. The model is evaluated with the use of a database 
containing measurements collected by industrial sensors that control and monitor 
an internal combustion engine. Results show that the proposed model is able to 
map and correct faulty sensor signals and achieve low error rates. 

Keywords: sensors, calibration, fault detection, autoassociative neural 
networks, signal monitoring system. 

1 Introduction 

Instrument selection, distribution, installation and control are considered to play an 
important and key role in a company’s engineering operations. The existing fieldbus 
protocols, also known as industrial network protocols (Profibus, Modbus, Hart, ASI), 
allow for better communication and interaction between operators and engineers and 
the field equipment. As a result, reliable measurements are obtained as well as 
information regarding possible system failures [1]. However, it is not unusual for a 
sensor, and sometimes the most critical one, to have a degradation that is overlooked 
by the operator and for this reason be the cause of an undesired shutdown of the 
production process [2]. 

The last few decades have witnessed the development of technologies for 
monitoring industrial process conditions during plant operations [3]. To this end, 
industries have been seeking to replace periodic maintenance by condition-based 
maintenance strategies as a means by which to obtain a potentially more efficient 
online method.  

Computational Intelligence techniques have been used in the development of fault 
detection methods [4][5][6]. These methodologies, in which computational models 
are designed for the purpose of predicting real system outputs, is unsuitable for 
performing sensor diagnosis because it is based on correct input data (measurements 
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via sensors) and assumes that the inputs into the real system and into the model are 
fault-free. When there is a noticeable difference between the output of the real system 
and the output of the model, one assumes that there is a problem in the real system. In 
the case of sensor monitoring and diagnosis, the goal is to find the malfunctioning 
sensors (system inputs) that cause such problems [7].  

The motivation of this work was to develop a model that would be able to perform 
online monitoring and self-correction of multiple sensor measurements in order to 
reduce maintenance costs, minimize the risk of using uncalibrated or faulty sensors, 
increase instrument reliability and consequently reduce equipment inactivity. The 
model is based on Autoassociative Neural Networks [8] with a modified training 
procedure (M-AANN). 

2 Autoassociative Neural Network Architecture 

Autoassociative neural networks are inspired by the NLPCA (nonlinear principal 
component analysis) methodology [9][10]. In simplified terms, in this method the 
system input data are mapped to the output data by means of a nonlinear function G. 
The reconstruction of the original data is carried out by a “demapping” function 
expressed by a nonlinear function H. Functions G and H are selected so as to 
minimize information loss during the mapping-demapping process. The mapping-
demapping procedure is implemented by an autoassociative neural network (AANN), 
whose architecture consists of two serially connected neural networks responsible for 
the implementation of the mapping function, G, and of the demapping function, H, as 
shown in Fig. 1. 
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Fig. 1. Autoassociative neural network 

Autoassociative neural networks have already been used for correcting signals 
provided by a single sensor [8][11]. The model proposed in this work employs 
AANNs with a modified training procedure for correcting signals from multiple 
sensors. 

Input Mapping DemappingBottleneck Output 
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3 Self-correction Model 

The objective is to correct the measurements from a set of sensors when their 
performance is degraded due to improper sensor installation, aging or deformation as 
a result of exposure to unsuitable ambient conditions. Sensor measurements are the 
inputs to the self-correction model, which calculates the best estimate of the input 
vector. The main element of the self-correction model is the Autoassociative Neural 
Network (AANN), which is used to reconstruct the signals. The AANN plays the role 
of an identity matrix when the measurements are fault-free, and of a nonlinear 
function that is able to reconstruct signals when any degradation is detected in them. 
The development of the self-correction model comprises the following steps. 

Step 1 - Sensor Correlation: the degree of correlation between the variables is a 
significant aspect when an AANN neural network is to be used as a monitoring 
system [8][12]. In situations where the correlation is high, drift, offset or noise in one 
of the sensors do not have significant effects on the response of the AANN because its 
output is related to all the inputs by means of a large number of weights and patterns. 
It was observed in this study that although all the sensors were monitoring the same 
plant, they did not always show a high degree of correlation. Thus, when there is a 
large number of sensors and correlations are not uniform, it is proposed that the 
sensor set be subdivided into smaller groups with similar correlations such that better 
signal approximations can be obtained. 

Step 2 – Data Preprocessing: the database must be cleaned by removing inconsistent 
or incomplete data before training the AANN. Then, data normalization is performed. 
In this work, where the activation function of the hidden layer neurons is of the tansig 
(tangent sigmoid) type, measurements were mapped to a range of [-1, 1] in order to 
simplify the training process.  

Step 3-  Estimating the number of neurons: the complexity of an AANN is defined 
by the number of neurons in the bottleneck layer [8][13] (see Fig. 1). Although the 
number of neurons in the mapping and demapping layers affects the neural network 
performance, the number of neurons in the bottleneck layer has a more significant 
effect on the quality of the response. Distinct topologies are trained and tested in order 
to evaluate the number of neurons required to provide the AANN with the ability to 
correct a sensor’s measurements. The network must be trained with a database 
containing disturbed data. The number of neurons in the mapping and demapping 
layers is then selected with the aim that the desired response can be obtained under 
noise-free conditions. The network will then be able to reconstruct a sensor signal 
with the help of the existing correlation with the signals from other sensors.  

Step 4- Modified Robust Training Method (M-AANN): the aim of this step is to 
provide the network with the ability to reconstruct signals that present abrupt errors at 
the same time. The robust training method proposed by [11] can reconstruct  
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measurements resulting from faulty sensors, provided the faults are not simultaneous, 
using one or more AANNs [14][15]. The robust AANN is able to reconstruct sensor 
measurements when a single sensor in the group has failed, but in the reconstruction 
of the faulty signal there are deviations in the outputs of the fault-free sensors.  

With the objective of improving the response of the AANN network in the presence 
of multiple faults and of developing a method that can be employed in real systems, 
this work proposes a modification of the robust training method. Let us consider a 
training set X= [X1 x n, X2 x n,... Xm x n], where Xi x n represents the vector of n samples 
from sensor i. By inserting noise only in the data of sensor i, for example, it is 
possible to observe at the output of the neural network how the reconstruction of the 
signals from all the sensors is carried out. Assuming that the measurements from two 
other sensors (i+2 and i+4, for example) have not been reconstructed satisfactorily, 
random noise is added, at the input of the network, to the values measured by those 
two sensors. This procedure is repeated for two other sensors until the data of all 
sensors, always in groups of two, have been presented to the network in a corrupted 
form. The name given to the network trained in this way is M-AANN (Modified 
Autoassociative Neural Network). 

4 Case Study  

The case study was chosen in order to show that the M-AANN is able to perform 
online reconstruction of sensor measurements affected by drifts, offsets and noise. 
The model was evaluated with the use of a database containing measurements from 
sensors that control and monitor an internal combustion engine coupled with an 
alternator that generates the power required to feed two electric motors responsible 
for the rear wheel traction of a mining truck. The database provided contains values 
that had been previously calibrated and filtered by the ECM (Engine Control Module) 
during the signal acquisition stage. Among the 40 measurement variables provided, 
32 were selected, corresponding to the measurements taken by distinct pressure and 
temperature sensors mounted externally to the engine. The variables corresponding to 
calculations performed by the ECM, to PWM (Pulse Width Modulation) 
measurements and to sensors that delivered ON-OFF type outputs were disregarded. 

Differently from other studies, in this work the signals produced by the sensors are 
not ideal, that is, they vary according to the engine’s effort during the transport of the 
material. Of the 2000 samples, 800 were used in the training phase, 200 for validation 
and 1000 for testing. In order to avoid overfitting, the early-stopping technique was 
used in the training phase of all the neural networks tested. 

Based on the methodology described in Section 3, which takes into account the 
correlations between sensors measurements, these were divided into three groups and 
a modified autoassociative neural network (M-AANN) was associated to each one of 
these groups. Fig. 2 presents a block diagram of the self-correction model. The tests 
performed with each of the three groups are detailed below. 
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Fig. 2. Self-correction Model 

Group 1 – the 16 sensors selected for this group measure the temperature in the 
internal combustion chamber of the eight cylinders of the engine and showed a 
correlation above 0.87. Distinct M-AANN topologies were tested by varying the 
number of neurons in the hidden layers and inserting noise into the sensor 
measurements. Based on the errors obtained in the validation phase, the network 
having the highest generalization capability was selected via cross-validation. In this 
case 6 neurons were selected for the bottleneck layer.  

The next step was to train the M-AANN to reconstruct measurements when noise, 
drifts or offsets were present in the input vectors. The modified robust method 
(Section 3) was then used, with a random noise of 10% of the measurement range. 
The number of neurons in the mapping and demapping layers was increased until a 
response with a maximum MAPE error of 2% was obtained.  

The network was then tested for its ability to correct failures in three or more faulty 
sensors. Data corresponding to the measurements from three randomly selected faulty 
sensors were presented to the M-AANN1 (the drift rate was identical to the one in the 
previous test). The results for all sensors have been summarized in Table 1, where 
sensor 1, 5 and 11 are considered as faulty. Fig. 3 presents the response of the M-
AANN1 for sensors 1 and 2, with regard to drifts in sensors 1, 5 and 11. It may be 
noticed that the M-AANN1 is able to perform self-correction for the measurements 
affected by sensor drifts, with a MAPE value of less than 1%.  
 
Group 2 – Sensors measurements in this group were found to have a correlation of 
approximately 0.6. In keeping with the proposed methodology, distinct topologies 
were tested. It was considered that there would be 9 to 16 neurons in the mapping and 
demapping layers and 1 to 6 neurons in the bottleneck layer. Next, the modified 
training method was used, in which errors equivalent to 20% of the sensor 
measurement range were inserted in the input vectors. The number of neurons in the 
mapping and demapping layers was increased until a response with a maximum  
 

Selection 

Grouping 
(correlation) 

Normalization 

AANN1

AANN2

AANN3



140 J.R. Sanchez, M. Vellasco, and R. Tanscheit 

 

Table 1.   Drift of 100 units for sensors 1, 5 and 11 

Group 1 16-18-6-18-16 
Sensor MSE MAPE (%) RMSE 

1 0.0019 0.655 6.4436 
2 0.0002 0.255 3.7725 
3 0.0002 0.2366 3.245 
4 0.0004 0.2622 4.01 
5 0.0021 0.7299 7.9174 
6 0 0.088 1.4911 
7 0.0006 0.3436 4.4874 
8 0.0003 0.2727 3.7162 
9 0.0005 0.3862 5.2263 
10 0.0008 0.4989 6.6872 
11 0.0003 0.2991 4.5121 
12 0.0006 0.4446 6.0273 
13 0.0003 0.2389 3.6136 
14 0.0004 0.4016 5.688 
15 0.001 0.5091 6.5595 
16 0.0006 0.4262 6.1295 

 

 

Fig. 3. Sensors response to a low drift of 0.7% per minute in sensors 1, 5 and 11 

 
MAPE value of 2% was obtained. At the end of the training process, the topology 
obtained presented 15 neurons in the mapping and demapping layer and 3 neurons in 
the bottleneck layer.  

The M-AANN2 was then tested for its ability to deal with multiple faults of the 
offset type. The measurements from sensors 2, 4, 5, 6 and 7 (selected randomly) were 
corrupted by the addition of an offset of 4 units at the same time. Table 2 summarizes 
the errors (MAPE) obtained for situations with and without disturbance. The mean of 
the difference between these two situations increases from 0.51% to 0.85% (MAPE). 
Therefore, the errors are within the limits established for the sensor set analyzed 
herein. 
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Table 2. Response of M-AANN2 to faults in sensors 2, 4, 5, 6 and 7 (offset=4 units) 

Group 2 7-15-3-15-7 

Sensor MAPE (%) 
Undisturbed 

MAPE (%) 
Disturbed 

1  0.5881 1.7353 
2 0.5901 1.2726 
3 0.4154 0.3847 
4 0.3233 0.4628 
5 0.6845 0.8208 
6 0.4406 0.6704 
7 0.5917 0.6408 

 
Group 3 - the nine sensors in this group present a mean of 0.33 in the correlations of 
their measurements. Since there are measurements with correlations of less than 0.2, 
this group constitutes a hard test with respect to the reconstruction of signals in the 
presence of abrupt sensor faults. The same method was used again to train the M-
AANN3. This network was tested for simultaneous faults in sensors 1, 3, 7 and 9, with 
an offset of 5 units at the same time. The results for these faults are summarized in 
Table 3 and Fig. 4 presents the responses. It can be observed that the M-AANN3 was 
able to reconstruct the sensor signals with a resulting MAPE of less than 2%. In 
addition, the mean of the difference between these latter cases and those in which the 
sensor signals were not disturbed was 0.34%. Therefore, the errors are within the 
limits established for the sensor set analyzed herein.  

A fundamental conclusion, which also asserts the validity of the model proposed in 
this work, is that the three networks proved to have excellent generalization 
capabilities. When trained using disturbed measurements for only two sensors, for 
example, during the testing phase they were able to reconstruct the signals generated 
by all the sensors, with minimum error. 

Table 3. Responses of M-AANN3 to faults in sensors 1, 3, 7 and 9 (offset=5 units) 

Group 3 9-15-7-15-9 
Sensor MSE (e-3) MAPE (%) RMSE 

1 0.0063 0.0118 0.0357 
2 0.0058 0.052 0.0055 
3 0.1267 0.1596 0.1647 
4 0.2235 0.2087 0.2087 
5 0.016 0.0504 0.0039 
6 0.0188 0.0553 0.1489 
7 0.0217 0.0277 0.0699 
8 0.2588 0.2309 0.2011 
9 0.0165 0.065 0.141 
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Fig. 4. Responses of M-AANN3 to faults in sensors 1, 3, 7 and 9 (offset=5 units) 
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5 Conclusion 

This work has presented in detail a proposal for a model for online monitoring of 
industrial sensors based on the use of autoassociative neural networks. The model 
proposes to organize sensors with similar degrees of correlation into different groups, 
assign a neural network to each of these groups and have the network perform self-
correction of the faulty sensor measurements. The modified robust method proposed 
in this work enabled the model to generalize and reconstruct measurements when the 
monitoring system detected simultaneous faults associated with different sensors in a 
same group. The model was evaluated with the use of measurements from sensors 
installed in a real engine. The three M-AANN neural networks corresponding to the 
three groups of sensors identified in the case study proved to be able to perform self-
corrections with resulting MAPE values of less than 2%, even when there were errors 
of up to 100 units in the sensor measurement.  
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Abstract. Contour detection is an important characteristic of human vision 
perception. Humans can easily find the objects contour in a complex visual 
scene; however, traditional computer vision cannot do well. This paper 
primarily concerned with how to track the objects contour using a human-like 
vision. In this article, we propose a biologically motivated computational model 
to track and detect the objects contour. Even the previous research has proposed 
some models by using the Dijkstra algorithm [1], our work is to mimic the 
human eye movement and imitate saccades in our humans. We use natural 
images with associated ground truth contour maps to assess the performance of 
the proposed operator regarding the detection of contours while suppressing 
texture edges. The results show that our method enhances contour detection in 
cluttered visual scenes more effectively than classical edge detectors proposed 
by other methods.  

Keywords: Contour detection Multi-direction searching Short path finding. 

1 Introduction 

Contour detection in real images is a fundamental problem in many computer vision 
tasks. Contours are distinguished from edges as follows. Edges are variations in 
intensity level in a gray level image whereas contours are salient coarse edges that 
belong to objects and region boundaries in the image. By salient is meant that the 
contour map drawn by human observers include these edges as they are considered to 
be salient. However, the contours produced by different humans for a given image are 
not identical when the images are of complex, natural scenes. In such images, 
multiple cues are available for the human visual system (HVS) [2] - low level cues 
such as coherence of brightness, texture or continuity of edges, intermediate level 
cues such as symmetry and convexity, as well as high level cues based on recognition 
of familiar objects. 

Recent research has shown that the perception of contour derived from animated 
human actions is located in the right posterior superior temporal sulcus (STS), 
although some have reported bilateral activations on the STS anterior to Visual area 
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MT [5]. In many articles, it was showed that common eye contour detection areas 
were activated by both types of stimuli, indicating that the ventral and dorsal  
visual streams are activated by the recognition of biological motion stimuli. Taken 
together, this information suggest that contour detection is promoted by specific brain 
regions that are distinct from those involved in the perception of other types of 
motion. 

2 Methodology and Proposed Scheme 

The flowchart of our proposed idea is as follows, the input images are converted into 
binary image, then we start tracing the half contour clockwise whilst other half 
contour anti-clockwise, after shortest path is found, the we draw the contour line by 
using the red curve and the starting points by the blue block, as we illustrated in the 
figure 1.  

 

Fig. 1. Contour detection scheme 

2.1 Image Binary 

Our binarization techniques used in contour detection tasks are aimed at simplifying 
and unifying the image data at hand. The simplification is performed to benefit the 
oncoming processing characteristics, such as computational load, algorithm 
complexity and real-time requirements in industrial-like environments. One of the key 
reasons why we are implementing binary images is to enhance the real-time ability on 
contour detection and simplify our model to the maximum extent. 

2.2 Pseudo Code of Dijkstra Algorithm 

Dijkstra algorithm is the typical shortest path finding scheme for computing one node 
to any other nodes on the virtual network. In many modern courses such as data 
structure, graphics and operational research, Dijkstra algorithm is one of the most 
representative and functional methods. As we illustrated in the table1, the original 
flowchart is such as the following.  
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Table 1. Dijkstra pseudo code 

function Dijkstra(Graph, source): 
       for each vertex v in Graph:            // Initializations 
           dist[v] := infinity ;              // Unknown distance function from 
source to v 
           previous[v] := undefined ;         // Previous node in optimal path  
from source 
       end for ; 
       dist[source] := 0 ;                    // Distance from source to source 
       Q := the set of all nodes in Graph ;   // All nodes in the graph are un-
optimized - thus are in Q 
       while Q is not empty:                  // The main loop 
           u := vertex in Q with smallest distance in dist[] ; 
          if dist[u] = infinity: 
              break ;                        // all remaining vertices are  
inaccessible from source 
          end if ; 
          remove u from Q ; 
          for each neighbor v of u:          // where v has not yet been removed 
from Q. 
              alt := dist[u] + dist_between(u, v) ; 
              if alt < dist[v]:              // Relax (u,v,a) 
                  dist[v] := alt ;8                  previous[v] := u ; 
                  decrease-key v in Q;       // Reorder v in the Queue 
              end if ;1          end for ; 
      end while ; 
      return dist[] ; 
  end 
 

3 Experimental Results 

To evaluate the accuracy of contour detection, we have tested the performance on one 
image dataset. We have implemented the proposed algorithm using MATLAB2010b 
on a platform with Intel Core2 3.0 GHZ CPU and 3G memories.  

3.1 Experiment Setup and Image Resource 

The experiment is based on the mix programming of C++ and MATLAB, Dijkstra 
algorithm is realized by using Visual Studio 6.0 and then, converted into MEX file, 
which can be thought as the DLL file, alternatively. Then we can use this function 
easily without considering the functions written by C/C++.  

Most of the methods for the evaluation of edge and contour detectors use natural 
images with associated desired output that is subjectively specified by the observer  

We tested the performance of the proposed scheme on 15 natural images from a 
database designed to evaluate the performance of contour detection. For each test image, 
an associated desired output binary contour map that was drawn by human is given.  
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The average running time is about 0.52s of the whole images and we can say this 
algorithm has a real-time ability. 

3.2 Results 

 

 

 

 

Fig. 2. Results of contour detection on test images. The original images are displayed on the 
left column and our results are illustrated on the right column. 
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Fig. 2. (Continued) 

4 Discussions  

In practice, contour detection is an intermediate level operation in computer vision 
with its output often used as input for further stages performing higher level  

 

  

Fig. 3. comparison with the previous approaches, there exists some break points on the face 
contour, while the applications provided by OpenCV(Open Source Computer Vision)[4] are 
mostly detected on the regular perimeters, our algorithm can detect irregular traces as illustrated 
in Figure 2. 
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processing. It is hence of interest to know the appropriateness of its use given a 
specific high level task. In other high-level tasks such as shape-based recognition and 
image retrieval, the proposed algorithm can play a very useful role in their 
performance improvement. As illustrated in Figure 3, the tradition contour detection 
is shown below and they are deviated from the ground truth images. In our 
experiment described in Figure 2, objects contour is close to the ground truth images, 
they depict only the contour of objects, while omitting edges that are caused by 
texture.  

5 Conclusions and Future Work 

Generally, the main innovations of this paper can be described into three aspects as 
follows:  

1. We separate our contour tracking into multi-direction which is more close to the 
reality. 

2. The computational complexity is reduced by a lot since our contour detection 
methods is not a full search on the whole image. 

3. We designed an improved Dijkstra algorithm and encapsulate it in our toolbox, 
this enhances the robustness and real-time capability and will benefit to our future 
work. 

The experiment to this extent is successful. However, there is still a lot of work to do 
in the future. First, we need to add the cluttered background onto the images to prove 
this algorithm still works under different noise. Second, when our detection target is 
in motion or not so conspicuous, the proposed method needs to be improved to filter 
visual cues from the motion vector fields and set up a new robust model to extract our 
vision attention and detect the attention contours. This work will be discussed in our 
further work. 
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Abstract. The analysis of the daily electricity consumption profile of a building
and its correlation with environmental factors make it possible to estimate its
electricity demand. As an alternative to the traditional correlation analysis, a new
approach is proposed to provide a detailed and visual analysis of the correlations
between consumption and environmental variables. Since consumption profiles
are normally characterized by many electrical variables, i.e., a high dimensional
space, it is necessary to apply dimensionality reduction techniques that enable
a projection of these data onto an easily interpretable 2D space. In this paper,
several dimensionality reduction techniques are compared in order to determine
the most appropriate one for the stated purpose. Later, the proposed approach
uses the chosen algorithm to analyze the profiles of two public buildings located
at the University of León.

Keywords: Dimensionality reduction, information visualization, electricity con-
sumption profiles.

1 Introduction

The search of the energy efficiency in buildings, particularly in public buildings, is a
mandatory step to ensure a sustainable development. It is absolutely necessary to make
an effort in order to define strategies that reduce electricity consumption while main-
taining the quality of energy services. In this sense, the first step should be to carry
out an analysis of the daily electricity consumption profiles. The analysis of electric-
ity consumption in a building is quite important to determine the time dependence of
the consumption of that building [1], i.e., whether the consumption pattern is repeated
daily, reaching the consumption peaks at the same time, or otherwise the consumption
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is not clearly influenced by the hour of the day [2]. It is also useful to study the cor-
relation between the consumption patterns and certain environmental variables such as
temperature, solar radiation, humidity, etc. with the aim of estimating the most likely
consumption profile with regard to the weather forecast. Although statistical methods
such as correlation analysis [3] are useful to analyze dependences among variables, it
would also be useful to visualize the correlations jointly for every profile. This way,
an untrained user could intuitively determine consumption patterns and estimate future
behaviors.

In order to understand the consumption of a building, it is useful to analyze its daily
consumption curve, i.e., the 24-hour curve which constitutes the consumption profile.
Since the profile is composed of a large number of points, the input space is high di-
mensional and therefore its visualization is difficult. For that reason, the application
of a dimensionality reduction technique is proposed to generate a 2D visualization
space which preserves most of the structure and patterns of the input space. Many al-
gorithms have been exposed for this purpose. A review of the most important ones is
presented in [4], which classifies them with regard to the aim, either the preservation of
spatial/geodesic distances or the preservation of the topology with a fixed or adaptive
lattice.

Among these techniques, the MDS (Multi-Dimensional Scaling) [5] tries to achieve
a set of points in the low-dimensional space whose mutual distances are as similar as
possible to the ones in the input space. The Isomap algorithm [6] is a variant of the
multi-dimensional scaling that uses geodesic distances and then, linear MDS is applied
on the minimum distance matrix to obtain global optimization. The algorithm can deal
with a great amount of data, but the manifold learning is hindered by the scarcity of
training data, the strong dependence on the neighborhood and its high computational
complexity. Sammon’s Nonlinear Mapping (NLM) [7] emphasizes the preservation of
the local distances. The main advantage of this approach is its computational simplicity.
The CCA (Curvilinear Component Analysis) was proposed by [8] as an improvement
to the self-organizing maps [9].Its computational complexity is lower than other non-
linear algorithms and performs better on strongly folded data structures. CCA allows
also to interpolate and extrapolate new data. A noteworthy modification of CCA is the
Curvilinear Distance Analysis (CDA) [10], which uses geodesic distances to establish
better connections between neighbor units.

Locally Linear Embedding (LLE) [11] uses conformal mapping, which replaces each
point in the data set by a linear combination of its neighbors. This way, the geometry
of the manifold can be represented in terms of linear coefficients, thus simplifying the
algorithm. Even though the LLE depends on the local information of the manifold, it
is able to use the information about the interconnection among the points, guarantee-
ing an optimal convergence of the system. The LE (Laplacian Eigenmaps) [12] can
be seen as a similar technique to LLE, but considering only the k nearest neighbors
to preserve locally the topology of data. LE works similarly to clustering and requires
few parameters. On the other hand, the SNE (Stochastic Neighbor Embedding) [13] is
a probabilistic technique to project data, or rather their dissimilarities. In this case, the
aim is not to preserve distances between data samples but the probabilities that those
samples are neighbors. An improvement, called t-SNE [14], was proposed to alleviate
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the crowding problem. This is a common problem to most techniques. It provokes the
points at a moderate distance to appear too far away on the projected space when the
algorithm tries to model small distances accurately. The t-SNE approach uses a sym-
metric cost function [15] and the Student-t distribution instead of the Gaussian one to
compute similarity in the low-dimensional space. The SNE technique tends to preserve
better the local groups. However, the t-SNE is not well suited to project onto spaces
with a high dimension, so it is generally used for visualization.

Each of the algorithms presented above has different advantages and disadvantages.
For that reason, it is necessary to select the dimensionality reduction technique that
is more suitable for the purpose of this work, which is to project consumption pro-
files in a low-dimensional representation that allows to visualize the dependencies of
electricity on buildings. This approach will be tested on buildings at the University
of León (Spain), which are subject to different usage patterns and therefore, it can be
assumed distinct consumption profiles and correlations. The proposed approach to de-
fine profiles, select the dimensionality reduction algorithm and visualize dependencies
is presented in section 2. In section 3, the experiments are defined and the results are
presented. Section 4 discusses the conclusions.

2 Proposed Methodology

Consumption profiles are useful to determine how the building is used during a par-
ticular day. Profile analysis enables the study of the correlation between the electricity
consumption and the hour of the day. This is useful for detecting deviations in con-
sumption, anomalous patterns and, also, estimating electricity consumption in a simple
way. The consumption profiles use the active power as an indicator. The input data set
to our approach comprises a set of vectors which are formed by:

x =
{
P0, P1, P2, . . . , P23

}
, (1)

where Ph is the mean active power during the hour h of that day. This way, there are
N vectors, each one representing the consumption curve for a certain day. Each con-
sumption profile vector can be associated to an additional vector with its corresponding
environmental variables (temperature, solar radiation, humidity,...).

The method proposed to visualize the consumption profile data is shown in Figure 1.
For that purpose, consumption profiles are obtained for each day as explained above. On
the other hand, vectors with the daily average values of the environmental variables are
also built. When computing the projection of the consumption profile, the information
provided by the environmental vector is not considered. Nevertheless, once the projec-
tion is obtained, the correlations between the projected profiles and the environmental
variables are studied. For each point in the output space, there will be an environmental
vector associated so the projection can display information of environmental variables
with either color, shape or radius of the point projection.

As exposed in section 1, there is a number of alternative techniques to project data
onto a low-dimensional space. Although each technique has its own advantages and
disadvantages, its performance depends strongly on the characteristics of the data set
it is applied to. Few methods and heuristics are available to choose the most suitable
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Fig. 1. Methodology for visualizing the daily consumption curves

technique with regard to a certain data set. Indeed, the usual procedure is to visualize
the projected data and let the users select the preferred one according to their own
experience and criteria [16].

Nevertheless, the selection method used in this work relies on two informed and
quantitative metrics: trustworthiness and continuity. This method was introduced in [17]
and it is based on the assumption that proximities in a good visualization should hold
as well in the original data, whereas the projection should keep all the proximities of
the original data. A metric similar to trustworthiness is also used in [18] to select the
optimal value of a parameter (perplexity) of the t-SNE projection.

A projection is considered trustworthy when the k nearest neighbors of a point in the
output space are also neighbors in the input space. Let N be the number of samples,
r(i, j) be the order of sample j according to its distance to i in the input space and
Uk(i) be the set of samples that belong to the k-sized neighborhood of sample i in the
output space but not in the input space. The value for trustworthiness is given by:

F (k) = 1− 2

Nk (2N − 3k − 1)

N∑
i=1

∑
j∈Uk(i)

(r (i, j)− k). (2)

The continuity can be computed analogously to the trustworthiness. If Vk(i) is the set
of samples in the neighborhood of i in the input space but not in the visualization space,
and r̂(i, j) is the order of sample j in the list arranged according to the distances from
i in the output space, continuity is defined as:
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C (k) = 1− 2

Nk (2N − 3k − 1)

N∑
i=1

∑
j∈Vk(i)

(r̂ (i, j)− k). (3)

In case of ties when sorting data, all compatible rank orders are considered equally.
Since the initialization methods of these techniques are random and some techniques
require a neighborhood parameter k, several iterations of each algorithm should be
performed to calculate the best and worst case for these errors and report the average.

3 Experimental Results

The University of León has a data acquisition system for electricity consumption which
covers all its buildings. This acquisition system is based on a three-tier architecture al-
lowing he data acquisition and storage of electrical data of each building and weather-
related data. These last data provide insight into the status of the environmental vari-
ables at each time step. The campus of the University of León contains 20 buildings
which can be separated in two different groups according to their purpose. Some of
them are used mainly for academic purposes, so they are strongly influenced by the
timetables. The other ones, used for research or complementary services, do not have
such a strongly scheduled consumption, since they usually contain equipment which
may cause a high consumption at unscheduled times.

The data set used in this paper only comprise one year and the daily profiles are
formed by the consumption data sampled every minute so the dimension of the input
dataset is 1440 × 365. In order to test the proposed approach, first the visualization
technique is selected by means of a visual comparison of the techniques and the dis-
cussed metrics to quantify the effectiveness of the projection. Subsequently, the selected
method is applied to a building of each type in order to visualize the shape of the pro-
jection as a function of time and environmental variables correlation.

3.1 Selection of the Projection Technique

The dimensionality reduction technique will be selected among all the techniques pre-
sented in Section 1. The chose technique will be the one that provides an understanding
visualization and a good result in the metrics. A set of representative data of electricity
consumption of the campus will be applied to select the better technique. These data
were selected considering data that show some correlation with the daily hour, since the
main objective is the visualization of this correlation. A set of random samples will be
collected among the buildings that have a time correlation.

Figure 2 shows the results of applying the projections techniques to this data set.
In these graphs the color of the point depends on the average power consumed on the
day, so red values indicate high consumption and blue values indicate low consumption.
These maps show that the LLE can not find a satisfactory solution and it generates a
projection in which all points are mixed.

The remaining projections manage to spread the data logically and gather the days
which have a reduced power consumption, while high consumption points are far from
these. All projections sort data according to two major directions or curves. In general,
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Fig. 2. Comparison of dimensionality reduction techniques applied to daily electricity consump-
tion profiles

the first direction corresponds to the level of power consumption throughout the day.
The points of low consumption are in one end while the high consumption points are
in the opposite end. The second direction corresponds to the shape of the consumption
pattern for days when the consumption level is similar. The shape of the profile depends
on the value of the peak consumption, the number of peaks and the time at which they
occur. Techniques such as t-SNE tends to group the data more densely, while the other
techniques spread them more.

For these techniques, the metrics of trustworthiness and continuity are calculated to
choose dimensionality reduction technique more appropriate. Since these techniques
have a random initialization the result will vary with each execution of the algorithms.
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Fig. 3. Metrics for each technique

Thus, these metrics are calculated several times for each value of k 1 and the result is
the average value between the maximum and minimum.

Figure 3a shows the values of the trustworthiness with regard to the value of k.
Isomap and LLE does not appear in the graph because the metric value is less than 0.9.
It can be seen that the best trustworthiness values are given for CCA at low values of k
whereas for high values the best techniques are SNE and t-SNE. These two techniques
are best for large values of k because they keep the topology of large neighborhoods.
Since t-SNE uses a t-Student distribution to give more weight to distant points, it works
more consistently than SNE for high values of k. Techniques whose results are poor,
are the LE and the MDS.

In the case of continuity (see Fig. 3b), the best techniques are the CDA and CCA. As
happens in the trustworthiness, Isomap and LLE the continuity value is less than 0.9.
The SNE match the results of the CDA for high values of k. Already in the figure 2, it
could be seen that CDA and CCA tends to spread the data in the output space, while the
t-SNE and the SNE, tends to gather more the data.

According to these results, the chosen technique is SNE since it gives a good visual-
ization and has the higher trustworthiness. It would also be possible use the t-SNE, but
the results of continuity are worse than SNE. Although CCA and CDA have compara-
ble trustworthiness and higher continuity, it spreads the data making the visualization
more difficult to interpret. Figure 2 shows that the SNE gives a visualization which is
halfway betwwen CCA and t-SNE

3.2 Analysis of the Electricity Consumption Profiles

The comparison of electrical profiles allows us to observe the behavior of a building
based on its consumption. Figures 4 and 5 show the results of applying SNE technique
to data obtained from a teaching and a research building respectively. It can be seen that

1 It must be remembered that k is the number of neighbors to consider in determining the trust-
worthiness and continuity of the technique and does not match the neighborhood parameter
necessary for some techniques.
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Fig. 4. SNE projection of the electricity consumption profiles for a teaching building
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Fig. 5. SNE projection of the electricity consumption profiles for a research building

daily profiles are ordered according to their average consumption, which is denoted by
the color of the points. The red colors reflect higher consumption than the blue ones.
The dot size is related to the value of the environmental variable that is displayed. As an
example, the values for daily mean temperature and average solar radiation are shown
in the aforementioned figures.

The difference in the shape of the projection gives an insight of the behavior of
the buildings. It can be seen that the teaching building has a high correlation with the
hour (peak power profile) and therefore the main direction of the projection takes a
linear shape. On the other hand, the research building has less correlation with the hour
(flat power profile), so consumption stays approximately the same. Therefore, the main
direction of the map takes a circular shape. This indicates that the distance between
the points of high and low consumption is greater for the teaching building than for
the research one. Since the size of the points represents the value of the environmental
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variable under analysis, correlations between them and the power consumption can also
be studied. For the teaching building, it can be seen that days of low solar radiation and
temperature match up with the points of high power consumption.

On the contrary, the points corresponding to high consumption in the research
building do not match with low values of solar radiation and temperature, i.e., with
small-sized points. Indeed, for some points, specifically those from weekends, these
low values are associated with very low consumption.

Thus, through these projections it can be seen as in cases in which the shape of the
profile along the different consumption is kept, making they different only in magnitude
or in the hour at which peaks occur, the components of profile vector that correspond
to the maximums will dominate the distance, i.e., they have a more contribution to the
distance. For that reason, projections tend to show a simpler direction.

4 Conclusions

This paper presents an approach for the analysis of daily electricity consumption pro-
files. These profiles contain instantaneous values of the consumption, captured with a
sampling period that may be less than a minute, and other external variables that influ-
ence on the consumption, such as temperature, solar radiation, occupancy rate, etc. It
is always difficult to select the appropriate analysis tools to exploit and understand the
huge amount of data.

In order to deal with the high-dimensional profiles, 9 different dimensionality reduc-
tion techniques were considered. They were evaluated to select the most appropriate one
with regard to the criteria of simplicity of interpretation, trustworthiness and continuity
of the projection. The SNE was found to be the most appropriate projection technique
for the analysis of electricity consumption profiles in public buildings.

The consumption profiles projected by means of the SNE are used, along with the
associated information from environmental variables, to produce visualizations that dis-
play correlations. Applied to data acquired from buildings of the University of León
campus, it allows to extract valuable knowledge about the consumption patterns of the
building, such as the buildings with dependence on an environmental variable and its
degree. In addition, the visual character of the proposed methodology helps us to deter-
mine the time dependence of the consumption in the buildings.
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Abstract. Problem of the transmission of mine-induced ground vibrations to 
building foundation is analysed in the paper. The maximal values of horizontal 
vibrations velocities (horizontal vibration components and resultant vibrations) 
are taken into account. Application of neural networks for the prediction of 
building foundation vibrations on the basis of ground vibrations is proposed. 
Standard back-propagation neural networks as well as recurrent cascade neural 
network systems were used. Experimental data obtained from the measurements 
of ground and actual structure vibrations were applied as the neural network 
training, validating and testing patterns. The obtained results lead to a 
conclusion that the neural technique gives results accurate enough for 
engineering practice. 

Keywords: Neural Networks, Vibrations Transmission, Mining Tremors. 

1 Introduction 

Soil-structure interaction plays an important role in the design process of structures 
subjected to ground motion and it is a very important problem from the engineering 
point of view. It should be noted that the soil-structure interaction problems are 
extensively studied with respect to earthquake excitation. However the ground motion 
can be induced not only by earthquakes, but also by human activity as so-called 
paraseismic sources. 

Some of the paraseismic excitation sources as for instance traffic vibrations, 
underground explosions, industrial explosions and mining tremors in strip mines may 
be inspected and controlled. On the other hand, mining tremors resulting from 
underground raw mineral material exploitation are random events. Mine-related 
underground rockbursts excite seismic waves that reach the surface of the earth and 
induce the building vibrations. Although these tremors are connected with the human 
activity and can usually be observed only in the mining regions, they differ 
considerably from the other paraseismic vibrations. They are not subject to human 
control and they are random events with respect to the time, place and magnitude 
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likewise earthquakes. However some parameters of such ground vibrations (for 
instance: dominating frequencies, duration) are different from earthquake-induced 
ground vibrations [1]. 

Comparison of a huge number of records of velocities of vibrations induced by 
mining tremors measured at the same time on the ground and on the building 
foundation level leads to conclusion that they differ significantly. The analogous 
differences in case of acceleration and displacement response spectra are shown in the 
papers [2, 3]. Additionally, the evaluation of mining tremors transmissions to the 
building is very difficult. The influence of rockbursts parameters as mining tremor 
energy, epicentral distance, direction of vibrations as well as dominating frequencies 
of ground vibrations on the soil-structure interaction effect can be observed. However 
the prediction of the precise relation between ground and foundation records of 
velocities is not possible. 

The more precise estimation of the harmfulness of mine-induced vibrations to 
actual buildings can be performed on the basis of building foundation vibrations. With 
respect to the fact that in many cases, for example in the design procedure of new 
structures as well as in the dynamic analysis of existing buildings, the measured 
ground vibrations are accessible only, the prediction of foundation vibrations is 
necessary. Then estimation of the way of the ground vibration transmission to 
building basement is indispensable. 

Taking into account the difficulties in the soil-structure interaction analysis in the 
case of vibrations induced by mining tremors, the application of neural networks for 
the prediction of building foundation vibrations on the basis of ground vibrations 
taken from measurements is proposed in the paper. An application of neural networks 
for evaluation of soil-structure interaction in the case of transmission of velocities of 
horizontal mine-induced ground vibrations to building foundation is shown. Standard 
back-propagation neural networks as well as recurrent cascade neural network 
systems were used.  

The problem is analysed with respect to apartment five-storey building founded 
directly on the ground using concrete strip foundations. This building is typical, 
representative example of objects from the wide class of medium-height buildings 
with similar dynamic properties. Mining tremors in the most seismically active 
mining region in Poland with underground copper ore exploitation – Legnica-Glogow 
Copperfield (LGC) (measurements come from the surface seismological measurement 
stations) – were the sources of ground and building vibrations. The database created 
of the results of long-term experimental monitoring of ground and actual structure 
vibrations makes it possible to use them as the patterns to design the neural network 
analysers for considerations of the transmission of ground vibration velocities 
(horizontal vibration components and resultant) induced by mining tremors to 
building foundation. 

2 Results of Experimental Tests 

Full-scale tests were performed many times in a period of more than 11 years 
(monitoring) [2, 3].  The  analysis  concerns  mining  tremors  with  energies  from the  
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Fig. 1. (a) Schematically shown locations of analysed rockbursts and building using local 
seismological coordinates (X, Y); (b) Plan of the analysed building 

range En = 7.4E3-2E9 J and epicentral distances from the range re = 270-5815 m. 
Fig. 1a schematically shows the locations of analysed rockbursts and building using 
local seismological coordinates (X, Y). It is visible that the ranges of mining tremors 
energies, epicentral distances and wave propagation directions are very wide. 

Accelerations were measured. The accelerometers were placed on the ground in the 
front of the building (in six meters distance) and on the foundation level in the 
building. The main attention was devoted to measurements of the horizontal vibration 
components in the directions parallel to the transverse (x) and longitudinal (y) axis of 
the building, see Fig. 1b. The records of vibration velocities v were obtained by the 
acceleration records integration. Resultant velocities of ground and foundation 
vibrations were computed on the basis of horizontal vibration components in x and y 
directions. 

The velocities of vibrations recorded at the same time on the ground and on the 
foundation level are taken into account in the analysis. Examples of the horizontal 
components of velocities in time domain recorded at the same time on the ground in 
front of the building and in the building on the foundation level as well as the 
resultant vibrations are presented in Fig. 2. It can be seen that the records of vibrations 
registered at the same time on the ground in front of the building and in the building 
on the foundation level can differ significantly. It has to be noted here too, that such 
differences were observed in the all analysed cases of vibrations [2, 3]. 

The comparison of maximal values (amplitudes) of velocities recorded at the same 
time on the ground (vgmax and PGV in the case of vibrations in x or y directions and in 
the case of resultant vibrations, respectively) and on the foundation level (vfmax and 
PFV, respectively) was the way of estimation of the vibrations transmission from the 
ground to the building. For this purpose the ratio rv = vfmax/ vgmax or the ratio rrv = 
PFV/PGV was computed, respectively. 

In total, 928 records of component velocities were considered (464 pairs ground – 
foundation). In the case of resultant vibrations, 226 pairs ground – foundation 
velocities from the same mining tremors were analysed (904 records of ground and 
foundation velocities in x and y directions). 
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Fig. 2. Time history of component velocities in x direction from the tremor: En=1.2E8J, 
re=1536m (a) and resultant velocities from the tremor: En=1.7E8J, re=912m (b) in the same 
time on the ground and building foundation 
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Fig. 3. Probability density of ratio rv and rrv normal distribution 

 
The probability densities of the ratio rv normal distributions computed separately 

for x direction, separately for y direction,  x and y directions as well as the probability 
density of the ratio rrv normal distribution are presented in Fig. 3. 

Average values of ratio rv and rvv evaluated in several of the successive ranges of 
the mining tremors parameters are collected in Table 1. 

Table 1. Average values of ratio rv and rvv evaluated in the successive ranges of the 
parameters of mining tremors 

Rockbursts parameters Average values of rv Average 
values of 
rrv 

direction   
x y x and y 

En [J] ≤ 5E7 
> 5E7 

0.46 
0.62 

0.80 
0.91 

0.64 
0.76 

0.64 
0.74 

re [m] re ≤ 800 
800 < re ≤ 1500 
re > 1500 

0.73 
0.42 
0.54 

0.89 
0.76 
0.88 

0.81 
0.59 
0.71 

0.81 
0.56 
0.75 
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Fig. 4. Dependence of the ratio rrv on the seismological coordinates (X, Y) 

The influence of the direction of wave propagation on the soil-structure effect is 
also noticeable. Fig. 4 shows this in the case of ratio rrv as the example. 

Additionally, in Fig. 5 there is shown the dependence of ratio rv on maximal 
ground velocity amplitude vgmax (in x and y directions of vibrations) and on 
dominating ground vibration (velocity) frequencies fg (separately for x and y 
directions). In the light of the results of experimental full-scale tests it can be stated 
that there are clear differences in the transmission of ground vibrations to building 
foundation in transverse (x) and longitudinal (y) directions. It can be also seen the 
influence of ground vibrations dominating frequencies on the soil-structure interaction 
effect. 
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Fig. 5. Dependence of ratio rv on maximal ground velocity amplitude vgmax (a) and dominating 
ground vibration (velocity) frequencies fg (b) 
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However, looking at the experimentally obtained results it is clear that the 
evaluation of the precise relation between the ground and the foundation records of 
velocities measured at the same time is not possible and the prognosis of the mine-
induced ground vibration transmissions to the building foundation is very difficult. 

3 Prediction of Ground Velocities Transmission to Building 
Foundation Using Neural Networks 

3.1 Introductory Remarks 

Back-propagation neural networks (BPNNs) with the Levenberg-Marquardt learning 
method and sigmoid activation function [4, 5, 6] were trained, validated and tested on 
the basis of experimental data obtained from long-term measurements performed on 
the ground and actual structure. The lowest validation error was the criterion used for 
stopping the NNs training. Recurrent cascade neural networks (RCNNs) also were 
used in order to increase the accuracy of neural approximations [7, 8]. Results of 
neural network analysis were compared with the results of experiments. 

The accuracy of the network approximation was evaluated by the mean-square-
error MSE(Q) and the relative errors ep: 
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where: )()( pp yz , – target and neurally computed outputs for p-th pattern; Q = L, V, T 

– number of the learning (L), validating (V) and testing (T) patterns respectively. 
The numerical efficiency of the trained network also was estimated by the success 

ratio SR. This function enables us to compute what percentage of patterns SR[%] 
gives the neural prediction with the error not greater than ep[%]. 

3.2 Application of Standard BPNNs 

The aim of the study is to apply neural networks for the prediction of ratios rv and rrv 
on the basis of the corresponding mining tremor and ground vibration parameters. The 
following neural network input parameters were taken into consideration: vgmax - 
maximal value (amplitude) of velocities recorded on the ground in the case of 
vibrations in x or y directions, k - parameter related to direction of vibrations (values  
k = 0.4 and k = 0.7 were arbitrarily assumed for the transverse direction x and 
longitudinal direction y, respectively in order to differentiate the directions), PGV - 
maximal value (amplitude) of velocities recorded on the ground in the case of 
resultant vibrations, En - mining tremor energy, re - epicentral distance, X and Y - 
local seismological coordinates, fg - dominating ground vibration (velocity) 
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frequency. Variant neural network input vectors were analysed taking into account the 
various combinations of input parameters. The corresponding values of ratio rv or rrv 
were expected as the output of the neural network, respectively in the case of 
component or resultant velocities transmission from the ground to building 
foundation.  

From the experimental data, P = 464 patterns were arranged for each pair of neural 
network input vector-output vector in the case of the velocities of component 
vibrations transmission. Randomly selected 50% of the patterns were taken as the 
learning set. The validation and testing sets were composed of the remaining of them - 
25% per validation set and 25% per testing set. Analogous splitting up of patterns was 
proposed for the resultant velocities: P = 226, L = 113, V = 56, T = 57. 

Parameters of the neural network pairs of input-output vectors, the neural network 
architectures and the errors corresponding to the networks training, validating and 
testing processes for selected neural networks are given in Table 2. 

Table 2. BPNNs input-output parameters, structures and training, validating and testing errors 

Study 
cases 

Input parameters Output 
parameter

Neural 
network 
structure

MSE(Q) 

L V T 

NN1 vgmax, En, re rv 3-5-1 0.0092 0.0107 0.0097 
NN2 vgmax, En, X, Y rv 4-3-1 0.0124 0.0127 0.0112 
NN3 vgmax, En, re, fg rv 4-24-1 0.0110 0.0122 0.0118 
NN4 vgmax, En, re, X, Y rv 5-12-1 0.0129 0.0131 0.0113 
NN5 vgmax, En, re, fg, k rv 5-8-1 0.0059 0.0066 0.0057 
NN6 vgmax, En, re, X, Y, fg rv 6-12-1 0.0095 0.0119 0.0112 
NN7 vgmax, En, re, X, Y, k rv 6-11-1 0.0079 0.0072 0.0055 
NN8 vgmax, En, re, X, Y, fg, k rv 7-17-1 0.0089 0.0058 0.0053 
NN9 PGV, En, re rrv 3-6-1 0.0052 0.0062 0.0040 
NN10 PGV, En, X, Y rrv 4-11-1 0.0034 0.0049 0.0032 
NN11 PGV, En, re, X, Y rrv 5-7-1 0.0032 0.0051 0.0033 

 
In Fig. 6 there is shown the Success Ratio SR for the neural prediction of the 

transmission of mine-induced ground velocities to building foundation obtained using 
some of the neural networks presented in Table 2, as the examples. The influence of 
various input parameters on the neural network approximation accuracy is visible. 

3.3 Recurrent Cascade Neural Network Systems 

In the first (i = 1) step in the RCNN systems the initial neural network architectures 
for each one of the standard BPNNs were formulated, see Table 2. Then sequence of 
neural networks [7, 8] was proposed as the RCNN system ascribed to each one of the 
study cases collected in Table 2: 

i = 1 (the 1st cycle of RCNN system): {initial NN input parameters} – H – r1 , 
i > 1 (the i-th cycle of RCNN system): {initial NN input parameters, ri - 1} – H – ri , 
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where: i – the number of iteration cycle, initial NN input parameters – as in Table 2, 
r1 = rv or r1 = rrv – outputs of the initial NNs, H – the number of neurons in the NN 
hidden layer. 

It should be noted that the number of neurons in the hidden layer (H) of RCNNs is 
selected in the first cycle and it is fixed in the next cycles. Hence practically, in the 
second and the next cycles, the number of testing patterns TC = V + T because of the 
fact that it is not necessary to design the neural network architecture. The output of 
the previous neural network of cascade comes out for the second and the successive 
cycles in the input vectors of networks. Therefore the number of inputs increases. 

The application of recurrent cascade neural network (RCNN) systems for the 
prediction of ground vibration transmission to building foundation is shown in NN8 
(prediction of x and y velocity components transmission) and NN10 (prediction of 
resultant velocities transmission) study cases (cf. Table 2), as the examples. 
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Fig. 6. Success Ratio SR versus relative error ep for neural prognosis of the velocities 
transmission from the ground to the building foundation in the cases of some selected networks: 
(a) training patterns; (b) validating patterns; (c) testing patterns 
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The initial neural network architectures 7-17-1 for NN8 and 4-11-1 for NN10 were 
formulated, see Table 2. It was the first (i = 1) step in the RCNN systems. The 
sequence of neural networks of structures 8-17-1 and 5-11-1 were applied for the next 
cycles, respectively. 

As the example, the results of rrv obtained for i = 1 and i = 11 iteration cycles in 
the case NN10 are compared with the experimental ones in Fig. 7.  
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Fig. 7. Experimentally evaluated values of rrv versus predicted ones with networks proposed in 
the case NN10: (a) i = 1, NN: 4-11-1; (b) i = 11, NN: 5-11-1 

Additionally, Fig. 8 presents the success ratio SR for the neural prediction of the 
transmission of velocities of ground vibrations to building foundation obtained using 
the above-mentioned RCNN systems. 
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Fig. 8. Success Ratio SR for the neural prediction (all patterns) of the transmission of velocities 
of ground vibrations to building foundation in the cases of: (a) rv; (b) rrv 
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4 Conclusions 

The important influence of rockburst parameters (mining tremor energy, epicentral 
distance, wave propagation direction) as well as ground vibrations parameters 
(amplitude, direction of vibrations, dominating frequency) on the values of ratios rv 
and rrv is clearly visible from the experimental data and from the neural network 
analysis. But it can be stated that it is very difficult to precisely evaluate the way of 
the mine-induced ground vibrations transmission to the building foundation. 

Looking at the difficulties in prognosis of differences between the mine-induced 
ground and the building foundation vibration velocities it is visible from the results 
obtained that the application of neural networks enables us to predict the reduction of 
maximal values (amplitudes) of horizontal component and resultant vibrations 
(velocities) recorded at the same time on the ground and on the building foundation 
level with satisfactory accuracy. It was stated that certainly the more precise 
prognosis of ratios rv and rrv is obtained for the richer neural network input 
information. The analysis carried out leads to conclusion that the application of 
recurrent cascade neural networks system causes an increase of accuracy of obtained 
results. The neural technique gives results accurate enough for engineering practice. 
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Abstract. The aim of this study is to develop predictive Artificial Neural 
Network (ANN) models for welding process control of a strategic product (155 
mm. artillery ammunition) in armed forces’ inventories. The critical process 
about the production of product is the welding process. In this process, a 
rotating band is welded to the body of ammunition. This is a multi-input, multi-
output process. In order to tackle problems in the welding process 2 different 
ANN models have been developed in this study. Model 1 is a Backpropagation 
Neural Network (BPNN) application used for classification of defective and 
defect-free products. Model 2 is a reverse BPNN application used for predicting 
input parameters given output values. In addition, with the help of models 
developed mean values of best values of some input parameters are found for a 
defect-free weld operation. 

Keywords: Backpropagation neural networks, welding process control, artillery 
ammunition. 

1 Introduction 

The material and mechanic characteristics determine the quality of most welding 
operations. The input parameters have a significant effect on the quality of welding 
process. For most of the cases, it is nearly impossible to predict the effect of each 
input parameter on output parameters. In addition, some parameters are controllable 
and some of them are not. By using the prediction characteristic of Artificial Neural 
Networks (ANN), different ANN models are developed, implemented and results are 
discussed in this study.  

In the literature welding processes are modeled with several approaches according 
to type and characteristics of the problem. Benyonuis and Olabi [1] discuss statistical 
and numerical techniques for optimization of welding processes. In their study they 
give a detailed literature on the use of numerical techniques on welding problems 
which are factorial design, linear regression, response surface methodology, Taguchi 
experimental design, ANN and hybrid techniques combining two or more Artificial 
Intelligence (AI) techniques. Generally, the quality of a weld joint is directly 
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influenced by the welding input parameters during the welding process; therefore, 
welding can be considered as a multi-input multi-output process. Traditionally, it has 
been necessary to determine the weld input parameters for every new welded product 
to obtain a welded joint with the required specifications [1]. The problem studied in 
this paper is a multi-input multi-output process. In order to control the process, the 
interaction among input and output parameters must be predicted.  

ANN as an AI technique is used in a variety of areas such as function 
approximation, classification, association, pattern recognition, time series analysis, 
signal processing, data compaction, non-linear system modeling, prediction, 
estimation, optimization and control [2]. ANN models also provide effective solution 
approaches to problems and have a wide application area on materials science. Sha 
and Edwards [3] and Chertov [4] in their studies give a detailed literature study on 
parameter estimation, identification, optimization and planning of parameters used in 
materials based science research. In the literature, there are several applications of 
ANN models on welding processes. Tay et al. [5], Luo et al. [6],  Martin et al. [7],  
Kim et al.[8],  Özerdem et al. [9], Martin et al. [10] and  Mirapeix et al. [11] study on 
welding process modeling and optimization. Pal et al. [12] in their study develop a 
multilayer neural network model to predict the ultimate tensile stress of welded plates. 
Six process parameters, namely pulse voltage, back-ground voltage, pulse duration, 
pulse frequency, wire feed rate and the welding speed, and the two measurements, 
namely root mean square values of welding current and voltage, are used as input 
variables of the model and the UTS of the welded plate is considered as the output 
variable. Ateş [13] in his study presents a novel technique based on ANN for 
prediction of gas metal arc welding parameters. Input parameters of the model consist 
of gas mixtures, whereas, outputs of the ANN model include mechanical properties 
such as tensile strength, impact strength, elongation and weld metal hardness. As 
observed in the literature studies, ANN models are used for several classification and 
prediction applications for different kind of welding problems. 

In this study, for controlling the welding process of 155 mm. artillery ammunition, 
which is produced in Mechanical and Chemical Industry Corporation (MKEK) 
Ammunition Factory, located in the city of Kırıkkale/Turkey, ANN models are 
developed and results are discussed. In the next section, the details of welding process 
and problem definition are discussed. 

2 Welding Process Control Problem 

In the welding process a rotating band is welded to the body of ammunition. After 
welding channel is created on the body in a computer numerically controlled station, 
it is transferred to the welding machine. Here, the first operation is preheating (Fig. 
1.1). After preheating operation, the body is transferred to the welding workbench. 
The welding workbench is seen in Fig. 1.2. In this station, firstly the body is tied 
between stitch and panel. Then rotating manually, the welding channel is rubbed 
down, cleaned by an alcohol-soaked cloth and the body gets ready for welding 
operation. Meanwhile copper and brass wires are prepared. This process is shown in 
Fig. 1.3. The welding machine gets these wires and welding operation is realized with 
these metals. After cleaning process on the body, the torch distances for copper and 



174 A. Aktepe, S. Ersöz, and M. Lüy 

 

brass wires, water discharge, gaseous fill rate, copper and brass wires’ speed, torch-
nozzle distance values are entered to the control panel manually. Finally welding 
operation starts. Welding operation carried out in the welding workbench is a gas 
metal arc welding. The operation is carried out creating arc between Argon gas and 
metal wires. When the welding operation is started, firstly an arc is formed at the 
torch where copper metal wire meets. And after 3-4 oscillations, as a second torch 
with brass metal wire an alloy is created in weld zone. When the torches make 120-
140 oscillations where copper and brass metal wires meet, weld zone is filled and the 
operation ends automatically. After welding operation the ammunition body is picked 
up from welding workbench and weld zone is grinded at beginning, middle and end 
parts. A chemical analysis is applied to these three zones. This operation is the quality 
control operation shown in Fig. 1.4. In quality control operation, the zinc (ZnR), iron 
(FeR) and copper ratio (CuR) of weld is measured. According to quality control 
specifications, metal ratios in the weld must be between lower and upper limits. For a 
defect-free weld ZnR must be between %8-%12, FeR must be between %0,5-%4 and 
CuR must be between %84-%91,5. 

 

                  
(1.1)                                        (1.2) 

                  
                       (1.3)                                      (1.4) 

Fig. 1. This figure shows the steps of welding operation (1.1.Preheating Operation, 1.2.Welding 
Workbench, 1.3.Preparation of Copper and Brass Metal Wires, 1.4.Quality Control Operation) 

The rotating band is the part that enables the ammunition to rotate in the barrel and 
it affects the velocity and quality of the ammunition. After welding treatment, the 
metal proportions (ZnR, FeR, CuR) in the weld region must be at the required level. 
For a defective product, for example if the iron ratio is lower, the rotating band may 
detach in the barrel. If the ratio is higher, the barrel may be ruined. 
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The product is highly demanded due to its strategic importance and because of the 
problems in welding process more than 50% of the annual demand cannot be 
matched. In addition, about 30% of the products are defective and for defective 
products reproduction and salvage costs are incurred. For 18% of the products 
retrieval costs are incurred, for 10% of the products scrap costs are incurred and for 
2% of the products both retrieval and scrap costs are incurred. 

For 155 mm. artillery ammunition discussed the main problem is: The interaction 
among input and output parameters of welding process cannot be predicted and 
therefore optimum parameter configuration cannot be determined. In order to control 
the welding process described interaction among input and output parameters must be 
resolved. By using the classification and prediction characteristics of ANNs, 
backpropagation ANN models are developed and implemented to solve the problem 
which are discussed in the application section. The next section is a brief discussion 
of general concept of ANN and backpropagation neural networks. 

3 Method: Backpropagation Neural Networks  

Neural network is an artificial intelligence model originally designed to replicate the 
human brain’s learning process. A typical network is composed of a series of 
interconnected nodes and the corresponding weights. It aims at simulating the 
complex mapping between the input and output. The training process is carried out on 
a set of data including input and output parameters. The learning procedure is based 
on the training samples and the testing samples are used to verify the performance of 
the trained network. During the training, the weights in the network are adjusted 
iteratively till a desired error is obtained [14]. In this study the best architecture is 
found by a systematic trial and error approach.  

One of the most commonly used supervised ANN model is backpropagation 
network that uses backpropagation learning algorithm. Backpropagation algorithm is 
one of the well-known algorithms in neural networks  [15, 16, 17, 18]. In this study, 
feed forward multi layered perceptron neural networks are used for modeling. The 
reason for using this type of neural network is that it is a standard in the solution of 
problems related with identifying figures by applying the supervised learning and the 
backpropagation of errors together [19]. 

The training of a network by backpropagation involves three stages: the feed 
forward of the input training pattern, the calculation and backpropagation of the 
associated error and the adjustment of the weights (20).  

4 Neural Network Applications for Welding Process Control 

In this study 2 different models have been developed for welding process control 
problem defined in the Section 2. Model 1 is used for classification of defective and 
defect-free products and Model 2 is used to predict input parameter values given the 
output vales (which is a reverse BPNN application).  
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The input variables of the model are copper wire drawing speed (CDS), brass wire 
drawing speed (BDS), copper torch rate (CTR), copper torch angle (CTA), oscillation 
rate (OSR), center deviation of wires (CDW), water discharge (WAD), welding 
current (WCU) and voltage (VOL). The output variables are zinc ratio (ZnR), iron 
ratio (FeR) and copper ratio in percentages (CuR) of the weld.  

4.1 Model 1: Classification Model 

Neural networks have proven themselves as proficient classifiers and are particularly 
well suited for addressing non-linear problems. Given the non-linear nature of real 
world phenomena, neural networks are certainly a good candidate for solving the 
problem [20]. 

In this work, the first application is carried out to determine which input parameter 
set results with a defective product and which ones with a defect-free product. In 
order to solve this problem three different BPNN models (Model 1.1: Feed-forward 
backpropagation network, Model 1.2: Cascade-forward backpropagation network and 
Model 1.3: feedforward backpropagation network with feedback from output to input)  
are developed for classifying the products. In feed-forward backpropagation networks 
the first layer has weights coming from the input. Each subsequent layer has a weight 
coming from the previous layer. In cascade forward backpropagation networks the 
first layer has weights coming from the input. Each subsequent layer has weights 
coming from the input and all previous layers. In feed-forward backpropagation 
network with feedback from output to input, the first layer has weights coming from 
the input. Each subsequent layer has a weight coming from the previous layer and 
there exists a feedback from output layer to inputs. For all 3 models all layers have 
biases, the last layer is the network output. 

ANN models developed in this study are created with MATLAB R2009a software 
package. ANN model architectures used in Model 1 are composed of an input layer, 1 
hidden layer and an output layer. There are 9 neurons (9 input parameters) in input 
layer, 10 neurons in hidden layer, and 3 neurons (3 output parameters) in output layer 
(9x10x3). The best network architecture is found with trial and error. Several runs are 
conducted and the structure with minimum Mean Squared Error (MSE) is chosen. 
Performance of networks is discussed in “Conclusions” section. The outputs in ANN 
model are represented by unit vectors as:[1 1 1] = defective weld, [0 0 0] = defect-free 
weld. Each neuron in the output vector represents a situation whether ZnR, FeR and 
CuR is between quality specifications respectively or not. Therefore [1 1 1] means 
that output quality specifications are not met and [0 0 0] means output quality 
specifications are met.  

The network architecture used in classification models is summarized in Fig. 2. 
The network is trained with Levenberg–Marquardt Algorithm (LMA). For this 
“trainlm” learning function is used in the MATLAB software. LMA is often the 
fastest backpropagation algorithm and it is highly recommended as a first-choice 
supervised algorithm, although it does require more memory than other algorithms. 
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Fig. 2. This figure shows the architecture of Model 1. In this model there are 3 layers (input 
layer with 9 neurons, 1 hidden layer with 10 neurons and output layer with 3 neurons. 

LMA provides a numerical solution to the problem of minimizing a function, 
generally nonlinear, over a space of parameters of the function. These minimization 
problems arise especially in least squares curve fitting and nonlinear programming 
[21]. Given a set of m empirical datum pairs of independent and dependent variables, 
(xi, yi), optimize the parameters β of the model curve f(x,β), so that the sum of the 
squares of the deviations becomes minimal as in Equation (1).  
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i i
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S y f xβ β
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= −  (1)

In order to measure the network performances Mean Squared Error (MSE) is used as 
a performance measure. MSE is a network performance function. It measures the 
network's performance according to the mean of squared errors.  

The MSE of an estimator λ with respect to the estimated parameter θ is defined as 
in Equation (2): 

2( ) ([ ] )MSE Eλ λ θ= −  (2)

In Fig. 3, training performance of Model 1.1, 1.2 and 1.3 are given respectively. 

4.2 Model 2: Input Parameter Prediction Model 

In this model, values of 3 input variables (BDS, CTR and OSR), which are 3 
important classifiers found with classification algorithm, are predicted according to 
given output variables. For this reason a reverse BPNN model is used. Here the 
purpose is determining the values of most important input variables according to 
given output values and finding best input values for a defect-free product.  
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    (3.1)                                                                     (3.2) 

 
(3.3) 

Fig. 3. This figure shows training performances of models 1.1 (Fig. 3.1), 1.2 (Fig. 3.2) and 1.3 
(Fig. 3.3). 

The architecture of Model 2 is given in Fig. 4. Here using outputs and inputs in a 
reverse provided the advantage of finding optimal values of input variables for a 
defect-free product. 

 

 

Fig. 4. In this figure architecture of Model 2 is summarized. In this model there are 5 layers 
(input layer with 3 neurons, 3 hidden layers with 10-10-5 neurons and output layer with 3 
neurons). 
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For Model 2 a different structure from Model 1 is developed. The best structure is 
again found with trial and error under several scenarios (by changing the number of 
hidden layers, neurons, type of transfer functions each layer etc.). The structure giving 
minimum MSE in selected. The training performance of Model 2 is shown in Fig. 5. 

 

 

Fig. 5. This figure shows training performance of Model 2 

In this model output variables are used as input neurons for predicting input values 
of BDS, CTR and OSR which are critical input parameters found with RandomTree 
classification tree algorithm with WEKA 3.6 software package (parameters that have 
highest standard deviation). RandomTree is used for classification for constructing a 
tree that considers k random features at each node. As we know the ZnR, FeR and 
CuR ratios for a defect-free product (which are quality specifications determined by 
Quality Control department), optimal BDS, CTR and OSR values are predicted.  

Decision tree developed with classification tree algorithms is given in Fig. 6. 
According to this classification tree for a defect-free product OSR must be lower than 
1155, CTR must be equal or greater than 77 and BDS must be smaller than 6,65 
(which are mean values of the parameters). The BPNN model is developed to find the 
mean values of best input parameter combination.  

 

 

Fig. 6. This figure shows an example decision tree for classification. The variables determined 
with RandomTree algorithm (OSR, CTR and BDS) are used in application of Model 2. 
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For both Model 1 and Model 2 data of 101 ammunitions for 9 input variables and 3 
output variables are used. 81 of 101 data were used for training of the networks. 
Remaining 20 data were used for testing the results. Test data are selected in a 
systematic way (Every 5th. instance of 101 data). MSE values are calculated according 
to difference between original results of 20 data and test results. 

An activation function is used to transform the activation level of a neuron into an 
output signal. Activation functions can take several forms. The logistic and hyperbolic 
functions are often used as the hidden layer transfer function. Other activation 
functions can also be used such as linear and quadratic, each with a variety of 
modeling applications [22]. In this study log-sigmoid, hard limit, hyperbolic tangent 
sigmoid transfer functions are used. 

5 Conclusions 

In this work, 2 different BPNN models are developed for classification and input 
parameter prediction of MIG welding operation of 155 mm. Artillery ammunition. 
Model 1 is used for classification of defective and defect-free products. Model 2 is 
used for input parameter prediction. 

For both of the models weld operation data of 101 ammunitions are used for 
classification and input parameter prediction analysis. 81 of the data were used for 
training of the networks. Remaining 20 instances are used for testing the network 
performance. 

The performance of 3 different structures developed for Model 1 is shown on 
Table 1. Model 1 is useful for determining which instances (set of input values) 
produces non-defective outputs. 

Table 1. Classification Results of Model 1 

Model 
Correctly Classified 

Test Instances 

Incorrectly Classified 

Test Instances 

Model 1.1 19 1 

Model 1.2 20 0 

Model 1.3 20 0 

 
BPNN does not explain the classification results by rules. In order to extract rules 

RandomTree classification algorithm is used. This algorithm helped us to find the best 
classifiers which are BDS, CTR and OSR. By defining these variables as outputs for a 
non-defective combination of output values (which are used as inputs in Model 2) 
optimal values of BDS, CTR and OSR are found. In Model 2 there are 9 neurons 
(representing 9 input variables) in input layer, 10 neurons in first hidden layer, 10 
neurons in second hidden layer, 5 neurons in third hidden layer and 3 neurons 
(representing 3 output variables)  in output layer. Transfer functions are sigmoid-
hyperbolic tangent-sigmoid-sigmoid-sigmoid respectively for each layer. MSE value 
is 0,009. The results of Model 2 show that best values for BDS, CTR and OSR are 6.3 
m/min., 80 mm. and 1150 cycle/min. 
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The main quality indicator of a neural network is to predict accurately the output of 
unseen test data. In this study, we have benefited from classification and prediction 
success of BPNNs.  The classification and prediction performance results show the 
advantages of backpropagation neural networks: it is rapid, noninvasive and 
inexpensive. Another advantage of the models is, with any input parameter 
combination, we can execute the model and find the output values in a few seconds.  

In the future studies we plan to develop an electronic control board that can be 
used by workers. This panel will work as an interface for workers. 
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Abstract. DNA analysis by microarrays is a powerful tool that allows 
replication of the RNA of hundreds of thousands of genes at the same time, 
generating a large amount of data in multidimensional space that must be 
analyzed using informatics tools. Various clustering techniques have been 
applied to analyze the microarrays, but they do not offer a systematic form of 
analysis. This paper proposes the use of Zinovyev’s Elastic Net in an iterative 
way to find patterns of up-regulated genes. The new method proposed has been 
evaluated with up-regulated genes of the Escherichia Coli k12 bacterium and is 
compared with the Self-Organizing Maps (SOM) technique frequently used in 
this kind of analysis. The results show that the proposed method finds 87% of 
the up-regulated genes, compared to 65% of genes found by the SOM. A 
comparative analysis of Receiver Operating Characteristic with SOM shows 
that the proposed method is 12% more effective.  

Keywords: Elastic net, microarrays, up-regulated genes, clusters. 

1 Introduction 

Modern deoxiribonucleic acid microarray technologies [1] have revolutionized 
research in the field of molecular biology by enabling the study of hundreds of 
thousands of genes simultaneously in different environments [1].  

By using image processing methods it is possible to obtain different levels of 
expression of thousands of genes simultaneously for each experiment. In this way 
these techniques generate thousands of data represented in multidimensional space. 
The process is highly contaminated with noise and subject to measurement errors, 
finally requiring experimental confirmation. To avoid repeating the whole process 
experimentally gene by gene, pattern recognition techniques are applied that make it 
possible to select sets of genes that fulfil given behavior patterns at their gene 
expression levels. 

The most widely used method to determine groupings and select patterns in 
microarrays is the Self-Organizing Maps (SOM) technique [2-4]. One of the problems 
of SOM is the need to have an initial knowledge of the size of the net to project the 
data, and this depends on the problem that is being studied. On the other hand, since 
SOM is based on local optimization, it presents great deficiencies by restricting data 
projections only to its nodes.  



184 M. Levano and A. Mellado 

 

The Elastic Net (EN) [5] method generates a controllable net described by elastic 
forces that are fitted to the data by minimizing an energy functional, without the need 
of knowing its size a priori. This generates greater flexibility to adapt the net to the 
data, and like the SOMs it allows a reduction in dimensionality, that improves the 
visualization of the data, which is very important for bioinformatics applications.  

ENs have been applied to different problems in genetics, such as analysis of base 
sequence structures (adenine, cytosine, guanine and thymine), where base triplet 
groupings are discovered [6]; automatic gene identification in the genomes of the 
mitochondria of different microorganisms [4]. But as far as we can tell, there is no 
application for finding patterns in microarrays. 

This paper proposes the use of ENs to divide clusters iteratively, together with the 
k-means method and using indices to measure the quality of the clusters, making it 
possible to select the number of groups formed in each iteration.  

To evaluate the results, data from the most widely studied microorganism, the 
bacterium Escherichia Coli K12 (E.Coli), were used. The levels of gene expression of 
a set of 7,312 genes were analyzed by means of the microarrays technique. In this set 
there are 345 up-regulated genes that have been tested experimentally [6] and must be 
detected with the new method. The results are compared with those of the traditional 
SOM method. 

2 Method 

2.1 Theorical Foundation 

Zinovyev defines the Elastic Net [5] as a net of nodes or neurons connected by elastic 
forces (springs), where Y = {yi, i = 1..p} is a collection of nodes, E = {E(i), i = 1..s} is 
a collection of edges, and R(i) = {E(i),E(k)} is the combination of pairs of adjacent edges 
called ribs denoted by R = {R(i), i=1..r}. Each edge E(i) starts at node E(i)(0) and ends 
at node E(i)(1). The ribs start at node R(i)(1) and end at node R(i)(2), with a central node 
R(i)(0). The data to be analyzed are xj=[xj

1,...,x
j
M]T ∈ RM, where M is the dimension of 

the multidimensional space and j =1..N is the number of data.  
The set of data closest to a node is defined as a taxon, Ki  = {xj : || xj - yi || → min}. 

It is clear that there must be as many taxons as nodes. Here || xj - yi || is the norm of 
the vector (xj - yi ), and the Euclidian norm is used. This means that the taxon Ki 
contains all the vectors of the xj data whose norms with respect to node yi are the 
smallest.  

Energy U(Y) between the data and the nodes is defined by equation 1: 
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where each node interacts only with the data of its taxon. An elastic energy between 
the nodes U(E)  is added by equation 2: 


=

−=
s

ii
i

E EEU
11

2)( )0()1(λ        (2)



 Elastic Nets for Detection of Up-Regulated Genes in Microarrays 185 

 

where λi are the elasticity constants that allow the net’s elasticity to be controlled. 
Additionally, a deformation energy U(R) between pairs of adjacent nodes, is also 
added by equation 3: 
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+−=
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where μi are the deformability constants of the net. The same values of λ and μ are 
chosen for all the λi and μi. The total energy is now minimized by equation 4 with 
respect to the number and position of the yi nodes for different μ and λ: 

)()()( REY UUUU ++=  (4)

We used the VIDAEXPERT implementation, which can be found in Zinovyev et al. 
[5]. In addition to the flexibility offered by the ENs to fit the net to the data, the 
projections of the data to the net can be made over the edges and at points within the 
net’s cells, and not only over the nodes as required by the SOMs. This leads to an 
approximation that has a better fit with the real distribution of the data in a smaller 
space. This property is very important for applications in bioinformatics, where the 
specialist has better feedback from the process.  

2.2 Method for Searching Patterns 

The algorithm used to find groups of genes that have the same behavior patterns 
consists of four fundamental phases: data preprocessing, EN application, pattern 
identification, and finally a stopping criterion and cluster selection based on the level 
of expression and inspection of the pattern that is being sought. Figure 1 shows the 
diagram of the algorithm’s procedure. 
 

 

Fig. 1. Process diagram 

Phase 1: Preprocessing 
The set of N data to be analyzed is chosen, xj = [xj

1,…,xj
M]T,  j = 1…N, where M is the 

dimension of the multidimensional space. For this application, N corresponds to the 
7,312 genes of the E.coli bacterium and M to the 15 different experiments carried out 
on the genes, and xj is the gene expression level. The data are normalized in the form 
θj  = ln(xj – min(xj) + 1) which is used as a standard in bioinformatics [4], [6]. 
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Phase 2: Application of the Elastic Net (EN) 
The package of Zinovyev et al. [5], which uses the following procedures, is applied: 

(a) The data to be analyzed are loaded. 
(b) The two-dimensional net is created according to an initial number of nodes and 

the values of the elastic and deformability constants λ and μ. 
(c) The net is fitted to the data, minimizing the energy U. For that purpose the initial 

values of λ and μ are reduced three times (four pairs of parameters are required to 
be entered by the user). The decrease of λ and μ results in a net that is increasingly 
deformable and less rigid, thereby simulating annealing [7], allowing the final 
configuration of the EN to correspond to an overall minimum of U or a value very 
close to it [5].  

(d) The data are projected over the net on internal coordinates. In contrast with the 
SOM, in which piecewise constant projecting of the data is used (i.e., the data are 
projected on the nearest nodes), in this method piecewise linear projecting is 
applied, projecting the data on the nearest point of the net [5]. This kind of 
projection results in a more detailed representation of the data. 

(e) Steps (c) and (d) are repeated for different initial values of the nodes, λ and μ, until 
the best resolution of the patterns found is obtained. 

Phase 3: Pattern identification 
The data are analyzed by projecting them on internal coordinates for the possible 
formation of clusters or other patterns such as accumulation of clusters in certain 
regions of the net or a typical dependence of the data in a cluster with respect to the 
dimensions of the multidimensional space. In the latter case, the average of the data 
for each dimension is calculated (cluster’s centroid for the dimension). 

For the formation of possible clusters the k-means method is used [7] together with 
the quality index I [8], which gives information on the best number of clusters. The 
centroids of each cluster are graphed and analyzed to find possible patterns. 

Phase 4: Cluster analysis 
Once the best number of clusters is obtained, the centroids’ curves are used to detect 
and extract the possible patterns. In general, the centroid curve of a cluster may 
present the pattern sought, may be a constant, or may not show a definite trend. Also, 
the values of the curve can be in a range that is outside the interest of possible patterns 
(low levels of expression). To decide if the clusters found in a first application of the 
EN contain clear patterns, the behavior of the centroids’ curves are analyzed. If the 
centroids’ levels are outside the range sought, the cluster is discarded; if the patterns 
sought are detected, the cluster that contains the genes sought will be obtained (in 
both cases the division process is stopped), otherwise phases 2 and 3 are repeated with 
each of the clusters and the analysis of phase 4 is carried out again, repeating the 
process. 

2.3 Data Collection 

The data correspond to the levels of gene expression of 7,312 genes obtained by the 
microarray technique of E.Coli k12 [6]. These data are found in the GEO database 
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(Gene Expression Omnibus) of the National Center for Biotechnology Information 1. 
The work of Liu et al. [6] provides the 345 up-regulated genes that were tested 
experimentally. Each gene is described by 15 different experiments (which 
correspond to the dimensions for the representation of each gene) whose gene 
expression response is measured [6] on glucose sources. Specifically there are 5 
sources of glucose, 2 sources of glycerol, 2 sources of succinate, 2 sources of alanine, 
2 sources of acetate, and 2 sources of proline. The definition of up-regulated genes 
according to [4], [6] is given in relation to their response to the series of sources of 
glucose considering two factors: that its level of expression is greater than 8.5 on a 
log2 scale, and that its level of expression increases at least 3 times from the first to 
the last experiment on the same scale. For our evaluation we considered a less 
restrictive definition that includes the genes that have only an increasing activity of 
the level of expression with the experiments; since the definition given in [6] for up-
regulated genes contains very elaborate biological information for which a precise 
identification of the kind of gene to be detected is required.  

The original data have expression level values between zero and hundreds of 
thousands. Such an extensive scale does not offer an adequate resolution to compare 
expression levels; therefore a logarithmic normalization is carried out. In this case we 
preferred to use the natural logarithm [7] instead of the base 2 logarithm used by Liu, 
because it is a more standard measure. The limiting value for the expression level was 
calculated using our own algorithm by determining the threshold as the value that best 
separates the initial clusters (θmin). This expression level allows discarding groups of 
genes that have an average level lower than this value.  

Once the normalization and the initial filtering have been made, the data are ready 
for the proposed method to be applied. 

3 Results 

First, the net’s parameters were calibrated, i.e. the size of the net was set and the 
series of pairs of elasticity (λ) and deformability (μ) parameters were selected. The 
strategy chosen consisted in evaluating different net sizes and pairs of parameters λ 
and μ for the total data set that would allow minimizing the total energy U.  

The minimum energy was obtained with a mesh of 28x28 nodes that was used 
throughout the whole process. Implementation of the EN [5] requires a set of at least 
four pairs of λ and μ parameters to carry out the process, because it adapts the mesh’s 
deformation and elasticity in a process similar to simulated annealing [7] that allows 
approximation to overall minimums. The set of parameters that achieved the lowest 
energy values had λ with values of {1.0; 0.1; 0.05; 0.01} and μ with values of {2.0; 
0.5; 0.1; 0.03}. For the process of minimizing the overall energy U, 1,000 iterations 
were used. Then the cluster subdivision iteration process was started. 

Figure 2 shows the representation of the first division on internal coordinates and 
the expression levels of the centroids for the two clusters selected by the index I (for 
this first iteration). The expression level value equidistant from the two clusters 
corresponds to θmin=5.5.  

                                                           
1  http://www.ncbi.nlm.nih.gov/sites/entrez?db=ncbisearch  
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Fig. 2. First iteration of the method. Left: projections on internal coordinates. Right: centroids 
and choice of the minimum expression level. 

The iteration process generates a tree where each node is divided into as many 
branches as clusters are selected by the index I. In the particular case of E.Coli k12, a 
tree of depth five is generated. The generation of the tree is made together with a 
pruning by expression level, i.e., only those clusters that present an expression level 
greater than θmin≥5.5 are subdivided. 

 

   

Fig. 3. Prepruned subcluster generation tree. Every leaf shown contains the set of genes with 
increasing activity where the up-regulated genes to be evaluated are found. The coding of each 
node shows the sequence of the nodes through which one must go to reach each node from the root. 

Finally, to stop the subdivision process of the groups that have an expression level 
greater than θmin, the behavior of the expression level in the experiments was 
examined. In this case we only looked for a simple increasing pattern of the 
expression level in the centroids through the 15 experiments (the strict definition of 
up-regulated genes given in [6] was not used). Figure 3 shows the tree of subclusters 
generated by the process applied to the genes of E.Coli k12. 

Figure 4 shows the behavior of increasing expression level for the penultimate 
division of the 2.2.2 clusters. 
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Fig. 4. Subdivision patterns of the 2.2.2 cluster. Two clusters with increasing activity (2.2.2.2 
and 2.2.2.4) are shown where the division process ends, and clusters 2.2.2.3 and 2.2.2.1 which 
are discarded. 

Table 1 shows the clusters chosen at the end of the process (tree leaves in Fig. 3), 
indicating the total number of genes with increasing activity detected, the number of 
up-regulated genes.  

Table 1. Clusters that contain the genes with increasing activity chosen by the proposed 
method, and number of up-regulated genes in each group 

Clusters 
Genes with 

increasing activity 
Up-regulated 

genes 
2.1.2.3 172 68 
2.1.1.3 238 53 
2.1.1.2 276 49 
2.2.2.2 153 41 
2.2.2.4 197 33 
2.1.2.1 313 29 

2.2.1.1.1 68 13 

2.2.1.1.2 104 5 

2.2.1.2.2 58 8 

Totals 1,579 299 

 
The results show that the process chooses 1,579 genes, of which 299 correspond to 

up-regulated genes of the 345 that exist in the total data set, i.e. 86.7% of the total 
number of up-regulated genes. From the practical standpoint for the biological field, 
only 19% effectiveness has been achieved because there are 1,280 genes that are not 
up-regulated, which must be discarded using biological knowledge or by means of 
individual laboratory tests. 
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An alternative method for comparing these results is to use SOMs with the same 
data and conditions of the application with EN. For this purpose the methodology 
proposed by Tamayo et al. [4] was followed, which suggests using SOMs in a single 
iteration, where the initial SOM mesh is fitted in such a way that at each node the 
patterns that present an increasing activity are identified. In this case the process 
shows that with a mesh of size 5x6 (30 nodes) it was possible to obtain patterns of 
increasing activity on the nodes of the SOM. The selected clusters are obtained 
directly from the patterns with increasing activity. With the SOMs 1,653 increasing 
activity genes were selected, 225 of which were up-regulated genes, and therefore in 
this case 65.2% of the 345 up-regulated genes were detected, and a practical 
efficiency of 13.6% was achieved, because 1,428 genes that do not correspond to up-
regulated genes must be discarded. 

Since in this application to the genes of E.Coli we can count on the 345 up-
regulated genes [6] identified in the laboratory, it is possible to carry out an evaluation 
considering both methods (EN and SOM) as classifiers. Moreover, if the expression 
level θ  is considered as a classification parameter, it is possible to make an analysis 
by means of Receiver Operating Characteristic (ROC), varying the expression level 
θ  over an interval of  [4.4 – 8.9]. Figure 5 shows the results of the ROC curves for 
both methods. 

The optimum classification value for EN is achieved at θ∗=5.6. At this point a 
sensitivity of 86% and a specificity of 82% were reached, covering an area of 0.87 
under the ROC curve. When the same data, normalization values and expression level 
ranges were considered for SOM, an optimum classification value of θ∗=5.9 is 
obtained, achieving a sensitivity of 65%, a specificity of 84%, and an area under the 
ROC curve of 0.78. 

 

 

Fig. 5. ROC curves for EN and SOM 
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4 Discussion 

When the results of the proposed method (which uses EN) are compared with those of 
the traditional SOM method, it is seen that the EN method detects 74 up-regulated 
genes more than the SOM, which correspond to 21.5% of those genes. For practical 
purposes it must be considered that these genes are not recoverable in the case of the 
SOM because they are mixed up with the group of 5,659 undetected genes. On the 
other hand, the efficiency of the method that uses the EN is better, because it requires 
discarding 1,280 genes that are not expressed, compared to the 1,428 that must be 
discarded with the SOM. Since the final objective of the experiment with E.Coli k12 
consists in detecting the up-regulated genes, it is possible to consider the EN and 
SOM methods as classifiers and carry out an analysis of the merit of the classification 
by means of an ROC curve.  

When considering an overall analysis of the classifier using the expression level θ 
as a parameter, it is important to consider the area under the ROC curve. In this case 
the area for the proposed method is 0.87, compared to 0.78 for the SOM, which 
represents an 12% improvement. In relation to the sensitivity at the optimum decision 
level, the proposed method is 21% more sensitive than the SOM. 

The numerical advantages derived from the application of the proposed method for 
the detection of the up-regulated genes of E.Coli are clear, but there are other aspects 
that must be analyzed with the purpose of projecting these results to the search of 
genes expressed in microarrays. The ENs present several advantages that allow 
reinforcing the proposed method of iteration divisions. On the one hand, the ENs have 
a greater capacity for adapting the net to the data because they have a set of 
parameters that control the deformation and elasticity properties. By carrying out the 
minimization of the overall energy in stages (evaluating different combinations of 
parameters λ and μ), a process similar to annealing is induced, making it possible to 
approach the overall minimum and not be trapped in local minimums. The same 
minimization methods allow the automatic selection of parameters that are 
fundamental for the later development of the process, such as the minimum 
expression level θmin and the size of the net. 

The other important advantage of the ENs refers to their representation capacity, 
because the use of piecewise linear projecting makes it possible to increase the 
resolution of the data projected on the space having the lowest dimensions (internal 
coordinates). In the case of the microarray analysis this better representation becomes 
more important, since a common way of working in the field of microbiology and 
genetics is based on the direct observation of the data. On the other hand, the SOMs 
only allow a projection on the nodes when using piecewise constant projecting or the 
alternative U-matrix projections [2], which approximate only sets of data to the plane 
but do not represent directly each data. 

A valid point that should be analyzed when comparing SOMs with ENs is to 
consider the argument that an iteration process of divisions with SOMs can improve 
the results of the method. But the iteration process presented is based on the automatic 
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selection of parameters (particularly the size of the net and the minimum expression 
level) for its later development, which is achieved by a global optimization method 
like EN. The SOM does not allow the expression level to be determined 
automatically, and that information must come from the biological knowledge of the 
expression levels of particular genes. The alternatives of using the minimum error of 
vector quantization of SOM as an alternative the minimum energy of EN did not 
produce satisfactory results. 

5 Conclusions 

This paper proposes the use of Elastic Nets as an iteration method for discovering 
clusters of genes expressed in microarrays. This proposal has a general character for 
application in the field of bioinformatics, where the use of microarrays is gaining 
increasing importance day by day. 

The results of the application to the discovery of up-regulated genes of E.Coli k12 
show a clear advantage of the proposal over the traditional use of the SOM method.  

We chose to carry out a comparison with well established methods that are used 
frequently in the field of bioinformatics, but it is also necessary to evaluate other more 
recent alternatives such as flexible EN [9].  

There is also the possibility of studying improvements of the present proposal, 
exploring the alternative of adapting the deformation and elasticity parameters at each 
iteration, or using a more powerful clustering method alternative to k-means, such as 
Block-Entropy [10]. 

References 

1. Molla, M., Waddell, M., Page, D., Shavlik, J.: Using machine learning to design and 
interpret gene-expression microarrays. Artificial Intelligence Magazine 25, 23–44 (2004) 

2. Kohonen, T.: Self-organizing maps. Springer, Berlin (2001) 
3. Hautaniemi, S., Yli-Harja, O., Astola, J.: Analysis and visualization of gene expression 

microarray data in human cancer using self-organizing maps. Machine Learning 52, 45–66 
(2003) 

4. Tamayo, P., Slonim, D., Mesirov, J., Zhu, Q., Kitareewan, S., Dmitrovsky, E., Lander, E., 
Golub, T.: Interpreting patterns of expression with self-organizing maps: Methods and 
application to hematopoietic differentiation. Genetics 96, 2907–2912 (1999) 

5. Zinovyev, A.Y., Gorban, A., Popova, T.: Self-organizing approach for automated gene 
identification. Open Sys. and Information Dyn. 10, 321–333 (2003) 

6. Liu, M., Durfee, T., Cabrera, T., Zhao, K., Jin, D., Blattner, F.: Global transcriptional 
programs reveal a carbon source foraging strategy by Escherichia coli. J. Biol. Chem. 280, 
15921–15927 (2005) 

7. Duda, R., Hart, P., Stork, D.: Pattern classification. John Wiley Sons Inc. (2001) 
8. Maulik, U., Bandyodpadhyay, S.: Performance evaluation of some clustering algorithms 

and validity indices. IEEE PAMI 24, 1650–1654 (2002) 
9. Lévano, M., Nowak, H.: New aspects elastic nets of the elastic nets algorithm clusters 

analysis. J. Neural Computing & Applications 20(6), 835–850 (2011) 
10. Larson, J.W., Briggs, P.R., Tobis, M.: Block-Entropy Analysis of Climate Data. Procedia 

Computer Science 4, 1592–1601 (2011) 



C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 193–202, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Detection and Classification of ECG Chaotic  
Components Using ANN Trained by Specially Simulated 

Data 

Polina Kurtser, Ofer Levi, and Vladimir Gontar 

Department of Industrial Engineering and Management, Ben-Gurion University of the Negev, 
P.O. Box 653, Beer-Sheva 84105, Israel 

kurtser@post.bgu.ac.il 

Abstract. This paper presents the use of simulated ECG signals with known 
chaotic and random noise combination for training of an Artificial Neural 
Network (ANN) as a classification tool for analysis of chaotic ECG 
components. Preliminary results show about 85% overall accuracy in the ability 
to classify signals into two types of chaotic maps – logistic and Henon. 
Robustness to random noise is also presented. Future research in the form of 
raw data analysis is proposed, and further features analysis is needed.  

Keywords: ECG, Deterministic chaos, Artificial Neural Networks. 

1 Introduction 

Various suggestions regarding the physiological origin of chaotic component in ECG 
were made since Guevara et al. [1] introduced nonlinear approaches into heart rhythm 
analysis. For example, Voss et al. [2], discussed the chaotic component in different 
biological systems.  They formulated three possible sources of non linear behavior: 
adaptation of the system to its physiological needs using control feedback loops, 
adaption of a sub-system to changed basic conditions as a result of pathophysiological 
process and compensation of a failing subsystem by other subsystems. Therefore, it’s 
reasonable to assume that a disconnection between the heart and its feedback loop 
may result in reduced chaotic behavior. This supports Guzzetti et al [3] findings, who 
reported loss of complexity in heart-transplanted patients, as a result of loss of the 
neural modulation of heart rate.  

The importance of chaotic component of heart rate variability (HRV) was 
discussed by Loskutov [4] who has shown differences in value ranges of correlation 
dimensions for a number of cardiac disorders. In complementation to traditional HRV 
measures Ho et al. [5] demonstrated how nonlinear HRV indices may contribute 
prognostic value to predicting survival in heart failure.  

Despite the promising results of those methods they are still limited by the need of 
pre-processing for the detection of QRS complexes. A QRS complex is a repeating 
pattern of an ECG signal. It represents the depolarization of ventricles of the heart. 
This complex is usually the most visually obvious part of the ECG wave. Thus in 
order to track HRV many choose to detect the QRS complex and measure the time 
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between two neighbor QRS complexes. The need to detect a QRS complex is open to 
errors, since the detection algorithms have certain limits of accuracy. Recently 
published algorithms by Abibullaev et al [6] reported accuracy of 97.2% in correctly 
detected QRS complexes, which still results in about 120 false QRS complex 
detections per hour. 

Another approach, taken by several research groups ([7], [8]), is the analysis of the 
chaotic component of the ECG signal itself, by extracting Lypunov exponents and 
correlation dimension. Owis et al [7] attempted to detect and classify arrhythmia. 
They reported significant statistical differences in extracted features value ranges, but 
poor classification ability. Übeyli [8] made an attempt to classify an ECG signal into 
different pathological types of ECG beats using the mentioned above features along 
with wavelet coefficients and the power levels of power spectral density (PSD).  

Even though the chaotic component analysis presented above show high potential 
in revealing valuable diagnostic information, some papers emphasize the challenges 
one should consider while using these features. Mitschke et al [9], and Govindan et al 
[10] clamed Lyapunov exponents, correlation dimension and entropies to be 
misleading in determining and analyzing chaotic components of a signal. Mitschke et 
al [9] raised the problem of distinction between stochastic and deterministic chaotic 
data. Govindan et al [10] who were looking for evidence of deterministic chaos in 
ECG and HRV have also addressed the problem, and therefore chose to apply 
surrogate and predictability analysis of normal and pathological signals, instead of 
applying those measures. They have shown that the dynamics underlying the cardiac 
signals is nonlinear, and further results indicated the possibility of deterministic 
chaos.   

Due to the difficulties arisen from the analysis of the chaotic component it’s 
important to emphasize the reasons we insist to do so. Therefore some classical linear 
methods should be mentioned.  

Gothwal et al [11] used Fast Fourier transforms (FFT) to identify QRS complexes 
using two pass filter. Artificial Neural Network (ANN) was then applied to identify 
cardiac arrhythmias. The input features were maximum, minimum and average QRS 
width and the heart rate. They showed impressive results of 98.5% overall 
classification accuracy. These results show the primary advantage of the use of ANN 
for classification as fast and accurate tool of classification. But one should remember 
that the variation in heart rate and QRS size in different arrhythmias is well known 
and can be easily detected by cardiologists. Therefore the results do not reflect more 
subtle changes that might not be visually detected by a physician. In addition, the 
used training set was raw data signals which are exposed to errors. 

 Dokur et al [12] compared between the performance of discrete wavelet transform 
(DWT) and discrete Fourier transform (DFT) for ECG classification showing 89.4% 
accuracy for DFT and 97% accuracy for DWT. Bigger et al [13] have statistically 
analyzed measures of RR variability to screen groups of middle-aged persons to 
identify individuals who have substantial risk of coronary deaths or arrhythmic 
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events. All of those methods show potential results and have been used by researchers 
and physicians for a long period of time. 

Unfortunately, as Karrakchou et al [14] mentioned back in 1996, these methods are 
starting to show their limits. Under the assumption that chaotic components do exist 
in the signal the frequency space of an ECG will always include a uniform band, 
which will reduce accuracy if not handled properly. Statistical methods require long 
time measures to gather enough observation for decision making. Karrakchou and his 
team suggested wavelet and chaotic based algorithms as modern signal processing 
techniques.  

As a result, evidences of existence of chaos in ECG have been presented, and the 
clinical importance has been stressed, but a more robust tool for the detection and 
classification of chaotic components is needed. Übeyli [8], used chaotic features for 
input of ANN and showed excellent results of 94% overall accuracy in classification 
of variety of disorders. But, since the authors used raw ECG signals for training, 
which contained both chaotic components and random noise, it’s somehow difficult to 
assign diagnostic value to the chaotic component alone. We would like to analyze the 
ANN classification possibilities by examining ANN on simulated ECG where the 
combination between two chaotic components and noise are known. Therefore their 
results may be further explored and possibly improved by training with simulated data 
that will allow the use of simpler input features and in the same time to distinguish 
between different chaotic components embedded within simulated ECG and possibly 
existing within the raw ECG. The ability to not only detect chaos, but to classify it 
into different types of chaos might yield valuable diagnostic information. 

 The method proposed here intends to improve ECG classification and extract the 
chaotic component by defining optimal ANN architecture (number of hidden layers) 
and use minimum specially designed input features. ANN will be trained by using 
simulated ECG with embedded different types of chaotic components and random 
noise.  

2 Background 

Typical ECG cycle consists of a P wave, a QRS complex and a T wave. A few ECG 
generators are available for use [15], [16] but none of them gave us the desired 
flexibility in setting required parameter values and insertion of chaotic components 
within HRV therefore we developed our own fundamental ECG cycle generator. As 
seen in Fig.1, P wave was represented by a sinus with amplitude AP and half period of 
ΔtP. T wave was represented the same way with amplitude AT and half period ΔtT 
accordingly. QRS complex was defined by 2 lines connecting 3 points Q, R, S, each 
at voltage value of AQ, AR and AS accordingly. Flat segments PQ and TQ are ΔtPQ and 
ΔtST seconds long. Q and S sloped lines are ΔtQ and ΔtS seconds long accordingly. 
ΔtHRV represents the period of time between the end of T wave and the beginning of 
next cycle P wave, which allows adjustments in R-R intervals. 
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We suppose that real ECG contain different types of chaotic components 
responsible for different heart functions and disorders. To simulate ECG which 
contains different types of chaotic components, we will use two types of chaotic 
maps: logistic and Henon map. Our goal is to train ANN to enable it to distinguish 
between two mentioned above maps.  

 

Fig. 1. Simulated fundamental ECG cycle along with adjustable parameters 

Prior to implementation into the signal, each chaotic component was normalized 
and multiplied by a coefficient 0<α<1, ∆ α ·  . (1)

Where Δ  - chaotic time series generated by logistic or Henon maps; μ - mean; σ-
standard deviation. 

The fundamental ECG cycle (Fig.1) was repeated nc times and sampled at the rate 
of Fs samples per second, forming N point long chaos and noise free discrete 
fundamental ECG signal. The process of applying chaos, as represented in Fig.2, 
includes insertion of two chaotic components. The first ∆ , defined by the 
chosen α , was added to the each sample point of the fundamental ECG. The second  
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chaotic component ∆ , defined by α , was added to ΔtHRV at each cycle causing 
chaotic variations in R-R intervals. 

The final signal was visually compared to signals from MIT-BIH Normal Sinus 
Rhythm Database [17].  Fig. 2d shows a fragment of an exemplary raw data. By 
comparing Fig. 2c and 2d, it can be seen that the difference between the real data and 
simulated data doesn’t exceed 5-10%, and therefore the simulation may be used as a 
proper representation of real ECG signals.  

 
Fig. 2. (a) ECG repeating waveform; (b) Logistic chaos α=1; (c) ECG with α(1)=0.01, α(2)=0.5 
logistic chaos; (d) Extract of raw data from MIT-BIH Normal Sinus Rhythm Database, signal 
No 1625; 

Therefore we are accomplishing our simulated ECG by adding 2 chaotic 
components to the simulated fundamental ECG. The proposed algorithm will further 
extract and analyze those components. 

To analyze the simulated ECGs, ANN input features should be extracted. The 
choice of the right set of features is crucial for obtaining optimal classification 
accuracy. In this paper, after examining different possibilities, we chose to narrow our 
list of features into the following two: variance of variance, and ratio of ECG areas 
above and below y=0.  

Variance of Variances. Each simulated ECG signal, N points long, is split into n 
equal segments Y1,…,Yn. For L=N/n the length of each segment.  
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… ∑ Y Y .L L  . (2)

The variance of variances is given by:  . . . (3)

In this paper we’ve chosen n to be equal to 5. 

Ratio of the ECG Areas above (∑  ) and below (∑ ) y=0.. Given Y, a 
simulated ECG signal, N points long:  00 0 . (4)

00 0. (5)

The ratio R is given by: ∑ Y∑ Y . (6)

The ANN output was the classification into logistic versus Henon map. This way the 
trained ANN will be able to distinguish between possible characteristic of different 
chaotic maps. Therefore it will be able to distinguish between possible chaotic 
characteristics of different cardiac disorders. 

To examine the robustness of the algorithm the test set should include random 
noise generated by uniform distribution:  ∆ ~ , . (7)

Where - ∆  is the noise added to each point; β – coefficient. 

3 Results and Discussion 

A total of 2000 training ECGs and 400 noise free test ECGs have been simulated, as 
shown in Table 1. Another 1600 signals at different noise levels were also generated. 
Each signal is simulated at heart rate of 80 bpm, nc=40 cycles, Fs=1000 Hz. For each 
of those signals features V and R were computed. In order to keep the input features 
at the same scale, V was multiplied by 103 and R was divided by 10 prior entering the 
neural network.  

Currently there is no commonly agreed method for determining the number of 
neurons and hidden layers of an ANN. In this paper we’ve decided to follow a method 
of trial and error. The used ANN was a simple ANN with two inputs and one output. 
It was trained using Levenberg-Marquardt Back-Propagation algorithm. A 
comparison between different ANN architectures is given in Table 2 and Table 3. 
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Table 1. Simulated data. α(2)=0.5. 

Set type Map type α(1) β No of samples 
Training Logistic 0.01 0 500 
Training Logistic 0.03 0 500 
Training Henon 0.01 0 500 
Training Henon 0.03 0 500 

Test Logistic 0.01 0 100 
Test Logistic 0.03 0 100 
Test Henon 0.01 0 100 
Test Henon 0.03 0 100 
Test Logistic 0.01 0.001 100 
Test Logistic 0.03 0.001 100 
Test Henon 0.01 0.001 100 
Test Henon 0.03 0.001 100 
Test Logistic 0.01 0.005 100 
Test Logistic 0.03 0.005 100 
Test Henon 0.01 0.005 100 
Test Henon 0.03 0.005 100 
Test Logistic 0.01 0.01 100 
Test Logistic 0.03 0.01 100 
Test Henon 0.01 0.01 100 
Test Henon 0.03 0.01 100 
Test Logistic 0.01 0.05 100 
Test Logistic 0.03 0.05 100 
Test Henon 0.01 0.05 100 
Test Henon 0.03 0.05 100 

 

Table 2. Accuracy of ANNs for simulated test sets with 1 hidden layer and 2 hidden layers for 
different number of neurons per layer, in classifying a given signal into logistic and Henon 
chaos added to simulated data with α(1)=0.03, α(2)=0.5, β=0 

Hidden Layers Neurons per layer Overall Accuracy True Logistic True Henon 
1 1 82.0% 74.0% 90.0% 
1 5 85.0% 77.0% 93.0% 
1 10 85.0% 83.0% 87.0% 
1 15 85.0% 77.0% 93.0% 
2 3 86.0% 83.0% 89.0% 
2 5 85.0% 77.0% 93.0% 
2 7 84.5% 78.0% 91.0% 
2 10 86.5% 83.0% 90.0% 
2 15 85.5% 80.0% 91.0% 
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Table 3. Accuracy of ANNs for simulated test sets with 1 hidden layer and 2 hidden layers for 
different number of neurons per layer, in classifying a given signal into logistic and Henon 
chaos added to simulated data with α(1)=0.01, α(2)= 0.5, β=0 

Hidden Layers Neurons per layer Overall Accuracy True Logistic True Henon 
1 1 81.5% 76.0% 87.0% 
1 5 82.5% 84.0% 81.0% 
1 10 83.0% 79.0% 87.0% 
1 15 84.0% 86.0% 82.0% 
2 3 84.0% 83.0% 85.0% 
2 5 83.0% 83.0% 83.0% 
2 7 83.0% 82.0% 84.0% 
2 10 83.5% 88.0% 79.0% 
2 15 83.5% 84.0% 83.0% 

 
Since the chaotic component coefficient α might carry information about illness 

severity, another classification tool is need based on the same input features, that will 
allow to distinguish between different values of α(1) for the same type of chaos. 
Results found in Table 4. Table 5 represents accuracy of classification into logistic 
and Henon chaos for applied noise, with a chosen architecture of 1 hidden layer and 
15 neurons. 

The results, as presented in Table 2 and Table 3, demonstrate relatively high 
accuracy in test sets classification. Since it’s preferable to have a simpler architecture, 
1 hidden layer with 15 neurons will yield best results. 

As a result it’s possible to conclude that the two proposed features are 
sufficient for extracting and classification chaotic characteristics embedded into ECG 
by ANN. Also, as seen in Table 4, perfect classification was achieved based on the 
same features for α(1) estimation. 

As for robustness to noise, based on Table 5, the tool showed adequate results for 
β≤0.01 value and especially for α(1)=0.03 but decrease in classification accuracy for 
β>0.01 values .This stresses the ability of the chosen ANN architecture to explore 
chaotic behavior and the need for additional features to improve the classification 
results for the presence of high levels of noise. 

4 Conclusions 

The diagnostic and physiological significance of the chaotic behavior of an ECG 
signal has been stressed, along with proves of chaotic components in ECG. But the 
presented tool’s ability to not only detect chaos within ECG but also to distinguish 
between different chaotic components which might be responsible for different heart 
abnormalities, could serve for better ECG based diagnosis. 

The suggested approach, of use of simulated ECG, enables to define ANN 
architecture composed by 2 neurons input layer, 15 neurons hidden layer and 1 
neuron output layer. This architecture have yield promising results in classification of 
different chaotic components (logistic and Henon) embedded within the ECG.  
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Table 4. Accuracy of ANN for classifying a given test signal, β=0, α(2)=0.5 into α(1)=0.01 and 
α(1)=0.03 

Chaos 
Hidden 
Layers 

Neurons per 
layer 

Overall 
Accuracy 

True 
α(1)=0.01

True 
α(1)=0.03 

Logistic 1 1 100% 100% 100% 
Henon 1 1 100% 100% 100% 

Table 5. Robustness to noise, in classifying a given test signal into logistic and Henon chaos. 1 
hidden layer 15 neurons. 

α(1) β Overall Accuracy True Logistic True Henon 

0.01 0.05 50% 0.0% 100.0% 
0.01 0.01 59.5% 88.0% 31.0% 
0.01 0.005 73.5% 75.0% 72.0% 
0.01 0.001 80.0% 77.0% 83.0% 
0.03 0.05 50.0% 100.0% 0.0% 
0.03 0.01 83.5% 80.0% 87.0% 
0.03 0.005 86.5% 82.0% 91.0% 
0.03 0.001 82.0% 71.0% 93.0% 

 
Overall accuracy of 84%-85% in test sets, in distinguishing between different 

chaotic maps and similar accuracy for noise levels of β ≤ 0.01 have shown this tool to 
be affective in classification. Random noise, of β≤0.01, as an unavoidable component 
of any recorded ECG, have shown to have low to moderate impact on the results and 
therefore it's reasonable to assume that future work, that will include testing of raw 
data, will yield high classification capabilities without the need of major adjustments. 

Therefore future work will include analysis of real data, for the classification of 
cardiac disorders, and exploration of additional features that might handle noise levels 
of β≥0.01 better. 

Finally, it's important to mention that the proposed ANN architecture has universal 
capabilities and therefore might be used in other fields and applications, which require 
the analysis of the chaotic component alone on signals which include random noise as 
well. 

References 

1. Guevara, M.R., Glas, L., Shrier, A.: Phase locking, period-doubling bifurcations, and 
irregular dynamics in periodically stimulated cardiac cells. Science 214, 1350–1353 (1981) 

2. Voss, A., Schulz, S., Schroeder, R., Baumert, M., Caminal, P.: Methods derived from 
nonlinear dynamics for analysing heart rate variability. Philosophical Transactions. Series 
A, Mathematical, Physical, and Engineering Sciences 367(1887), 277–296 (2009) 

3. Guzzetti, S., Signorini, M.G., Cogliati, C., Mezzetti, S., Porta, A., Cerutti, S., Malliani, A.: 
Non-linear dynamics and chaotic indices in heart rate variability of normal subjects and 
heart-transplanted patients. Cardiovascular 6363(95), 441–446 (1996) 



202 P. Kurtser, O. Levi, and V. Gontar 

4. Loskutov, A.: Time series analysis of ECG: a possibility of the initial diagnostics. 
International Journal of Bifurcation and Chaos 17(10), 3709–3713 (2007) 

5. Ho, K.K.L., Moody, G.B., Peng, C.K., Mietus, J.E., Larson, M.G., Levy, D., Goldberger, 
A.L.: Predicting survival in heart failure case and control subjects by use of fully 
automated methods for deriving nonlinear and conventional indices of heart rate dynamics. 
Circulation 96(3), 842–848 (1997) 

6. Abibullaev, B., Seo, H.D.: A new QRS detection method using wavelets and artificial 
neural networks. Journal of Medical Systems 35(4), 683–691 (2011) 

7. Owis, M.I., Abou-Zied, A.H., Youssef, A.-B.M., Kadah, Y.M.: Study of features based on 
nonlinear dynamical modeling in ECG arrhythmia detection and classification. IEEE 
Transactions on Biomedical Engineering 49(7), 733–736 (2002) 

8. Übeyli, E.D.: Detecting variabilities of ECG signals by Lyapunov exponent. Neural 
Computing and Applications 18(7), 653–662 (2009) 

9. Mitschke, F., Dämmig, M.: Chaos versus noise in experimental data. International Journal 
of Bifurcation and Chaos 3, 693–702 (1993) 

10. Govindan, R.B., Narayanan, K., Gopinathan, M.S.: On the evidence of deterministic chaos 
in ECG: Surrogate and predictability analysis. Chaos 8(2), 495–502 (1998) 

11. Gothwal, H., Kedawat, S., Kumar, R.: Cardiac arrhythmias detection in an ECG beat 
signal using fast fourier transform and artificial neural network. Journal of Biomedical 
Science and Engineering 4(4), 289–296 (2011) 

12. Dokur, Z., Olmez, T.: Comparison of discrete wavelet and Fourier transforms for ECG 
beat classification. Electronics Letters 35(18), 1502–1504 (1999) 

13. Bigger, J.T., Fleiss, J.L., Steinman, R.C., Rolnitzky, L.M., Schneider, W.J., Stein, P.K.: 
RR variability in healthy, middle-aged persons compared with patients with chronic 
coronary heart disease or recent acute myocardial infarction. Circulation 91(7), 1936–1943 
(1995) 

14. Karrakchou, M., Vibe-Rheymer, K., Vesin, J.M., Pruvot, E., Kunt, M.: Improving 
cardiovascular monitoring through modern techniques. IEEE Engineering in Medicine and 
Biology Magazine 15(5), 68–78 (1996) 

15. Losada, R.: ECG. 1988-2002 The MathWorks, Inc. 
16. McSharry, P., Clifford, G.: A dynamical model for generating synthetic electrocardiogram 

signals. IEEE Transactions on Biomedical Engineering 50(3), 289–294 (2003) 
17. Goldberger, L.A., Amaral, L.A.N., Glass, L., Hausdorff, J.M., Ivanov, P.C., Mark, R.G., 

Mietus, J.E., Moody, G.B., Peng, C.K., Stanley, H.E.: Resource for Complex Physiologic 
Signals PhysioBank, PhysioToolkit, and PhysioNet: Components of a New Research. 
Circulation 101(23), e215–e220 (2000) 



Automatic Landmark Location for Analysis

of Cardiac MRI Images

Chrisina Jayne1, Andreas Lanitis2, and Chris Christodoulou3

1 Coventry University,
Department of Computing,

Priory Street, Coventry, CV1 5FB, UK
2 Department of Multimedia and Graphic Arts,

Cyprus University of Technology,
31 Archbishop Kyprianos Street, P.O. Box 50329, 3603 Lemesos, Cyprus

3 Department of Computer Science,
University of Cyprus

75 Kallipoleos Avenue, P.O. Box 20537, 1678 Nicosia, Cyprus

Abstract. This paper addresses the problem of automatic location of
landmarks used for the analysis of MRI cardiac images. Typically the
landmarks of shapes in MRI images are located manually which is a
time consuming process requiring human expertise and attention to de-
tail. As an alternative a number of researchers use shape modelling and
image search techniques for locating the required landmarks automati-
cally. Usually these techniques require human expertise for initializing
the search and in addition they require high quality, noise free images
so that the image-based landmark location is successful. With our work
we propose the use of neural network methods for learning the geom-
etry of sets of points so that it is possible to predict the positions of
all required landmarks based on the positions of a small subset of the
landmarks rather than using image-data during the process of landmark-
location. As part of our work the performance of neural network methods
like Multilayer Perceptrons, Radial Basis Functions and Support Vector
Machines is evaluated. Quantitative and visual results demonstrate the
potential of using such methods for locating the required landmarks on
endo-cardial and epicardial landmarks of the left ventricle of MRI cardiac
images.

Keywords: MRI cardiac images, automatic landmarks location, neural
networks.

1 Introduction

Cardiac magnetic resonance imaging (MRI) has attracted considerable research
interest in the last fifteen years [1] [2] [3]. The cardiac MRI provides informa-
tion useful for detection of abnormalities and problems with the heart function
such as the ejection function (EF), left myocardium mass (MM), and stroke

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 203–212, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



204 C. Jayne, A. Lanitis, and C. Christodoulou

volume (SV) [4]. Calculation of these quantities depends on accurately delin-
eating the endocardial and epicardial contours of the left ventricle (LV). Man-
ual drawing of these contours is time consuming, prone to errors, intra- and
inter- observer variability [5]. Therefore automating this process is highly de-
sirable. Many researchers have investigated this challenging problem and sug-
gested various approaches such as for example image processing techniques in-
cluding thresholding and shape extraction [1], image-driven segmentation [6],
active appearance models [7], subject-specific dynamical model [8] and dynamic
programming [9]. Generating-shrinking neural network classifier has been ap-
plied to the problem of segmentation methods in short axis cardiac MR im-
ages in [10] to classify tissue points into three classes: lung, myocardium, and
blood and combined with a spatiotemporal parametric modelling. Reviews on
cardiac image analysis and on segmentation methods in short axis cardiac MR
images are given in [2] and [5] respectively. It is noted [5] that despite the de-
velopments in solving the problem of automatic segmentation of MR cardiac
images, the actual problem domain is still open for further developments, as indi-
cated by open related challenges: Cardiac MR Left ventricle Segmentation Chal-
lenge, http://smial.sri.utoronto.ca/LV_Challenge/Home.html, 2009 and
RV Segmentation Challenge in Cardiac MRI, http://www.litislab.eu/rvsc,
2012.

This paper explores the potential of applying standard neural network
methods such as Multilayer Perceptrons (MLPs) [11], Radial Basis Functions
(RBFs) [12] and an alternative to neural networks methods, Support Vec-
tor Machines (SVMs) [13], [14] to automatically locate the endocardial and
epicardial landmarks of the left ventricle of short axis MRI cardiac images
based on a small number manually located landmarks. The short-axis plane
is the standard imaging plane that is perpendicular to the long (apex-base)
axis [5]. In this study the publically available data set of short axis cardiac
MRI images provided by the Department of Diagnostic Imaging of the Hos-
pital for Sick Children in Toronto, Canada and the manual segmentations
(http://www.cse.yorku.ca/~mridataset/), [3] are utilised for the experi-
ments. The subjects in this data set displayed different heart abnormalities
including a small number with left ventricle abnormality. More details about
the data set are available in [3]. Unlike most approaches described in the litera-
ture, in our approach we do not use image data for finding the locations of the
landmarks, but we capitalize on shape-constraints learned by the neural network
for predicting the positions of the missing landmarks. As a result human experts
need to locate only a small number of landmarks which are preferably located
on high contrast areas and as a result it is trivial to locate them accurately. The
positions of the rest of the points which may be located on blurred image areas
can be automatically positioned. This approach has the benefits of requiring
the least possible human involvement and at the same time it is not required
to have high quality images in order to acheive reasonable accurate landmark
localization.

http://smial.sri.utoronto.ca/LV_Challenge/Home.html
http://www.litislab.eu/rvsc
http://www.cse.yorku.ca/~mridataset/
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The paper is structured as follows: Section 2 briefly describes the methods
used, Section 3 presents the experiments, Section 4 discusses the results and
Section 5 draws the conclusions.

2 Methods

In this section the basic theoretical background of each of the methods under
investigation is presented.

2.1 Multilayer Perceptron Method (MLP)

The Multilayer Perceptron (MLP) [11] is the most widely used neural network ar-
chitecture. Typically, it consists of three layers of neurons: input, hidden and out-
put layers fully connected with adaptive weights. The input layer passes the input
values through the hidden layer while the hidden and output layer neurons are ac-
tive, i.e., they contain an activation function. The activation function of the hidden
layer neurons is a smooth nonlinear function (e.g., sigmoid or hyperbolic tangent).
The activation function in the output layer for regression problems is usually a lin-
ear function [15]. During training, the input patterns are propagated through the
network and the weights are adjusted to minimise the sum-of-square error function
using a gradient descent process. In this paper a MLP with the scaled conjugate
gradient algorithm is used [16], which combines the model-trusted approach and
the conjugate gradient approach. It uses a numeric approximation for the second
derivatives (Hessian matrix) to reduce the computations in the line search used by
the traditional conjugate gradient algorithm.

2.2 Radial Basis Functions (RBF)

The Radial Basis Functions (RBF) [12] architecture is similar to the MLP archi-
tecture consisting of input, hidden and output layers of neurons, but there are
some differences. Firstly the outputs in the hidden layer are not the product of
the input pattern vector and the weight vector. Each neuron in the hidden layer
is a centre of a cluster in the input data space found using a clustering algorithm
(e.g., k-means, [17]). Secondly the transfer function associated with each hidden
neuron is known as a radial basis function typically a Gaussian curve, through
which the Euclidean distance between the input vector and the centre vector is
passed. In this work we use thin plate spline function as the transfer function
which gives better results than when the Gaussian is used. Further optimisation
was achieved by varying the number of hidden nodes. The output layer uses
linear activation function and the weights between the hidden and output layer
are adjusted using a gradient descent algorithm. The latter parameter could also
be optimised through the use of other optimisation algorithms.

2.3 Support Vector Machine Regression(SVMR)

Support Vector Machines (SVM) developed by Vapnik [14] are an alternative of
the traditional neural network approaches. Their main advantage is that their
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formulation incorporates minimisation of the structural risk [18] which minimises
an upper bound of the expected risk. This approach provides a better ability to
generalise, than using the traditional approach of minimising the empirical risk
[18]. SVMs have been used for both classification and regression problems [14],
[18], [19],[20]. In the context of the problem for automatic location of landmarks
we have multioutput regression problem. However, the standard formulation of
the SVM for regression considers only the single-output problem. Multioutput
formulation of SVM for regression problems (M-SVR) is proposed in [21], [22]
and [23] and applied for function approximation, nonlinear channel estimation
in multiple-input multiple-output systems, and remote sensing biophysical pa-
rameter estimation. The M-SVR formulated in [22] and [23] extends the single-
output SVR to multiple outputs by using the ε - insensitive cost function based
on L2 norm, thus considering all dimensions into a unique restriction giving a
single support vector for all dimensions. This solves the problem of the large
complexity if each dimension is considered independently and exploits the the
dependences between variables [23]. The implementation of M-SVR [21], [22]
and [23] is utilised in this work.

3 Experiments

The dataset of Cardiac MR images and their manual segmenta-
tions used for the experiments are publically available online at
(http://www.cse.yorku.ca/~mridataset/ and at the web site of [3]. It
consists of short axis MR image sequences from 33 subjects and a total of
7980 2D images. Each subject has image sequence of 20 frames and between
8 and 15 slices acquired along the long axis. The data set contains also 5011
manually segmented MR images, with a total of 10,022 endocardial and
epicardial contours. This manual segmentation carried in[3] and made available
at (http://www.cse.yorku.ca/~mridataset/ provides the ground truth for
each image where both endocardial and epicardial contours of the left ventricle
were visible. For each z position denoting the long axis slice number z, each
temporal frame t, each contour is described by 32 landmark points given in x, y
pixel coordinates. We represent each contour as 66 dimensional vector which
consists of the 32 landmark x, y pixel coordinates and the last couple elements
are equal to the x, y coordinates of the first point. Concatenating both 66
dimensional endocardial and epicardial contour vectors gives 132 dimensional
vector describing both contours. For a specific position z we construct the data
set of 660 patterns, where each pattern is the 132 dimensional vector. We use
leave-one-out cross-validation procedure to evaluate the models thus utilising
the patterns corresponding to all frames of 32 subjects for training and all
frames of the remaining 1 subject for testing. For each method described in
Section 2 we investigate 13 different test scenarios. The first three scenarios
correspond to having 2, 3, 4 and 8 equally distanced landmarks visible on each
contour. The remaining 9 scenarios correspond to having 10% - 90% randomly
selected landmarks as visible on each contour. Figure 1 shows the test scenarios

http://www.cse.yorku.ca/~mridataset/
http://www.cse.yorku.ca/~mridataset/
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when 2, 3, 10% randomly selected and 8 landmarks are manually located on
each contour. For each of the methods described in Section 2 we train models
that correspond to all 13 scenarios and evaluate them using leave-one-out
cross-validation procedure. The methods used are based on an one-to-many
mapping scheme [24] where the input vectors consist of the visible landmark
coordinates and the output vector contains the coordinates of all 66 landmarks.
For each model the average percentage error of the normalised Euclidian
distance between the recovered and the actual landmarks for the training
and test subjects are calculated, and then the average across all models for a
particular scenario and a particular method are derived. In this context the
average percentage error is estimated as the mean distance between actual and
recovered points divided by the largest distance between any pairs of points in
the given shape. Before training the models we align the visible points with the
corresponding mean points using the Procrustes shape alignment method [25]
so that differences between the two sets of points due to different translation,
scaling and rotation are eliminated. In order to benchmark the results we
replace the coordinates of the missing points with the mean values of each
missing point as derived from the training set. The replacement of the positions
of the missing points with the geometrically normalised average points provides
a performance benchmark during our experiments. This benchmark approach is
denoted as AVG in the result tables and figures in the next section.

It should be noted that in the experiments described it is assumed that the
correspondence of the visible points in relation with the 64 landmarks located
on the endocardial and epicardial contours of the left ventricle is known. This
is a reasonable assumption bearing in mind that in a future application of this
method the locations of the visible points will be fixed taking into account the
ease of locating those landmarks by experts.

4 Results and Discussion

Table 1 presents the quantitative results from the experiments for the different
test scenarios. Figure 2 illustrates visual results for each method for one test
subject corresponding to the scenarios from Figure 1. The basic AVG approach
gives the worst results in the majority of the test scenarios but provides a starting
point for comparison with the application of the neural network methods and
the support vector machine. The performance of the MLP and RBF methods
is mainly influenced by the number of hidden nodes. Increasing the number of
hidden nodes leads to significant improvement of the training results but at the
expense of the generalisation performance and the complexity of the model. The
results for the MLP method presented in Table 1 are obtained with 50 hidden
nodes, learning rate equal to 0.05 and number of training epochs equal to 300.
The results for the RBF method are obtained with 100 hidden nodes, using
thin-plate spline function as transformation function in each node. The training
time of the MLP (in order of minutes) is significantly higher than the RBF
training (in order of seconds). The performance of the M-SVRmodel is influenced
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a) 4 landmarks available b) 6 landmarks available
c) 10% random landmarks available d) 16 landmarks available

Fig. 1. Test scenarios for test subject 14, frame 12, z position 5., Manually located
landmarks are shown in colour.yellow

mainly by the choice of the parameters C, ε and the kernel parameter. Parameter
C determines the trade off between the model complexity and the degree to
which deviations larger than ε are tolerated in optimisation formulation [26]. If
C is large (infinity) then the objective is minimising the empirical risk without
regard to the model complexity [26], [27]. The parameter ε controls the width
of the ε - insensitive zone and the number of support vectors used to construct
the regression function [28]. The results presented in Table 1 are obtained by
experimenting with different values for these parameters. The kernel was set to
linear, polynomial and radial basis functions. The best results are obtained with
polynomial kernel of second degree, epsilon = 0.0001 and C = 10000 for the first
three scenarios (3, 4 and 8 visible equally distant landmarks) and C = 100000
for the remaining test scenarios. The training time is in order of seconds.

5 Conclusion

A method for locating endocardial and epicardial landmarks of the left ventricle
of MRI cardiac images is presented. Unlike other segmentation methods reported
in the literature, the proposed method relies on the use of image data only
for locating a small number of key landmarks. The positions of the remaining
landmarks are predicted based on the anticipated geometry of the shapes learned
through a training procedure. The training process is performed using neural
network based methods. An experimental comparative evaluation using MLPs,
RBFs and SVM regression is carried out in order to find the neural network
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a)

b)

c)

d)

AVG MLP RBF M-SVR

Fig. 2. Visual Results - Test subject 14, frame 12, z position 5, yellow contour based
on automatically recovered landmarks, red contour based on manual landmarks. a) 4
landmarks available,b) 6 landmarks available, c) 10% random landmarks available, d)
16 landmarks available
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Table 1. Mean % and standard deviation of normalised Euclidean distances between
recovered and original landmarks for train and test sets,

Method/ AVG AVG MLP MLP RBF RBF M-SVR M-SVR
available landmarks train test train test train test train test

4 4.93 4.99 3.64 3.76 2.66 3.78 3.06 3.22
st. dev 0.03 0.93 0.07 0.81 0.02 1.24 0.02 0.74

6 4.53 4.58 3.03 3.13 1.38 2.16 1.70 1.82
st. dev 0.03 0.85 0.25 0.62 0.09 0.73 0.01 0.39

8 4.29 4.34 2.87 3.04 0.99 1.46 1.26 1.38
st. dev 0.03 0.83 0.17 0.75 0.06 0.35 0.08 0.28

16 3.56 3.60 2.70 2.82 0.52 0.72 0.60 0.67
st. dev 0.02 0.72 0.14 0.59 0.04 0.17 0.01 0.13

10% 4.33 4.38 2.65 2.81 1.05 1.56 1.27 1.39
st. dev 0.03 0.82 0.10 0.59 0.04 0.40 0.08 0.28

20 % 3.95 4.01 2.49 2.62 0.95 1.35 1.10 1.23
st. dev 0.02 0.76 0.12 0.63 0.04 0.31 0.07 0.24

30 % 3.59 3.64 2.39 2.52 0.76 1.11 0.88 1.03
st. dev 0.02 0.71 0.08 0.57 0.07 0.29 0.05 0.25

40 % 2.84 2.88 2.22 2.35 0.53 0.74 0.61 0.71
st. dev 0.02 0.54 0.08 0.54 0.04 0.17 0.03 0.14

50 % 2.31 2.34 2.03 2.17 0.31 0.41 0.36 0.42
st. dev 0.02 0.45 0.07 0.48 0.04 0.08 0.02 0.07

60 % 1.89 1.91 1.91 2.04 0.19 0.25 0.24 0.28
st. dev 0.01 0.38 0.05 0.44 0.01 0.04 0.01 0.04

70 % 1.36 1.27 1.86 1.99 0.15 0.20 0.21 0.26
st. dev 0.01 0.30 0.04 0.41 0.01 0.03 0.01 0.04

80 % 0.87 0.88 1.82 1.94 0.10 0.13 0.15 0.18
st. dev 0.07 0.20 0.05 0.42 0.02 0.02 0.01 0.03

90 % 0.43 0.44 1.79 1.88 0.12 0.15 0.11 0.15
st. dev 0.03 0.10 0.05 0.37 0.03 0.03 0.01 0.02

architecture best suited to the aforementioned task. According to the results the
SVM regression, method shows the best performance when dealing with a small
number of visible points whereas the RBF architecture performs better when
dealing with reduced number of missing points. In most cases the error rate
is less than 2% when dealing with previously unseen examples, demonstrating
the suitability of the proposed methods for this application. According to the
quantitative and visual results, it is evident that the methods used learn both
the within and intra person variability enabling the estimation of the complete
endo -cardial and epicardial shape using a small number of landmarks. The
importance of this work is due to the fact that based on this approach the
human intervention required is limited both in terms of duration and in terms
of the level of expertise required since the human operator can locate only few
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points located on positions that is trivial to locate even in the presence of noise.
Based on the positions of easy-to-locate landmarks the overall endo-cardial and
epicardial shape can be defined with reasonable accuracy.

Our future research directions involve the development of improved methods,
the applications of the method to other application domains and the develop-
ments of an integrated tool that can be used for locating the endo-cardial and
epicardial shape from MRI images or Ultra Sound Images. As far as the devel-
opment and improvement of the method we plan to evaluate additional learning
methods and different neural network architectures. Also the method will be
combined with methods based on image evidence so that, where possible, the
results of the shape prediction are locally refined using image-data. Also we plan
to apply similar methods to other applications involving medical images or other
relevant problems. For example we plan to use the proposed methodology for
other problems involving missing data such as the 3D shape reconstructions us-
ing image evidence from a single view. Also in the future we plan to develop
and evaluate an integrated application that can be used for extracting shape
information from images using a small number of landmarks, so that the results
of our research are utilized in real life applications.
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Vidal, A.R., Artés-Rodŕıguez, A.: Multi-dimensional Function Approximation and
Regression Estimation. In: Dorronsoro, J.R. (ed.) ICANN 2002. LNCS, vol. 2415,
pp. 757–762. Springer, Heidelberg (2002)

22. Sánchez-Fernández, M., de Prado-Cumplido, M., Arenas-Garćıa, J., Pérez-Cruz, F.:
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Abstract. Thermal engineering deals with the estimation of the tem-
perature at different points and instants for a given set of boundary and
initial conditions. For this, an analytic model replaces accurate but time-
expensive numerical simulation models; it is independent of the boundary
conditions and parameterized by the statistical learning of multidimen-
sional temporal trajectories. This black-box model is a recursive neural
network emulating the temperatures of interest over time from the only
knowledge of initial conditions and exogenous variables.
The number of hidden neurons is selected by a non-asymptotic ap-

proach based upon the minimization of a penalyzed criterion. Methods
like the slope heuristic and the dimension jump enable the calibration
of the penalty constant in presence of a n-sample. In practice, their ex-
trapolation to dependent data gives accurate results in the sense of the
mean square error.
The surrogate model and the model selection are successfully applied

to an industrial benchmark.

Keywords: recursive neural network, nonuniform time step, model se-
lection, penalized criterion, thermal engineering.

1 Introduction

The context of this work is the estimation of the temperature at ny points of
an aeronautical equipment in steady and transient states. From the one hand,
numerical simulation models are a solution for this problem based upon the
spatio-temporal discretization of the nonlinear physics equations using finite
elements or boundary elements methods for example. These models produce an
accurate approximation of the temperatures (High Fidelity models) but they
are time-expensive. From the other hand, compact thermal models [1], that is
to say physical-based reduced models based upon a thermal-electrical analogy,
are widely used in thermal analysis. These models quickly estimate the tempera-
tures. Nevertheless they are less accurate (Low Fidelity models) than the first
ones, in particular moving away from their associated boundary conditions [1].
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Consequently this paper deals with the construction of an accurate and
boundary-conditions independent surrogate model f̂ quickly emulating the tem-
peratures in transient and steady state by means of the statistical learning of a
dataset A. This dataset is made up of n different numerical simulations, each of
them associating to an inputs vector u ∈ R

nu (principally made up of boundary
conditions) the corresponding temperatures vector y ∈ R

ny in steady state or
its time-discretized evolution in transient state. The size n of A is small because
of the restrictive cost of calls to the numerical simulation models.

Formulation of the Problem. More generally let y be a multidimensional
quantity of interest and yk := y(tk) its value at time tk. We assume that yk is
function of the sets {y(t) : t < tk} and {u(t) : t < tk}, that is to say the present
state of y is caused by the past ones and the previous temporal values of u.
From this consideration we are interested in ŷ, the estimation of the quantity of
interest y by a surrogate model.

Moreover for the studied problems, no information is present before the initial
time t0 when are setted the initial conditions and appears the exogenous variable
u. So the estimation ŷk of yk is function of the sets {ŷ(t) : t0 ≤ t < tk} and
{u(t) : t0 ≤ t < tk}.

In addition, u is not known continuously between t0 and tk but at some
instants t0, t1, ..., tk−1 depending on the sampling rates. Thus it is necessary to
have ŷk function of {ŷ(t) : t ∈ {t0, ..., tk−1}} and {u(t) : t ∈ {t0, ..., tk−1}}.

Thence, we are looking for a parametric and recursive surrogate model f̂
parameterized by w ∈ R

nw of the form:

f̂ : Rnu+ny × R
nw −→ R

ny

(uk−1, ŷk−1;w) �−→ f̂(uk−1, ŷk−1;w) =: ŷk, where ŷ0 := y0 (1)

such that ‖yk − ŷk‖22 is small, ‖ · ‖2 being the euclidean norm on R
ny . The form

(1) means that in order to estimate y at time tk, the parametric function f̂ can
use as inputs no more than the exogenous variable u and the emulated ŷ at time

tk−1. Traditionally, a learning dataset A =
(
uki

i ,yki

i

)
i∈{1,...,n}

ki∈{0,1,...,Ki}
made up of n

time-discretized trajectories of the couple (u,y) is used so as to find the vectorw

minimizing an adequacy criterion of the surrogate model f̂ . The trajectories of
the dataset A own different lengths and time discretizations which are available
for the use of f̂ .

In order to emulate a dynamic system by means of the learning dataset
A, many surrogate models based upon a recursive formulation are commonly
present in the literature, e.g. time series [3], recurvise neural networks [4] and
variational neural networks [2]. Some of them use uniformly time spaced data
while others require more than the only knowledge of exogenous variables and
outputs at the previous time. Consequently, it is not possible to directly use
these tools: we have to modify them in order to satisfy the formulation (1).
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Layout. In Section 2, a surrogate model of the form (1) is presented. New tools
for model selection in the artificial neural network area are described in Section
3. Finally in Section 4, the surrogate model as well as the later tools are validated
with an industrial benchmark.

2 A Multidimensional Temporal Surrogate Model

2.1 A Recursive Surrogate Model

The model (2) enables to fulfill the requirements (1):

{
ŷk+1 = f̂N (uk, ŷk, δk+1;w)
ŷ0 = y0 (2)

where f̂N is an artificial neural network and y0 the initial conditions. Among the
inputs of f̂N , ŷk are the previous outputs generated by f̂N and δk+1 = tk+1− tk
is the current time step. The latter is a way of building a model working with
various time steps, which is required by the trajectories of the learning dataset
A. (2) is a kind of nonlinear time series based upon a frozen neural structure,
that is to say only the last outputs and exogenous variables are used.

About Artificial Neural Networks. In presence of a nonlinear relationship of
the form y = f(x) with x ∈ R

nx , y ∈ R
ny and f unknown, f can be approached

by a surrogate model f̂N , called artificial neural network [5] or multilayer per-
ceptron (MLP), parameterized by w ∈ R

nw :

f̂N (x;w) =
(
f̂
(j)
N (x;w)

)
1≤j≤ny

=

(
N∑
i=1

w
(j)
i h

(
nx∑
l=1

wilxl + wi0

)
+w

(j)
0

)

1≤j≤ny

(3)

h is the sigmoidal function defined by ∀z ∈ R, h(z) = 2/(1 + e−2z)− 1.
This metamodel has good properties including universal approximation and

parsimoniousness. The second property is due to the nonlinearity of the outputs
in the parameters wil; thus, for a fixed accuracy of estimation and under the
hypothesis that f is strongly nonlinear, a neural network requires less parameters
than a polynomial, Fourier or wavelet expansion for example.

In our situation, x stands for (uk, ŷk, δk+1) whereas y represents ŷk+1 and
we have the relation nx = nu + ny.

2.2 Parametrization of the Surrogate Model

Given the dataset A =
(
uki

i ,yki

i

)
i∈{1,...,n}

ki∈{0,1,...,Ki}
, the vector of parameters w is

those minimizing en =
∑n

i=1

∑ny

j=1

∑Ki

ki=1(ŷ
ki

i,j − yki

i,j)
2 with yi = (yi,1, ..., yi,ny)

′;
en is the mean square error (MSE), an adequacy criterion of the surrogate model.
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The Levenberg-Marquart – LM – (see e.g. [5]) algorithm and the Resilient
backPROPagation – iRPROP+ – [6] are optimization methods commonly used
in the neural network community (toolbox/package nnet in Matlab/R for exam-
ple) so as to find the parameters w. iRPROP+ implements a gradient descent
based upon the signs of its components rather than on its values whereas LM
is a mix between the Gauss-Newton and the gradient descent algorithms. We
opt for LM to the detriment of IRPROP+ because LM gives better results in
our case notably for a weak number of parameters, even if this method is more
time-expensive. Both methods use the gradient of en according to w:

∇wen =

n∑
i=1

ny∑
j=1

Ki∑
ki=1

∇w(ŷ
ki

i,j − yki

i,j)
2 = 2

n∑
i=1

ny∑
j=1

Ki∑
ki=1

(ŷki

i,j − yki

i,j)∇wŷki

i,j (4)

Because of the recursivity of the formulation (2), we use the backpropagation

through time in order to obtain ∇wŷ
ki+1
i,j with

∂ŷ
ki+1

i,j

∂w defined by:

∂ŷki+1
i,j

∂w
=

∂f̂
(j)
N (uki

i ,x, δki+1;w)

∂w

∣∣∣∣∣
x=ŷ

ki
i

+

ny∑
l=1

∂f̂
(j)
N (uki

i , ŷki
i , δki+1;w)

∂ŷki
i,l

∂ŷki
i,l

∂w
(5)

The gradient ∇wŷ
ki+1
i,j is function of the previous gradient ∇wŷ

ki

i,j which implies
to store this quantity (see Fig. 1).

The backpropagation through time allows simulating a time-discretized tra-
jectory of yi governed by the ui one and starting at point y0

i . Without the second
term in (5) and setting x = yki

i in the first one, the optimization procedure would

lead to a one-step ahead predictor: the neural network f̂N would need to use yk
i

as input instead of ŷk
i at each instant tki in order to have ŷk

i ≈ yk
i . In this case,

the surrogate model could not predict the trajectory of yi autonomously, that
is to say without the help of the vector yi at the previous instants.
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Fig. 1. Representation of the backpropagation through time (BPTT)

In this optimization algorithm in order to initialize the vector w, the Nguyen-
Widrow method [7] is used so that the active regions of the neurons will be
distributed approximately evenly over the input space.

Lastly the number of hidden neurons N in (2)-(3) is those associated to the

more robust surrogate model f̂N , that is to say the f̂N minimizing an approxima-
tion of the generalization error which is the mean of ‖y− ŷ‖22 over the exogenous
inputs u, the time-steps δ, the initial conditions y0 and the length K.
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2.3 Intrinsic Time Step and Steady State

In some cases, the sampling rates of the learning dataset are lower than those of
the physical phenomenon and the surrogate model (2) can take this into consi-
deration. To illustrate this point, let us suppose that the phenomenon of interest
has a characteristic time equal to δchar where δchar = γ.δsamp ≤ δsamp with
0 < γ ≤ 1 and 1/δsamp the sampling frequency of the learning dataset. Then, a
possible solution to emulate the physical phenomenon with a better fidelity is to
use the model (2) with the intrinsic time step δ :=

δsamp

�γ−1	 = sup{δ̌ ∈ R+ s.t. δ̌ =

δsamp/k, k ∈ N
∗ and δ̌ ≤ δchar} and with uk as a linear interpolation between

the last and next known values of u if uk is unknown in the dataset. During
the learning step, while the surrogate model f̂N iterates with these δ and uk, its
outputs computed at times present in the discretized trajectories of A contribute
to the calculation of en.

Moreover in steady state, this model enables the prediction of the outputs
y∞ using constant exogenous variables, that is to say uk := u, ∀k. In this
way, for a fixed precision ε, starting with ŷ0 = y0 and repeating a finished
but undeterminate number of times the step ŷk+1 = f̂N (uk, ŷk, δk+1;w), there
exists a time tk′ when ∀k ≥ k′, ‖ŷk+1 −yk+1‖2 ≤ ε. In other words, the outputs
ŷk+1 of the surrogate model (2) converge to the ones of the steady state y∞

associated to the exogenous inputs u.
Nevertheless, it is advised to learn some transient data reaching steady states

so as to be able to emulate steady state temperatures in a prediction phase;
otherwise, in spite of a convergence of ŷk, it is possible that the distance between
ŷk and y∞ remains greater than the specified ε.

Finally, taking into consideration the remarks about the intrinsic time step,
δk+1 is considered as constant and equal to the characteristic time δchar of the
physical phenomenon. This time step is given by an expert or considered equal
to the lowest met in the learning dataset in the absence of a such information.

In simple problems, it is easy to select an appropriate number of hidden
neurons N leading to a robust surrogate model f̂N by the means of the hold-out
method, a validation procedure based upon the minimization of the mean square
error associated to a test dataset. In the situation where the number of recourses
to the numerical simulation model is limited because of the computational time,
other methods of model selection have to be considered and automated.

3 A Non-asymptotic Model Selection

The augmentation of the number of hidden neurons N in an artificial neural
network reduces continuously the learning error whereas the generalization error
raises after a period of decrease. This phenomenon corresponds to the bias-
variance tradeoff and it is important to approach the number of hidden neurons
minimizing the generalization error.

Various tools like hold-out validation and K-fold cross-validation allow this
goal to be reached under the hypothesis that the error associated to these me-
thods is closed to the generalization error. Nevertheless, the first method implies
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putting aside some examples from the dataset, in such a way that the size of the
learning dataset is reduced; for small dataset, this is not acceptable and the se-
lection results are dependent of the test dataset. In addition, the cross-validation
requires the construction of K times more neural networks, which represents a
considerable limit if neural networks parameterization is time expensive.

Consequently, we need a tool using the totality of the learning dataset with-
out constructing more surrogate models than the necessary number during the
learning phase. Penalized criterions are a solution fulfilling these expectations.

3.1 Use of a Penalized Criterion

Let A = ((X1, Y1), ..., (Xn, Yn)) ∈ Ξn be a n-sample where Ξ ⊂ R
nx × R and

(X1, Y1), ..., (Xn, Yn) are i.i.d.1∼P . Let Yi = s(Xi) + εi, i ∈ {1, ..., n} be an
homoscedastic regression model where ε1, ..., εn are i.i.d. such that E[ε1/X1] = 0
and E[ε21/X1] = σ2. We would like to estimate s thanks to the n-sample A and
a collection of models (Sm)m∈M in S to specify, with M = {1, 2, ...,M}. In the
present context, Sm is the set of neural networks with Nm hidden neurons, where
Nm maps monotonously m ∈ M to Nm ∈ N

∗ (e.g. N1 = 1, ..., N5 = 5, N6 =
10, N7 = 15, ..., N10 = 30):

Sm =

⎧⎨
⎩f̂Nm(x;w) =

Nm∑
i=1

wih

⎛
⎝ nx∑

j=1

wijxj + wi0

⎞
⎠+ w0 s.t. w ∈ R

nw

⎫⎬
⎭ (6)

and S is the set of artificial neural networks. Let γ(t, (x, y)) = (y − t(x))2 be
the least square contrast. We look for a sm ∈ Sm which minimizes the gene-
ralization error R(t) =

∫
Ξ(y − t(x))2dP (x, y). Unfortunately, R(t) is function

of the unknown P . So we take a ŝm ∈ Sm minimizing the empirical contrast
γn(t,A) = 1

n

∑n
i=1(yi − t(xi))

2 over Sm. Then, in the collection of estimators
(ŝ1, ..., ŝM ), the objective is to approach the one minimizing R(t) which is the
Oracle: it is a benchmark we cannot reach it because of its dependence to P . To
do so, we look for m̂ minimizing the penalyzed criterion γn(ŝm,A)+pen(m) so as
to select ŝm̂ from the collection of estimators. pen(m) is a penalty term function
of the number of observations n and of the properties of the set Sm. In Arlot et al.
[8], the ideal penalty is of the form κidpenshape(m) where κid is a numerical con-
stant most of the time unknown. In the case of neural networks, Barron et al. [9]

propose the shape penshape(m) = Nm(nx+1)
n (1 + log (RQ(1 + n/(Nm(nx + 1)))))

where R (resp. Q) is an upper bound of
∑nx

j=1 |wij | (resp. of
∑Nm

i=1 |wi|). In our

study we use the simplier form penshape(m) = Nm(nx+1)
n which gives good results

in practice.
To summarize, the use of a penalized criterion is made up of two steps:

1. Calculate ŝ1, ..., ŝM where ŝm minimizes γn(t,A) over Sm.

2. Select ŝm̂ where m̂ minimizes γn(ŝm,A) + κid
Nm(nx+1)

n .

1 “Z1, ..., Zn are i.i.d.∼P” means that Z1, ..., Zn are independent and identically dis-
tributed random variables (i.i.d.) with law P .
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The dimension jump and the slope heuristic [10] allow the calibration of the con-
stant κid necessary for Step 2. These methods are implemented in the R/Matlab
toolbox/packageCAPUSHE [10] and the dimension jump is themost employed. Both

go by the fact that if m̂(κ) is the m minimizing γn(ŝm,A) + κNm(nx+1)
n , then:

– for small values of κ, Nm̂(κ) is in the highest values of Nm because the
penalized criterion decreases as the complexity Nm increases;

– for values of κ greater than κmin, the penalized criterion decreases and then
increases with this complexity because after having reached a certain preci-
sion, the bias is stable and the variance increases, that is to say the penalty
term takes the advantage over the empirical constrast.

3.2 The Slope Heuristic and the Dimension Jump

The Dimension Jump. The first method supposes that the selected number
of hidden neurons Nm minimizing γn(ŝm,A) + κpenshape(m) is very important
for κ < κ̂ and almost stable for κ > κ̂. In others words, the application κ →
Nm(κ) should possess an abrupt jump around κ̂ and κid is estimated by 2κ̂. The
following algorithm describes the three steps of this method:

1. Compute, for all κ > 0, m(κ) ∈ argminm∈M[γn(ŝm,A) + κpenshape(m)].
2. Find κ̂ such that the number of hidden neurons Nm(κ) is “large” if κ < κ̂

and has a reasonable order otherwise.
3. Select m̂ = m(2κ̂).

In step(2), the meaning to give to “large” is related to the dimension jump: for
all κ1 and κ2 such that κ2 = inf{κ s.t. κ > κ1 and Nm(κ1) > Nm(κ)}, κ̂ is the
κ1 maximizing the difference Nm(κ1) −Nm(κ2).

The Slope Heuristic. The second method relies on a robust linear regression of
the couples of points {(penshape(m),−γn(ŝm)) s.t. penshape(m) ≥ pthres} where
pthres is a threshold beyond whose the points {penshape(m),−γn(ŝm)} seem to be
aligned. Then twice the slope of this linear part is a good estimator of κid. The
estimated value, and so the selected number of hidden neurons, are sensitive to
the regression method and above all to the choice of pthres. These considerations
are adressed in CAPUSHE [10] and the user can choose between a default and a
manual configurations sometimes leading to significantly different models.

The approach of penalized criterion minimization makes the hypothesis of
i.i.d. observations in A. For toy functions in steady state such as the Rosenbrock
function, this hypothesis is verified and the number of hidden neurons selected
by the slope heuristic and the dimension jump correspond to the Oracle one.
Unfortunately in the context of trajectories, the hypothesis of independence is
unsatisfied if we consider yk and yk+1 as outputs vectors associated to two
different observations in a sample and not as two pieces of a same observation.
Nevertheless, for a simple problem based upon the 1D heat equation in transient
state, this approach gives good results and generalizes these model selection
approach to more complex situations.
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These methods of model selection coupled to the surrogate model (2) are used
with an industrial benchmark in thermal engineering.

4 Application to the Industrial Benchmark

Description. The studied aeronautical equipment is a switchgear cubicle (see
Fig. 2) made up of exterior radiators allowing the evacuation of the power gener-
ated by two autotransformators, an autotransformator power and a diode module
and an exterior pierced cage for the circulation of exterior air in the PCB re-
gion. The exterior air gets in the cubicle through holes situated in the radiators,
warms up and leaves the cupboard by means of an air extractor: the system is
in forced convection. During extractor failures or when the extraction flow is
low, the exterior air gets in through the down holes, warms up and a part or the
totality leaves the cupboard by means of the up holes of a radiator: the system
is in natural convection and this represents a physical behaviour completely dif-
ferent. Engineers are interested in the temperature evolution at ny = 27 points
situated on the dissipative components, the exterior faces, the air extractor and
the up holes, using a model accurate for all convection situations.

Fig. 2. Outside and inside of the switchgear cubicle

Modelization. The learning dataset A is made up of n = 12 trajectories ob-
tained with a numerical simulation model using the software Flotherm. The
time-independant exogenous inputs vector u ∈ R

4 is defined by u1 – the input
voltage (A), u2 – the ambient temperature (Celsius), u3 – the ambient pressure
(mbar) – and u4 – the flow of the extractor (g.s-1) (see Fig. 3). The time step
has to be taken into account because for a given trajectory it is scattered in a
specific interval and takes different values; it is u5, the fifth input. Additionally
trajectories own different lengths as mentioned in Fig. 3.

The surrogatemodel (2) in Section 2 is used so as to build temperature predictors
at theny = 27 points according to the values of the inputs vectoru and using all the
datasetA. To do this, we use a collectionM ofM = 13models Sm where the num-
ber of neurons Nm maps from M to {1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50}
and for each Nm, a surrogate model minimizing en is created; the best number
of hidden neurons in the sense of robustness and generalization is obtained by the
means of the slope heuristic and jump dimension presented in Section 3.
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Example u1 u2 u3 u4 Length (s)

1 150 55 812 32 1800
2 150 20 117 5 600
3 450 70 1013 40 300
4 450 30 1013 25 300
5 750 70 1013 40 30
6 750 30 1013 25 30

Example u1 u2 u3 u4 Length (s)

7 370 70 1013 20 300
8 370 30 1013 12.5 300
9 620 70 1013 20 30
10 620 30 1013 12.5 30
11 300 20 1013 0 60
12 450 20 1013 0 30

Fig. 3. Exogenous inputs and length of times for the learning dataset A

Results. Globally the learning of the twelve trajectories gives accurate results

with a neural network associated to a learning error e
1/2
n = 5, 2.10−3 for output

data scaled to [0, 1] and a learning error of 0.6� for unscaled output data. Fur-
thermore 50% of the relative errors are between −0.3 and 0.3%. Fig. 4 presents
the 12 trajectories from the learning dataset and their prediction for the output
“SF coil”: from a macroscopic point of view, the outputs and their predictions
are confused whereas zooming in, some small oscillations appear which can be
caused by some problem of optimization.
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Fig. 4. Predictions (red) of the 12 trajectories (black) for the SF coil

The selected model comprises 30 hidden neurons according to the jump dimen-
sion and the slope heuristic with default configuration. After having superposed
the curves from the learning dataset with their predictions for the different values
of Nm, this value of 30 seems to be correct.

Finally other optimization methods could be discussed as well as the cons-
truction of a neural network by output behaviour so as to deal with weaker
problems and avoid delicate situations involving a supervisory control. Indeed
for a smaller number of outputs (e.g. 11 among 27), the number of parameters
is smaller, previous oscillations do not occur and the slope heuristic can be less
sensitive to the choice of threshold pthres (see Subsection 3.2).
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5 Conclusion

In a first step we presented a surrogate model based upon a recursive neural
network for the prediction of temporal trajectories with multiple time steps.
This model can learn data with discretization time steps greater than the char-
acteristic one. Moreover it can estimate the quantity of interest in steady state
although having a transient-state formulation. In a second step we applied an
non-asymptotic penalized criterion to the neural network case, so as to select
the number of hidden neurons minimizing the bias-variance tradeoff. Finally we
showed that for an industrial thermal benchmark, the neural network whose
number of hidden neurons has been selected by the methods associated to the
penalized criterion gives accurate results for all convection situations given by
the engineers, which was an industrial specification.

Beyond the current paper, this surrogate model will be a piece of a multiscale
system and will interact with numerical simulation, compact thermal or surro-
gate models from the lower and upper levels. This is a reason for its necessary
independence of the boundary conditions. Moreover in a multi-fidelity framework
additional datasets with bigger sizes and lower fidelities will be available in order
to facilitate the parameterization of the surrogate model. In this way, the high
fidelity dataset A will be used for improving its accuracy and its independence
of the boundary conditions.
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Abstract. This paper presents a method and a framework for adaptive
control in Application Service Management environments. The controlled
system is treated as a “black-box” by observing its operation during
normal work or load conditions. Run-time metrics are collected and per-
sisted creating a Knowledge Base of actual system states. Equipped with
such knowledge we define system inputs, outputs and effectively select
high/low Service Level Agreements values, and good/bad control actions
from the past. On the basis of gained knowledge a training set is con-
structed, which determines the operation of a neural controller deployed
in the application run-time. Control actions are executed in the back-
ground of the current system state, which is then again monitored and
stored extending the states repository, giving views on the appropriate-
ness of the control, which is frequently evaluated.

Keywords: Application Service Management, Adaptive Controller, Ser-
vice Level Agreement, Knowledge Base, Neural Networks, Performance,
Metrics.

1 Introduction

Application Service Management (ASM) is a discipline which focuses on moni-
toring and managing performance and quality of service in complex enterprise
systems. An ASM controller needs to react adaptively to changing system con-
ditions in order to optimize a defined set of Service Level Agreements (SLA),
which play the role of objective functions.

In this paper, we propose a neural network controller for ASM and explore
the potential of this approach. The learning framework is based on the natural
concept of comparison and learning on successes and mistakes. We develop a
software framework equipped with simple statistical tools for evaluating the
system. The control system takes into account current and historical system
states information and generates actions for the controller. These control actions
are approximated by a trained pair of Neural Networks (NN).

The software framework is able to change internal elements of runtime execu-
tion by considering control actions in background of flexible SLA definitions and
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resources as part of the current system state. In the era of “big-data” we use
an approach where all metrics are collected, e.g. actions, resources and control
actions - creating a knowledge base that operates as system states repository -
and reactions information after control actions. In this study the controller is
only equipped with a termination actuator eliminating expensive actions (not
resources tuning), and can adapt to changing conditions according to modifiable
SLA definitions, without using a model of the system. The general objective is to
optimize declared SLA functions values without using predictors and forecasting
of service demands and resources utilization.

The next section provides an overview of previous work in ASM control. Then,
Section 3 formulates the problem whilst Section 4 presents our architecture and
framework. Simulation results are presented in Section 5, and the paper ends
with conclusions and future work in Section 6.

2 Previous Work in ASM Control

The adaptive control of services has been the subject of substantial focus in
the last decade. Perekh et al. researched the area of adaptive controllers using
control theory and standard statistical models in the background of SLA [2].
More pragmatic approaches were studied in [4][5] [8], where an ASM perfor-
mance control system with service differentiation used classical feedback control
theory to achieve overload protection. Hellerstein and Perekh et al. introduced
a comprehensive application of standard control theory to describe the dynam-
ics of computing systems and apply system identification to the ASM field [12].
Fuzzy control and neuro-fuzzy control were proposed in [12] as promising for
adaptive control in the ASM field which may also be an interesting area for
further research work.

Since then many different methods of control and various techniques for ac-
tuators in ASM have been proposed, e.g. event queues for response times of
complex Internet services [11], model approximation and predictors with SLA
specification for different operation modes [14], observed output latency and a
gain controller for adjusting the number of servers [15]. More recent works tend
to focus on performance control in more distributed environments; e.g., virtu-
alized server environments with loopback control of CPU allocation to multiple
applications components in order to meet response time targets [16], cloud based
solutions with QoS agreements services [18], and energy saving objectives and
effective cooling in data centers [19][20].

Despite recent progress in the use of control theory to design controllers in the
ASM field, the use of neural networks and their ability to approximate multidi-
mensional functions defining system states remains under explored. Bigus nearly
twenty years ago applied neural networks and techniques from control systems
theory to system performance tuning [1]. Similarly to our approach he used sev-
eral system performance measures such as devices utilization, queue lengths, and
paging rates. Data was collected to train neural network performance models.
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NNs were trained online to adjust memory allocations in order to meet declared
performance objectives. Bigus and Hellerstein extended that approach in [3] and
proposed a framework for adjusting resources allocation, where still no complex
SLA definitions were used. NNs were used as classifiers and predictors but no
extensive knowledge base was incorporated.

3 Elements of Control Theory in ASM Field

A controller working in an ASM environment running within an enterprise class
system can be modeled as a dynamic system. Given a system of functions: C :
R

n+1 → R
n+1, n = k + m in time domain, where: k is the number of actions,

m is the number of system resources. All run–time characteristics of the system
are defined by a set of resources and input/output actions – the current values
define the system state.

Let us assume that r is the set of all system resources, which fully de-
scribe the system conditions. We will mainly focus on those resources which
are measurable r = {r1, ..., ri, ..., rm}, r ⊆ r, where the i–th resource utiliza-
tion is a scalar function of other measurable resources and actions in time
ri(t) = ρ(r, a, t), ri(t) ∈ [0,∞]. Only some measurable system resources can
be controllable rc ⊆ r. There are synthetic resources (abstract resources), which
can be derived/calculated on the basis of other system parameters (resources
and actions functions) rs ⊆ r ∧ rs ∩ rc = ∅ : rs(t) = ρs(r(t), a(t)), therefore can-
not be controlled directly but can be used in later processing for control actions
induction.

Let us assume that a is the set of all system actions, we focus on only measur-
able actions a = {a1, ..., ai, ..., ak}, a ⊆ a, where the i–th action execution is a
function of resources utilized ai(t) = α(r, a, γi(t),Pi), ai(t) ∈ {0, 1}, triggered by
the i–th event impulse with vector input parameters Pi = [P1, ...PX ],Pi ∈ R

X ,
which depends on available system resources, and consequently on other actions

executions – using a shorter form a
(Pi)
i (t) = α(r, a, t). Similarly to resources

definitions, some actions are controllable ac ⊆ a. The controller can readjust
execution time characteristics during the run-time of the actions, including ter-
mination, but any other change of functionality is not allowed. Many action
instances of the same action type can execute concurrently, the i–th action type
can have many instances executing concurrently, for different values of input
parameters.

A Service Level Agreement (SLA) in most cases is a function of an action’s
execution time, but can be also built as functions of system resources fSLAi

=
fSLAi

(a, r, t), t ∈ R.
System model C as a vector of functions describing the system state space in

discrete time domain C : [r, a], can be also presented as the following system of
difference equations (state space), containing often highly non-linear functions
ri(t) ∈ r, ai(t) ∈ a.
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C :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r1(t)

...

rm(t)

a1(t)

...

ak(t)

,
r(t) = ρ(r(t − 1), a(Pi)(t− 1), t),

a(t) = α(r(t − 1), a(Pi)(t− 1), t)
(1)

4 Monitoring Environment and Controller Architecture

Figure 1 shows the software framework used in the research.All components (Mon-
itoring agents, Collector, Loader, Evaluator, and Controller) are implemented in
Java and running in isolated run–times, communicating asynchronously with the
use of messaging via a JMS broker (Active MQ). This architecture provides pro-
cesses separation between metrics data collection, rules generation and control
execution. Processes can be deployed and run on many machines, observing
system infrastructure as a whole – communication between components is asyn-
chronous limiting time spent on waits. The collected metrics are stored in a
knowledge base and are persisted in a relational database to allow flexible query-
ing (Oracle RDBMS). Below we provide an overview of the whole environment
following the data life–cycle.

4.1 Application and SLA

Control of an application has to be done in the background of defined knowledge
about system functional and run–time priorities. To set such information SLA
definitions are used. The SLA definitions have the form of penalty function, in $
as units. Any of the collected metrics as part of system state can be used in SLA
definitions. SLA definitions in the current implementation use SQL phrases, e.g.:

p_i_sla_resource_name =>
’SLA3: 10\$ penalty for every second started of an image processing longer by average

than 10ms’
p_i_base_resource_like_filter_phrase =>

’ExampleFilter1//HTTP/1.1://127.0.0.1(127.0.0.1):8081//dddsample/images/%.png [null]’

4.2 Monitoring

Metrics are acquired from monitored parts of a system by remote agents. The
monitoring framework1 uses passive and active monitoring as complementary
techniques of performance tracking in distributed systems.

Active (Synthetic) monitoring operates in scheduled mode using scripts which
often simulate end–user activity. The scripts continuously monitor at specified

1 Allmon is a Java monitoring tool, freely available on Apache License 2.0[22].
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Fig. 1. Deployment diagram – a logical overview of all software components used in
the complete data life–cycle for ASM control used in the research

intervals various system metrics for performance and availability, allowing access
to compiled functionalities and exposing internal characteristics. Active agents
are also used to gather information about resource states in the system. Passive
monitoring enables supervision of actual (real) interactions with a system. Met-
rics collected can be used to determine the actual service–level quality delivered
to end–users and to detect errors or potential performance problems in the sys-
tem. Passive monitoring agents are deployed into the application with the use
of run–time level instrumentation (often by Aspect-Oriented Programming).

4.3 Evaluator

This component selects system states stored in the database providing a view
of past states and control actions. These data are processed and used to build
training sets for NNs. The controller uses pairs of NNs with antagonistic rules
definitions. The first NN is dedicated to detect states where potentially wrong
control would be taken, the second NN is trained to confirm states where good
control actions were evaluated. The proposed evaluation algorithm selects the
system states where: (a) extreme SLAs values (maximum and minimum), (b)
total SLAs when control was applied were lower than without. Those historical
system states are merged and create training sets for the controller NNs pair.
Only selected dimensions (those impacting SLA) are used to train NNs (same
dimensions for both networks); aggregated normalized metrics values are passed
to training sets. Trained pairs of NNs, as ready–to–use Java objects, are serialized
and sent over using topic style JMS published messages to the Controller process.
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4.4 Training Set Generation and Control Actions Induction

High SLA values based on actions execution time can be impacted by saturation
of used resources. Some SLAs values could be more expensive than violations of
SLAs based on terminated actions. Of course it is not only up to the definitions
used but also to the system load and quantity of potential violations. In most
practical cases the terminating actuator can have an impact on the SLA based
on an action execution time. The termination actuator can release load and
effectively lower the SLA value. This approach promotes termination of actions
running for a system state identified as related with the highest SLA footprint,
and condemns termination actions where it was found that the control caused
more harm than good in terms of selected SLA levels.

As SLAs are synthetic metrics, the evaluator has to find matching metrics,
which are available to the controller and could be used directly in training sets
definitions. The analysis starts with time points where SLAs were highest, as
these reflect times where the impact was most significant. A search algorithm
helps finding which SLAs are impacted and their values can be potentially low-
ered in the future after applying termination control for similar situations.

Each of the controlled actions (java class.method, servlet, etc.) has its own
dedicated pair of NNs instances trained to address specific for this action control
in the background of declared system states conditions. NNs are trained with
“bad” and “good” control actions selected from the past. The controller firstly
considers “bad” control network and if the current state does not match with
patterns stored in the NNs, it then begins checking “good” control.

NN are trained on normalized data, e.g. min/max boundaries – system state
values which are exceeding the declared scope are not taken into account by the
controller, so no control decision is taken. Of course such a situation is monitored
and extends boundaries in the next evaluation iteration if necessary.

The Multi Layer Perceptron implementation with sigmoid activations of the
Neuroph2 library was applied. It was found experimentally that two hidden layers
of four neurons and Momentum Backpropagation worked well in most situations
with these data. Activation thresholds for termination action in control decision
blocks were 0.25 and 0.75 for “bad” and “good” control respectively.

4.5 Controller and Actuator Agents

Actuator agents are weaved into an application (analogous to passive monitor-
ing). The controller receives serialized trained NN instances from the evaluator
process, which are stored in memory for easy and fast access by actuator APIs
before each of the controlled actions calls. The termination actuator allows the
controller to stop executing an action before its core functionality is called. The
controller has access to all resources and actions metrics acquired in the plant
(and it is up to monitoring configuration). The process of checking the current

2 Neuroph 2.4 is an open source Java neural network framework. It contains refer-
ence to another NN library, Encog. Both of them are published under Apache 2.0
license[22].
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Fig. 2. Termination action and total SLA values comparison. Data collected during 3
hours simulation under two pattern loads

state and performing the control operation requires only very limited resources.
The controller, as part of the model application run-time, uses a small associative
table (map), which stores all decision logic as pairs of trained neural networks.

5 Simulations

The test–bed contains model application3, load generator, monitoring and con-
troller components described in the previous section.

Load generator: Current implementation calls a grinder4 load script (calling
web application) using an array with load distribution values and effectively
transform this into run-time characteristics. During the simulation the same bi-
modal load pattern was used in two subsequent phases with different load–levels:

3 In the research dddsample application was used as model application with a few
modifications mainly changing load characteristics. It is a sample application which
was developed for demonstration of Domain-Driven Design concepts[10], and is freely
available under MIT License[23].

4 Grinder is a general purpose Java load testing framework specialized in using many
load injector machines for flexible load tests (jython scripts) in distributed environ-
ments/systems – it is freely available under a BSD license[24].
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the first phase with 10 threads, the second with 20 threads load. We wanted to
observe how the controller adaptively changes termination action characteristics
adapting to different system conditions.

Monitored resources and actions: During this exercise only Operating System-
OS resources were monitored. Therefore only OS metrics were present in system’s
state vectors. Actions were monitored by http filter agents (no direct java code
instrumentation). The load generator calls only one jsp page /public/trackio
(+static assets pointed to it). The page has been extended with a block of with
high IO intensive code (and consequently CPU). In case all resources are avail-
able the code execution time is from 100ms to 1100ms with uniform distribution,
but this rises considerably if used resources are entering into a saturation state.

Controlled actions: Action /public/trackio contains an object where direct ter-
mination control was woven in. A Termination exception is thrown in situations
when the actuator finds the current system state in NNs pair for the action.

Evaluator: System states are generated for the CPUUSER, DISKQUEUE,
and MEMORY dimensions. The evaluation described above is executed based
on three SLAs definitions set: (a) SLA3 - 10$ penalty per every started second
an image processing task takes longer than an average of 10ms , (b) SLA1 - 1$
penalty per second of execution of a “trackio” action if it takes over 1sec; in
that case maximum penalty is 60$ , (c) SLA10TERM - 20$ penalty per every
terminated action. Evaluations were executed every 5mins. During the simula-
tions the Evaluator needed from 20-90 sec to generate training sets and perform
knowledge induction. When the Evaluator was running CPU was significantly
utilized, what was impacting running under load application and effectively was
changing the whole system characteristics. The system had to adapt to such
conditions.

In our simulation, one hour sliding window was used to access system states
repository data.

5.1 Data Analysis and Discussion

Simulations showed that the neural controller approach can adapt and is capable
to optimize the operation of a system under certain conditions using objective
functions defined as SLAs. Figure 2 shows comparison between SLAs values
(circles), action execution times and main resources (CPU utilization and disk
queue length) as a function of time (in 5 minutes time buckets – aggregates).
All metrics were recorded during 3 hours of simulation under two load lev-
els. The main objective is to optimize SLAs values, thus the controller tried to
keep the TOTALSLA on minimal level, balancing with termination penalties
(SLA10TERM), long running actions (SLA1), and potentially massive static as-
sets execution penalties in cases of high resources consumption (SLA3). The
result achieved not only manages a reasonable constant level of total SLAs, but
also maintains low level of resources utilization (the controller did not allow
saturation of resources).

The two load patterns used during the run are best visible on the top left
chart, when action execution time rises significantly after adding twice the load
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to the system. At the beginning of the run no control was applied (SLA10TERM
was low), because the evaluator had not established any “good” and “bad” states
for potential termination control yet. Just after the 5th time bucket it took first
termination actions, lowering DISKQUEUE, SLA1 and SLA3. It is worth noting
the gradual decrease of cumulative SLA value during the first phase. The trend
was broken after the 20th bucket when more load was added to the system. Sur-
prisingly the first time buckets of the second phase show no termination action
– that was because the new conditions were so different that the controller could
not match the new system states with those represented in the trained NNs. Just
after the controller begins terminating actions, massive growth of total SLA is
caused (mainly penalties for termination) but reasonably low resources consump-
tion is maintained. Around the 30th time bucket the controller changes the strict
mode of operation, reducing the number of terminations applied; consequently
more actions are called and the utilization of all resources increases. At the end,
the controller contains state definitions, which allows the system to operate on
a level of total penalty 2000$ per time bucket, with quite high execution times
but reasonable resources utilized.

6 Conclusions and Future Work

In this paper we proposed a data-driven approach to design an ASM control sys-
tem that allows flexible generic SLA definition for scalable distributed environ-
ments. We evaluated the use of a knowledge base containing many gigabytes of
system run–time metrics. Empirical results showed that the controller equipped
with a simple states evaluator is able to adapt to changing run–time conditions
based on SLA definitions. We will be continuing the research in an area of black
and grey–box controllers targeting more complicated cases, where more actions
with different run-time characteristics and new types of actuators are present.
Also, we will explore apart from actions termination, other techniques such as
resources modifying, actions microscheduling, caching services tuning etc.

Huge amounts of data cause challenges for search in the systems states knowl-
edge base; we will study more efficient mining methods for patterns search and
dimensions selection (finding the most influencing dimensions for highest SLAs).
Multivariate metrics search and analysis can be the basis for further predictors
and classification research in the field. Furthermore, it would be potentially use-
ful to investigate the problem in the context of Multi-Objective Optimization[21]
considering the landscapes of each of the SLA functions instead of using a single
aggregate objective function as it was done in this paper.
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Abstract. The identification of transcription factor binding sites (TF-
BSs ) is a non-trivial problem as the existing computational predictors
produce a lot of false predictions. Though it is proven that combining
these predictions with a meta-classifier, like Support Vector Machines
(SVMs), can improve the overall results, this improvement is not as sig-
nificant as expected. The reason for this is that the predictors are not
reliable for the negative examples from non-binding sites in the promoter
region. Therefore, using negative examples from different sources during
training an SVM can be one of the solutions to this problem. In this
study, we used different types of negative examples during training the
classifier. These negative examples can be far away from the promoter re-
gions or produced by randomisation or from the intronic region of genes.
By using these negative examples during training, we observed their ef-
fect in improving predictions of TFBSs in the yeast. We also used a
modified cross-validation method for this type of problem. Thus we ob-
served substantial improvement in the classifier performance that could
constitute a model for predicting TFBSs. Therefore, the major contribu-
tion of the analysis is that for the yeast genome, the position of binding
sites could be predicted with high confidence using our technique and
the predictions are of much higher quality than the predictions of the
original prediction algorithms.

1 Introduction

Transcription Factor Binding Sites (TFBSs) are the places in DNA where regu-
latory proteins bind to increase or decrease the amount of mRNA that is tran-
scribed from the genes. These proteins themselves are also encoded by other
genes, which makes them a part of the regulatory interconnections of complex
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networks known as Genetic Regulatory Networks (GRNs). Therefore, identify-
ing these sites in DNA is an important research goal. Identifying TFBSs in a
genome is such a problem where the rate of false predictions is too high. Exper-
imental methods for identifying the location of TFBSs are time consuming and
costly and therefore not amenable to a genome-wide approach [1]. In this case,
the computational approach is a good solution [2,3]. However, computational
methods for identifying TFBSs is still a difficult task as they still produce many
false predictions [1,4,5]. There are many algorithmic approaches to generate pre-
dictions for binding sites and these basic algorithms have their own particular
limitations and strengths. Taken in combination, it might be expected that they
provide more information about TFBSs than they do individually.

In our previous studies [6,7], we combined various algorithmic predictions
and a Support Vector Machine (SVM) was used for classification after some
pre-processing on the dataset. We also showed that filtering out short predic-
tions (post-processing) produced improved predictions. It was evident from the
results that the new prediction is a little better than any of the individual algo-
rithms. One of the major problems with training a classifier on these combined
predictions is that the data constituting the training set can be unreliable. In
particular, the obvious approach is to take the negative examples (those nu-
cleotides that are not part of binding sites) from the same region of the genome
as the positive examples, that is from the promoter region. However, the data
from base algorithms may be much more unreliable in predicting non-binding
sites in promoter regions than that from the binding sites. We addressed this
issue elsewhere and showed that using negative examples in the training data
from sources other than promoter regions brought substantial improvement in
the computational predictions of TFBSs. We used this approach of varying the
negative examples on a previously used yeast dataset [6,7] with incomplete an-
notations and has now become outdated. In this paper, we have used the same
approach on a much newer yeast dataset with improved annotations and updated
algorithms/ biological evidence, in order to validate the technique. A new type
of negative examples, intronic negative examples, will also be introduced and we
will show that using these negative examples with the modified cross-validation
method brings further improvement to the predictions.

2 Background

As mentioned before, we used the yeast (S. cerevisae) as an experimental or-
ganism, as it has the most completely annotated sequences. In this study we
used the latest data from the resources at the UCSC Genome Browser, where
the majority of the data is originally from Saccharomyces Genome Database [8]
based on the assembly sequences of S288C strain. The annotations for the TF-
BSs were collected from Open Regulatory Annotation Database (ORegAnno) [9].
We chose 60 genes of 30,000 base pairs (bps) based on the highest frequency of
transcription factors binding to them and to establish this criterion we used the
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Table 1. Summary of the yeast data

Total number of sequences 60
Total sequence length 30,000 bps

Average sequence length 500 bps
Average number of TFBSs per sequence 3.87

Average TFBSs width 11.68 bps
Total number of TFBS 232

TFBS density in total dataset 9.03%

Table 2. The seven prediction algorithms used with the yeast dataset

Strategy Algorithms
Scanning algorithms Fuzznuc

MotifLocator
P-match

Co-regulatory algorithms MEME
AlignACE

Phylogenetic data PhastCons (conserved)
PhastCons (most conserved)

mapping of conserved regulatory sites from [10] with p-value 0.005 and moderate
conservation. The details of the dataset is given in Table 1 and the seven sources
of evidence used as input in this study are listed in Table 2.

Fuzznuc
iAlignACE

MotifLocator
PhastConsC

PhastConsMC
P-Match

Known Binding 
Sites

200 bases
50 100 150 200 250 300 350 400 450

MEME

Fig. 1. Visualisation of the algorithmic predictions of the upstream region of RPI1.
The upper seven results are from the original prediction algorithms and the final one
is experimentally annotated binding sites.

Fig. 1 shows the seven algorithmic predictions together with the annotated
binding sites and none of the individual algorithms can accurately predict the
binding site locations. By simply concatenating the seven prediction values we
constructed a 7-ary prediction vector for each position along the genome and the
label of each vector is the known status of that position (that is, whether or not
it is the part of a TFBS). This is illustrated in Fig. 2. Additionally we undertook
pre-processing, training and testing, and post-processing described in [6,7].
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Fig. 2. The complete workflow of combining algorithmic predictions, pre-processing,
classification using an SVM, and post-processing

3 Problems with the Dataset and Solutions

From Table 3, we can see that in the yeast dataset there are a number of pre-
diction vectors that are repeated and inconsistent (same vectors with different
labels). As the yeast dataset has many inconsistent data points, this suggests
that this dataset is particularly unreliable for training the classifier. This hap-
pens due to very few data points have repeated many times both in the negative
and positive example classes. These vectors represent points at which almost all
the algorithms are predicting no binding sites, that is they are vectors consti-
tuted of zeros. So far to deal with inconsistent and repeated data, we undertook
the simplest approach by removing all such vectors, but keeping one copy of the
consistent vectors. As a result, nearly 70% of the yeast dataset became unusable
for training.

In the yeast dataset, described so far, negative examples are taken from the
promoter regions that are not annotated as TFBSs (referred to as promoter neg-
ative examples). In one of our previous studies, we introduced the concept of
two further sources of negative examples namely – distal negative examples and
randomised negative examples. For distal negative examples, we took intergenic
regions from the yeast data that are more than 1,000 bps in length and extracted
50 bps from either side of the midpoint of the intergenic regions. There are in
total 59,994 nucleotides in this negative dataset. The randomised negative ex-
ample dataset was produced simply by randomising this distal negative example
dataset. In this paper we have further introduced a new source of negative exam-
ples namely intronic negative examples. For this type of negative examples, we
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Table 3. Statistics of the yeast dataset

Original Inconsistent Unique Repeat
30,000 10,333 9,791 9,876

(34.44%) (32.64%) (32.92%)

randomly selected 75 intronic regions from the yeast data and trimmed 10 bps
of either end of a selected intron as there is possibility of some bps that are close
to the end of an exon which may have a high degree of sequence conservation.
There are in total 33,091 nucleotides in this negative dataset.

4 Methods

In this study, first we normalised each feature and then searched for any repet-
itive or inconsistent data vector in the yeast dataset. We eliminated them from
the training set, as these can be potential source of misleading prediction results.
We followed the same process after replacing the promoter negative examples
by the distal, randomised, or intronic negative examples in training sets. Af-
ter removing the repeated and inconsistent vectors from the dataset, we got a
new dataset and we took two-third of it as training data. As shown from the
summary of the yeast dataset that the proportion of positive and negative ex-
amples is low, we used databased sampling techniques on the training sets to
make it more balanced [11] . We then randomised data rows to mix the positive
and negative examples randomly. However, the test set was reconstructed from
the original dataset so that it only contains biologically meaningful data. We
also undertook post-processing on the final predictions to get rid of very short
predictions.

4.1 The Classifier and Modified Cross-Validation

After constructing the training set, we trained an SVM with a Gaussian kernel
with two hyper parameters, the cost and gamma, on the training set. It is im-
portant to find good values of these parameters, and this is normally done by
a process of cross-validation. In our previous research on this problem, perfor-
mance had been measured on the validation fold which was also a part of training
set. However this may not be the most effective method. For training models to
perform well on the test set, hence we decided to measure performance on the
validation set exactly as we do on the test set. Therefore we measured the clas-
sification performance with the repeated/inconsistent vectors placed back in the
validation fold and used post-processing. The step-by-step description of exactly
what we have done is described in our previous work [12].

As usual we took the confusion matrix and from it defined the following
measures (Equations 1 – 4) to evaluate the performance measure. Note that
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all four of these measures give values between 0 and 1, with the higher value
being better except for FP-rate. As the data is imbalanced simple classification
accuracy is not an adequate measure of performance. Therefore, we used F-score
as the ideal performance measure in this study along with FP-rate. A higher F-
score with a lower FP-rate are the most desirable performance measures in this
case.

Table 4. Confusion matrix

Predicted Negatives Predicted Positives
Actual Negatives True Negatives(TN) False Positives(FP)
Actual Positives False Negatives(FN) True Positives(TP)

Recall =
TP

TP + FN
(1) Precision =

TP

TP + FP
(2)

F -score =
2 × Recall × Precision

Recall + Precision
(3) FP -rate =

FP

FP + TN
(4)

5 Results and Discussion

We ran four types of experiments in this study and in summary these experi-
ments are as follows:

Experiment 1: Using negative examples sequences not annotated as TFBSs from
the promoter region.
Experiment 2: Replacing promoter negative examples with distal negative ex-
amples.
Experiment 3: Replacing promoter negative examples with randomised negative
examples.
Experiment 4: Replacing promoter negative examples with intronic negative ex-
amples.

Note that only the training set was modified in each experiment and the test set
had never been changed.

Before presenting our experimental results, let us see how the base algorithms
performed for identifying TFBSs on the same test set we used in all the exper-
iments. We calculated the performance measures of the seven algorithms and
took the best prediction result from PhastConsMC (PhastCons most-conserved)
(see Table 5). From the results in Table 5, it is evident that even the best pre-
diction algorithm wrongly classifies a lot of sites as binding sites which actually
are not. Therefore, the Recall is high as well as the FP-rate, but the Precision is
very low. Now we are going to discuss the results from four different experiments
undertaken in this study.
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Table 5. The results of base algorithms on mouse data

Base Algorithms Recall Precision F-score FP-rate
PhastConsMC 0.76 0.155 0.26 0.43

5.1 Experiment 1- Using Negative Examples Sequences Not
Annotated as TFBSs

In this experiment we did not change the negative examples in the training
set but varied the way in which the cross validation took place. The results of
combining prediction results using an SVM with the modified cross-validation
are given in Table 6. If we compare predictions from Experiment 1 with that
of the best base algorithm, we can see that combining sources produces slight
improvement in F-score. The F-score increased from 26% to 31% and the FP-rate
decreased from 43% to 17%.

Table 6. The results of two-class SVM with promoter negative examples on the yeast
data

Recall Precision F-score FP-rate
Yeast data+ promoter 0.48 0.23 0.31 0.17

Though this result looks promising, it is not as good as we expected. Therefore,
replacing promoter negative examples by other negative examples may bring
expected benefit, which we are going to discuss henceforth.

5.2 Experiment 2- Replacing Promoter Negative Examples with
Distal Negative Examples

In this experiment we replaced promoter negative examples in the training set
with distal negative examples with the modified cross-validation method. The
prediction results, shown in Table 7, brings a huge improvement over the predic-
tions of best base algorithm, PhastConsMC. The F-score has improved from 26%
to 86% and the classifier can predict almost all the positive examples present in
the test set (as the Precision is almost 95%). There is also a huge reduction in
FP-rate with only a few predictions of positive examples being incorrect. This
significant improvement can be due to the fact that since the distal negative
examples are thousands of bps away from the promoter regions, there is less
possibility of labelling genuine binding sites as negative; therefore it helped the
classifier to characterise positive and negative examples properly.

Table 7. The results of two-class SVM with distal negative examples on the yeast data

Recall Precision F-score FP-rate
Yeast data+ distal 0.78 0.95 0.86 0.004
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5.3 Experiment 3- Replacing Negative Examples with Randomised
Negative Examples

In this experiment we replaced promoter negative examples in the training
set with randomised negative examples and used the modified cross validation
method. The results of combining prediction results using an SVM with the ran-
domised negative examples are given in Table 8. The result from this experiment
also shows a substantial improvement over the base algorithms as expected. The
F-score has improved from 24% to 86% and there is a significant reduction in
FP-rate. Though there is no further improvement of the F-score compared to
that of using distal negative examples, the FP-rate decreases from 0.4% to 0.1%.

Table 8. The results of two-class SVM with randomised negative examples on the
yeast data

Recall Precision F-score FP-rate
Yeast data+ rand 0.77 0.99 0.86 0.001

5.4 Experiment 4- Replacing Negative Examples with Intronic
Negative Examples

In this experiment we replaced the negative examples in the training set with
intronic negative examples and used the modified cross validation. The result in
Table 9 shows further improvement over the base algorithms. The F-score has
improved from 26% to 87% and there is a very slight improvement of F-score
compared to that of using distal negative and randomised examples. The F-score
improved due to the increase in Recall, however the Precision value decreased
and as a result the FP-rate also increased compared to that of using randomised
negative examples.

Table 9. The results of two-class SVM with randomised negative examples on the
yeast data

Recall Precision F-score FP-rate
Yeast data+ intron 0.79 0.98 0.87 0.002

5.5 Visualisation of the Predictions

Here we visualised the data (like Fig. 1) to see how the predictions matched the
annotations. We have taken a fraction of the yeast genome (upstream region of
the gene RPI1 ) and compared the best results from different experiments along
with prediction algorithms and annotation. In Fig. 3, the upper seven results
are from the original prediction algorithms. The next four results are our best
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prediction results from four different types of experiments and the last one is
the experimentally annotated binding sites from the ORegAnno database. Fig. 3
shows that the original prediction algorithms generated a lot of false predictions
and using promoter negateive examples (Experiment 1) did not produce good
prediction results as well. Whereas using distal, randomised, and intronic nega-
tive examples (Experiments 2, 3, and 4) improved the prediction considerably.

Fuzznuc
iAlignACE

MotifLocator
PhastConsC

PhastConsMC
P-Match

Promoter
Distal

Randomized
Intronic

Known Binding 
Sites

200 bases
50 100 150 200 250 300 350 400 450

RPI1

MEME

Fig. 3. Visualisation of the final predictions of the upstream region of RPI1. The first
seven predictions are from base algorithms, the next four are from the four experiments
that we undertook in this study and the last one represents annotated binding sites.

6 Conclusion

In this study, a new yeast dataset has been used with updated annotations and
algorithms in order to validate the techniques we used in our previous studies. As
in our earlier works, the idea of using negative examples from a source different
than the promoter region together with the modified cross-validation method
gave much benefit. For the yeast dataset, the F-score was more than 87% with
almost 98% binding sites were predicted correctly. However, our original hy-
pothesis, suggested in our previous work, that the negatively labeled promoter
regions might contain many, as yet undiscovered, binding sites has proved to
be incorrect. Our predictions largely coincide with the original label, hence our
high F-score values. The results show that the algorithms collectively can iden-
tify the binding sites and non-binding sites in the promoter regions when we used
with negative examples from sources other than the promoter region. Therefore,
outside the promoter region the algorithms do collectively characterise these re-
gions as containing no binding sites and this has been proven according to as
the results using the distal negative examples. It was also found that in fact
using randomised and intronic negative examples perform even better than dis-
tal negative examples. However, the results presented in this paper are from
ongoing research and still need further validations. Therefore further work is
going to be undertaken to establish the proof of concept of using negative exam-
ples from various sources to improve computational predictions of transcription
factor binding sites.



Using Varying Negative Examples to Improve Comp. Predictions of TFBSs 243

References

1. Tompa, M., Li, N., Bailey, T.L., Church, G.M., De Moor, B., Eskin, E., Favorov,
A.V., Frith, M.C., Fu, Y., Kent, W.J., Makeev, V.J., Mironov, A.A., Noble, W.S.,
Pavesi, G., Pesole, G., Régnier, M., Simonis, N., Sinha, S., Thijs, G., van Helden,
J., Vandenbogaert, M., Weng, Z., Workman, C., Ye, C., Zhu, Z.: Assessing compu-
tational tools for the discovery of transcription factor binding sites. Nat. Biotech-
nol. 23(1), 137–144 (2005)

2. Elnitski, L., Jin, V.X., Farnham, P.J., Jones, S.J.: Locating mammalian transcrip-
tion factor binding sites: a survey of computational and experimental techniques.
Genome Res. 16, 1455–1464 (2006)

3. Pavesi, G., Mauri, G., Pesole, G.: In silico representation and discovery of tran-
scription factor binding sites. Brief. Bioinformatics 5, 217–236 (2004)

4. Hu, J., Li, B., Kihara, D.: Limitations and potentials of current motif discovery
algorithms. Nucleic Acids Res. 33, 4899–4913 (2005)

5. Brown, C.T.: Computational approaches to finding and analyzing cis-regulatory
elements. Methods Cell Biol. 87, 337–365 (2008)

6. Sun, Y., Robinson, M., Adams, R., Rust, A.G., Davey, N.: Using Pre and
Posting-processing Methods to Improve Binding Site Predictions. Pattern Recog-
nition 42(9), 1949–1958 (2009)

7. Robinson, M., Castellano, C.G., Rezwan, F., Adams, R., Davey, N., Rust, A.G.,
Sun, Y.: Combining experts in order to identify binding sites in yeast and mouse
genomic data. Neural Networks 21(6), 856–861 (2008)

8. Cherry, J.M., Hong, E.L., Amundsen, C., Balakrishnan, R., Binkley, G., Chan,
E.T., Christie, K.R., Costanzo, M.C., Dwight, S.S., Engel, S.R., Fisk, D.G.,
Hirschman, J.E., Hitz, B.C., Karra, K., Krieger, C.J., Miyasato, S.R., Nash, R.S.,
Park, J., Skrzypek, M.S., Simison, M., Weng, S., Wong, E.D.: Saccharomyces
Genome Database: the genomics resource of budding yeast. Nucleic Acids Res.
40(Database issue), D700–D705 (2012)

9. Montgomery, S.B., Griffith, O.L., Sleumer, M.C., Bergman, C.M., Bilenky, M.,
Pleasance, E.D., Prychyna, Y., Zhang, X., Jones, S.J.M.: ORegAnno: An open
access database and curation system for literature-derived promoters, transcription
factor binding sites and regulatory variation. Bioinformatics (March 2006)

10. MacIsaac, K.D., Wang, T., Gordon, D.B., Gifford, D.K., Stormo, G., Fraenkel, E.:
An improved map of conserved regulatory sites for Saccharomyces cerevisiae. BMC
Bioinformatics 7, 113 (2006)

11. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeye, W.P.: SMOTE: Synthetic
minority over-sampling Technique. Journal of Artificial Intelligence Research 16,
321–357 (2002)

12. Rezwan, F., Sun, Y., Davey, N., Adams, R., Rust, A.G., Robinson, M.: Effect of
Using Varying Negative Examples in Transcription Factor Binding Site Predictions.
In: Pizzuti, C., Ritchie, M.D., Giacobini, M. (eds.) EvoBIO 2011. LNCS, vol. 6623,
pp. 1–12. Springer, Heidelberg (2011)



Visual Analysis of a Cold Rolling Process

Using Data-Based Modeling
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diemdg@unileon.es

Abstract. In this paper, a method to characterize the chatter phe-
nomenon in a cold rolling process is proposed. This approach is based on
obtaining a global nonlinear dynamical MISO model, relating four input
variables and the exit strip thickness as the output variable. In a second
stage, local linear models are obtained for all working points using sen-
sitivity analysis on the nonlinear model to get input/output small signal
models. Each local model is characterized by a high dimensional vector
containing the frequency response functions (FRF) of the four SISO re-
sulting models. Finally, the FRF’s are projected on a 2D space, using
the t-SNE algorithm, in order to visualize the dynamical changes of the
process. Our results show a clear separation between chatter condition
and other vibration states, allowing an early detection of chatter as well
as being a visual analysis tool to study the chatter phenomenon.

Keywords: dimensionality reduction, cold rolling, data visualization,
dynamical systems, data-based models.

1 Introduction

Steel production is usually considered an indicator of economic progress, as it is
fairly related to infrastructures and development. After steel production from iron,
the material needs to be treated and modified through several mechanical
processes, such as the rolling process. The cold rolling of steel is a widely adopted
process, in which a steel sheet is passed through a pair of rolls whereby the sheet
thickness is reduced. Although this process has been studied for decades [1], many
unsolved issues hold. The control of many different parameters is necessary, rang-
ing from those related to the milling itself (force applied, torque,. . . ) to those de-
pending on different aspects, such as lubrication or refrigeration. Furthermore,
there is an ever increasing demand for higher quality from costumers and, since
it is a large and complex process that continuously evolves due to drifts, misad-
justments and changes in working conditions, there is a need of continuous im-
provement in the efficiency of the process. Because of that, the supervision of this
process is critical, in order to avoid faults that affect negatively to the material.

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 244–251, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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One of the most relevant faults in the cold rolling process of steel is called
chatter [2], an unexpected powerful vibration that affects the quality of the rolled
material by causing an unacceptable variation of the final thickness. The real
problem of chatter is not only related to the bad quality of the manufactured
product, but also to the economic losses suffered. Generally, when chatter ap-
pears, it is necessary to lower the rolling speed for a period of time, making
the production rate decrease. A practical way to detect chatter is to compute
the power spectral density in which this fault appears (normally 100-300Hz).
However, although this procedure works well to show up the chatter condition,
it fails as an early detector.

A way to predict chatter is to use a model of the rolling process [3]. However,
the complexity of the whole process, with several tightly coupled phenomena
(such as chemical, mechanical, and thermal) makes it difficult to build an ac-
curate model and moreover to tune its parameters. An approach to enhance
the knowledge about complex processes is visualizing their relevant information,
using dimensionality reduction (DR) techniques [4,5]. DR techniques allow to
project and study the structure of high-dimensional data into a low-dimensional
space, typically a 2D/3D for visualization purposes, improving the exploratory
data analysis [6].

In the DR field, several techniques have been proposed [7]. One of the first
algorithms is Principal Component Analysis (PCA), described by Pearson [8].
After PCA, other DR techniques have been proposed, such as Multidimensional
Scaling (MDS) methods, Independent Component Analysis (ICA)[9] or Self-
Organizing Maps (SOM)[10]. In the beginning of 21st century, a new trend in DR
based on nonlinear models appeared, inspiring a new collection of algorithms.
These algorithms –known as manifold learning– involve a local optimization
by defining local models of the k-nearest neighbours and an alignment in or-
der to obtain the global coordinates of each model, usually implying a singular
value decomposition (SVD). Some of the most known techniques are Isomap
[11], local linear embedding(LLE) [12] and laplacian eigenmaps (LE) [13]. Sim-
ilar to these techniques, but based on the probability distribution of data is t-
Stochastic Neighbor Embedding (t-SNE) [14]. This technique, that has attracted
attention recently [15,16], is capable of maintaining the local structure of the
data while also revealing some important global structure (such as clusters at
different scales), producing better visualizations than the rest.

In this paper, we propose a new approach for the study of chatter, using the
DR principle for the analysis of the dynamical behavior of a model of the pro-
cess. Using a novel feedforward neural network, called extreme learning machine
(ELM) [17], the proposed approach computes a large feature vector composed
of the frequency response functions (FRF) of a set of key physical variables and
projects this vector into a 2D space by t-SNE algorithm. Thus, the changes in
the dynamical behavior of the process are visualized. The paper is organized as
follows: in section 2, a description of the method is shown; section 3 describes an
experiment and the results of the method proposed and finally section 4 includes
the conclusions obtained.
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2 Data-Based Model Analysis through Manifold Learning
Techniques

2.1 Description of the Physical Model

Classical cold rolling models try to calculate the force and the torque necessary
for a given thickness reduction. As mentioned before, the complexity of an ac-
curate model can be very high because of the assumptions taken [18]. In order
to get a simple model to work with, e.g. [19], several assumptions can be done.

The classical form of a rolling force (F ) model includes: the tension at the
entry and exit side of a rolling stand (σen and σex); the thickness at the entry
and exit side (hen and hex); the width of the strip (w); the friction coefficient
(μ) and the hardness level of the material being rolled (S), see Eq. (1).

F = f(σen, σex, hen, hex, w, μ, S) (1)

A model of the rolling process makes it possible to analyze several defects arising
from working operation, such as the chatter phenomenon. This phenomenon is
a dynamic process, where variations in the roll force may lead to an unstable
state. It is necessary to generate a model where the different factors likely to
modify the force equilibrium in the rolling process are taken into account. As
explained in [20], the chatter phenomenon comes from a feedback interaction
with the variables entry speed, entry tension, the force of the strip on the rolls
and exit thickness involved. If a dynamic model of the stand is added to this
loop, a proper model to study the chatter phenomenon can be built [21,22].

2.2 Mathematical Estimation of the Model

As proposed in [23], data-based models are a practical way to develop a fault
detection and prediction mechanism for complex processes. The development of
data-based models provides a good feature for their application to industrial
processes: fast responses to faults. According to the previous description of the
rolling process, we propose a MISO model, defining the exit thickness yk as
the output of the system and force Fk, tension σk –used in the classical model
Eq. (1)–, entry and exit speed of the strip (Venk

and Vexk
respectively) –due to

their relevance in the chatter phenomenon–, as the inputs of the system. We also
considered an autoregressive part of the output to account for internal dynamics,
resulting in a NARX model.

yk = f(yk−1, . . . , yk−n, Fk, σk, Venk
, Vexk

) (2)

A simple and fast learning algorithm for single hidden layer feedforward neural
networks (SLFN’s), called extreme learning machine (ELM) [17], is used to train
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Fig. 1. Scheme of the model developed (left) and an example of its one-step-ahead
prediction (right)

the NARX model. In order to obtain an optimal order of the model, we apply the
Akaike Information Criterion (AIC) [24], obtaining a trade-off solution between
the order and the error of the model. A scheme can be seen on the left side of
Fig. 1. On the right side of Fig. 1, a comparison between the response of the real
process and an example of the one-step-ahead prediction of a trained model for
a testing dataset is shown.

Once the model is obtained, a local sensitivity analysis is applied to perform
a system identification of the contribution of each input variable to the output.
The signals are divided into M overlapped windows of size L. Let’s consider F̄ ,
σ̄, V̄en, and V̄ex, average values for the m-th window, and the delayed samples
yk−1, yk−2, ... , yk−n. The m-th local sensitivity analysis (m = 1, . . . ,M) for the
input F is performed adding to F̄ a random value εk ∈ N(0, ν), being ν a small
value.

uΔF
m =

[
yk−1, yk−2, . . . , yk−n, F̄ + εk, σ̄, V̄en, V̄ex

]T
(3)

with an output ym = [yk], for k = km, . . . , km+L− 1, being km the first sample
of window m. ConstructingUΔF = [uΔF

m ] and Y = [ym] resulting in an I/O pair{
UΔF ,Y

}
. Similar to Eq. (3), we apply the same method to the other inputs,

obtaining
{
UΔσ,Y

}
,
{
UΔVen ,Y

}
and

{
UΔVex ,Y

}
respectively. Each I/O pair

defines a local SISO small-signal model of the process.
In order to estimate the dynamical behavior of each small-signal model, we

compute FRF of the model. Let Py(m, j) and Pui(m, j) be the power densities
of the j-th frequency in the m-th small-signal model of the output and the i-th
input, respectively. The SISO FRF of input i for all windows can be computed
as Gi where
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Gi(m, j) = 10 · log10
( ∣∣∣∣ Py(m, j)

Pui(m, j)

∣∣∣∣
)

(4)

describes the gain of the j-th frequency bin for the m-th small-signal model, of
the i-th input expressed in dB.

Finally, in order to project all data using a DR technique, all the FRF’s of
each input, Gi, are joined into an augmented matrix G, as expressed in Eq. (5).

G = [G1 G2 G3 G4] G ∈ R
M×D (5)

Each of the M rows of G is a large D-dimensional feature vector which describes
the local dynamical behavior on a given window.

2.3 Dimensionality Reduction

The visualization of the dynamic behavior of the model is made by computing a
dimensionality reduction using t-SNE [14]. This technique is based on similarities
of the data by computing probabilities for original and projection space, defin-
ing neighborhoods with a value called perplexity. The computation of the two
joint-probability distributions pij and qij corresponds to Gaussian and Student’s
t-distribution respectively, see Eq. (6) and (7).

pij =
exp(−‖xi − xj‖2/2σ2)∑
k �=l exp(−‖xk − xl‖2/2σ2)

(6)

qij =
(1 + ‖yi − yj‖2)−1∑
k �=l(1 + ‖yk − yl‖2)−1

(7)

With the aim of projecting new data points on the 2D map obtained with the
training dataset, an out-of-sample extension of the t-SNE was developed. The
addition of each new point was computed by ensuring that the sum of proba-
bilities is equal to 1. The variance σ of a Gaussian centered at the new point is
searched keeping the perplexity value fixed. The differences of the two probabil-
ity distributions are measured by Kullback-Leibler divergences. Hence, the cost
function is

C = KL(P ||Q) =
∑
i

∑
j

pij log
pij
qij

(8)

The coordinates of the new projections are obtained minimizing this cost func-
tion, and maintaining previous coordinates of the training dataset fixed. This
minimization of the cost function is made using a gradient-descent method for
optimization. Finally, as a summary of the method, a flowchart of the different
stages used is shown in Fig. 2.
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Fig. 2. Flowchart of the method

3 Experiment and Results

To validate this method, it was applied to data from a cold rolling facility. As
explained in section 2.2, the variables used for modeling were: rolling force, entry
tension, entry and exit speeds of the strip, and exit thickness. These variables
were acquired using a data acquisition system with a sampling rate of 2000 Hz.

The training dataset was composed of signals of N = 54300 samples, including
normal operating conditions and a chatter episode from a unique coil. In Fig. 3,
the reduction of the rolling speed to avoid chatter effect can be seen, as well as
the powerful variation in the other variables, especially in the thickness signal,
which is closely related to the quality of the resulting product. As for testing the
method, different chatter episodes of several coils were used.

To obtain the MISO model, ELM was trained using 1000 neurons in the
hidden layer, with the signals normalized to zero mean and σ = 1. In Table 1,
a comparison of the RMS errors of the linear regression and the EML models
is shown, as well as the AIC and the Theil’s Index (U) [25], for several model
orders.

Table 1. Value of the RMS errors, AIC, and Theil’s Index (U) for each order of the
NARX model

Model Order (n) Linear RMSE EML RMSE U AIC

5 0.1856 0.1744 0.7377 −1.5445 · 105
10 0.1353 0.1307 0.5529 −1.7998 · 105
15 0.1252 0.1159 0.4903 −1.9058 · 105

20 0.1277 0.1192 0.5042 −1.8809 · 105
25 0.1251 0.1167 0.4937 −1.8993 · 105
30 0.1273 0.1194 0.5051 −1.8787 · 105

According to the AIC criterion the order selected is n = 15. This model
describes accurately the nonlinear dynamics around the working points of the
process.
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Fig. 3. Training dataset to model the process. When chatter occurs, a drop in the
speed in order to reduce its effect can be seen. After achieving a proper speed level,
the effect is mitigated.

For the sensitivity analysis the signals were windowed into segments of L =
1000 elements with an overlapping of 90%. After this analysis, the Welch Pe-
riodogram was applied to each SISO model, using a Hamming window of size
125 and an overlapping of 50%. The final size of matrix G is 543× 516. Using
this matrix, the t-SNE algorithm was applied using a value of perplexity of 30
to project data into a 2D space.

The resulting map using t-SNE technique, can be seen in Fig. 4 (a), where the
entry speed is used as color and size encodings of the points. The 2D map shows
two main zones of points from normal behavior of the process and a subset of
points, revealing a chatter condition.

The method was applied to two subsets of data from different strips, denoted
as x and +, including a chatter episode. The developed out-of-sample extension
allows to project this novel test data over the trained map. These new points are
placed in parts of the map that corresponds to their operating conditions (Fig. 4
(b), (c) and (d)). Their positions reveal a similar behavior to the nearest neigh-
bors of the training points. Thus, different operating conditions are mapped in
different coordinates, allowing to detect the dynamical differences in the process
behavior.
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operating condition

4 Conclusions

A spectral density estimation was applied to a model of a cold rolling process
in order to analyze the chatter defect, which causes an unexpected vibration in
the process. The analysis yields information about frequency response functions
(FRF’s), which can be considered as high-dimensionality data in order to apply
a DR technique to visualize them. The algorithm applied (t-SNE) to a training
dataset corresponding to fault situation perfectly unfolds the structure of data
in the high-dimensional space, giving clear insights of this sort of faults. The
method accurately defines different zones of the process, distinguishing between
normal operating and chatter conditions.

The developed out-of-sample approach provides the possibility to project new
data points in order to supervise the existence of problems in the process. The
visualization of new projected points in the map accelerates the fault detection
and helps to predict this type of faults. This procedure can be time consuming
depending on the size of the dataset because once computed the map for training
data the new projections are computed for each point. An alternative which
reduces computational burden is to use a Nadaraya-Watson regression model
[26], which estimates new projections of data based on observed values from
training data.



252 D. Pérez et al.

Although it is applied to data from a cold rolling facility, this method is
suitable for application to other industrial processes, whose main defects could
be detected by analyzing their dynamic behavior.
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Abstract. Wind power generation increases very rapidly in the past few years. 
The available wind energy is random due to the intermittency and variability of 
the wind speed. This poses difficulty in the energy dispatched and cause costs, 
as the wind energy is not accurately scheduled in advance. This paper presents a 
short-term wind speed forecasting that uses a Kalman filter approach to predict 
the power production of wind farms. The prediction uses wind speed values 
measured over a year in a site, on the case study of Portugal. A method to group 
wind speeds by their similarity in clusters is developed together with a Kalman 
filter model that uses each cluster as an input to perform the wind power 
forecasting.  

Keywords: Clustering, Kalman Filter, Wind Power Forecasting.  

1 Introduction 

Nowadays, wind power emerges as one of the most potential renewable sources of 
energy. This is due to its environmental characteristics and thanks to the 
developments that technology obtained in the past few years, which has allowed a 
significant increase in the energy production capacity [1]. Despite many advantages, 
wind power is known for its variability because of the wind speed characteristics. The 
increased incidence of wind power in an energy network causes an increase of the 
unpredictability factor of energy production. When a high increase of consumption is 
detected and the wind energy that is produced is slightly insignificant, it is necessary 
to have a rapid response of thermoelectric production (or other kinds of predictable 
energy). In contrast, when there is a surplus of wind power production and the power 
consumption is considerably low this energy may not be dispatched. 

Within this context, it is important to create effective methods to predict the wind 
power in order to be able to make real-time correspondence between the energy 
consumed and the energy produced in the country. In the literature, two different 
methods to predict wind power have been reported: physical and statistical methods. 
Physical methods are based on a description of the wind farms topology, wind 
turbines and some information about the layout of the wind farms, and they are only 
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suited for long term predictions since they used as input numerical weather 
predictions updated by meteorological services along with data from a large number 
of sources [2]. On the other hand, the time series models (or statistical) are based on 
historical wind data and statistical methods. They include simple linear autoregressive 
models (e.g. ARMA, ARIMA) [3] and recent non-linear models, such as neural 
networks [4], fuzzy-logic [5] and evolutionary algorithms [6]. It is difficult to 
compare all these methods because they depend on different situations and factors 
like complexity and collected data.   

In this paper we present a time series model for short-term wind speed forecasting 
that use a bank of Kalman filter to predict the power production of a wind farm in 
Portugal. Wind values measured by a meteorological station over a year are the main 
inputs used in the speed prediction. In our approach the values of wind speeds from 
the previous hours are grouped into clusters accordingly with their similarity together 
with a bank of Kalman filter that uses each of the clusters as an input to forecast the 
wind power production one hour ahead. 

To realize how important is forecast of wind energy production on the case study 
of Portugal, it is necessary to first understand which place it occupies on the 
national energy panorama. In section 2, it is explain the energy scenario in Portugal, 
the wind power production and how it is incorporate into the SEN (National 
Electrical System – Sistema Eléctrico Nacional). In section 3, the proposed 
approach to forecast wind power is presented and in section 4 the results from the 
prediction are showed using the proposed model in a wind farm. Finally, section 5 
concludes the paper. 

2 Wind Power Scenario in Portugal  

In Portugal, REN (National Electrical Network – Rede Elétrica Nacional) is 
responsible for ensuring that the energy produced by the SEN during a day match 
with the energy consumed. When the demand increases the supply will also 
necessarily increases and when there is low demand the power production supply also 
become lower. Therefore, the produced energy is estimated every day by REN to 
ensure that most of the energy produced is consumed. 

In Portugal, REN has three different types of energy production: thermoelectric, 
hydro, and special regime production. Thermoelectric production has a total capacity 
of 7 407 MW of installed power [7] and includes the coal-fired power stations, fuel 
oil and natural gas. Although, these types of plants are very polluting they are 
essential to ensure a good part of the national energy needs. Water production has a 
total capacity of 4 578 MW of installed power [7]. The special regime production 
encompasses the thermal production, cogeneration production, photovoltaic, and wind 
power, the last one being the most significant, with a total of 21% of the overall 
power switch on SEN [8].  

To guarantee an uninterrupted supply of energy to the consumers, without waste, 
REN needs to track in real-time the energy that is produced. If the energy produced in 
Portugal at a certain time of the day is bigger than the consumed, it should be 
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transported to Spain and sold to our neighbor country at fluctuating prices. 
Accordingly, REN has to control thermoelectric and hydroelectric power production, 
depending on the wind energy production and the prediction of energy consumption. 

Thermoelectric production and hydroelectric power production can be regulated by 
the consumption needs. Thermoelectric power stations can work at maximum or 
minimum capacity, and hydroelectric power plants can be regulated by their 
consumption needs taking into account the levels of water stored.  

Wind power, with a total installed power of 3 704 MW in Portugal in 2010 is the 
third largest source of energy in terms of total capacity [8]. Unlike other types of 
energy production, wind power cannot be controlled. Consequently, the production 
levels cannot be adjusted. As the wind energy depends directly on a renewable source 
which is variable, intermittent and unpredictable, it causes the most instability on the 
SEN. E.g. in an excellent day of winds speed the production reaches above 70 GWh, 
while on other days not so windy values lower below 5 GWh [11]. With this 
variability it becomes difficult to harness the full potential of this type of energy.  

Joining the wind energy to thermoelectric power stations that are never fully 
switched off, at a time of low consumption we can have by itself a surplus of wind 
energy that is produced and not consumed. In days with excess of wind power 
production it is necessary to use energy storage systems to hold any excess of energy 
in order to use it later. Yet, it is impossible to store all energy in the form of 
electricity. 

What happens so far is that the excess of energy produced in Portugal is mainly 
exported to Spain. However, the energy transported to Spain has the obstacle of being 
subjected to the acceptability and conditions of the only country sharing borders with 
Portugal. This energy is marketed at floating prices over the time of day, governed by 
the law of supply and demand, being in some cases marketed during the day at 0    
€/MWh [9]. 

3 Proposed Approach  

The proposed approach to forecast wind power generation is based on a wind speed 
forecasting. This model is divided into three phases:  initially the wind speeds values 
of the last 12 hours are grouped into several clusters in an exclusive form. For this, it 
is necessary to calculate the degree of similarity between different wind curves 
according to their typical characteristics. In the next step, the average wind speed is 
forecast using a bank of Kalman filters. This forecast uses as inputs the measured 
wind values from the last hours associated with the cluster that most identifies with 
the class of winds to predict. With these values of wind speeds we can forecast the 
wind power production in a wind farm. 

3.1 Clusters Identification 

The data used in the present paper resulted from the values of wind speed measured in 
Alvadia (Ribeira de Pena, Vila Real, Portugal) over a period of years ranging from 
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2007 to 2009. These data are available online on the SNIRH (Sistema de informação 
de Recursos Hídricos) website http://snirh.pt/. However, no information regarding the 
measuring instruments or sampling criteria is provided. 

The similarity between the different wind load-curve is evaluated by setting a 
metric that reflects the degree of similarity between the wind curves. This task is 
essential for the clustering methods [10]. In the proposed clustering approach a 
function of similarity S is specified and used as distance metric within it is possible 
to determine which cluster each element belongs  (1). The method to evaluate the 
similarity or the proximity between the daily load curves and the cluster is 
obtained measuring the distance between them and the curve of the cluster center. 
In the approach present in this paper, the metric that gave the better results was the 
sum of the absolute distances between the points of the curves. However, this 
distance metric has a tendency contributing to the large scale attributes dominate 
the others. This can be avoided through standardization or through heavy 
distances. S X X T W . (1)

Where  represents the number of points of the curve and  represents the average 
value of the attributes of all elements. For the experimental tests it was considered a 
horizon of 12 hours. 

In order to obtain the best results, a comparative analysis was performed to 
determine the number of clusters used to characterize the wind speeds. Thus, we 
repeated the clustering process using Fuzzy C-Means and K-means algorithms. The 
numbers of clusters, average and maximum values of the standard deviations of the 
clusters used were registered. We observe that the values of the variance decreases 
with the increase in the number of clusters. However, for values higher than 10 the 
gain reduction is not very significant, so we set at 10 the number of clusters to use in 
the whole process of analysis and forecasting of the time series. Although both of the 
algorithms proved to be efficient in the grouping of wind curves based on similar 
form criteria, we choose to use the Fuzzy C-Mens algorithm because it presents 
smaller standard deviation values. 

Finally, the proposed approach was applied to obtain the typical winds curves that 
characterize the winds regimes for a period ranging from minutes to hours, thus 
defining the evolution of the winds. In Fig. 1 the horizontal axis corresponds to 12 
hours of the wind curved window and the vertical axis to the normalized wind speed. 
Each set of curves presents a very proper and distinct typology from other groups. 
Despite the similarity of temporal evolution of clusters mean curves, they are different 
concerning the amplitude variation and in the mean value. As it can be observed there 
are standard curves that characterize the behavior of the wind, so it is  possible to find 
the degree of similarity that each curve has in relation to the standard curve, here 
determined by the clustering methods for their centers. 
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Where Vk is the wind speed recorded in the sample k, and h(k) is the time of day that 
the sample k occurred. Function h plays an important role here since it makes the 
template use the parameter with an index equal to the daily time of sample k adapting 
the model to the correct phase of the day. The global forecast proposed model is 
therefore, based on the use of a bank with 10 Kalman filters corresponding each one 
to a different cluster (Fig. 2). 

 

Fig. 2. Kalman filters bank 

Each of the Kalman filter is tasked to adjust the parameters of the linear model (2). 
The observable quantity of Kalman filter is the wind speed or the wind power potential. 
To forecast the wind speed of the next hour it is considered the wind speed values in a 
past horizon of b = 12 hours. In this case, the structure of each of the 10 filters used in 
the forecasting is the same, so the model is made without reference to the number of 
filter being used. The model parameters to find are grouped in vector X, that is: 
 

X=  a0 a1 a2 … a22 a23 

 
Where ai is the parameter of the model that represents the i hour of the day. It is 
expected that the model parameters are constant from sample to sample so the random 
errors are added to the model: X X W  . (3)

The variable factor, with a null average value and variable density of normal 
probability is assumed by the variable W. Thus, each of Kalman filters is tasked to 
estimate the parameters according to the associated model and the respective cluster. 
The observation of the behavior of the model is evaluated by the assertiveness of the 
forecast of the wind speed (or wind power) at moment k, obtained by linear regression 
of b past wind speeds. Such estimates go through Hk vector construction. 
 

Hk= 0 … 0 Vh-12 … Vh-2 Vh-1 Vh … 0 
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Where h = hour (k) is the time of day that succeeded sample k. Being the b value < 24 
part of Hk vector elements are null values. The other elements are wind speed placed 
in corresponding positions to the daily time of their occurrence. Below, two examples 
illustrate how vector H is built: 

i) is k such as hour(k)  = 12 hours.   
 

Hk= 0 … 0 Vk-11 … Vk-2 Vk-1 Vk … 0 

 
ii) is k such as hour(k)  = 3 hours.   
 

Hk= Vk-3 Vk-2 Vk-1 Vk 0 … 0 Vk-11 Vk-10 … 

 
To summarize our approach, the model is represented in the discrete form by the 
following equations: X X w  . (4)

z H X v . (5)

Where Xk is the vector of state (prediction model parameters) and Zk is the 
forecasting. The estimation of the model parameters follows the following steps: 
 
Step 1: Calculate the Kalman gain: K P HT H P HT R . (6)

Step 2: A priori correction of estimation in its a posteriori form: X X K z H X . (7)

Step 3: Calculation of the covariance matrix of a posteriori error: P I K H P . (8)

Step 4: Projection of error covariance matrix for a priori estimation for the next 
interactive cycle:  P P Q  . (9)

Step 5: Calculation of the a priori estimation for the next iterative cycle: X X . (10)
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5 Conclusion  

In this paper we have presented a model for short-term wind power forecasting. The 
proposed approach combines clustering techniques and a bank of Kalman filters: 10 
different clusters characterize the local winds history and the bank of Kalman filters 
performs the wind speed estimation. The results from the prediction of a wind farm in 
Portugal show that the proposed approach provides accurate and efficient local wind 
power forecasting. Accordingly, this model can be used as an alternative to current 
methods allowing in particular, to trigger mechanisms if there is an excess of 
estimated wind energy production preventing this energy to be wasted, as had 
happened so far. As a future work, the results from the proposed model can be well 
extended and evaluated in other different locations.  
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Abstract. In this paper, the “wing rock” phenomenon is described for slender 
delta 80⁰ wing aircrafts on the roll axis. This phenomenon causes the aircraft to 
undergo a strong oscillatory movement with amplitude dependent on the angle 
of attack. The objective is to identify “wing rock” using the Patchy Neural 
Network (PNN), which is a new form of neural nets. For the update of the 
weights of the network, an observer called RISE (Robust Integral of Sign Error) 
and equations of algebraic form are used. This causes the PNN to be fast, 
efficient and of a low computational cost. 

Keywords: wing rock phenomenon, RISE observer, Patchy Neural Network 
(PNN), slender delta 80⁰ wing aircrafts. 

1 Introduction 

Neural networks are the future of modern computing. They are volatile, applicable to 
all problems solved with hardware, software or firmware, fast and most importantly 
they are evolving constantly. Modern aircrafts need a fast and error tolerance 
computing method; this makes neural networks essential for aerospace. 

In this paper, we present the “wing rock” phenomenon for slender delta 80⁰ wing 
aircrafts. The motion of the aircraft, during this phenomenon, in the roll axis is 
described by the equation given in [2]. The concern of this paper is to identify this 
phenomenon using the Patchy Neural Network (PNN). This is a new form of neural 
networks proposed in [8]. For the renewal of the network’s weights, the use of an 
observer called RISE (Robust Integral of Sign Error) is needed and equations of 
algebraic form. This causes the PNN to be quicker, more efficient and to have less 
computational cost than neural nets used now. 

The MATLAB code used for the implementation can be found in [12]. 
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2 “Wing Rock” Phenomenon  

Wing rock is the phenomenon during which the airplane is undergoing a strong 
oscillatory movement. For the purpose of this paper, the phenomenon is only 
approached in the roll axis. 

“Wing rock” is an oscillation that 
occurs when the airplane increases 
its angle of attack . In this paper, 
we focus on this phenomenon 
occurring on slender tailless delta 
80⁰ wing aircraft; the model of the 
aircraft used to observe the 
phenomenon has wings swept back 
forming the Greek letter “Δ”(delta) 
and it does not have any tail wings. 
The aspect ratio between the 
wingspan and the mean value of the 
wing’s chord is high; therefore making the wings slender, the aircraft becomes 
aerodynamically more efficient and perfect for maneuvering in low speeds (subsonic 
jet speeds). The angle of the sweep Λ is the angle between the leading edge of the 
wing and the body of the aircraft; for this paper the aircraft has Λ=80⁰. 

The case of the 
phenomenon of the “wing 
rock” on swept delta wings is 
called slender wing rock. It 
takes place at high angles of 
attack due to vortex 
asymmetry at the leading edge 
of the wing; this asymmetry 
can be the result of flying 
conditions. Furthermore, 
flying at high angles of attack 
in asymmetric flow conditions 
(landing in a cross-wind) or 
induced lateral oscillations due 
to unsteady flow over the wing 
could lead to the shedding of 
an asymmetric vortex. 

As a result, the leading edge leeward vortex shifts outboard and the leading edge 
windward vortex shifts inboard causing the wing to initially roll in the positive roll 
direction. The sudden roll movement causes the leeward vortex on the up-going wing 
to compress and the windward vortex on the down-going wing to stretch, which 
increase the initiated rolling moment. As the roll angle increases, the kinematic-
coupling between the angle of attack and the sideslip causes the effective angle of  
 

 

Fig. 1. Slender tailless delta 80⁰ wing aircraft 

Fig. 2. Graphic representation of vortices for one 
cycle of wing rock 
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attack on the wing to decrease and the effective sideslip to increase. The increased 
sideslip on the wing during roll causes the windward vortex on the down-going wing 
to move inboard and toward the surface and the leeward vortex on the up-going wing 
to move outboard and lifted off. The convective time lag associated with the motion 
of the lifted off vortex causes the right wing to continue dipping until the lifted vortex 
takes its final position. Then the lift on the down-going wing together with the 
reduction of vortex strength due to the decrease of the effective angle of attack causes 
the wing to stop at a finite roll angle (the limit cycle amplitude) and then reverses its 
motion. As the wing reverses its motion, the effective angle of sideslip decreases and 
the lifted vortex starts to reattach. The convective time lag of the vortex motion helps 
the rolling moment to build up in the reversed direction until the vortex is completely 
reattached to the leeward side of the left wing. This is graphically represented in 
figure 2. 

The mathematical expression describing the movement of a slender delta 80⁰ wing 
aircraft during “wing rock” phenomenon in the roll axis is presented in [2]. | | | |   (1)

where φ is the roll angle of the plane, φ its first derivative and φ its second derivative. 
The terms ω , μ, b , b  and b  are given using the expressions 

 (2)

  (3)

  (4)

  (5)

 (6)

where  

∞ 0.354  (7)

0.001   (8)

and the coefficients  depend on the angle of attack  and provided in the paper. 
The values of  are given for angle of attack 15⁰ and 25⁰, as well as the table with 
the variables used. 

Table 1. Values of coefficients  for α=15⁰ and 25⁰ 

α      
15 -0.0102590 -0.0214337 0.05711631 -0.0619253 -0.14664512 
25 -0.0525606 0.04568407 -0.17652355 0.0269855 0.06063813 
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Table 2. Values of variables used 

Variable Quantity Value 
ρ air density 1.1955 kg/m3 
S wing area 0.0324 m2 

 mass moment inertia 0.27·10-3 kg·m2 
 characteristic speed 15 m/s 

 
The use of MATLAB is necessary for the simulation of the movement the airplane 

is undergoing during “wing rock”. The simulation of the movement is shown below.  

 

 

Fig. 3. Roll angle as a function of time for 
α=15⁰. The oscillation fades out with time. 

Fig. 4. Roll angle as a function of time for 
α=25⁰. It starts with a relatively small 
magnitude and builds up in time, until it 
reaches a peak. 

The figures above are result of the MATLAB code used to simulate the 
phenomenon. 

Comparing these two figures, it can be deduced that a way to prevent wing rock 
from happening is to have an angle of attack under 20⁰; wing rock can also be 
prevented with the use of flaps. 

The simulation also outputs the phase plane of the movement in the roll axis φ to 
its first derivativeφ, which is required for the weight update of the neural network 
discussed later. 

3 RISE Observer 

When only some measurements or outputs are available for identification and control, 
it is usually necessary to estimate the rest of the system’s states. This leads to the 
development of linear and non linear techniques with the use of observers or 
estimators. Observers give an estimation of non finite states; therefore the estimated 
states must be accurate in detecting possible errors and failures. 

One approach of designing non linear observers is the high gain category. The 
design of these estimators aims in the disassociation of the linear and non linear part. 
Then, the gain of the estimator is selected so as the linear part to dominate over the 
non linear one. Choosing a very high gain can result in having a relatively small 
observation error, but it will cause large amplitude oscillation to the system’s noise. 
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The noise levels and the dynamic of the system change with the passing of time 
and the accuracy of the methods is diminished. Thus, the use of robust observers or 
methods of estimation with noise tolerance is essential. One method that could be 
used is the RISE (Robust Integral of Sign Error) observer. This method increases the 
robustness of the observer and at the same time the effectiveness of error tracing in 
comparison to typical estimators. The observer suggested offers, beyond robust 
estimation in case of noise, an area of asymptotic stability for state estimation. 
Simulations have shown that RISE is capable to estimate states with 25% accuracy 
with rising noise levels. 

For this paper, an observer is developed, so that it can be used by a neural network 
for learning and unknown state identification and RISE feedback for robustness. The 
full state approach of the asymptotic estimator based on the robust integral of the sign 
error (RISE)  is given by the equation x t ξ t k x t x t λκ x s x s ds β sgn x s x s ds 

where k, λ, β 0,   is 
 and  is . To use 

this observer to develop 
the Patchy Neural 
Network to identify 
wing rock phenomenon, 
the variables have the 
following values  k 2, λ 1, β 20. 

These values are given 
after simulations, 
according to Lemma 1 of 
reference [8]. The 
observer was created with 
the use of MATLAB 
which resulted in the 

figures shown below. For the development of this observer, the use of the values of  
found in the simulation of the phenomenon is essential. 

4 Patchy Neural Network(PNN) 

For the construction of the neural network, a new category of local networks is used; 
it is called patchy neural network (PNN) with basis’ functions that are patches of the 
state space. This specific network with a sufficient number of nodes can approximate 
a general smooth non linear function over a given compact region with the desired 
accuracy. PNN network is used to extract and store information obtained by the 
estimation of an observer, using a simple algebraic weight update law. The way PNN 
works is presented. 

 

Fig. 5. Comparison between the simulation of the motion 
of the aircraft during wing rock and the estimation 
of the motion from RISE observer for α=25⁰ 
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Let n-dimensioned rectangles 

 

and δ partitions of each interval   mathematically expressed as 

, , , ,  

with , ,  ,     1 . 
Patch functions are defined on the sets , , , where 1  and 1  

, , , 1,  , ,0,                                   

A patchy neural network is a neural 
network with one hidden layer and basis 
vector that consists of patch functions with 
output ∑ ∑ , , , ,, 
where  , , , , , ,    
and  , , , , , ,  

The network’s weights are updated algebraically with the use of the equation 

, , 1 , , , , , ,  

or equivalently 

, , , , ,    , , 0,    , , 1            
where 1,2, … ,  with initial 
values , , 0 0  for 1, … ,1  and 1 . 
The vector  with   

, with  , , , , ,  can be used to 
estimate . 

Specifically, the figure of the 
equation to be estimated is given.  
corresponds to the  axis, which 
consists of  portions , . Each 

portion is an area , , ,  with  length. Each patch has such a portion and the 

union of these portions , , , ,  is . If there is a point of  in 

that portion on the figure, then  equals 1, else is zero.  

Fig. 6. Structure of Patchy Neural 
Network (PNN) 

Fig. 7. Patches over the phase plane for
α=25⁰. Each square box is a patch. 
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Fig. 8. Function ,  for α=25⁰. Shows the 
three  dimensional distribution of the equation.

Fig. 9. PNN approximation for α=25⁰. It
shows the networks weights of the PNN. Has
the form of the phase plane shown in
Figure 7. 

For the weight update, the value of  is being used. If 0, then the weight 
remains the same as it was for the previous moment for that patch, else it takes the 
value of the observer in that moment.  

For this paper, it is assumed that each axis will be from lowest value to the highest 
value that exists in the axis. Each axis will be split into the same number of patches, 

, but they will have different value for , which depends on the length of the 
axis. As such,  for each axis is calculated max axis min  
For the construction of the neural network,  is the input in the observer. The figure 
used is the phase plane given from the simulation of the movement during wing rock. 

PNN is also implemented with the use of MATLAB. 

5 Conclusions 

For angle of attack smaller than 20⁰, the oscillation occurring during wing rock fades 
out with time. But, in higher angles the oscillation starts with relatively small 
amplitude until it reaches maximum amplitude and continues “rocking” at that. The 
amplitude and the frequency of the oscillation in the final state do not depend on 
initial values, but on the angle of attack. The “wing rock” phenomenon can be 
eliminated with the use of the flaps of the aircraft or by reducing the angle of attack. 

Creating the observer needs the use of the values of  and  obtained in the 
phenomenon’s simulation. RISE observer is very fast in estimating the targeted 
function and is superior to other observers as it can estimate states with 25% accuracy 
with rising noise levels, increases the robustness of the observer and at the same time 
the effectiveness of error tracing. It also offers an area of asymptotic stability for state 
estimation.  

Patchy Neural Network is easy and simple to its learning. PNN is capable of 
approximating generalized non linear function. It gives some advantages over other 
networks; the network is capable of learning the unknown nonlinearity in some region  
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of the state space from a single visit of the state trajectories to the patches of the 
region. PNN has weight update laws of algebraic form, not given in the form of 
differential equations, resulting in the significant reduction of the computational cost 
for learning since only n ODEs are solved form the observer, in contrast to 

 ODEs needed to train the weights of a neural network of nodes. 
The MATLAB code developed in [12] makes possible the simulation of the “wing 

rock” phenomenon, leading to the creation of the RISE observer and the construction 
of the Patchy Neural Network for the identification of the phenomenon. So, this paper 
concludes that the identification of wing rock, with the use of PNN and the aid from 
RISE observer is feasible, easily implemented with the use of MATLAB code. This is 
a test for the PNN method on nonlinear equations. There is a linear equation tested in 
[8]. It proves that this method works for nonlinear, as well as linear, equations. 
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Abstract. Several studies have shown that the Brazilian wind potential can 
contribute significantly to the electricity supply, especially in the Northeast, 
where winds present an important feature of  being  complementary in relation 
to the flows of the San Francisco River. This work proposes and develops 
models to forecast hourly average wind speeds and wind power generation 
based on Artificial Neural Networks, Fuzzy Logic and Wavelets. The models 
were adjusted for forecasting with variable steps up to twenty-four hours ahead. 
The gain of some of the developed models in relation to the reference model 
was of approximately 80% for forecasts in a period of one hour ahead. The 
results showed that a wavelet analysis combined with artificial intelligence 
tools provides more reliable forecasts than those obtained with the reference 
models, especially for forecasts in a period of 1 to 6 hours ahead. 

Keywords:  Wind Energy, Artificial Intelligence, Fuzzy Logic, Wind 
Forecasting, Neural Networks, Time Series Analysis, Wavelet Transforms. 

1 Introduction 

Among all alternative energy sources currently explored, wind energy is one of the 
most successful. One reason for this is the incentive policy by various countries, which 
ensures the purchase of electricity produced from wind power, even if it does not offer 
competitive prices. Germany and Denmark were the first countries to adopt policies to 
encourage the development of wind generation, followed by several countries, 
including Brazil, with the creation of the Incentive Program for Alternative Sources of 
Electric Energy – PROINFA. 

The use of wind kinetic energy for electric power generation presents some 
inconveniences related to the uncertainties in the generation. Such inconveniences are 
basically caused by the variability of the wind speed. Therefore, the application of 
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tools or techniques that are able to forecast the energy to be generated by those sources 
is essential to an appropriate integration of the wind source with the electric power 
system [1]. 

This paper suggests the application of Artificial Neural Networks – ANN, Adaptive 
Neuro-Fuzzy Inference Systems – ANFIS and multiresolution analysis by Wavelet 
Transform – WT toward the development of tools able to accomplish wind speed and 
wind power generation forecasting. The generated tools aim to subsidize planning of a 
hybrid generation system (hydrothermal and wind generations), mitigating some 
inconveniences of wind power generation [2]. 

The forecasting models evaluated in this study are developed from simple wind 
speed time series from the local wind site studied, due to a difficulty in obtaining more 
data from other sites. A similar kind of univariate model based on reservoir computing 
for wind forecasting was shown in [3]. 

In this paper, the created models are univariate, i.e., a single variable (wind speed) is 
used as an explanatory variable of the forecasting models. 

The wind speed time series used to develop the models consist of hourly average 
values measured in two different cities in the state of Rio Grande do Norte. These 
cities are: MACAU and MOSSORÓ. The data were measured at a 10m height between 
January and December 2008 and the size of each series is equal to 8784. A detailed 
analysis of these and others databases was presented in [4]. 

2 Data Preprocessing 

2.1 Normalization   

The forecasting models  based on ANN demand consistent treatment of the data in 
order to guarantee reasonably good performance and their effective application. In 
general, normalization is a straightforward and effective treatment for the data [1]. 

Normalization is carried out to assure that all variables used in the model inputs 
have equal importance during training; therefore the activation functions of artificial 
neurons are limited. In this paper, the data were normalized according to (1), also 
shown in [4], whose values ranged from 0 to 1. 

minmax

min)(
)(

XX

XtX
tX

−
−=   (1)

where: X  and X  are the wind speed time series non-normalized and normalized, 
respectively; maxX  and minX  are the maximum and the minimum absolute value of 

the wind speed time series, respectively. 

2.2 Multiresolution Analysis 

The wind speed time series have a highly oscillatory behavior, so the development of 
models that provide satisfactory forecasts is a very complex task. 
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In order to mitigate the effects of wind speed variability and accomplish 
comparative studies among several forecasting models, a multiresolution analysis by 
WT is proposed in this paper. This analysis facilitates adjusting the parameters and 
training of the forecasting models. 

The multiresolution analysis decomposes signals into different time scales 
resolutions. This analysis is accomplished through the pyramidal algorithm, which 
makes WT calculation more efficient. This algorithm makes it possible to obtain 
"approximation" and "details" of a given signal [1]. 

After preliminary tests of decomposition by wavelets using several wavelet 
families to identify which one could be the best to decompose the original wind speed 
signal, it was found that the Daubechies family wavelets were more robust [1]. 

Once defined the wavelet family to be used, an analysis was accomplished to 
decide on the best level to decompose the signal. In this analysis, it was found that 
the signals should be decomposed at level 3, because at higher decomposition 
levels, the detail coefficients did not present relevant information for the forecasting 
models [1]. 

2.3 Conversion of Wind Speed Forecasting to Wind Power Generation 

The selected turbine was ENERCON E-70 E4, which is designed to operate at a 57m 
height. However, the wind speed time series were measured at a 10m height, 
consequently, the input and output patterns used to adjust and train the forecasting 
models are related to this height. Therefore, these models accomplish wind speed 
forecasting at a reference 10m height. 

Before transforming the wind speed forecasting into wind power forecasting using 
the wind turbine manufacturer's power curve, it is necessary to convert the wind speed 
forecasting from 10m height to the turbine height of 57m.  

The conversion formula is given in (2), using the coefficient of roughness α = 0.1. 
In this equation, s represents the wind speed at a height of H and s0 represents the 
wind speed forecasting at a reference height of H0. 

α









=

0
0 H

H
ss  (2)

3 Performance Evaluation  

The three basic types of errors used in this paper to illustrate the performance of a 
wind speed forecasting model are: the mean absolute error – MAE, the mean squared 
error – MSE and the normalized mean absolute error – NMAE . The equations used to 
calculate them are defined as in (3), (4) and (5): 
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where: N - number of data used for the model evaluation; k - forecast horizon (number 
of time-steps); es(t+k|t) - error corresponding to time t+k for the wind speed forecast 
made at origin time t; s(t+k) - measured wind speed at time t+k. 

The errors defined in (3) and (4) refer to the wind speed forecasts. The error used in 
this paper to illustrate the performance of the power generation forecasts was the 
normalized mean absolute error – NMAE . The equation  used to calculate it is defined 
as follows:  
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where: eP(t+k|t) - error corresponding to time t+k for the power generation forecast 
made at origin time t; Pinst – installed wind power capacity.   

It is worthwhile developing and implementing an advanced wind power forecasting 
tool if it is able to beat reference models, which are the result of simple considerations 
and not of modeling efforts. Probably the most common reference model used in the 
frame of wind power prediction or in the meteorological field is the persistence model 
[5]. This naive predictor tool states that the variable’s future value will be the same as 
the last one measured, i.e. 

),()|( tytktyPERS =+  (6)

where: yPERS(t+k|t) - wind speed (or power generation) forecast for time t+k made at 
origin time; y(t) - measured wind speed (or power generation) at time t.  

4 Development of the Forecasting Models  

This paper proposes six different models for the forecasts of hourly average wind 
speeds. Four of them use ANN and the other two use ANFIS. The power generation 
forecasts for each model are obtained using the forecasted speeds and the wind turbine 
power curve. It is important to note that each model will be applied to each hour of the 
day. In reference [6] was presented a comparison of various forecasting approaches, 
including ANN and ANFIS but without use WT. The way use of WT to build the 
models in subchapter 4.2 is the principal novelty of this paper.  

4.1 Models: ANNLM, ANNRP and ANFIS 

These three models have the same input and output standards, i e., four inputs and one 
output. The input data are the last four hourly average speeds. The output is the 
forecast of the hourly average speed for a given horizon. Fig. 1 schematically 
illustrates the models. 
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Fig. 1. llustration of ANNLM, ANNRP and ANFIS 

The ANNLM and ANNRP models are structured with Multilayer Feedforward fully 
connected neural networks, whose training algorithms are Levenberg-Marquardt (LM) 
and Resilient Propagation (RP) respectively. These networks’ architecture consists of 
an input layer, an intermediate layer (hidden layer) and an output layer. 

The number of neurons in the hidden layer of neural models is determined by 
varying the number of neurons in this layer. The amount that provided the best 
performance during training was thus selected. The hidden layer neurons use the 
Hyperbolic Tangent activation function. These models’ output layer consists of only 
one neuron, because there is only one output. This neuron’s activation function is 
Sigmoid Logistics. 

The ANFIS model also has four inputs and one output. The selection of the best 
inference system was performed using the subtractive clustering technique. The length 
of each cluster’s influence radius was determined by varying its value. The length that 
provided the best performance during training was thus selected. 

4.2 Models: WTANNLM, WTANNRP and WTANFIS 

These models differ from the previous ones in the kind of inputs. Here, the inputs are 
the wavelet coefficients from the multiresolution analysis, using the Daubechies 
wavelet family (db10) at level 3. This causes an increase in the number of inputs from 
4 to 16, since the inputs are now composed by the approximation and detail 
coefficients, according to the illustration shown in Fig. 2. 

 
Fig. 2. llustration of WTANNLM, WTANNRP and WTANFIS 

4.3 Databases Partition 

Before performing the models’ training, a matrix of input and output patterns was set 
up for each series of speeds, and for each forecasting horizon (1 to 24 hours ahead). 
For each row of these matrices standards, the first columns are the inputs and the last 
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column is the output. For ANNLM, ANNRP and ANFIS, these arrays have five 
columns, while for WTANNLM, WTANNRP and WTANFIS, seventeen columns. 

As stated earlier, the training standards of the models using neural networks,  the 
matrices were normalized before performing the ANNLM, ANNRP, WTANNLM and 
WTANNRP training. 

The database was divided into 60%, 30%, and 10% for training , validation and  
testing sets, respectively 

4.4 Training for the Chosen Architecture 

In projects involving ANN, there is a correlation among the number of patterns used in 
the training set, the complexity of the problem to be handled, the number of free 
parameters (weights and bias) and the learning process, as shown in [7]. A 
deterministic rule exists relating these variables but some researchers prefer certain 
practical rules. In this work, these variables are restricted to the number of free 
parameters, i.e., to the ANN architecture, because the number of training patterns is 
limited to the size of the database and the complexity of the problem is intrinsic to the 
kind of application. 

In this regard, to select the ANN architecture, the rule in [4] was used. The rule 
states that architectures must be defined by changing the number of neurons in the 
hidden layer from 3 to 15, and selecting the one with the best performance (lowest 
MSE) in the validation set during the training process. 

As an example, it was obtained 11, 13, 14 and 15 neurons in the hidden layer for 
ANNLM, ANNRP, WTANNLM and WTANNRP models, respectively, when using 
the Macau dataset in one hour ahead forecasting. 

4.5 Choosing the Best ANN for Each Neural Model 

The best ANN for each neural model was chosen by k-fold cross-validation method, 
where k represents the number of partitions randomly generated from the examples to 
train, test and validate the ANNs. In this method, the samples are divided into mutually 
exclusive k partitions. For each of k iterations, n different partitions are used to test the 
ANNs and all the others    (k – n) are used to train and validate [1]. 

It is expected that by applying this technique, the MAE value in each experiment on 
the test set represents the expected output of the ANN created by the k experiments, as 
shown in [7, 8]. Here, the k value was set equal to 10. And from the fold with lower 
MAE, averaged in ten initializations, it was chosen the best ANN.  

4.6 Choosing the Best Inference System for Each Neuro-Fuzzy Model 

The methodology used to choose the best Neuro-Fuzzy model was proposed in [4]. 
From the training set, the subtractive clustering technique was used in order to 
generate the initial Fuzzy Inference Systems – FIS with the cluster radius ranging 
from 0.3 to 0.7, with an increment equal to 0.1. Then, ANFIS was used to adapt the 
membership functions of the generated FIS. Training and validation sets were used to 
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adapt these functions. Finally, the selected models were those that had the lowest 
MAE for the test set. 

As an example, it was obtained 6 and 10 numbers of fuzzy rules for ANFIS and 
TWANFIS models, respectively, when using the Macau dataset in one hour ahead 
forecasting. 

4.7 Results of the Chosen Models 

The best MAE values for the models chosen for each of the analyzed sites are presented 
here. 

Fig. 3 shows the results for MACAU. We can observe that for forecasts up to 7 
hours ahead, models that use WT provide better forecasts than those that do not use it. 
From 13 hours ahead, the Neuro-Fuzzy models provide better forecasts than the others, 
with the WTANFIS model providing the best forecasts for all considered time steps. 

 

Fig. 3. Best MAE values for MACAU test sets 

Fig. 4 shows the results for MOSSORÓ. We can see that for forecasts up to 9 hours 
ahead, models that use WT provide better forecasts than those that do not use it. From 
19 hours ahead, the Neuro-Fuzzy models provide better forecasts than the others, with 
the WTANFIS model providing the best forecasts for all considered time steps.  

 

Fig. 4. Best MAE values for MOSSORO test sets 
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5 Forecasts and Comparisons between the Models 

This section presents comparisons between WTANNLM and WTANFIS performances 
with those obtained using reference model (6)   for MACAU. WTANNLM and 
WTANFIS were chosen because they presented, in most cases, a smaller MAE for  
test sets. 

5.1 Wind Speed Forecasts  

The period chosen for the MACAU forecasts evaluation is formed by 8016 hourly 
average speed from 01/01/2009 to 30/11/2009. 

The MAE  values are shown in Fig. 5. We can note that the models proposed in this 
paper provide better forecasts than reference model for all look-ahead times. Another 
interesting feature of the proposed models is that up to 12 hours ahead, the average 
forecasts errors are significantly lower than those obtained with the reference model. 
From 12 to 24 hours ahead, the average errors of the proposed models hardly vary 
with the forecast horizon, while for the reference model these errors reduce. 

 

Fig. 5. MAE of wind speed forecasts 

5.2 Power Generation Forecasts  

Fig. 6 shows the power curve used to perform power generation simulations in this 
paper. It is a wind turbine rated at 2300 kW and the hub is  57 m high.  

Manufacturers only provide a few points of the curve (red points), so to estimate the 
power in kW at any speed between the cut-in and cut-out, the curve was adjusted at 
four different intervals through the least squares method. 

The NMAE  values are shown in Fig. 7. We can observe that for the proposed 
models, the maximum NMAE is about 6.5%   of installed wind power capacity . For 
the persistence model, the maximum NMAE  is about 13%   of  installed wind power 
capacity.  

According to [9], for flat terrain wind farm, typical model results for single wind 
forecasting are: NMAE around 6% of the installed capacity for the first 6 hours, rising 
to 9-11% for 48 hours ahead. 
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In [10], the NMAE value for six hours ahead is around 15%, while in [11], the 
NMAE is around 9% at the same horizon. In [12], NMAE values for forecasts from 1 to 
4 hours ahead are 5.98%, 9.47%, 12.00% and 15.21%, respectively. 

 

Fig. 6. Wind turbine power curve 

The average NMAE value for 3 hours ahead forecasts with the hybrid model 
proposed in [13] is equal to 1.65%. In this same study, the average NMAE values for 
the persistence and new reference models are 5.24% and 5.17%, respectively. 

 

Fig. 7. NMAE of power generation forecasts 

6 Conclusions 

The models developed in this paper are based on time series analysis of wind speeds 
through computational intelligence. The presented forecast horizons fall within short-
term forecasts for up to twenty-four hours ahead, which is an appropriate horizon to 
subsidize the operation planning of power systems. 

All developed models provided good forecasts for all the look-ahead times 
considered, especially for the shorter ones (from 1 to 6 hours ahead). We found that the 
forecasts quality is strongly influenced by the autocorrelation series for both adopted 
reference models and those models that do not use WT. 
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Decomposition of wind speed series through WT allowed models to extract relevant 
information about the cyclical and seasonal behavior of wind speeds. The information 
presented in the wavelet transforms through its approximation and detail components 
was crucial to significantly improve the developed forecasts with models that use these 
signals as inputs. 

Through the analysis, we found that the behavior of forecast errors for different 
horizons was very similar for all the three sites. The adopted methodology to develop 
the models was very satisfactory, which ensured statistically reliable forecasts, i.e., the 
models acquired the ability to generalize without becoming biased. 
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Abstract. In this paper virtual air data sensors have been modeled using neural 
networks in order to estimate the aircraft angles of attack and sideslip. These 
virtual sensors have been designed and tested using the aircraft mathematical 
model of the De Havilland DHC-2. The aim of the work is to evaluate the 
degradation of neural network performance, which is supposed to occur when 
real flight instruments are used instead of simulated ones. The external 
environment has been simulated, and special attention has been devoted to 
electronic noise that affects each input signals examining modern devices..  
Neural networks, trained with noise free signals, demonstrate satisfactory 
agreement between theoretical and estimated angles of attack and sideslip. 

Keywords: Neural network, turbulence, noise, air data. 

1 Introduction 

The flight control computer (FCC) can be considered the core of modern UAVs since 
several autopilot modes are implemented to guarantee stability, control and navigation 
of the aircraft. The autopilots need several parameters, and some of them are from 
external environment, better known as air data, that are necessary for FCC to work 
properly: the angle of attack and sideslip are two of them. Today, the angle of attack 
can be measured using vanes [1], multi hole probes [2], or other advanced devices [3]. 
The angle of sideslip is often measured differentiating the two aircraft side static 
pressure, or using multi hole probe. Both angle of attack and sideslip can be measured 
using a Pitot-boom device on the aircraft nose. Any  external devices is not very 
suitable on modern UAVs for several reasons, such as camera angle of view or stealth 
feature. This issues are highly enhanced when a multiple installation of the same 
external sensors is requested for redundancy.  

For Air Data Systems (ADS), where redundancy is requested for compliance to 
safety regulations, a voting and monitoring capability that cross-compares the signals 
from different sensors is needed: this feature is therefore used to detect and isolate 
ADS failures down to the single sensor, depending on the level of redundancy 
requested [4], [5]. The increasing need of modern UAVs to reduce cost and 
complexity of on-board systems has encouraged the practice to substitute, whenever 
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feasible, expensive, heavy and sometimes even voluminous hardware devices with 
executable software code. A practical example, which is referred to as analytical 
redundancy in the current literature, is the process of replacing some of the actual 
sensors with virtual sensors, which can be used as voters in dual-redundant or simplex 
sensor systems, to detect inconsistencies of the hardware sensors and can be 
eventually employed to accommodate the sensor failures. More generally, analytical 
redundancy identifies with the functional redundancy of the system. The idea of using 
software algorithms to replace physical hardware redundancy was introduced as soon 
as digital computers started being used in the 1970’s to perform redundancy 
management. Approaches developed to detect and isolate sensor failures were 
ultimately to become important parts of later control reconfiguration schemes. An 
example is the Sequential Probability Ratio Tests that were flight-tested on the F-8 
Fly-by-Wire demonstrator in the late 1970's [6]. Throughout the 1970s and 1980s 
many papers appeared describing various algorithms for managing redundant systems 
and redundant sensors. Many attractive advanced algorithmic solutions have been 
proposed especially throughout the last two decades, mostly related to model-based 
techniques but capable of taking into account some robustness requirements with 
respect to exogenous disturbances and model uncertainties.  

The present air-data virtual sensor is based on neural networks (NN) to overcome the 
gap between the mathematical model and the real aircraft of the model-based methods, 
which is the main drawback of this technique. In the aerospace field, there are several 
examples of NNs used as system identification devices to estimate aerodynamic 
coefficients [7], angle of attack [8], [9], and sideslip [10] from data derived from other 
sources that are not vanes, differential pressure sensors or modern multifunction probes. 
The majority of virtual sensors described in previous works [11], [12], [2], however, 
need to be fed at least by an actual value of dynamic pressure. Other few examples that 
do not need the dynamic pressure exist [13] but some of the input variables are quite 
difficult to be calculated with good accuracy, such as the exact position of the center of 
gravity, the engine torque on the shaft and the actual thrust at any time. Due to 
complexity related to this kind of system, the aim of the present research is to develop a 
virtual sensor that can use data derived from the attitude heading reference system 
(AHRS) and one source of dynamic pressure in order to keep the virtual sensor 
complexity low. Each of these two sensors has been characterized with its own noise 
level according to available data, as will be described later.  

The final goal of this paper is to validate the designed neural networks when 
external disturbances occur, as severe air turbulence, and reconstructed flight data are 
used as inputs, instead of the analytical ones. One of the most critical issues related to 
real neural networks application, is the gap between  simulated and real sensors, with 
their own accuracy and noise level, which must be taken into account to evaluate the 
actual neural network performance [14]. 

When real tests cannot be performed or because of the lack of real data, these data 
are replaced with noise corrupted signals [15], [16] to understand the neural network 
behavior when fed by real input signals.  



284 M. Battipede, P. Gili

 

2 The “Beaver” M

The FDC toolbox for Matl
“Beaver” aircraft [17] of F
dynamics and flight contro
constant mass value. Her
whereas, for example, flap d
 

Fi

The relationship between
as follows [18] 

 

or, conversely: 
 

Differentiating Eq.s 2, the 
equations, needs to be solv

. For simplicity, attention
second of Eq. 2 it follows: 
 

Substituting  and  of Eq.

, and A. Lerro 

Matlab Model 

lab was developed starting from the De Havilland DHC
Fig. 1 and it was designed to analyze aircraft non-lin
ol systems. The aircraft is modeled as a rigid body w
re, the Beaver primary control surfaces are conside
deflection effects are neglected.  

ig. 1. De Havilland DHC-2 “Beaver” 

n the wind-axis and body-axis velocities can be expres

cos cossinsin cos  

tan  tan √  

resulting system, constituted by three ordinary differen
ed in order to find the analytical expressions for , , 
n is focused on the angle of attack, so differentiating 

 

. 1 and rearranging the terms Eq.3 yields to: 

C-2 
near 
with 
ered 

ssed 

(1) 

(2) 

ntial 
and 
the 

(3) 



 Neural Networks for Air Data Estimation 285 

 

cos sincos  (4)

According to [17], the relationships between axial acceleration, gravity acceleration 
and angular velocities in  the body reference frame can be written as 
 sinsin coscos cos  

(5)

where the contribution of external force ( ) can also be indicated in terms of 
number of g acceleration /  , , . Introducing an expression for  as 
a function of pilot commands, or, more in general, as a function of the control surface 
deflections, it is possible to obtain the relationships between the normal acceleration 

 and the command actions, such as in Eq. 6, purposely written for the Beaver  
model [17]:  
 12 , , , , ,  (6)

Therefore, considering Eq. 5, Eq. 4 can be rearranged as follows 
 

 (7) 

Then, substituting Eq. 1, we can obtain the final expression for angle of attack ODE: 
 1cos cos cos sin cos cos cos                  sin sin cos sin sin  

(8)

Eq. 8 is essential to understand the independent variables which  depends on. 
According to Eq.8, thus, it is possible to write the following functional relationship:  
 , , , , , , , ,  (9)

where the velocity  has been substituted by dynamic pressure because it is the source 
from which the velocity is derived from. Following a similar procedure the functional 
relationship for  can be written as follows: 
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, , , , , , , , ,  (10)

So, substituting  in Eq. 9 with its expression written in Eq. 10, collecting all the 
independent variables and explicitating the dependency on pilot demands, Eq.s 9, 10 
can be further expanded as: , , , , , , , , , , , , (11)

and , , , , , , , , , , , , (12)

From Eq.s 11, (12 , it follows that the angle of attack is a function of the dynamic 
pressure, body axis acceleration, Euler angles and pilot commands. The advantage of 
using a neural network is that the information expressed by Eq.s 11, (12 is already 
adequately detailed to implement a virtual sensor, whereas an exact or approximated 
expression for the  and  function is not strictly necessary. 

3 Maneuvers for Training and Testing Stages 

As stated above, the training stage requires a collection of maneuvers that should be 
thoroughly representative of the flight envelope, so the choice can be oriented towards 
a flight containing a wide selection of commands, in terms of amplitude, shape and 
frequency, and preferable where the same excitations reach their entire span range. An 
example of the maneuvers performed for data gathering is given in Fig. 1. 

 

Fig. 2. Detail of aircraft dynamic of the training stage 

These maneuvers have been performed exploiting the autopilot available in [17] 
which can follow reference signals assigned by the user before simulation using an 
ad-hoc written Matlab routine.  
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(a) (b) 

Fig. 3. Aircraft dynamics of the test stage without and with severe turbulence 

In the present work, the longitudinal aircraft dynamics are controlled by assigning 
a well defined  reference signal, the roll aircraft motion is obtained following  
reference signal, whereas the side slip angle, , is just obtained acting on the rudder 
command.  The simulated flight is composed by a basic set of maneuvers performed 
at different flight speeds (or several attitudes) in order to have a training set that 
covers the most part of flight envelope. Moreover, the external disturbances, 
turbulence and wind gusts, can be activated during the simulation when the user 
desires.  

Usually, aircraft flight data gathering for air data calibration [19] takes place in still 
air in order to avoid environmental effects on measurements, and consequently 
corrupting the calibration. In addition, when a new aircraft prototype is developed, the 
first flights are flown with basic maneuvers to investigate aircraft three axis stability 
(Fig. 1) and its responses to pilot commands. The basic maneuvers consist of sweep, 
which is produced by a sine-shaped command, the doublet, which is a fast sweep, and 
the hold maneuver, during which one of the flight variables is hold for a certain time.  
Here, the training data set is supposed to be collected during the flight test data 
gathering of an aircraft prototype, therefore, the basic maneuver set consist of sweep, 
doublet and hold maneuvers performed in the longitudinal and lateral directional 
plane independently, since the aircraft dynamics can be uncoupled  as stated in [18], 
under small attitude hypothesis. 

The basic maneuver set is performed at constant velocity, but the whole training 
maneuver is composed of four basic maneuver set repeated at four different velocities, 
or throttle command position, from stall to maximum velocity, end lightest turbulence 
level activated for very little time, less than 5% of the entire training flight.  

Fig. 3 shows the maneuver that has been used to test the virtual sensors based on 
neural networks. The test maneuver, starts from a trimmed flight condition, and then 
the thrust is increased in very little time at the maximum power by acting on the 
throttle. While the velocity is increasing, several maneuvers are performed, this time 
exciting both longitudinal and lateral directional dynamics at the same time. Based on 
the experience gained flying the “Beaver” aircraft model, this kind of maneuver is one  
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of the worst that could be used as validation case. The environment disturbances as 
wind gusts or turbulence have been simulated using the Simulink Dryden block in 
place of that present in the original Beaver model.  

It can be noticed that in this kind of test maneuvers there are many motion 
superposition which are not present in the training set and there are also the 
environmental disturbances, simulated as turbulence and wind gusts at maximum 
intensity level.  

As a fail/pass criterion the maximum error from nominal value on test maneuver 
has been selected rather than the classical concept of performance based on root mean 
square error [20]. This strategy has been required to avoid any spike greater than 
acceptance limits, since the virtual sensor can be used as real-time discriminator 
source, while the root mean square is calculated over an entire flight.  

4 Noise and Turbulence Details 

If compared to simulated signal, actual inertial signals, are always affected by noise 
deriving from several sources, such as engine induced vibrations and on board sensor 
electronic noise. The electronic noise here is represented using the data specifications 
of commercial MEMS Attitude Heading Reference Signals (AHRS) [21]. The noise 
on dynamic pressure, , has been modeled according to some available data sheets 
[22], [23]. 

The real aircraft vibration frequency spectra consists of a broadband background 
with superimposed narrow band spikes. The background spectrum results mainly 
from the engine combined with many lower level periodic components due to the 
rotating elements (engines, gearboxes, shafts, etc.) associated with propeller, and 
some specifications are collected in ref. [24] for several aircraft categories. The issue 
in using these data is that the vibration sensed by on board instruments, such as 
AHRS, depends on the kind of material used for aircraft structure, the method adopted 
to isolate vibrations, and so on. So, in this work, only the electronic noise due to real 
flight instruments will be considered to avoid any comment linked to a particular 
aircraft that cannot have a general validity. 

Therefore, the data from Ref.s [21]-[23] were used to define conservative peak 
to peak noise values in order to develop a realistic noise model, as reported in 
Table 1. 

The discrepancies between the mathematical model and the real aircraft can be 
seen as another source of noise, especially when the sensor sampling is close to the 
first structural mode frequencies, such as in slender bodies. As it is always quite 
complicated to keep separate each source of noise, therefore any single signal has 
been marked with its own noise level.  

Even if the degradation of signals depends on the specific electronic devices and 
the type of aircraft, it has been decided to adopt a conservative approach based on the 
worst-case scenario, incorporating the combination of highest noise level detected 
within the references here considered. 
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Table 1. Noise level used to corrupt mathematical model data 

Variable Noise Level (peak to peak)

 ±0.03 hPa 
 ±0.005 g 
 ±0.005 g 

 ±0.005 g 
 ±0.01 deg 
 ±0.01 deg 
 ±0.1 deg/s 
 ±0.1 deg/s 
 ±0.1 deg/s 

 
A white noise with zero mean value have been added to each signal and the peak to 

peak values have been selected according to Table 1. 
 

Fig. 4. Example of pitch rate with and without noise 

Fig. 4 shows an example related to the pitch rate. It must be noted that for the angle 
of attack estimation no electronic filters have been considered.  

The authors only decided to activate the highest turbulence level during the 
validation stage, because it is very realistic: usually, on real aircraft, first flight data 
gathering are scheduled when the weather is favorable: clean sky and very light wind. 

5 Results 

To assess the feasibility of the method it has been decided to simulate the best-case 
scenario, implementing a neural network trained and tested on noise-free signal: 
performance are evaluated on the bases of ±1 deg error specification for the angle of 
attack. The virtual sensor has been developed using a state-of–the-art tool, developed 
by third parts under the Matlab simulation environment [25]. The kind of neural 
network used is a multi layer perceptron (MLP) it has one hidden layer with 15 
neurons characterized by hyperbolic tangent activation function and one output layer, 
as described in Fig. 5. 
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The system identification exploits the NNOE model trained with the Marquardt 
method [25]. The input variables have been chosen from Eq. 11 and they are directly 
processed by the neural network without any kind of buffer of memory, which would 
have been needed in the case that past inputs were also requested. 
 

Fig. 5. Default neural network scheme used for AOA and AOS estimation: the solid lines stand 
for positive weights, the dashed lines stand for negative weights, the red circles are the network 
neurons 

This kind of network has the enormous advantage to be light in terms of hardware 
resources: it only needs to be connected with the requested variables in input ports at 
current time  to give an estimation of . Here, neural networks will be identified 
as NNA if designed for angle of attack, , and NNB if designed for angle of  
sideslip, .  

5.1 Angle of Attack 

The estimation error for the angle of attack is plotted in Fig. 6. The maximum value is 
less than 0.1 deg (peak to peak).  
 

Fig. 6. Estimation error obtained using the test maneuver without turbulence and noise for 
neural network NNA 
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The advantage of using the Beaver mathematical model is that turbulence and 
noise contributions can be investigated one by one. The absolute maximum estimation 
error  due to the severe level of turbulence is less than 0.4 deg, as shown in Fig. 7. 
 

Fig. 7. Estimation error obtained using the test maneuver with turbulence and without noise for 
neural network NNA 

Fig. 8 shows the estimation error on test maneuver considering turbulence and 
noisy input signals. It can be seen that the input signal noise introduces such noise on 
output contained within ±0.1 deg. 

 

Fig. 8. Estimation error obtained using the test maneuver with turbulence and noise for neural 
network NNA 

The neural network designed for angle of attack estimation has been tested using 
reconstructed actual signal with acceptable performance. 

5.2 Angle of Sideslip 

The estimation error for the angle of attack is plotted in Fig. 6. The maximum value is 
less than 0.2 deg (peak to peak), higher than for angle of attack.  
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Fig. 9. Estimation error obtained using the test maneuver without turbulence and noise for 
neural network NNB 

The advantage of using the Beaver mathematical model is that turbulence and 
noise contributions can be investigated one by one. The absolute maximum estimation 
error  due to the severe level of turbulence is less than 0.4 deg, as shown in Fig. 7. 
 

Fig. 10. Estimation error obtained using the test maneuver with turbulence and without noise 
for neural network NNB 

Corrupting data with artificial noise the errors increase (Fig. 11) but, however, it is 
contained inside the acceptance limits. 
 

Fig. 11. Estimation error obtained using the test maneuver with turbulence and noise for neural 
network NNB 
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Comparing Fig. 10, Fig. 11, it can be noted that the noise introduces different 
bandwidth on angle of attack and sideslip, respectively ±0.1 and ±0.5 deg. This 
phenomena require a more accurate investigation that goes beyond the aim of this 
work. 

5.3 Conclusion 

The present work presented an analysis of the degradation which occurs on a neural 
virtual air-data sensor, when noise-corrupted data are processed.  

The first part of the paper deals with the development of a virtual sensor based on 
noise-free signals: the functional relationship between the angle-of-attack, , angle of 
sideslip, , and the most relevant flight variables has been derived and assessed in an 
ideal environment. In particular, the virtual air-data sensor, implemented ad-hoc for 
the De Havilland DHC-2 “Beaver” analytical model, has been conceived as a function 
of data derived from gyros, accelerometers, pilot commands and a Pitot tube 
(dynamic pressure). The external disturbances have been considered using the 
Simulink Dryden wind turbulence model, which is able to simulate wind gusts and 
several turbulence level according to Dryden model. Te results have shown very good 
performance when the virtual sensors are coupled with real instruments. The future 
developments of this work, shall be to take into account the actual aircraft noise, 
collecting some real flight data, in order to evaluate the performance of the designed 
virtual sensors and try to train the neural network using these data. 

The results have shown that keeping neural network dimensions within certain 
limits (in terms of hardware resources) is feasible: the state-of-the-art in the neural 
network field proposes many techniques that involve more complex neural network 
architectures which can be expressed with a smaller amount of parameters. The 
optimization of the neural technique can be regarded as an option in this first phase, 
but it remains an issue that must be addressed, especially in consideration of future 
implementation of the virtual sensor as an analytical redundancy tool for the on-board 
sensor management system. 
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Abstract. Designing a feed-forward neural network with optimal topol-
ogy in terms of complexity (hidden layer nodes and connections between
nodes) and training performance has been a matter of considerable con-
cern since the very beginning of neural networks research. Typically, this
issue is dealt with by pruning a fully interconnected network with “many”
nodes in the hidden layers, eliminating “superfluous” connections and
nodes. However the problem has not been solved yet and it seems to be
even more relevant today in the context of deep learning networks. In this
paper we present a method of direct zero-norm minimization for pruning
while training a Multi Layer Perceptron. The method employs a cooper-
ative scheme using two swarms of particles and its purpose is to minimize
an aggregate function corresponding to the total risk functional. Our dis-
cussion highlights relevant computational and methodological issues of
the approach that are not apparent and well defined in the literature.

Keywords: Neural networks, pruning, training, zero-norm minimiza-
tion, Particle Swarm Optimization

1 Introduction

Despite the popularity of neural network models in engineering applications de-
signing a neural network for a particular application remains a challenge. For
example, in system identification using neural networks, finding the optimal
network architecture is not straightforward [1]. In addition designing a neural
network for a control system is critical for optimal performance [2]. Besides the
type of the nodes’ activation functions and network training parameters this
design also involves selecting the right number of hidden layer nodes and their
interconnection. Thus, practitioners and researchers invested in pruning tech-
niques for defining the best available neural network architecture [1], [2].

The question on the number of hidden layers and more specifically on the
number of nodes per hidden layer necessary to approximate any given function
f : Rn → R

m, has been tackled by several researchers, as noted in [3], and has
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been studied as part of the problem of the density of Multi Layer Perceptrons
(MLPs). Furthermore, work introduced in [4], [5], [6] and [7] highlighted im-
portant theoretical aspects of the density problem and derived bounds on the
number of nodes of the hidden layer for one hidden layer MLPs. However, as
noted in [6], “in applications, functions of hundreds of variables are approxi-
mated sufficiently well by neural networks with only moderately many hidden
units”. No precise rules exist regarding the necessary and sufficient architecture
of the neural network to deal with some specific problem. It is common when
designing a network to apply a pruning technique. This consists in designing
a “fat” network with many nodes in the hidden layer and fully interconnected
layers. Then proceeding with detecting those connections and/or nodes that are
superfluous, with respect to the mapping function of the network, and removing
them. A number of pruning techniques and related research are reported in [8].

The approach proposed in this paper is a network pruning technique. Section
2 is devoted to the problem background and a brief literature review. In section
3 the problem of zero-norm minimization is formulated. Section 4 discusses how
cooperative swarms are used in this minimization problem and section 5 presents
application experiments. The paper ends with some concluding remarks.

2 Background and Previous Work

The whole problem is defined as the complexity-regularization problem and falls
within Tikhonov’s regularization theory, [9]. From that point of view, defining
the architecture of a network and training it in order to maximize generalization
performance in the context of supervised learning, is equivalent to minimizing
the total risk given by the following expression, as noted in [10],

R(w) = ES(w) + λEC(w) , (1)

where ES(w) is the standard performance measure, typically the error function
of the network’s output, EC(w) is a penalty term, a functional that depends
exclusively on the network architecture, that is the network’s complexity, and λ
is a real number whose value determines the importance attached to the com-
plexity penalty term when minimizing the total risk.

The so called penalty term methods are derived from the formulation of (1).
These methods tend to minimize the total risk functional by defining weight de-
cay or weight elimination procedures which are applied during network training
with back-propagation and hunt out “non-significant” weights by trying to drive
their values down to zero. This means that the corresponding connections are
eliminated and in consequence nodes with no connections at all are also elimi-
nated. Typical methods in this category are proposed in [11] and [12].

Another group of methods tend to eliminate connections and/or nodes by cal-
culating various sensitivity measures such as the sensitivity of the standard error
function to the removal of units (Skeletonization, [13]), the removal of connec-
tions [14] and LeCun’s Optimal Brain Damage, [15]. In general, such methods act
on the network architecture and modify it once the network is trained. Among
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several other methods that have been proposed it is worth mentioning those that
are hessian-based, [16], or variance-based pruning techniques, see [8].

A number of methods have also been defined based on Evolutionary Compu-
tation. Hancock in [17] analyzes the aspects of pruning neural networks using
the Genetic Algorithm (GA). Methods reported in the literature use the GA
for network architecture optimization as well as for weight training. However,
as noted in [18], GA may not yield a good approach to optimizing neural net-
work weights because of the Competing Convention Problem, also called the
Permutations Problem. Some research efforts propose hybrid approaches where
the network training task is carried out by backpropagation.

In particular, it is worth mentioning here that some recent pruning techniques
adopt the Particle Swarm Optimization (PSO) paradigm. One approach is pro-
posed in [19] and uses a modified version of PSO in order to determine the
network architecture (nodes and connections) as well as the activation function
of the nodes and the best weight values for the synapses. Results of the experi-
ments presented give relatively complex networks having intra-layer connections,
direct input-to-output connections and nodes of the same layer with different ac-
tivation functions. The subsequent question deals with how easily these networks
can be implemented for real life applications. Another approach is presented in
[20] and uses a so-called cooperative binary-real PSO to tune the structure and
the parameters of a neural network. Researchers’ main assumption is that the
signal flow via the connections of the nodes is controlled by ON/OFF switches.
This engineering consideration is implemented using a binary swarm together
with a real valued swarm which is used to train the network. Despite the re-
sults reported, our opinion is that, there are two points that remain unclear in
this paper. The first deals with the exact mode of interaction between the two
swarms. The second concerns the problem of state space exploration with parti-
cles traveling around in different subspaces of the state space. The latter will be
discussed and clarified later in section 4. Lastly, some hybrid approaches can be
found in the literature using both PSO and classical backpropagation for weight
training.

The approach presented in this paper is a penalty term method for neural
network regularization. The penalty term is based on the zero-norm of the vec-
tor formed by the weights of the network. In contrast to [20] our approach has
a clearly defined model of interaction between the two swarms and an effective
mechanism for state space exploration. Lastly, our work is underpinned by a
mathematical theory for dealing with the neural network pruning problem.

3 Minimizing the Zero-Norm of Weights

Let w̄ denote the vector formed by the weights of the network connections ar-
ranged in some order. Then the zero-norm of this vector is the number of non-zero
components, also defined by the expression, ‖w̄‖0 = card {wj , wj �= 0}. Given
that, pruning a network is eliminating connections, or in other words zeroing
corresponding weights, then pruning a network can be considered as minimizing



298 S.P. Adam, G.D. Magoulas, and M.N. Vrahatis

the zero-norm of the weight vector of the network. Use of the zero-norm has
been proposed, in the machine learning literature, as a measure of the presence
of some features or free parameters in learning problems when sparse learning
machines are considered. The reason for using zero-norm minimization in ma-
chine learning is that, seemingly, it provides a natural way of directly addressing
two objectives, feature selection and pattern classification, in just a single opti-
mization, [21]. In fact, these two objectives are directly interconnected, especially
regarding regularization which enforces sparsity of the weight vector. One may
easily notice that pruning a network can, also, be considered as a feature selec-
tion problem, and, thus, the above considerations, again, justify its rephrasing
as a zero-norm minimization problem.

Although zero-norm minimization has been used by many researchers in var-
ious machine learning contexts; [22], it is important to point out an important
theoretical issue in the context of neural networks that is computational com-
plexity when minimizing the zero-norm of some vector. Amaldi and Kann in [23],
proved that minimizing the zero norm of some vector, let ‖w̄‖0, subject to the
linear problem yi (wxi + b) ≥ 1 is a problem that is NP-complete. In practice
researchers address zero-norm minimization using some approximate form such
as,
∑
i

(
1− e−α|wi|), where α is a parameter to be chosen, or

∑
i

log10 (ε+ |wi|),
where 0 < ε � 1.

Driving weights to zero or deleting weight in order to eliminate connections
between nodes has been fundamental in a number of network regularization
approaches. Such pruning techniques are weight decay procedures which are ap-
plied combined with gradient descent-based training methods. These weight de-
cay procedures use a differentiable form which is based on some norm of the
weight vector. Typical examples are the methods proposed by Hinton, [11],
and Moody and Rögnvaldsson, [24]. It is worth noting here that Rumelhart,
as reported in [25], investigated a number of different penalty terms using ap-
proximate forms of some weight vector norms. In particular, the penalty term∑
i

[(
w2

i /w
2
0

)
/
(
1 + w2

i /w
2
0

)]
proposed by Weigend et al. [12], constitutes an ap-

proximate form of the zero-norm of the weight vector.
Our approach to network pruning adopts direct minimization of the zero-

norm of the weight vector. Hence, the values of selected weights are zeroed
without decay (directly) and thus corresponding node connections are cutoff
abruptly. Such a consideration gives rise to the connectivity pattern of a net-
work, i.e. a binary vector where each component denotes whether a connection
is present, with 1, or 0 if it is deleted. This vector can be considered as the
connectivity adjoint of the weight vector. Thus, using an indicator function the
weight vector w̄ = (w1, w2, ..., wn), is replaced by the binary vector defined as

�w̄ =(�w1 ,�w2 , ...,�wn) , where �wi
=

{
1 wi �= 0
0 wi = 0

, 1 ≤ i ≤ n. In consequence,

the penalty term of Equation (1) becomes EC(w) = λ ‖w‖0 or using the connec-

tivity vector representation EC(w) = λ
n∑

i=1

�wi
. Finally, if the mean squared error
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of the network output is used as the standard measure of the network perfor-
mance the aggregate function (1) takes the form,

R(w) =
1

p

1

n

p∑
k=1

n∑
i=1

(
dki − oki

)2
+ λ

n∑
i=1

�wi . (2)

This form of the penalty term is not differentiable. So its minimization cannot
be based on classical back-propagation and an evolutionary approach should be
adopted. Minimizing an aggregate function of the form (2) has been addressed as
a multi-objective optimization problem and several methods have been proposed
in the context of evolutionary computation. Our approach is based on PSO and
specifically on a cooperative scheme that uses two swarms. This scheme is relative
to the approaches developed in [26] and [27].

4 Implementation of Cooperative Swarms

The cooperative scheme adopted for the minimization of this aggregate function
makes use of two swarms; let them be TrnSrm (Training Swarm) and PrnSrm
(Pruning Swarm). TrnSrm undertakes the minimization of the term correspond-
ing to the standard error of the neural network output and so it performs network
training. On the other hand, PrnSrm aims at minimizing the zero-norm of the
network’s connectivity vector, thus implementing the pruning function. It is ob-
vious that these two terms of the risk functional and therefore the two swarms
are very strongly coupled. During optimization we expect PrnSrm to derive the
thinnest possible network architecture that performs well in terms of training
and generalization that is permitting TrnSrm to reach some “good” local mini-
mum for the network error function.

MLPs considered here have only one hidden layer and are fully interconnected
without lateral or backward connections between the nodes. The assumption re-
garding the number of layers is not restrictive for the proposed method as none
of the statements, herein, depends on this specific hypothesis. Let N be the num-
ber of weights of such a neural network. Each particle in TrnSrm corresponds
to a network that constitutes a possible solution to the standard error term of
Equation (2). Such a particle is a vector in R

N whose values correspond to the
network weights. Particles in PrnSrm are binary. Each particle describes a pos-
sible network configuration represented by a binary vector in {0, 1}N−B

, where
B is the number of bias connections. Hence, only connections between nodes are
used to form the binary particles. There is a one-to-one correspondence between
particles in TrnSrm and particles in PrnSrm. Thus, any change in a particle
in PrnSrm implies a change in the architecture of the corresponding particle
in TrnSrm. The fitness function for TrnSrm is either the mean squared or the
mean absolute error of the network output, while the fitness function for PrnSrm

is
N−B∑
i=1

�wi
.

A methodological issue when defining and minimizing the aggregate form (1)
is the choice of λ. If the form R(w) = λ1ES(w) + λ2EC(w), where λ1 + λ2 = 1 is
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used instead of (1) then the relation between λ1 and λ2 determines the priority
given by the minimization process to each of the two terms. In this context,
promoting some network architecture, detected by PrnSrm, depends on the esti-
mation that this architecture is likely to lead or even be an optimal solution for
the minimization problem. The measure of this estimation is λ2. In our approach
defining λ1 and λ2 relies on the following considerations.

The overall minimization task is carried out by two populations which, though
tightly coupled, operate separately. However, when the pruning swarm is left to
operate alone, observation shows that about 80% of the components of a binary
vector are zeroed in about 10% of the total number of iterations, Fig. 1. Dur-
ing this number of iterations for a simple problem such as the Iris classification
benchmark, using a 4-5-3 network, the training swarm operating alone achieves
to reduce the network output error by about 40% of the initial value, Fig. 1.
This rough observation underlines the consideration that, for every network ar-
chitecture offered by PrnSrm as a solution, TrnSrm should be given the time
(number of iterations) to verify that the proposed architecture can be trained
to minimize the standard error function. Furthermore some estimation should
be made about the reliability of this result. This suggests setting λ1 = 0.7 and
λ2 = 0.3.

Effective implementation of the proposed approach is equivalent to having
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Fig. 1. Indicative minimization rate for the two swarms

a computing scheme consisting of two separate processes operating in parallel
that need to be synchronized in order to achieve the optimal solution in terms
of network complexity and performance. At any time the aggregate function re-
flects the problem’s best state. The training swarm operates in order to reduce
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the output error of the best network architecture to some significant level. For
our experiments this level is set to 70% of the output error computed for the
best network architecture selected every time the training swarm is launched. If
this goal is reached then the pruning swarm is activated to further reduce the
number of connections of the network architecture contributing the aggregate
function. Once such a new architecture is found the training swarm is launched
again.

Another important issue for the exploration process concerns the order in
which connections are eliminated. For instance suppose that there are K parti-
cles in each swarm. Following an iteration of PrnSrm these K particles suggest
k possible network architectures, where k ≤ K. Considering that, when a con-
nection is eliminated the corresponding dimension in the N -dimensional weight
space is not explored by the optimization process, it is easy to realize that a
random cutoff of network connections disperses the particles around in differ-
ent subspaces of the N -dimensional weight space. Thus the exploration process
weakens in the sense that a global best may become non-significant for particles
exploring different subspaces. The obvious consequence is that the optimization
process may fail to converge. The solution we adopted for this problem is to
apply connection cutoff in some ordered way by progressively eliminating input
connections and output connections of successive nodes of the hidden layer. This
is a kind of “normalized connection elimination” which ensures that at any time
there exists a subspace of the weight space that is common to and explored by
all particles in the swarm.

5 Experimental Evaluation

In order to validate the proposed approach we carried out a number of exper-
iments on four well known real world problems, the Fisher Iris classification
benchmark, the Servo prediction, the Solar sunspot prediction problem and the
Wine classification problem. All data sets are from the UCI repository of ma-
chine learning database. Note that two alternative approaches were used for
the Solar sunspot prediction problem. The first (Solar1) is the most typical one
found in the literature, while the second (Solar2) is used for comparison with the
approach presented in [20]. Table 1, summarizes typical network architectures
found in the literature and structures used for the experiments.

The experimental setup for the proposed approach comprises two swarms as
described above, each one consisting of 50 particles. The classic algorithm, [27],
without enhancements is used for updating the velocities of the particles. The
max number of iterations for the swarms is set to 1000 and values for the cogni-
tive and the social attraction parameters are set to 0.5 and 1.25 respectively. For
each network used, a set of 100 instances were derived and pruning experiments
were executed using the proposed approach and two classical pruning methods,
the Optimal Brain Damage (OBD) [15] and the Optimal Brain Surgeon (OBS),
[16], as implemented in NNSYSID20, [1].



302 S.P. Adam, G.D. Magoulas, and M.N. Vrahatis

Table 1. Number of nodes and connections for networks used in experiments

Typical network architectures Network architectures used

Nodes Connections Nodes Connections

Iris 4-2-3 14 (+5 bias)
4-20-3 140 (+23 bias)

4-10-3 70 (+13 bias)

Servo 12-3-1 39 (+4 bias) 12-8-1 104 (+9 bias)

Solar1 12-5-1 65 (+6 bias) 12-15-1 195 (+16 bias)

Wine 13-6-3 96 (+9 bias) 13-15-3 240 (+18 bias)

Solar2 3-3-1 12 (+4 bias)
3-8-1 32 (+9 bias)

3-15-1 60 (+16 bias)

Table 2, hereafter, summarizes the results obtained for the following parame-
ters: Nodes pruned (Npr) in hidden layer, Connections pruned (Cpr) and Gen-
eralization achieved (Gen). Values reported for generalization for the prediction
problems are mean value and standard deviation. Generalization performance is
the mean value of the percentage of correctly classified test patterns for the Iris
and the Wine problems. For the Servo and the Solar sunspot prediction prob-
lems generalization is the mean absolute error between the network output and
the expected output of the test patterns.

Table 2. Results of the experiments

Proposed Method OBS OBD

Npr Cpr Gen Npr Cpr Gen Npr Cpr Gen

Iris
12 86 95.56% 0.6 0 34% 0 0 34%

6 45 97.78% 2 41 86.67% 6 40 68.89%

Servo 5 65
0.0515

1 42
0.0721

1 43
0.0716

0.0091 0.0309 0.0329

Solar1 9 114
0.0905

0 1
0.9094

0 1
0.9094

0.0092 0.2468 0.2468

Wine 9 139 97.78% 0 0 34% 0 0 34%

Solar2

6 23
0.0770

13 3
0.0693

2 10
0.2190

0.0050 0.0085 0.3000

10 39
0.0765

8 28
0.0693

24 11
0.2190

0.0058 0.0164 0.3925

It is worth noting that due to the way connections are eliminated the pro-
posed method does not provide sparse networks in terms of having few con-
nections between dispersed nodes in the hidden layer. One may notice that the
two classic methods OBS and OBD fail when faced with really “fat” networks,
while our approach achieves to eliminate “fat” from the network even in difficult
situations. When compared against the relative method presented in [20] (exper-
iments under the Solar2 label) the proposed method demonstrates clearly better
performance in terms of pruning, while generalization cannot be compared as
the authors in [20] do not provide enough data. Finally we need to note that de-
spite the small number of iterations (1000) for the swarms the method converged
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in more that 80% of the cases. This score overrides the defect reported in the
literature that classic weight decay methods fail to converge, [25], and so they
are not used in practice.

6 Concluding Remarks

The proposed methods introduces zero-norm minimization for pruning the
weights of an MLP. Besides the definition of a solid mathematical basis the
method clarifies two important implementation points which are not clear with
other methods [19], [20] and greatly affect convergence of the minimization pro-
cess. Experiments carried out and results obtained, in Table 2 above, clearly
reveal the ability of the proposed method to eliminate connections and nodes
while training the network. Networks obtained after pruning are considered op-
timal in the sense that the number of nodes and connections are very close to the
values typically found in the literature for the benchmarks under consideration.
When compared against two classic pruning methods the proposed approach
performs better both in terms of pruning and training, and thus it breaks the
non-convergence deficiency associated with typical weight decay methods. How-
ever, in terms of training the approach can be further improved considering that
the ability of classic PSO algorithm is relatively poor regarding local search. In
this paper we did not elaborate this issue which will be further investigated in
future work.
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Abstract. In this paper, we present an autonomous navigation system based on 
a finite state machine (FSM) learned by an artificial neural network (ANN) in 
an indoor navigation task. This system uses a kinect as the only sensor. In the 
first step, the ANN is trained to recognize the different specific environment 
configurations, identifying the different environment situations (states) based on 
the kinect detections. Then, a specific sequence of states and actions is 
generated for any route defined by the user, configuring a path in a topological 
like map. So, the robot becomes able to autonomously navigate through this 
environment, reaching the destination after going through a sequence of specific 
environment places, each place being identified by its local properties, as for 
example, straight path, path turning to left, path turning to right, bifurcations 
and path intersections. The experiments were performed with a Pioneer P3-AT 
robot equipped with a kinect sensor in order to validate and evaluate this 
approach. The proposed method demonstrated to be a promising approach to 
autonomous mobile robots navigation.  

Keywords: Mobile Robotics, Autonomous Navigation, Kinect, Artificial 
Neural Networks, Finite State Machine. 

1 Introduction 

AI techniques implementation on Autonomous Mobile Robots and Intelligent 
Vehicles has an important role on international scientific community [9][13][14]. One 
of the most desirable features for a mobile robot is the autonomous navigation 
capability. There are many known relevant works on this research field, as for 
example the Darpa Challenges (2004 and 2005 editions on desert and 2007 in Urban 
environment)[7][8] and ELROB [15][16]. 

Autonomous mobile robots usually perform three main tasks: localization, 
mapping/planning and navigation [17]. Localization task is related to estimate robot´s 
position in a well-known environment using its sensorial data. Mapping consists on 
creating an environment representation model, based on robot´s localization and 
sensorial data. Navigation is the capability to process environment information and 
act, moving safely through this environment. 
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In order to an autonomously navigate into structured environments composed by 
streets or corridors, the robot must know its approximate position, the environment 
map and the path to be performed (source/destination). So, navigation in this 
environment consists on following a well-defined path, considering the available 
navigation area. 

The main focus of this work is the implementation of a Topological Autonomous 
Navigation System able to recognize specific features in a path on indoor 
environments (composed by corridors and intersections). This navigation system is 
intended for indoor service robots in several different tasks, from the simplest ones as 
carrying objects until critical ones as patrolling. The implemented system for these 
applications must be easy to configure and use. It must be also robust allowing the 
robot to both navigate and detect possible abnormalities. 

The proposed approach does not require a well-defined environment map, just a 
sketch representing the main elements, resulting in a simple path sight. Furthermore, 
this approach does not require an accurate robot´s pose estimation. The main goal is 
to make the robot navigate in an indoor structured environment deciding when and 
how to proceed straight, left or right, even when these three possibilities are detected 
simultaneously (intersections). 

The topological approach uses an ANN [19] to classify sensor data and a FSM to 
represent the steps sequence for each chosen path. The ANN learns all possible states, 
and a FSM generator is responsible to convert any possible path into a sequence of 
states. This way, the system combines this deliberative topological behavior with a 
simple reactive control for a safe navigation. 

The next topics of this paper are organized as follows: section 2 presents some 
realted works; section 3 presents the techniques and resources used for state detection; 
section 4 presents the experimental results; section 5 presents the conclusion and 
possible future works. 

2 Related Works 

Several approaches have been used for navigation, using many different sensors (for 
example laser, sonar, GPS, IMU, compass) singly or fused [9][17][18]. One of the 
most used approaches recently is the Vision-Based navigation [20]. This method uses 
video cameras as the main sensor. Cameras are very suitable for navigation and 
obstacle avoiding tasks due to its low weight and energy consumption [1]. 
Furthermore, one single image can provide many different types of information about 
the environment simultaneously. It is also possible to reduce costs by using cameras 
rather than other types of sensors [2]. The Vision-based approach implementation is 
already usual in navigation systems for structured or semi-structured environments 
[3][7][9][10][11]. These systems classify the image, with track segmentation for safe 
navigable area identification. 

Although these works present good results, the scope for a conventional camera is 
restricted, and many implementations demand camera data fusion with laser sensors 
(Sick Lidars, IBEO, Velodyne), radars or even special vision systems such 
omnidirectional cameras [7][8][9][18]. This fusion becomes necessary specially when 



 3D Vision-Based Autonomous Navigation System Using ANN and Kinect Sensor 307 

 

depth information is needed. This kind of information is not originally provided by a 
conventional camera.  

Is worth noting that fusion-based approaches are usually expensive, so the use of 
Kinect sensor can lead to lower cost solutions. Kinect is a low-cost 3D sensor 
developed by Microsoft for XBOX 360 videogame which allows the player to use its 
own body as the controller in games. It is composed by a RGB camera associated to 
an infrared transmitter and receiver allowing depth estimation of the environment 
elements. Since its sensorial advantages were found out, many independent researches 
were being held in order to explore this device features in applications from health to 
robotics [25]. The main advantage of this sensor is the capability of depth maps 
construction, allowing a very accurate distance estimation for the obstacles detected 
in front of the robot. 

In order to implement an autonomous navigation system, purely reactive 
approaches are not suitable. Immediate reaction to sensor captured data is not enough 
to ensure a correct robot control in a more complex path. A more robust system must 
be developed, providing sequence and context information that are absent in purely 
reactive models. 

In Robotics, FSM-based approaches [5] are widely used. FSMs are useful because 
the system can be easily described as a sequence of states (context changes). Inputs 
(sensors data) are considered to allow state changes and to define the adequate 
reaction for each state (motor action). The proposed system in this work is based on 
this idea, so the path is described as a FSM and the current state observed through 
captured sensor data processing. 

The use of a Machine Learning technique such ANN is a very interesting way of 
process sensorial data [6]. ANNs are robust to noise and imprecision on input data. 
They are also able to detect states and transitions between these states and very 
efficient to generalize knowledge. This way, this method is very useful for features 
detection e state recognizing. 

The association of ANNs to FSMs has been researched since the 90s 
[21][22][23][24], when the ANN models were developed and improved, occuping an 
important place on AI and Machine Learning Researches. Recently, some works were 
developed using the association of these techniques to robotics problems, from car 
parking [18] until robots and vehicles navigation in indoor and outdoor environments 
[4]. These applications have two main problems: the high cost of its main sensor 
(laser) and the low amount of environment information (bidimensional detection only, 
with a depth information of a planar cut). 

Thus, the proposed solution with kinect sensor shows extremely lower costs in 
addition to a more complete and accurate environment information, since 
tridimensional detection is performed simultaneously to conventional image capture. 

3 System Overview 

The proposed system is composed by three main steps. The first one is the ANN 
training in order to recognize all possible states (features) using previously collected 
environment data. The second one is the FSM Generation for any chosen path.  
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The third step is the autonomous navigation combining this deliberative control 
(topological path planning) with a reative control to keep the robot aligned. Figure 1 
shows the system setup and navigation overview. 

 

Fig. 1. System overview 

3.1 ANN Training  

This step consists on training the ANN to efficiently recognize all possible situations 
in a specific environment. ANN inputs are obtained from sensorial data, and the 
output is the detected class (state). For the environment used in this work, eight 
classes were defined (they are better described on next section). The dataset is created 
saving a “log” of collected input data moving the robot through the environment. The 
adopted learning algorithm is supervised, so a specialist must “manually” classify this 
data before ANN training, forming the input/output pairs. Several topologies were 
tested, and the best results were obtained from a feed-forward MLP, with 632 neurons 
on input layer, 316 neurons on hidden layer and 8 neurons on output layer. Figure 2 
shows a simple graphic representation of this MLP. 

Kinect captures are stored on a 640x480 matrix (one element per pixel), and each 
value is the distance between the sensor and the object represented in that pixel. For 
navigation purposes, there is no need to use all this 307200 points (this could also 
make ANN training impracticable due to the high ammount of input neurons). This 
way, an interest zone on Kinect´s capture is selected, in which the information is 
enough for state detection. 

Kinect sensor has a very interesting property: each line of the depth matrix can be 
compared to a standard laser scan. This way, it is possible to say that a single kinect 
data capture provides the same data amount than 480 consecutive laser scans.This is 
another great advantage of using Kinect, high amount of available data for each single 
scan. An interesting way to minimize the effects of noisy inputs is to rely on data 
redundancy. This can be done processing various lines of the depth matrix for state 
detection. As mentioned earlier, it is impracticable to use all the 480 lines of 
information as inputs for the ANN, so an “interest area” must be defined. 

For this work, 80 lines of depth matrix were selected, the correspondent pixels are 
represented at Figure 3. The mean of each column is calculated, so the result is one 
line only with the mean information, similar to a conventional laser scan. This line is 
used as the ANN input. 
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                     Fig. 2. ANN Topology                  Fig. 3. Interest area on captured kinect´s frame 

Each output neuron is associated to one of the 8 implemented states. The ANN is 
trained once, and must be able to work for any chosen path.  

3.2 FSM Generation  

Once the topological map for the environment is known, it is easy to establish a route 
between two points of this map, manually or with an algorithm. 

Every route can be seen as a sequence of steps (states), so it is trivial to generate a 
FSM to represent this path. A single algorithm converts any possible path into a 
sequence of states and expected actions (also considering that one state can have more 
than one associated action). This way, after path selection the FSM is stored on 
system to be used by control unit.  

3.3  Navigation Control 

The hybrid control combines the deliberative control obtained from FSM-based 
topological navigation with a reactive control which must keep the robot into its 
expected route, avoiding collisions. 

The Topological Navigation allows the robot to follow its planned path and also 
know its approximate position, but doesn´t controls the robot “into” every situation 
(state). When the robot is in a corridor (“straight state”), a reactive control is activated 
to keep the robot centered and aligned in this corridor. This is the main benefit of this 
hybrid control: take advantage of deliberative model for path control and 
simultaneously guarantee a safe navigation with reactive control. 

For this implementation, it is assumed that robot´s initial position is always known, 
as the topological map also. The current position is estimated based on current state 
detection.  

In this approach it isn´t necessary to estimate the robot´s exact position, it “knows” 
its approximate position based on current state and there is a reactive control 
responsible for keeping it safe. 
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Input data processing makes it possible to determine if the robot still at the same 
state (part of the path) or if a context change is needed. State transitions must occur 
only with the detected state is compatible with next expected state (this information is 
related to the stored FSM). Figure 4 shows the navigation control flowchart.  

 

Fig. 4. Navigation control flowchart 

4 Experiments and Results 

Experiments were carried out in a real environment using a Pioneer P3-AT robot 
equipped with a dual-core computer for processing and Kinect as the only sensor. 

The indoor environment used in the tests was represented with 8 states, illustrated 
at Figure 5. The created states are: “straight path”, “left turn”, “right turn”, “left and 
right turns”, “left turn and straight”, “right turn and straight”, “blocked” and 
“intersection”. 

 

Fig. 5. Possible situaions on environment 
 

The implemented ANN was designed and trained with Stuttgart Neural Network 
Simulator (SNNS), and then converted to C language with SNNS2C tool to be 
integrated with the robot´s control unit. 

The ANN training database was collected after controlling the robot manually 
through the environment in several angles and positions, and then sliced into the 8 
classes. At this step, about 180 examples were collected for each class, resulting in a 
database with 1421 input/output pairs, used for supervised learning. 

The training algorithm used was Resilient Propagation (R-Prop). This algorithm is 
achieving great results for feed-forward networks in many applications due to its good 
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training time and convergence. Training parameters were set up as follows: δ0 = 0.1, 
δmax = 50, α = 5.0 and number of epochs = 1000. 

Five different topologies were tested, with different number of hidden layer 
neurons and number of hidden layers. The tests were held with 16, 80 and 316 
neurons on hidden layer. These amounts were considered after empirical tests. The 
input layer is composed by 632 neurons (vector with the mean of the 80 lines of depth 
matrix), and output layer is composed by 8 neurons, 1 neuron for each possible class. 

A great variation on training times was observed. With 1000 epochs, the training 
time for 632-16-8 net was 20 minutes, 2 hours for 632-80-8 net, and 8 hours for 632-
316-8 approximately. 

ANN validation was done with stratified 5-fold cross-validation method. This way, 
5 train and test sets were generated, with 80-20 proportion on data (80% used for 
training and 20% for test, with same proportion of elements from the 8 class on the 
datasets). The networks with best results were 632-316-8 and 632-80-80-8, with 
92,2% and 92% accuracy respectively, as can be observed at Table 1. The main 
difference between these networks is the training time: 8 hours for the first one versus 
2 hours for the second one. 

Table 1. ANN Accuracy after 1000 training cicles  

 

The confusion matrix for partition 2 in 632-316-8 net is shown next, on Figure 6. It 
is possible to note that error per class is close to zero, which means that very few 
classification errors occur. 

 

Fig. 6. Train confusion matrix (a) test confusion matrix (b) 
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Despite the excellent results considering the accuracy mean, a 100% safe 
navigation is guaranteed only if no errors occur in state detection. As a 100% 
accuracy is not achieved with the ANN, something must be done to guarantee that no 
unexpected state changes occur due to a wrong classification. This way, a “filter” was 
implemented, removing possible oscillations resulting from classification errors. This 
means that a state transition will occur only after some consecutive detections of the 
expected state, indicating confidence on transition detection. 

After testing and validating the ANN, it was implemented on the real robot, 
recognizing features for a specific indoor environment. Figure 7 shows a successful 
classification of the “left turn and straight” state. The frame on the left is a graphic 
representation of the depth matrix, and the frame on the right is a “real” frame 
captured from kinect. 

 

Fig. 7. State “left turn and straight” classification 

5 Conclusion 

Excellent results were achieved, with high accuracy level for the ANN individually, 
and 100% accuracy on navigation task after filter implementation on all experiments 
carried out. This shows that the association of ANN and FSM is a very suitable 
approach for autonomous robotic navigation.  

This system is very flexible, as it can be re-trained to recognize new situations, 
settings and features, and also use and combine other sensorial systems. 

Kinect was presented as a very suitable sensor for features detection on indoor 
environmets, allowing the development of robots with low-cost 3D vision-based 
navigation systems. 

The main challenge for future works is to apply this same methodology for 
autonomous outdoor navigation, using other sensorial systems (also fusing sensors), 
as kinect is not designed for outdoor environments. 
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Abstract. In this work, we explore the use of artificial neural networks (ANN) 
as computational models for producing English past tense verbs by combining 
them with the genetic algorithms (GA). The principal focus was to model the 
population variability exhibited by children in learning the past tense. This 
variability stems from genetic and environmental origins. We simulated the 
effects of genetic influences via variations in the neuro computational 
parameters of the ANNs, and the effects of environmental influences via a filter 
applied to the training set, implementing variation in the information available 
to the child produced by, for example, differences in socio-economic status. In 
the model, GA served two main purposes - to create the population of artificial 
neural networks and to encode the neuro computational parameters of the ANN 
into the genome.  English past tense provides an interesting training domain in 
that it comprises a set of quasi-regular mappings. English verbs are of two 
types, regular verbs and irregular verbs. However, a similarity gradient also 
exists between these two classes. We consider the performance of the 
combination of ANN and GA under a range of metrics. Our tests produced 
encouraging results as to the utility of this method, and a foundation for future 
work in using a computational framework to capture population-level 
variability. 

Keywords: Feed forward neural networks, imbalanced datasets, hamming 
distance, nearest neighbour, genetic algorithms, English past tense verbs, quasi 
regular mappings. 

1 Introduction 

Artificial neural networks (ANNs) are computational abstractions of the biological 
information processing system. In this work, we combine ANNs with genetic 
algorithms (GA) to develop a new computational model for learning English past 
tense verbs.  

The English past tense has been widely studied as a testing ground for theories of 
language development. This is because it is quasi-regular mapping, comprising both a 
productive rule (add –ed to the verb stem to produce the past tense) and a set of 
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exceptions to this rule.  This raises the question of the processing structures necessary 
to acquire the domain. Until now substantial amount of work has used ANNs as 
cognitive models of the acquisition process (see [1] for review). No work to date, 
however, has considered how to capture the wide range of variability that children 
exhibit in acquiring this aspect of language. Since ANNs constitute parameterised 
learning systems, they provide a promising framework within which to study this 
phenomenon [2]. 

Factors affecting language development are attributed to genetic and environmental 
influences. To model genetic influences, we use GA as a means to encode variation in 
the neuro computational parameters of the ANNs, thereby modulating their learning 
efficiency. These parameters are responsible for how the network is built (e.g., 
number of hidden units), its processing dynamics (steepness of the activation 
function), how it is maintained (weight decay), and how it adapts (learning rate, 
momentum). To model environmental influences, we apply a filter to the training set 
to alter the quality of the information available to the learning system. One candidate 
causal factor in producing environmental variation is socio-economic-status (SES). A 
body of research suggests that children in lower SES families experience substantially 
less language input and also a narrower variety of words and sentence structures [3]. 
The filter creates a unique subsample of the training set for each simulated individual, 
based on their SES. 

This paper is organised as follows. First we provide information about the problem 
domain. Then the methodology adopted in our approach is described. Next we discuss 
the datasets used. In section 4 the experimental setups and performance assessment 
techniques are described. Finally we present the experimental results and discuss the 
findings. 

2 The English Past Tense Problem  

The English past tense is an example of a quasi-regular domain. This problem domain 
has dual nature – the majority of verbs form their past tense by following a rule for 
stem suffixation, also referred to as + ed rule. This rule allows for three possible 
suffixes - /d/ e.g. – tame – tamed; /t/ e.g. – bend – bent and /ed/ - e.g. – talk – talked. 
However, a significant number of verbs form their past tenses by exceptions to that 
rule (example: go – went, hide - hid) [4]. The verbs adhering to the former rule based 
approach are called regular verbs, while the verbs belonging to the second category 
are called irregular verbs. Also some of the irregular verbs share the characteristics of 
the regular verbs. For instance, many irregular verbs have regular endings, /d/ or /t/ 
but with either a reduction of the vowel, example: say – said, do - did or a deletion of 
the stem consonant, example: has – had, make – made [5]. This overlap between 
regular and irregular verbs is also a challenge for the model. 

Our base model, prior to implementing sources of variation, was inspired by that 
proposed by Plunkett and Marchman [4], though see [6] for more recent, larger scale 
models. Plunkett and Marchman suggested that both the regular and the exception 
verbs could be acquired by an otherwise undifferentiated three-layer backpropagation 
network, trained to associate representations of phonological form of each verb stem 
to a similar representation of its past tense. 
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3 Methodology 

A synergy of ANN and GA is applied to model the system for acquisition of English 
past tense verbs. The GA component is used to create a population of ANNs and to 
encode the neuro computational parameters of the ANN into the genome.  

The methodology can be summarized as follows: 

1. The first step is to design ANNs incorporating a set of computational 
parameters that would constrain their learning abilities. In our case, we select 
8 parameters. These parameters correspond to how the network is built 
(number of hidden units, architecture), its activation dynamics (the slope of 
the logistic activation function), how it is maintained (weight decay), how it   
adapts (learning rate, momentum, learning algorithm), and how it generates 
behavioral outputs (nearest neighbour threshold). 

2. The next step concerns the calibration of the range of variation of each of 
these parameters. Encoding the parameters within a fixed range allows 
variation in the genome between members of population, which then 
produces variations in computational properties. The range of variation of 
the parameter values serves as the upper and the lower bound used for 
converting the genotype (encoded values) into its corresponding phenotype 
(real values).  

3. The third step consists of encoding the range of parameter variation in the 
artificial genome using a binary representation. We are using 10 bits per 
parameter; overall the genome has 80 bits. The parameters used and their 
range of variation are given in Table 1. 

 
Table 1. The Genome describing the neuro - computational parameters and their range 
 

Parameter Range of variation 

No of Hidden Units 6 - 500 
Learning Rate 0.005 – 0.5 

Momentum 0 – 0.75 
Unit threshold function 
(steepness of logistic function) 

0.0625 - 4 

Weight Decay 0.2 – 0.6 
Nearest Neighbour Threshold 0.05 – 0.5 

 
The remaining two parameters are the learning algorithm and the architecture, 
where Backpropagation training and a 3-layer feed forward network are adopted 
respectively. In our initial implementation, these parameters were not varied. 
Then, the methodology continues as follows: 

 
4. The fourth step concerns breeding the population of 100 ANNs using this 

genome.  
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5. The fifth step focuses on implementing the variation in the quality of 
environment, accounted for by SES, by means of filtered training sets. An 
individual’s SES is modeled by a number selected at random from the range 
0.6-1.0. This gives a probability that any given verb in the full training set 
would be included in that individual’s training set. This filter is applied a 
single time to create the unique training set for that individual. The range 
0.6-1.0 defines the range of variation of SES, and ensures that all individuals 
are exposed to more than half of the past tense domain. 

6. The last step is about training and evaluating training performance and 
generalisation. 

4 The English Past Tense Dataset  

The English past tense domain is modeled by an artificial language created to capture 
many of the important aspects of the English language, while retaining greater 
experimental control over the similarity structure of the domain [4]. Artificial verbs 
are monosyllabic and constructed from English phonemes. There are 508 verbs in the 
dataset. Each verb has three phonemes – initial, middle and final. The phonemes are 
represented over 19 binary features. The network thus has 3*19 = 57 input units and 
3*19 + 5 = 62 units at the output. The extra five units in the output layer are used for 
representing the affix for regular verbs in binary format. 

In the training dataset there are 410 regular and 98 irregular verbs. As this is a 
radically imbalanced dataset generating a classifier is challenging as the classifier 
tends to map/label every pattern with the majority class. The mapping of the training 
set is given a frequency structure, called the token frequency, representing the 
frequency with which the individual encountered each verb. Some verbs are 
considered of high frequency whilst others of low frequency. The token frequency is 
implemented by multiplying the token frequency bit with the weight change generated 
by the difference between the actual output and the target output. In our experiments, 
the weight change of high frequency verbs was multiplied by 0.3 and of the low 
frequency verbs by 0.1. 

A second dataset is created to assess the generalisation performance of the model. 
The main intent is to measure the degree to which a network can reproduce in the 
output layer properly inflected novel items presented in the input. The generalisation 
set comprises 508 novel verbs, each of which share at least two phonemes with one of 
the verbs in the training set, for example wug – wugged [7]. 

5 Experimental Settings and Performance Assessment  

A population of 100 ANNs, whose parameters are generated by the GAs, was trained 
in two different setups. In the first setup, the population of ANN was trained using the 
full training set, i.e. it contains all the past tense verbs, along with their accepted past 
tense forms (henceforth referred as the Non Family setup). In the second setup, we 
used the filtered training sets, by taking samples from the perfect training set to create 
subsets, for each member of the population (henceforth referred as the Family setup). 
This arrangement ensures that each member of the population has a different 
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environment or training set, and thus simulated the effect of SES. Though the 
networks are trained according to their filtered or Family training sets, the 
performance is always assessed against the full training set. A comparison of Non 
Family and Family setups demonstrates the impact of variability in the environment, 
independent of the learning properties of the ANNs. 

We report below results from training 100 feed forward nets, using the batch 
version of RPROP algorithm. The stopping condition was an error goal of 10-5 within 
1000 epochs. The performance was assessed using two modes - the MSE with weight 
decay and the recognition accuracy using nearest neighbours based criteria. The first 
criterion employed the Hamming distance while the second one was threshold based 
and used the Root Mean Square (RMS) error. 

5.1 Nearest Neighbour Technique Based on Hamming Distance 

In the training set, there were 508 monosyllabic verbs, constructed using consonant-
vowel templates and the phoneme set of English. Phonemes were represented over 19 
binary articulatory features.  

The nearest neighbour accuracy was measured between the actual and the target 
patterns on a phoneme–by–phoneme basis using the Hamming distance. In 
information theory, the Hamming distance between two strings of equal length is the 
number of positions at which the corresponding symbols are different. In other words, 
it measures the minimum number of substitutions required to change one string into 
the other, or the number of errors that transformed one string into the other. This 
method provides an efficient way of calculating the nearest neighbours. The algorithm 
for calculating the Hamming distance is listed below. 

1. Take the first pattern from the actual output and the desired output. 
2. Calculate the Hamming distance between these two patterns, individually, 

for all three phonemes. This implies that phoneme 1 of actual output is 
matched with phoneme 1 of the desired output. Similarly, phoneme 2 and 
phoneme 3 are matched with corresponding phonemes in desired output. 

3. IF the Hamming distance between all three phonemes is less than 2, then 
calculate the Hamming distance between last five bits of both patterns. 

4. IF this distance is equal to zero, then pattern is counted as correct 
classification, ELSE it is counted as an error or misclassification. 

5. In the case of misclassification, the last five bits of both the actual output and 
the desired output are compared with the allomorph (which consists of all 
possible classes with their binary representations), to find out the actual 
assigned class and the desired class. 

6. IF the last five bits of the actual pattern do not match with any pattern of 
allomorph, then that pattern is classified as ‘random’. 

7. In case the IF condition specified in step 3 does not hold, then the same 
pattern of actual output is matched with the next pattern from the desired 
output set. This process continues till either the IF condition (of step 3) is 
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satisfied OR till all patterns in the desired output set have been scanned 
through. In the latter case, if no match is found, then that pattern of actual 
output set is considered as ‘Not Classified’. Repeat the process with next 
patterns of the actual output set.  

 
This method gives us the total number of correct classifications, total number of 
errors and the types of errors for each network. The allomorph used in this algorithm 
is as follows: [0 0 0 0 0] represents Irregular (Ir) verbs; [0 0 1 0 1] denotes a Regular 
verb with +d rule (R^d); [0 1 1 0 0] stands for a Regular verb with +t rule (R^t); [0 1 0 
1 0] denotes a Regular verb with +ed rule (R^ed). 

5.2 Nearest Neighbour Technique Based on RMS Error Threshold 

We tested the performance of the networks with an alternative technique, nearest 
neighbour threshold. The process is as follows: 

1. Take the first pattern from the actual output set. 
2. For each actual output pattern, starting from the first target pattern, consider 

all available target patterns. 
3. Calculate the root mean square error between the actual and target pattern on 

a phoneme–by–phoneme basis. This implies, calculating the RMS between 
phoneme 1 of the actual output pattern and phoneme 1 of target set pattern, 
and then the RMS values for phoneme 2 and phoneme 3 as well. This results 
in a 508 row by 508 column array of RMS values, where each array element 
contains 3 values corresponding to the RMS error between the three 
phonemes. 

4. Based on the range of the nearest neighbour values, as specified in the 
genome of the artificial neural networks, apply threshold on the RMS values 
of three phonemes taken together. 

5. Select only those neighbours whose RMS error values are lower than the 
corresponding threshold values.  

6. Compare the last five bits of the actual pattern and the selected nearest 
neighbours with the allomorph to determine their respective classes. 

7. Select the ‘majority’ class from amongst the neighbours and compare it with 
the class assigned to the actual output pattern. If these matches, then count 
success else count miss classification. Repeat this process for all the patterns 
of the actual output set. 

6 Results  

We report on the classification accuracy and generalisation performance, with respect 
to three measures – the MSE, the Hamming distance and lastly the nearest neighbour 
threshold. 
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In terms of measuring performance based on Hamming distance for all types of 
verbs, i.e. irregulars, R^d, R^ed and R^t, Table 2 lists the mean values for 
classification success. Table 3 contains the types of miss classifications the networks 
made and the mean values of those errors and finally Tables 4 and 5 list the improved 
results after applying some post processing techniques, discussed below. 

Table 2. Mean classifications success per category 

 
 
Type of 
verb 

Mean Classification on Training Set Mean Classification on 
Generalisation Set 

Non Family 
Networks 

Family 
Networks 

Non Family 
Networks 

Family 
Networks 

R^d 252.24 242.60 265.28 251.69 
R^t 71.80 57.56 71.57 57.06 
R^ed 10.70 10.89 7.21 7.46 
Irreg 5.29 7.22 N.A. N.A. 

Table 3. Types of miss classification errors and their mean values 

Assigned Category Desired Category Training Set Generalisation Set 
Non Family Family Non Family Family 

Irreg R^d 3.68 4.35 3.12 3.97 
Random R^d 8.58 12.05 9.70 12.12 
R^d R^ed 5.06 6.44 8.00 10.08 
Random R^ed 34.70 31.68 41.40 38.93 
R^t R^d 9.15 7.36 9.69 8.00 
R^t R^ed 2.71 1.77 4.39 3.60 
Random R^t 14.47 23.89 17.80 25.99 
R^d R^t 8.81 9.13 7.28 7.66 
Irreg R^ed 4.74 7.61 4.99 6.24 
R^d Irreg 2.80 3.17 0 0 
Irreg R^t 1.26 3.38 1.30 4.54 
Random Irreg 11.69 10.21 0 0 
R^ed Irreg 1.39 1.58 0 0 
R^ed R^t 0.89 0.92 0.85 0.90 
R^t Irreg 1.30 0.87 0 0 

 

Table 3 lists the types of misclassifications made by the population of networks. 
The most frequent misclassification was classifying a regular verb as a regular but in 
the wrong category, that is, the incorrect allomorph, e.g. instead of talk – talked (+ed), 
networks convert it as talk – talkd (+d or +t). The second most frequent mistake was 
classifying regular or irregular verbs as random. In most cases, this happens due just 
to the difference of one bit between the actual output affix (last five bits) and the 
target verb affix. 
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We do not consider the aforementioned two misclassifications as errors on the 
following grounds. 

• In the first case, it is evident that the network(s) applied the production rule 
for forming past tense. This implies that the methodology used for 
converting verb to its past tense is correct. 

• In the latter case, the network(s) produces all three phonemes correctly (the 
phonemes of the actual and target patterns match). The difference of one bit 
occurs in the last five bits (past tense affix). This indicates that the 
mechanism followed is correct, especially since the network does not 
categorise the verb in an incorrect category. 

Therefore, we applied post-processing techniques in these two cases, which improved 
the accuracy of the model. 

Table 4. Average performance and improvements on training set 

 Non Family Networks Family Networks 

Correct in % Error in % Correct in % Error in % 

Actual Results 66.9 21.9 72.7 21.6 

Improved Results 84.4 4.4 82.8 11.1 

Table 5. Average performance and improvements on the generalisation set 

 Non Family Networks Family Networks 

Correct in % Error in % Correct in % Error in % 
Actual Results 67.7 21.3 62.2 24.0 

Improved Results 80.0 9.9 75.2 11.1 

 
Improving Performance on training set: We employed three different techniques in 
order to improve the performance. 

1. Considering misclassification amongst regular verbs as okay. 
2. Regular verb patterns classified as random due to difference in just 1 bit were 

considered okay. 
3. Irregular verb patterns classified as random due to difference in just 1 bit were 

considered okay. 

Improving Performance on the generalisation set: The following technique was 
applied to improve generalisation performance. 

1. Verb patterns classified as random due to difference in just 1 bit were considered 
okay. 
 
Our model achieved 84.4 % and 80.0% accuracy on training datasets when used in the 
Non Family mode and an accuracy of 82.8% and 75.2% on generalisation dataset  
when tested in Non Family and Family modes, respectively. The initial results 
indicate that classification accuracies are not significantly different in the two modes. 
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For example, in Table 4, the population has the average/mean accuracy of 84.4% 
when exposed to full training set (Non Family mode) and of 82.8% when exposed to 
filtered training set (Family mode). This held for generalisation performance as well, 
as described in Table 5. These results indicate that for the ranges of genetic and 
environmental variation considered, genetic variation has more influence in 
determining performance while acquiring past tense. 

6.1 Performance Based on Mean Square Error 

As the second measure of performance assessment, the MSE was used to predict the 
accuracy. The minimum, maximum, mean and the standard deviation of time taken, 
performance and epochs is reported in Table 6. 

Table 6. Performance based on MSE 

 Non Family Family 
Min Max Mean STD Min Max Mean STD 

Time 
(seconds) 

170 164,653 1,930 387 170 164,668 1,366 976 

Performance 0.0502 42.5200 0.1229 0.3765 0.0360 42.4800 0.1100 0.3600 
Epochs 425 1000 484 280 542 1000 491 284 

6.2 Performance Based on Nearest Neighbour Threshold 

The performance is reported in terms of number of correct classifications and the 
number of miss classifications made in Table 7. 

Table 7. Performance based on nearest neighbour threshold using RMSE 

 Non Family Family 
Min Max Mean STD Min Max Mean STD 

Correct Classifications 365 414 387 17 364 427 393 25 
Misclassifications 94 143 121 17 81 144 115 25 

 
The results show that the average correct classification performance is 76.2% and 

77.4% in the discussed modes. 

7 Conclusion 

In this paper, we explored the use of artificial neural networks as computational 
models for producing English past tense verbs, and proposed a synergistic approach to 
capture population variability by (a) combining ANN with genetic algorithms and (b) 
applying a filter to the training set to simulate environmental influences such as 
socioeconomic status. The performance of the model was assessed using three 
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different measures and in two different setups. Our tests produced encouraging results 
as to the utility of this method, and a foundation for future work in using a 
computational framework to capture population-level variability. These results 
indicate that for the ranges of genetic and environmental variation considered, genetic 
variation has more influence in determining performance while acquiring past tense. 
Our next steps are to consider the impact of different respective ranges of genetic and 
environmental variation, along with exploring different neural architectures. 

References 

1. Thomas, M.S.C., McClelland, J.L.: Connectionist models of cognition. In: Sun, R. (ed.) 
Cambridge Handbook of Computational Cognitive Modelling, pp. 23–58. Cambridge 
University Press, Cambridge (2008) 

2. Thomas, M.S.C., Karmiloff-Smith, A.: Connectionist models of development, 
developmental disorders and individual differences. In: Sternberg, R.J., Lautrey, J., Lubart, 
T. (eds.) Models of Intelligence: International Perspectives, pp. 133–150. American 
Psychological Association (2003) 

3. Thomas, M.S.C., Ronald, A., Forrester, N.A.: Modelling socio-economic status effects on 
language development (2012) (manuscript submitted for publication) 

4. Plunkett, K., Marchman, V.: U-shaped learning and frequency effects in a multilayered 
perceptron: Implications for child language acquisition. Cognition 38 (1991) 

5. Lupyan, G., McClelland, J.L.: Did, Made, Had, Said: Capturing quasi – regularity in 
exceptions. In: 25th Annual Meeting of the Cognitive Science Society (2003) 

6. Karaminis, T., Thomas, M.S.C.: A cross-linguistic model of the acquisition of inflectional 
morphology in English and modern Greek. In: Proceedings of the 32nd Annual Meeting of 
the Cognitive Science Society, August 11-14 (2010) 

7. Thomas, M.S.C., Ronald, A., Forrester, N.A.: Modelling the mechanisms underlying 
population variability across development: Simulating genetic and environmental effects on 
cognition. DNL Tech report 2009-1 (2009) 



 

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 325–333, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Characterizing Mobile Network Daily Traffic Patterns  
by 1-Dimensional SOM and Clustering 

Pekka Kumpulainen1 and Kimmo Hätönen2 

1 Tampere University of Technology, Department of Automation Science and Engineering, 
Korkeakoulunkatu 3, 33720 Tampere, Finland  

pekka.kumpulainen@tut.fi 
2 Nokia Siemens Networks, T&S Research, Espoo, Finland  

kimmo.hatonen@nsn.com 

Abstract. Mobile network traffic produces daily patterns. In this paper we show 
how exploratory data analysis can be used to inspect the origin of the daily 
patterns. We use a 1-dimensional self-organizing map to characterize the 
patterns. 1-dimensional map enables compact visualization that is especially 
suitable for data where the variables are not independent but form a pattern. We 
introduce a stability index for analyzing the variation of the daily patterns of 
network elements along the days of the week. We use clustering to construct 
profiles for the network elements to study the stability of the traffic patterns 
within each element. We found out that the day of the week is the main 
explanation for the traffic patterns on weekends. On weekdays the traffic 
patterns are mostly specific to groups of networks elements, not the day of the 
week. 

Keywords: 1-D SOM, clustering, mobile network, daily pattern, exploratory 
data analysis. 

1 Introduction 

Mobile networks are large and complex systems. Huge amounts of data are collected 
from various parts of networks to support the operators in maintaining them. Efficient 
network management requires summarizing the essential information from the vast 
amounts of data.  

Traffic delivered through the network elements (NE) is one of the most significant 
indicators of the networks performance. The daily traffic in each NE depends on its 
location and behavior of the subscribers that are connected to it, the rhythm of life of 
surrounding society [1]. In addition to the total volume of the traffic, finer details of 
how the traffic is distributed during a day, daily patterns, are of great importance. The 
daily traffic patterns can be utilized for example in data compression [2]. The daily 
traffic has often been observed to be behaving according to the day of the week. On 
the other hand, some NEs have similar patterns from day to day. In this paper we 
propose explorative data analysis procedures for determining to what extent the daily 
patterns are originated from the day of the week or if they are features of the NE 
itself. 
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In the following section we introduce the daily pattern data with examples. In 
section 3 we use a 1-dimensional self-organizing map (SOM) to visualize the variety 
of daily patterns. We analyze the significance of the day of the week on the daily 
patterns by a novel index that measures the stability of the data projected on the SOM. 
In section 4 we perform two additional levels of clustering on the SOM to construct 
behavioral patterns for each NE. This enables analyzing the relevance of the NEs on 
the traffic pattern types. Finally we summarize the results in the last section 

2 Mobile Network Traffic Patterns 

The traffic volume time series of each NE are split into daily patterns covering a 24 
hour period of time. The patterns are concatenated to form a data matrix that has 24 
columns, one for every hour of the day. The number of rows in the data matrix equals 
the product of the number of days covered by the measurement period and the number 
of network elements, N = Ndays*NNE. The traffic data are collected to matrix X = [x1

T 
x2

T … xN
T]T. Each row xi = [xi0 xi1 … xi23], called a daily pattern, contains hourly 

traffic of one cell for one day. 
The data set in this study consists of 100 NEs and 6 weeks measurement period, 

thus NNE = 100 and Ndays = 42. Some values are missing from the database leaving a 
total of 3865 daily patterns in the data set. Due to large number of missing values at 
midnight we include only the hourly traffics from 1 to 23 o’clock.  

One week of traffic of one NE is exemplified at the top of Fig.1.  
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Fig. 1. One week of hourly traffic in one network element (top). Two scaled daily patterns 
presenting different behavior (bottom). 

The maximum daily values in the data set vary from 23 to over 1600 calls in an 
hour. In this application we are only interested in the shapes of the daily patterns. 
Therefore we scale each pattern by dividing each daily pattern by its mean value. The 
scaled patterns from Monday and Saturday are presented at the bottom of Fig. 1. 
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3 Monitoring Traffic Patterns by SOM 

Self-Organizing Map (SOM) is an unsupervised neural network which approximates 
multi-dimensional data [3]. SOM consists of a regular grid of map units, each of 
which contains a code vector of the same dimension as the input data, representing a 
point in the data space. During the training phase, the code vectors are computed to 
optimally describe the distribution of the data, producing vector quantization. SOM 
also preserves topology, i.e. the map units that are close to each other on the SOM 
grid will have code vectors that are close to each other in the data space.  

After training the data are projected to the map, i.e. each data point is associated 
with the map unit whose code vector describes the point best. Minimum Euclidean 
distance is typically used to select those units, called best matching units (BMU).  

BMUs are used to calculate topographic error of the map. It is defined as the 
proportion of observations for which the two best matching map units are not adjacent 
units on the map [4] and is formulated in equation (1). 
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Visualization is one of the main advantages of SOM, which is typically constructed as 
a 2-dimensional grid. The most common visualizations of SOM include component 
planes, hit histogram and U-matrix [5]. The component planes present the values of 
the code vectors of the map units. For a 2-d map that requires a separate 2-d plane for 
each variable. Hit histogram value for each map unit is constructed by counting the 
data points that have the map unit as a BMU, i.e. how many data points hit each map 
unit. U-matrix presents the distances between the code vectors of the adjacent map 
units on the map grid [6]. Both, hit histogram and U-matrix of 2-d SOM can be 
presented either color coded on 2-d planes or 3-dimensional surfaces. Hit histogram 
can also be presented as markers sized by the hit count. 

3.1 Visualizing the Daily Patterns with 1-Dimensional SOM 

We trained a 1-dimensional SOM with the data set of daily patterns. We trained 
several maps varying the number of map units from 50 to 100 with a step of 5 and 
further from 100 to 200 with a step of 10. We selected the map with 55 units, which 
minimized the topographic error given in equation (1). For training we used the batch 
algorithm provided in the SOM toolbox for MATLAB [7] (available at: 
http://www.cis.hut.fi/projects/somtoolbox). All the maps were initialized according to 
the first principal component (eigenvector of the autocorrelation matrix that has the 
largest eigenvalue). This is the best linear approximation of the data thus reducing the 
need for rough training and allows the map to converge faster [3]. This initialization is 
deterministic for a given data set and the map converges to a very similar basic 
structure regardless of the number on the map units. 
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A 1-dimensional SOM allows more compact visualization than a 2-dimensional 
map. All 2-dimensional planes for visualization can be replaced by line plots. The 23 
dimensional code vectors that represent the daily patterns can be combined into one 
map of typical patterns. This is a huge advantage especially in this application where 
the variables are not independent but form a pattern. The topology preservation 
feature of SOM ensures that the code vectors of the adjacent units are similar, thus 
resulting in a smooth map of prototype patterns, depicted at the top of Fig. 2. Darker 
grayscales represent higher traffic. 
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Fig. 2. Daily pattern prototypes identified by SOM (top). Darkness refers to the value of the 
scaled traffic as mapped in the color bar (top right). U-matrix and hit histogram (bottom) reduce 
to lines in 1-dimensional SOM. 

U-matrix and hit histogram can be presented by lines as depicted at the bottom of 
Fig. 2. U-matrix values are simply Euclidean distances between the code vectors of 
the adjacent map units. The hit histogram line shows the number of data points that 
hit each map unit. Map units surrounded by high U-matrix values (as between units 
33, 34 and 35) denote that their code vectors are further apart in the data space, 
representing a sparse part of the space. Such units have typically relatively small 
number of hits as depicted in Fig. 2. 
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Traffic patterns during weekends can be expected to be different from those on 
weekdays. We calculated hit histogram separately for each day of the week. On a 1-
dimensional SOM they can be visualized on one compact hit map in Fig.3. 

The patterns of weekends are clearly separated from the weekdays and 
concentrated to map units from 35 to 55. There are only few hits from weekdays on 
that area of the map. Saturday and Sunday overlap partly but most of their hits are 
separated, Saturday concentrating on the very end of the map. 
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Fig. 3. Hit histograms of subsets of data on 1-D SOM can be combined to a surface. Here hit 
histograms for each day of the week are presented. Daily patterns during weekend differ from 
those on weekdays and are concentrated to the map units from 35 onward. 

3.2 Stability Index 

In this section we study how much the daily patterns depend on the day of the week. 
Thus we study the stability of the patterns in each weekday. We introduce a stability 
index of projection (SIP) on the map that can be calculated for a subset S of data that 
consists of N observations.  

The data set consists of 6 weeks, providing N = 6 observations for each day of the 
week. Therefore, each network element NE has an associated set of BMUs (mi) and 
corresponding code vectors (ci) for each day of the week W (from Monday to 
Sunday): 

{ }N

i
WNE

i
WNE

i
WNE cmS 1

,,, , ==  . (2)

The mi are the locations of the BMUs on the SOM topology. For 1-D SOM that is the 
index of the BMU, in our case an integer from 1 to L, the number of map units. In our 
example L = 55. 

The stability index consists of a combination of the deviations on the map topology 
and in the original data space. 

We define the topological deviations ti as absolute deviations from the mode, most 
common BMU in the subset (the one that has the highest frequency in the set). We 
denote the mode as mM, and the corresponding code vector as cM. The deviations of 
the BMU indices are divided by L-1 so that the maximum possible topological 
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deviation equals 1. The superscript NE,W denotes that the deviations are calculated 
within the set SNE,W, defined in equation (2). 
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We define the data space deviations si as the Euclidean distances between the code 
vectors ci and the one of the mode unit cM, denoted by D(ci,cM). The distances are 
divided by the maximum of the interpoint distances between all the code vectors in 
the SOM. This scales the data space deviations to the range between 0 and 1. 
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We define the stability index I as the mean of the products of topological deviations ti 
and data space deviations si. 
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Both components of the products are in the range between 0 and 1. Therefore the 
index I will also be within that range. The maximum value 1 can only occur if the 
data subset contains two observations that have their BMUs at the opposite ends of 
the map and the code vectors of those map units are separated by the maximum 
distance within the code vectors of the map. 

Distribution of the stability indices calculated for each subset SNE,W is presented as 
a histogram in Fig. 4.  
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Fig. 4. Histogram of the stability indices 

There is a mode at the index value of 0.01. We considered all the subsets 
(satisfying pairs: {NE, day of the week}) with I<0.01 as relatively stable. We then 
analyzed how these stable days, total of 142, are distributed along the NEs and days 
of the week. 



 Characterizing Mobile Network Daily Traffic Patterns 331 

 

The numbers of stable days for each NE are presented in Table 1. Top row contains 
the number of stable days of the week with maximum of 7, all days from Monday to 
Sunday. Two NEs indicate very stable behavior having all 7 days of the week 
considered stable and three NEs have 6 stable days. Almost half of the stable days, 
48.4% are in NEs that have only one stable day of the week. 

Table 1. Number and percentage of the NEs with stable days of the week. Two NEs have stable 
patterns in all 7 days of the week and 31 NEs (48.4%) have stable patterns in only one day of 
the week. 

Stable days of the week 1 2 3 4 5 6 7 

Number of NEs 31 12 11 3 2 3 2 
%  48.4 18.8 17.2 4.7 3.1 4.7 3.1 

 
Table 2 shows how the stable days are distributed to the days of the week. 

Weekend contains the most stable behavior. Both Saturday and Sunday cover about 
22% of the stable days. The last row presents the deviation of the days that have no 
variation in their behavior, the index I = 0. Those 17 days are spread uniformly along 
all days of the week, except for Sunday, which has 7 of them. 

Table 2. Distribution of the stable days along the days of the week. Significant proportion of 
the stable behavior (44.3%) occurs during weekends.  

  Mon Tue Wed Thu Fri Sat Sun 

Number of stable days, I< 0.01 13 14 17 15 20 32 31 
% of stable days 9.2 9.9 12.0 10.5 14.1 22.5 21.8 
Zero deviation, I = 0 1 3 2 2 1 1 7 

4 Behavioral Profiles 

In this section we introduce how the daily behavior can be summarized at the level of 
individual NEs. We construct behavioral profiles which summarize the daily traffic 
patterns each NE produces. Similar profiles have been used to characterize 
communication devices by the type of their internet traffic [8] 

First we clustered the code vectors, which is a common procedure to further 
summarize the information identified in the trained SOM [9, 10]. We clustered the 
SOM code vectors of the 1-d SOM using hierarchical clustering [11] with Ward 
linkage [12]. The clusters are depicted in Fig. 5. Clusters 5 and 6 contain the patterns 
produced mostly on Sundays and cluster 7 on Saturdays (see Fig. 3). 

For each NE we calculated the number of days that were assigned to each of the 
clusters. We divided those counts by the total number of observations of the NE, thus 
forming a 7 dimensional feature vector of proportions the NE is assigned in each 
cluster. 

We clustered the feature vectors by K-means clustering. The number of clusters 
K=7 was a subjective selection. We call the centroids of these clusters behavior 
profiles (BP). The profiles are depicted in Fig. 6. 
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Fig. 5. Code vectors of the SOM divided into 7 clusters 
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Fig. 6. Behavior profiles (BP) of the network elements (NE) 

Most of the behavior profiles are concentrated in one single code vector cluster. 
BP7 which contains 16 NEs is an exception, spreading across several types of daily 
patterns. Respectively, most code vector clusters have a BP that is mostly 
concentrated in them. The weekend clusters 5, 6 and 7 are exceptions, they cover the 
patterns produced on weekends, regardless of the NE. However, the two NEs in BP5 
present distinct profile. They are concentrated only on clusters 5 and 6, which are 
typically produced on Saturdays (see figures 5 and 3). 

5 Conclusion 

In this paper we demonstrated how a 1-dimensional SOM can be used to characterize 
and analyze daily traffic patterns. The typical visualization methods of SOM are more 
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compact for the 1-dimensional map. This is a great advantage, especially for data 
where the variables in the feature vectors are not independent but form meaningful 
patterns.  

In addition to the daily patterns, the traffic has weekly periodic behavior. We 
introduced a stability index of projection (SIP) on the SOM that we used to analyze 
the stability of the daily pattern on distinct days of the week. We found network 
elements that have very stable behavior, where each day of the week constantly 
produces similar traffic patterns. The most stable weekly behavior concentrates to the 
weekend. 

We analyzed the daily behavior on network element (NE) level by constructing 
behavioral profiles which summarize the proportions of distinct daily traffic patterns 
of each NE. The behavioral profiles revealed that the daily patterns of individual NEs 
concentrated heavily to certain types of patterns.  

Altogether, the day of the week is the main explanation for daily behavior mostly 
on Saturdays and Sundays. During the weekdays the type of patterns is determined by 
the NE itself, not by the day of the week. Groups of NEs producing similar patterns 
can be detected. 

The traffic variable in this example case was the number of voice calls in hour. 
However, the suggested analysis procedures are applicable to any other type of traffic 
or other variables that produce repeating periodic patterns. 
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Abstract. A layer of formal neurons can perform separable data aggregation. 
The term ″separable data aggregation″ means that a number of input vectors 
belonging to one category (class) are merged by the layer in one output vector 
with an additional condition that input vectors belonging to different categories 
are not aggregated. Dipolar principles of separable layers designing are 
examined in the paper. Hierarchical networks can be designed from separable 
layers and used for aggregation of all input vectors belonging to one category in 
an output vector. 

Keywords: separable learning sets, separable aggregation, formal neurons, 
dipolar layers.  

1 Introduction 

Formal neuron was a central part of the famous Perceptron model. Perceptron was 
introduced in 1952 by F. Rosenblatt as the model of neurons ability to learn [1], [2].  

The layer of formal neurons transforms the input feature vectors on the output 
vectors with the binary components [3]. The transformation depends on parameters of 
particular neurons of the layer. If many input vectors are transformed at the same 
output vector, the number of feature vectors is decreased and, as a result, the layer 
aggregates feature vectors.  

Separable aggregation of feature vectors is important in the context of hierarchical 
network designing [4]. Separable data aggregation hapens if some input vectors 
belonging to one category are aggregated by the layer in one output vector and input 
vectors belonging to different categories are not aggregated.  

The principles of separable aggregation in layers of formal neurons are analyzed in 
this paper. The analysis focuses on the problem of the separable layer designing on 
the basis of learning sets representing different categories. The proposed approach to 
the separable layers designing from formal neurons is based on the concept of mixed 
dipoles division by using minimization of the convex and piecewise linear (CPL) 
criterion functions [5]. The perceptron criterion function belongs to the considered 
CPL family [3].  

2 Formal Neurons 

The formal neuron FN(w[n],θ) with the weight vector w[n] = [w1,…,wn]
T∈ Rn and the 

threshold θ (θ∈ R1) can be defined by the below decision rule r(x[n]):  
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                            1     if  w[n]Tx[n]  ≥ θ 

     r(x[n]) = r(w[n],θ; x[n])  = 

                          0    if  w[n]Tx[n] < θ 

(1)

The formal neuron FN(w[n],θ) is activated (r(x[n]) = 1) if and only if the weighed 
sum w1x1 +...+ wn xn of n inputs xi (xi∈ R) is greater than the threshold θ. The decision 
rule r(x[n]) of the formal neuron FN(w[n], θ) depends on n + 1 parameters wi                   

(i = 1,…,n) and θ.    
The activation field AFN(w[n], θ) of the formal neuron FN(w[n], θ) is defined as the 

below half space   

AFN(w[n],θ) = {x: r1(w[n], θ; x[n]) = 1} = {x[n]: w[n]Tx[n] ≥ θ} (2)

The activation field AFN(w[n],θ) is the half space situated on the positive side of the 
below hyperplane H(w[n],θ) in the feature space F[n]: 

H(w[n],θ) = {x[n]: w[n]Tx[n] =  θ}} (3)

3 Separable Learning Sets 

Let us assume that m objects Oj (j = 1,….,m) are represented as the so-called feature 
vectors xj[n] = [xj1,...,xjn]

T, or as points in the n-dimensional feature space F[n] 
(xj[n]∈F[n]). Components xji of the feature vector xj[n] represent numerical results of 
different measurements (features) xi of a given object Oj (xji ∈{0,1} or xji ∈ R1).  

The learning set Ck contains mk feature vectors (prototypes) xj[n] assigned to the   
k-th class (category) ωk (k = 1,….,K): 

Ck = {xj[n]: j∈ Jk} (4)

where Jk is the set of indices j of the feature vectors xj[n] assigned to the class ωk. 
 

Definition 1: The learning sets Ck (4) are separable in the feature space F[n], if they 
are disjoined in this space (Ck ∩ Ck' = ∅, if k ≠ k'). This means that the feature vectors 

xj[n] (j∈ Jk) and xj'[n] (j'∈ Jk') belonging to different learning sets Ck and Ck' cannot 

be equal: 

(k ≠ k')  (∀j ∈ Jk) and  (∀j′∈ Jk′)   xj[n] ≠ xj'[n] (5)

We are also considering the separation of the learning sets Ck (1) by the hyperplanes 
H(wk[n],θk) (3) in the feature space F[n]. 

  
Definition 2: The learning sets Ck (4) are linearly separable in the n-dimensional 
feature space F[n] if each of the sets Ck can be fully separated from the sum of the 
remaining sets Ci by some hyperplane H(wk[n],θk) (3): 
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(∀k ∈ {1,...,K})  (∃ wk[n],θk)  (∀xj[n]∈ C k)   wk[n]Txj[n] > θk. 

                              and     (∀xj[n]∈ Ci, i ≠ k)  wk[n]Txj[n] < θk 
(6)

In accordance with the relation (6), all the feature vectors xj[n] from the set Ck (4) are 
situated on the positive side of the hyperplane H(wk[n],θk) (3) and all the vectors xj[n] 
from the remaining sets Ci are situated on the negative side of this hyperplane. 

4 Separable Data Aggregation by Layer of Formal Neurons 

The layer of L formal neurons FN(wi[n],θi) (1) transforms feature vectors xj[n] (4) 
into the L-dimensional output vectors rj[L] with binary components: 

(∀k ∈{1,...,Κ}) (∀xj[n]∈Ck)  

     rj[L] = r(W;xj[n]) = [r(w1[n],θ1;xj[n]),…, r(wL[n],θL;xj[n])]T 
(7)

where W = [w1
T,…, wL

T]T is the vector of the layer parameters.  
The learning sets Ck (4) are transformed into the sets Rk of the L-dimensional 

output vectors rj[L] with binary components: 

Rk =  {rj[L] = r(W;xj[n]): j ∈ Jk}. (8)

The transformed sets Rk (8) are separable if the below implication holds: 

(k ≠ k’)  (∀j ∈ Jk) and  (∀j′∈ Jk′)   rj[L] ≠ r j'[L] (9)

The primary goal of designing layers of formal neurons FN(wi[n],θi) (1) could be 
separable data aggregation. The separable (2) learning sets Ck (3) should be 
transformed into the separable sets Rk (8), 

Let us change the indexing of the output vectors rj[L] (7) in such a way that the 
different indices k and k′ (k ≠  k′) are related to different output vectors rk[L] and 
rk′[L].  

(k ≠ k')     rk[L] ≠  rk′[L] (10)

The transformation (7) may aggregate a number of the feature vectors xj[n] (4) into 
one output vector rk[L]. Data aggregation means here decreasing the number of 
different feature vectors rk[L] (10). Let us introduce the concept of the active fields Sk 
in order to characterise the data aggregation in the layer of L formal neurons 
FN(wi[n],θi) (1) [5].  

 
Definition 3: The active field Sk of the layer of L formal neurons FN(wi[n],θi) (1) is 
created by those feature vectors x[n] which are integrated in the k-th output vector 
rk[L] (rk[L] ≠  0). 

Sk = S(W; rk[L])  = {x[n]:  r(W; x[n]) = rk[L]} (11)

Sk is a convex polyhedron with the walls defined by the hyperplanes H(wk[n],θk) (3). 
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Definition 4: The clear active field Sk (11) contains labelled feature vectors xj[n]   (j ∈ 
Jk) belonging to only one learning set Ck (4). The mixed active field Sk  contains 
labelled feature vectors xj[n] belonging to more than one learning sets Ck′ (4). 

 

Lemma 1: The transformed sets Rk (8) are separable (9) if and only if each active field 
Sk (11) of the layer of L formal neurons FN(wi[n],θi) (1) is clear and each element 
xj[n] of the learning sets Ck′ (4) belongs to a certain active field Sk (11). 

 

Proof: All feature vector xj[n] (4) belonging to the active field Sk (11) are aggregated 
into a single output vector rk[L]. If the active field Sk (11) is clear, then the 
separability condition (9) is preserved. If the transformed sets Rk (8) are separable (9), 
then each active field Sk (11) has to be clear.                                                                

 

It can be shown that an increase of the number of layers in a hierarchical network may 
result only in a summation (aggregation) of some active fields Sk (11) from  lower 
layers, but not in their division. A decrease of the number of different vectors rk[L'] 
(10) at the output of the hierarchical network can be expected as a result of an 
increase of the number of the layers [4]. 

The layers of formal neurons FN(wi[n],θi) (1) can be used for classification or 
decision support. The quality of the layers is evaluated in this context. Improving the 
quality of the layer is linked to increasing its generalization capability Layer should 
be of high quality not only on the elements xj[n] of the learning sets Ck (4), but also 
on previously unseen feature vectors x[n] (x[n]∉Ck). The generalization capability of 
the layer is linked to the size of the active fields Sk (11). We can expect a higher 
generalization capability in the layer with the larger active fields Sk (11). 

Designing postulate I:  The layer of formal neurons FN(wi[n],θi) (1) 
should have the clear fields Sk (11) of a large size.   

(12)

5 Dipolar Layers 

The layers of formal neurons FN(wi[n],θi) (1) can be designed by using the concept of 
dipoles [5]. The clear dipoles and the mixed dipoles are defined by using elements 
xj[n] (j ∈ Jk) of the learning sets Ck (4). 

 

Definition 5: The pair of feature vectors (xj[n], xj′[n]) constitutes the mixed dipole if 
and only if these vectors belong to different learning sets Ck and Ck′ (j ∈ Jk, j′∈ Jk′, 
and k ≠ k'). The pair of feature vectors (xj[n], xj′[n]) constitutes a clear dipole if and 
only if these vectors belong to the same learning set Ck (j ∈ Jk and j′∈ Jk) (4). 

 

Definition 6: The dipole (xj[n], xj′[n]) is divided by the formal neurons FN(wi[n],θi) 
(1) if and only if  only one vector from this dipole activates the neuron (ri′ = 1). 

 
Lemma 2: The necessary  condition for preserving the separability of the learning set 
Ck (1) by the layer of L formal neurons FN(wi[n],θi) (1) is the division of all mixed 
dipoles (xj[n], xj′[n])  by elements of this layer.  
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Proof: If there exists a mixed dipole (xj[n], xj′[n]) which is not divided, then the 
output vector rk[L] with the mixed active field Sk (11) will appear. The appearance of 
a mixed field excludes the separability (9) of the transformed sets Rk (8). On the other 
hand, if all the mixed dipoles (xj[n], xj′[n]) are divided by at least one element 
FN(wi[n],θi) (1) of this layer, there is no mixed active field Sk (11). In accordance 
with the Lemma 1, the transformed sets Rk (8) are separable (9) in such a case.   

 
Definition 7: The layer of L formal neurons FN(wi[n],θi) (1) is dipolar, if and only if 
each mixed dipole (xj[n], xj'[n]) created from the elements of different learning sets Ck 

(4) is divided and each feature vector xj[n] (1) activates (ri = 1) at least one neuron of 
the layer.  

 
The division of the all mixed dipoles (xj[n], xj'[n]) guarantees the implication of the 
transformed sets Rk (8) separability (9) from the learning sets Ck (4) separability (5). 
In order to achieve greater generalization power of the dipolar layer the below 
designing postulate has been formulated [5]:  

Designing postulate II: Each formal neurons FN(wi[n],θi) (1) of the layer 
should divide a large number of the mixed dipoles (xj[n], xj'[n]) and a low 
number of  the clear dipoles. 

(13)

6 Convex and Piecewise Linear (CPL) Criterion Functions 

The decision rule r(wk[n],θk; x[n]) (1) of the formal neuron FN(wk[n],θk) is linked to 
the decision hyperplane H(wk[n],θk) (3). In accordance with the designing postulate 
(13) the dipolar hyperplane H(wk[n],θk) (3) should divide a large number of the mixed 
dipoles (xj[n], xj'[n]) and a low number of the clear dipoles. In certain situations, this 
postulate can be achieved by minimizing the convex and piecewise linear (CPL) 
criterion functions [4]. Among others, the perceptron criterion function Φk(w[n],θ) 
belongs to the CPL family [3]. The perceptron criterion function Φk(w[n],θ) can be 
defined on the basis of the positive subset Gk

+ and the negative subset Gk
- of the 

labelled feature vectors xj[n] (4): 

 Gk
+ = {xj[n]: xj[n]∈ Ck  and j∈ Jk

+}  and  
     Gk

- = {xj[n]: xj[n]∈ ∪ Ck'
 
  and j∈ Jk

-}  
                   k'≠ k 

(14)

where (∀k ∈{1,...,Κ}) Jk
+ ⊂ Jk and Jk

- ⊂ (∪ J k') (4). 
                                                                                                    k'≠ k 
The positive penalty functions ϕj

+(w[n],θ) are defined on elements xj[n] of the set Gk
+  

(∀xj[n]∈ Gk
+)    

                                1 - w[n]Txj[n] + θ            if   w[n]Txj[n] - θ ≤ 1        
       ϕj

+(w[n],θ)  =     
                                                           0                if   w[n]Txj[n] - θ > 1 

(15)

Each element xj[n] of the set Gk
- defines the negative penalty function ϕj

-(w[n],θ):  



 Dipolar Designing Layers of Formal Neurons 339 

 

(∀xj[n]∈ Gk
--)    

                                     1 + w[n]Txj[n] - θ            if   w[n]Txj[n] - θ  ≥ -1        
         ϕj

-(w[n],θ)  =     
                                            0                              if    w[n]Txj[n]  - θ < -1 

(16)

The CPL criterion functions Φk(w[n],θ) is the sum of the penalty functions                 
ϕj

+(w[n],θ) and  ϕj
-(w[n],θ)  

            Φk(w[n],θ) =  Σ α j
+  ϕj

+(w[n],θ) +  Σ α 
- ϕj

-(w[n],θ)                

                     j∈J
k
+                                           j∈J

 k
-     

(17)

where the positive parameters αj
+ and αj

- determine the prices of particular feature 

vectors xj[n]. Standard values of the parameters αj
+  and αj

- are given below [4]: 

αj
+  = 1 / (2m+)  and  αj

 - = 1 / (2m-) (18)

The basis exchange algorithm which is similar to the linear programming allows to 
find efficiently the minimal value Φk(wk

*[n],θk
*) of the function Φk(w[n],θ) (17) [6]. 

min  Φk(w[n],θ) =  Φk(wk
*[n],θk

*) =  Φ k
∗   (19)

Lemma 3: The minimal value Φk(wk
*[n],θk

*) (19) of the criterion function  Φk(w[n],θ) 
(17) is equal to zero if and only if the positive set Gk

+ and the negative set Gk
- (16) are 

linearly separable (6) in the feature space F[n]. .Moreover, the optimal hyperplane 
H(wk

*[n],θk
*) (3) divides all the mixed dipoles (xj[n], xj′[n]) and does not divide any 

clear dipole created from the sets Gk
+ and G k

- (14) in this case.    
 

It can also be proved, that the minimal value Φk′
∗ (19) of the function Φk′(w[n],θ) (17) 

can be decreased to zero (Φk′
∗ = 0) by reducing feature vectors xj[n] from the subsets 

G′k+ or G′k- (14). As follows from the Lemma 3, the linear separability (6) of two 
learning sets C1 and C2 allows for fulfillment of the Designing postulate II (13) to the 
greatest extent possible. 

7 Sequential Procedures of Dipolar Layer Designing 

Let us assume at the beginning that the positive subset Gk
+ (14) is formed from all the 

elements xj[n] of the learning set Ck (4) and the negative subset Gk
- is formed from all 

the elements xj[n] of the remaining sets Ck′: 

     Gk
+  =  Ck 

   and 
Gk

-  = ∪ Ck′ 
       k' ≠ k' 

(20)

The minimal value Φk(wk
*[n],θk

*) (19) of the criterion function Φk(w[n],θ) (17) is 
equal to zero if the learning sets Gk

+ and Gk
- (20) are linearly separable (6). In this 

case, all elements xj[n] of the set Gk
+ are located properly on the positive side 

(wk
*[n]Txj[n] - θk

* > 0) of the optimal hyperplane H(wk
*[n],θk

*) and all elements xj[n] 
of the set Gk

- are located properly on the negative side of (wk
*[n]Txj[n] - θk

* < 0) of 
this hyperplane. The optimal hyperplane H(wk

*[n],θk
*) (3) divides all the mixed 

dipoles (xj[n], xj′[n]) and does not divide any clear dipole.    
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A single neuron is not a sufficient tool to divide all the mixed dipoles (xj[n], xj′[n]) 
if the sets Gk

+ and Gk
- (20) are not linearly separable. All the mixed dipoles               

(xj[n], xj′[n]) can be divided by the dipolar layer (Definition 10) of L formal neurons 
FN(wk[n], θk) (5). Designing dipolar layer can be carried out sequentially, by 
increasing the number of the neurons FN(wk[n], θk) (5) in the layer. The k-th formal 
neuron FN(wk

*[n],θk
*) (1) of the layer can be designed through minimization of the 

criterion function Φk(w[n],θ) (17) defined on elements xj[n] of the positive subset Gk
+ 

and the negative subset Gk
- (14). 

7.1 Ranked Strategy 

Let us consider the below sequence of the learning subsets Gk(i)
+ and Gk(i)

- (14) based 
on the sequence of the admissible subsets Rk(i) = {xj[n]}, where Rk(i) ⊂: Gk(i)

+ or  
Rk(i) ⊂: Gk(i)

-: 

Gk(1)
+ = Gk

+ (20)  and  Gk(1)
- =  Gk

-       (i =1) (21)

And 
     if (Rk(i) ⊂ Gk(i)

+), then Gk(i+1)
+ = Gk(i)

+ ⁄ Rk(i) and Gk(i+1)
- = Gk(i)

-   
     if (Rk(i) ⊂ Gk(i)

-), then Gk(i+1)
+ = Gk(i)

+  and Gk(i+1)
- = Gk(i)

- ⁄ Rk(i) 
(22)

Definition 5. The formal neuron FN((wk(i)
*[n],θk(i)

*) (5).is admissible in respect to the 
sets Gk(i)

+ and Gk(i).(22) if and only if is activated (rk(i)(xj[n]) = 1) by the feature 
vectors xj[n] from only one subset  Gk(i)

+ or Gk(i)
- . 

The strategy of the ranked layers designing is based on a sequence of admissible cuts 
(22) of the set Gk(i)

+ or the set Gk(i)
-  by formal neurons FN((wk(i)

*[n],θk(i)
*) (5). The 

optimal parameters  wk(i)
*[n] and θk(i)

* are obtained in result of the minimization (19) 
of the criterion function Φk(i)(w[n],θ) (17) defined on elements xj[n] of the subsets 
Gk(i)

+ and Gk(i).(22.) 

It has been shown, that the minimization (19) of the function Φk(i)(w[n],θ) (17) 
defined on elements xj[n] of the sets Gk(i)

+ and Gk(i).(22) allows to find an admissible 
cut (22) of the set Gk(i)

+ or the set Gk(i)
-  through temporary reduction of one of these 

sets [7]. 

The ranked strategy allows to design separable layers of formal neurons FN(wk[n],θk) 
(1). Moreover, the separable learning sets Ck (5) can be always transformed by the 
ranked layer into such sets Rk (8) which are linearly separable (6). The proof of this 
property can be found in the paper [7].    

7.2 Dipolar Strategy 

The dipolar strategy is also based on the sequence of the minimization (19) of the 
criterion functions Φk(i)(w[n],θ) (17) defined on elements xj[n] of the subsets  
Gk(i)

+ and Gk(i)
 -. But the subsets Gk(i)

+ and Gk(i
-
).are defined in a different way than by 

the relation (22). The initial sets Gk(1)
+ and Gk(1)

- are defined by the relation (21). The 
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minimization (19) of the criterion function Φk(1)(w[n],θ) (17) allows to define the first 
neuron FN((wk(1)

*[n],θk(1)
*) (5) of the designed layer.  

Let us consider the layer of L neurons FN(wk(i)[n]*,θk(i)
*) (5). This layer determines 

a number of pure and mixed active fields Sk[L] (11). Particular active fields Sk[L] (11) 
can be evaluated using some measure of impurity [8]. The impurity of clear active 
fields Sk[L] (11) should be equal zero and the impurity of mixed fields Sk[L] should be 
greater than zero. Measures of impurity used in the design of decision trees can be 
based, among others, on the entropy. Active fields Sk

*[L] (11) which are characterized 
by a large level of impurity can be selected for generation of the learning sets  
Gk(L+1)

+ and Gk(L+1)
- (14) used during the (L+1) stage: 

 Gk(L+1)
+ = {xj[n]: xj[n]∈ Ck  and  xj[n] ∈ Sk

*[L]}  and  
      Gk(L+1)

- = {xj[n]: xj[n]∈ ∪ Ck'
 
  and  xj[n] ∈ Sk

*[L]}  
       k'≠ k 

(23)

What is important, more than one active field Sk
*[L] (11) can be used to generate one 

pair of the subsets Gk(L+1)
+ and Gk(L+1)

- (23).  
The minimization (19) of the criterion function Φk(L+1)(w[n],θ) (17) defined on the 

sets Gk(L+1)
+ and Gk(L+1)

- (23) allows to define the (L+1)-st neuron FN(w 

k(L+1)
*[n],θk(L+1)

*) (5) of the designed layer.  
The convergence in the finite number of stages can be proved both for the 

designing procedures based on the ranked strategy as well as for those based on the 
dipolar strategy. It means, that after finite number L of stages all such mixed dipoles 
(xj[n], xj′[n]) based on the learning sets Gk

+ and Gk
- (20) are divided. In other words, 

each mixed (xj[n],xj'[n]) with one element xj[n] belonging to the learning set Ck 
 (4) is 

divided by at least on formal neurons FN(wk(il)
*[n],θk(il)

*) (5) of the designed layer.           
Let us introduce the term epoch in order to describe the designing process of such 

layer of formal neurons FN(wk(i)
*[n],θk(i)

*) (1), which divide all mixed dipoles 
(xj[n],xj'[n]) based on K (K > 2) learning sets Ck 

 (4). During the first epoch, such 
sublayer of L(1) of formal neurons FN(w*

k(i)[n],θ*
k(i)) (1) is designed which divides all 

mixed dipoles (xj[n],xj'[n]) with one of elements xj[n] belonging to the learning set C1 
 

(4). Next, the learning set C1 
 is removed from the family (4). During the second epoch 

the sublayer of L(2) formal neurons FN(w*
k(i)[n],θ*

k(i)) (1) that divides all mixed 
dipoles (xj[n],xj'[n]) in which one of elements xj'n] belongs to the learning set C2 

 (4) is 
designed and so on. Finally, all (K - 1) sublayers are merged into a single separable 
layer. 

In order to secure the condition, that each feature vector xj[n] (4) activates (ri = 1) 
at least one element of the dipolar layer (Definition 7), an additional formal neuron 
FN(wk[n],θk) (1) can be included in the last layer. The parameters wk[n] and θk of the 
additional neuron can be chosen in such a manner that each feature vector xj[n] (4) 
activates (ri = 1) this neuron. 

8 Concluding Remarks 

Designing separable layers and hierarchical networks of formal neurons FN(wk[n],θk) 
(1) is still a challenging problem with a potentially large number of interesting 
applications. The data driven approach to this problem based on the concept of mixed 
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dipoles is discussed in the paper. An assumption has been made here that data is given 
in the form of the standardized learning sets Ck (4) composed of multivariate feature 
vectors xj[n].  

The discussed principle of designing layer of L formal neurons FN(wk[n],θk) (1) is 
aimed at the concept of the separable data aggregation. The proposed approach to 
separable data aggregation is based on the division of all mixed dipoles (xj[n],xj'[n]) 
by at least one element FN(wk[n],θk) (1) of the layer (Lemma 2). The division of 
mixed dipoles (xj[n],xj'[n]) by formal neurons FN(wk[n],θk) (1) can be realized 

efficiently through minimization of the convex and piecewise linear (CPL) criterion 
functions Φk(w[n],θ) (17). Tthe optimization of the separable layers aimed at increase 

of their generalization capability is still an open problem.   
 

Acknowledgments. This work was supported by the project S/WI/2/2012 from the 
Białystok University of Technology and partially financed by the by the NCBiR 
project N R13 0014 04. 

References 

1. Rosenblatt, F.: Principles of neurodynamics. Spartan Books, Washington (1962) 
2. Minsky, M.L., Papert, S.A.: Perceptrons. MIT Press, Cambridge (1969) 
3. Duda, O.R., Hart, P.E., Stork, D.G.: Pattern classification. J. Wiley, New York (2001) 
4. Bobrowski, L.: Eksploracja danych oparta na wypukłych i odcinkowo-liniowych funkcjach 

kryterialnych (Data mining based on convex and piecewise linear (CPL) criterion 
functions), Technical University Białystok (2005) (in Polish) 

5. Bobrowski, L.: Piecewise-Linear Classifiers, Formal Neurons and Separability of the 
Learning Sets. In: Proceedings of ICPR 1996, Vienna, pp. 224–228 (1996) 

6. Bobrowski, L.: Design of piecewise linear classifiers from formal neurons by some basis 
exchange technique. Pattern Recognition 24(9), 863–870 (1991) 

7. Bobrowski, L.: Induction of Linear Separability through the Ranked Layers of Binary 
Classifiers. In: Iliadis, L., Jayne, C. (eds.) EANN/AIAI 2011, Part I. IFIP AICT, vol. 363, 
pp. 69–77. Springer, Heidelberg (2011) 

8. Quinlan, J.R.: C4.5: Programs for Machine Learning. Morgan Kaufmann Publishers (1993) 



 

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 343–352, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Evaluating the Impact of Categorical Data Encoding and 
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Abstract. This article investigated the impact of categorical input encoding and 
scaling approaches on neural network sensitivity and overall classification 
performance in the context of predicting the repeat viewing propensity of movie 
goers. The results show that neural network out of sample minimum sensitivity 
and overall classification performance are indifferent to the scaling of the 
categorical inputs. However, the encoding of inputs had a significant impact on 
classification accuracy and utilising ordinal or thermometer encoding 
approaches for categorical inputs significantly increases the out of sample 
accuracy of the neural network classifier. These findings confirm that the 
impact of categorical encoding is problem specific for an ordinal approach, and 
support thermometer encoding as most suitable for categorical inputs. The 
classification performance of neural networks was compared against a logistic 
regression model and the results show that in this instance, the non-parametric 
approach does not offer any advantage over standard statistical models.   

Keywords: neural networks, logistic regression, categorical input, encoding, 
scaling. 

1 Introduction  

Neural networks are a well established tool for tackling classification type problems 
as evidenced by the large number of publications comparing the performances of 
classification methods in wide range of disciplines [1]. These studies indicate that 
neural networks provide a feasible alternative to traditional statistical approaches 
performing to a similar, and in many cases better accuracy [1]. This is due in part to 
the ability of neural networks to handle the analysis of many different types of data 
simultaneously, including combinations of quantitative and qualitative variables [2].  

The methodology for the application of neural networks to such classification type 
problems generally involves a data pre-processing phase which aims to improve the 
performance of the neural network classifier and may include steps such as feature 
selection [4], re-sampling [5] and feature discretisation of continuous attributes  
[3], [6].  
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While the impact of these data pre-processing approaches on neural network 
classification accuracy has been analysed in some detail [3],  one area that has 
received little attention is the question of the impact of nominal or indicator data 
encoding on neural network performance. Existing research indicates that the 
networks classification performance is contingent on the coding scheme used and thus 
identifying the most appropriate nominal data coding scheme may have a significant 
impact on performance [3]. Despite these findings, often little or no justification is 
given for the use of different data encoding techniques when handling categorical, 
nominal or binary data with neural networks.  This article sets out address this gap 
between theory and practice by analysing the impact of different nominal variable 
coding schemes on neural network classification performance in the context of 
predicting if a customer is likely to see a given movie in the cinema twice 
(investigated in [7]).  Factors influencing box office performance include the movie 
rating, stars in the cast, genre, technical effects, number of screens and whether the 
movie is a sequel or not [8], [9]. Repeat viewing has received relatively little 
attention, [7] attempted to close that gap by analysing the profile of repeat viewers 
versus non-repeat viewers and building a reasonably accurate logistic regression 
model to predict if a subject is likely to be a repeat viewer.  

In addition this article will compare the classification accuracy of neural networks 
against that of logistic regression modeling as tools for predicting the repeat viewing 
and contribute further to the large body of literature which compares the effectiveness 
of non-parametric versus statistical type classifiers [1], [10].   

The reminder of the paper is organised as follows: Section 2 presents a literature 
review outlining the variety of coding approaches used in practice for coding 
categorical, nominal and binary data inputs in neural networks; Section 3 describes 
the data set, methodology and case study set up used to compare different coding 
techniques; Section 4 present results from the performance of neural networks under 
different encoding schemes and comparative analysis of the classification accuracy of 
the best neural network model against logistic regression modeling for predicting 
repeat viewing; Section 5 provides conclusions and further recommendations. 

2 Categorical Data Encoding Schemes 

A systematic literature review carried out by [3] identified very limited discussion and 
research into the impact of nominal variable encoding and scaling on machine 
learning algorithms including neural networks.  This paper sets out to study this 
omission since research into the impact of different scaling and normalisation 
algorithms for continuous input variables is well established and shows that the 
predictive performance of neural networks is very sensitive to the scaling algorithm 
used for normalising continuous data [11]. 

There are five main types of categorical variable encoding used in practice: 
ordinal, 1-out-of-N, 1-out-of-N−1 and two types of thermometer. Each of these 
approaches is illustrated in Table 1 and discussed briefly below.   
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Table 1. Schemes for encoding categorical inputs variables 

Ordinal raw value Ordinal N  N – 1 Thermometer 
 (N inputs) 

Thermometer 
(N – 1 inputs) 

 x1 x1 x2 x3 x1 x2 x1 x2 x3 x1 x2 

Low 1 1 0 0 1 0 1 0 0 0 0 
Medium 2 0 1 0 0 1 1 1 0 1 0 

High 3 0 0 1 0 0 1 1 1 1 1 

 
Ordinal encoding allocates a unique numeric code to each category [12], [13] and 

its advantages are that since it each category is represented as one input, it does not 
increase the dimentionality of the problem space. In addition, this type of encoding 
lends itself to easy interpretation. However, comparative testing suggest that this 
encoding could have a significant negative impact on neural network’s classification 
performance [3].   

The thermometer encoding scheme codes a variable with N possible values by N 
inputs, with the digits adding up to the category they are coding for [14].  The units 
could be coded using binary inputs such as (0, 0), (0, 1) and (1, 1), however, [14] 
argue that the extra input connections from the additional input node to the nodes in 
the hidden layer increase the number of connection weights in the network and allow 
the network higher capacity to fit the data.  This coding is well suited to categorical 
variables which have a meaningful order, but is not particularly well suited to nominal 
variables.   

1-out-of-N variable encoding (also known as N encoding) is an alternative coding 
scheme that also creates N input variables for a variable with N categories. An 
observation is given a value of 1 for the category which it represents, 0 otherwise [2], 
[8], [15]. This coding is widely used since it allows for direct comparison of 
classification performance of parametric an non-parametric techniques [16].  
However, it increases the dimentionality of the problem space and the difficulty in 
interpreting the semantics of the original variable [15].  Some researchers argue that 
this type of encoding will hinder the performance of a neural network classifier by 
introducing multicollinearity and leading to ill-conditioning [17].   

1-out-of-N – 1 encoding (also known as N – 1 encoding) is similar to 1-out-of-N 
variable encoding, however, an attribute with N categories is substituted with N – 1 
class categories.  All but one observations are given a value of 1 for the category they 
represent. One category is encoded with all 0s, enabling it to act as a reference level 
for interpretational purposes and to avoid multicollinearity [17]. The 1-out-of-N – 1 
encoding can also be applied to data coded using the thermometer scheme by 
removing the input which is coded with all 1s [3].  

In addition to the coding scheme, some researchers have suggested that the scaling 
of categorical variable inputs may need to be changed to ensure optimal neural 
network classification performance. [18] argue that using 0 and 1 scaling may lead to 
saturation of the weights and prevent the network from converging to an optimal 
solution and suggest that coding of 0.1 and 0.9 should be used instead. These finding 
are supported by [9], [16] who show that using normalised instead of  scaling values 
close to the boundaries of the activation function leads to better neural network 
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classification performance. [19] propose that coding categorical binary variables using  
−1 and 1 instead of 0 and 1 would improve the chances of a neural network finding a 
good solution. To our knowledge only one comparative study has evaluated the impact of 
0 to1 coding versus −1 to 1 coding on both categorical and continuous variables and the 
performance of the neural network was not significantly different [3]. 

3 Experimental Design - Repeat Movie Going Case Study 

3.1 Data Set Background and Description 

The data set consists of the 2002 iteration of the Cinema And Video Industry 
Audience Research (CAVIAR) survey which identifies the demographic 
characteristics of cinema-goers and if they had seen a film in the cinema more than 
once [7]. This annual survey (now called FAME) is undertaken by the Cinema 
Advertising Association (CAA), the Trade Association of cinema advertising 
contractors operating in the UK, which monitors and maintains standards of 
advertising in the UK.  To remove bias from the data set, duplicate cases were 
removed [20]. The remaining 786 observations depict whether an individual visited 
the cinema to see the same movie twice or not, their age category, social class, and 
preference for visiting the cinema. 33% of the entries in the in the data set were repeat 
viewers. Details of the data set can be found in [7]. 

3.2 Neural Networks Overview  

Neural networks were developed to simulate the function of the human brain as 
currently understood by neuroscientists, and in particular its ability to handle 
complex, non-linear pattern recognition tasks very fast.  Neural networks are built 
from simple processing units or neurons which enable the network to learn sets of 
input-output mappings and thus solve classification problems. Each processing unit or 
neuron consist of three elements: a set of synapses or connecting links which take the 
input signals, an adder for summing the input signals and an activation function which 
limits the level of a neuron’s output. In addition, each input is allocated a weight of its 
own, which is adjusted during training and represents the relative contribution of that 
input (positive or negative) to the overall neuron output.  The output function of 
neuron k can be depicted in mathematical terms as:  

yk = φ wkj x jj =0

m   
 
 
 . (1)

Where  - yk is the output of neuron k, xj denotes inputs (from 0 to m), wkj denotes the 
synaptic weight for input j on neuron k and φ(○) is the neuron activation function.  
The input for neuron 0 is always +1 and it acts as an overall bias, increasing or 
decreasing the net output of the activation function.  

Multilayer feed-forward neural networks are a subtype of neural network 
distinguished by the presence of hidden layers of neurons, and are particularly well  
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suited to solving complex problems by enabling the network to extract and model 
non-linear relationships between the input and output layers. Typically the outputs 
from each layer in the network act as input signals into each subsequent layer so the 
final output layer presents the final output from the network to different input 
patterns. The most common approach for building pattern recognition systems is to 
use feed-forward neural networks with supervised learning to enable accurate feature 
extraction and classification [21]. Therefore, a feed-forward neural network with 
either one or two hidden layers will be used for this experiment. Back propagation, 
essentially a gradient-descent technique and one of the most widely used algorithms 
will be used to train the network and minimise the error between the target and actual 
classifications [13], [21]. The network will be simulated using the built in Neural 
Network tool in PASW Statistics 18.0, which simulates networks with up to 2 hidden 
layers and the optimal number of neurons in each layer is determined by the software.   

3.3 Logistic Regression Overview 

Logistic regression uses maximum likelihood estimation to estimate a vector of 
coefficients, which can be used to determine the probability of a particular 
observation falling in the category that is being modelled. The probability that a 
person repeat views a film is expressed as: 

( ) ( )( ) .1 ,111 NieYP iix =+== − β  (2)

Where β is a vector of estimated coefficients and x is a matrix of input variables. 

3.4 Experimental Set up 

To evaluate the performance of the neural network and logistic regression models 
across a range of different inputs, including new objects that the network or the 
logistic regression model has not seen before, it is common practice to use a holdout 
sample. The data requirements of neural networks and logistic regression are slightly 
different so each approach will be explained in turn.   

In the case of neural networks the data set is split into three subsets: a training 
sample, a testing sample and a holdout sample [1]. The network learns pattern 
mappings by minimising the errors on the training set. The testing set is used as a 
benchmark to prevent over-fitting, while the holdout sample is used as an independent 
means to test the classification accuracy of the network on a sample of data that it has 
nor seen before (out of sample accuracy) [13].  Choosing the holdout sample 
randomly could lead to a bias in the accuracy estimation as the due to random sample 
fluctuations [10]. K-fold cross validation provides an alternative for testing the ability 
of a neural network to generalise by splitting an overall data sample (S) into k 
disjointed subsamples (folds) {S1, S2, … Sk} and using different combinations of folds 
for neural network training and testing.  At each time period t ∈{1, 2, … k} the 
network is trained on all but one fold (S/St) while St is used as a holdout sample.  
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This ensures that by the end of the analysis, the ability of the neural network to 
generalise has been tested on the entire sample [12] and that the overall classification 
accuracy is much more robust across different sampling variations.  The 10 subsets 
are derived to ensure that each subset is representative of the overall data set, contain 
roughly the same proportion of repeaters (33%) and are approximately equal in size.  
Neural network classification accuracy is tested for 5 repetitions of each simulation 
with different random seeds. At each step eight of the subsamples are used for 
training, one subsample is used for testing the ability of the network to generalise (and 
early stopping) and one subsample is held back and used to evaluate the neural 
network’s out of sample accuracy on that subsample. The neural network’s 
classification performance is calculated as the average out of sample accuracy across 
the 10-folds.   

Logistic regression does not require the use of a testing sample, therefore the 10-
fold cross validation technique is adapted as follows: nine of the subsamples are used 
for model/coefficient estimation and the remaining subsample is used to test the out of 
sample accuracy of the logistic regression model. The logistic regression’s 
classification performance is calculated as the average out of sample accuracy across 
the 10-folds. 

Table 2. Experimental combinations for categorical input scaling and encoding  

           Encoding 
Scaling 

N N-1 Thermometer 
(N-1) inputs 

Ordinal 

1 
hidden 
layer 

0 or 1 exp 1 exp 4 exp 7 N/A 
-1 or 1 exp 2 exp 5 exp 8 N/A 

0.1 or 0.9 exp 3 exp 6 exp 9 N/A 
Ordinal N/A N/A N/A exp 10 

2 
hidden 
layers 

0 or 1 exp 11 exp 14 exp 17 N/A 
-1 or 1 exp 12 exp 15 exp 18 N/A 

0.1 or 0.9 exp 13 exp 16 exp 19 N/A 
Ordinal N/A N/A N/A exp 20 

 
Table 2 shows the encoding and scaling combinations, which are used to test the 

impact of different categorical variable encoding and scaling approaches on neural 
network classification performance.  The N input thermometer coding described in Table 
1 could not be tested as PASW Statistics 18.0 Neural Networks add on does not allow 
constant inputs (such as input x1). The accuracy of the different combinations will be 
compared for statistically significant differences across different scaling and encoding 
techniques as well as to the classification accuracy of a logistic regression model.  

3.5 Performance Measures  

One of the most common metrics for measuring classification accuracy for categorical 
classifiers such as neural network and logistic regression is the confusion matrix. 
Various measures, derived from the confusion matrix, including overall classification 
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accuracy, sensitivity and specificity are widely used in practice to assess classifier 
performance [1]. This study will use the minimum sensitivity and overall 
classification accuracy as the two measures of neural network and logistic regression 
performance.   

Overall classification accuracy for a particular categorical classifier is defined as 
the rate of all correct predictions by the classifier. A common criticism of the overall 
classification accuracy measure is that it does not take into account the relative 
proportion of observations in different categories/classes and as a result it could lead 
to misleading results since the impact of underrepresented groups of observations is 
relatively small [16].  

Minimum sensitivity is an alternative measure, which overcomes the problem of 
imbalanced representation. It is the minimum of the sensitivities from all different 
classes in the problem, in effect the worst possible performance for the classifier 
defined as:   

( ){ } whereJiiPMS     ,,1 ;min == ( ) 
=

=
J

j
ijii nniP

1

. (3)

These measures were chosen as their simultaneous use accounts for the classification 
performance of classifiers across of imbalanced data sets without the need for 
over/under sampling [22].  

4 Results and Analysis 

The overall classification accuracy and minimum sensitivity attained using neural 
network classifiers across the different combinations of scaling and encoding 
approaches are summarized in Table 3.  It also includes accuracy and sensitivity 
results from a logistic regression for comparison.  

Table 3. Overall classification accuracy (%) and minimum sensitivity (%) for neutral network 
using different combinations of scaling and encoding 

         Encoding 
 

Scaling 

N N-1  Thermometer 
(N-1)  

Ordinal 

OA  MS  OA MS  OA  MS  OA  MS  

1 hidden 
layer 

0 or 1 67.4 16.4* 67.9 14.2** 68.7 18.2 N/A 
-1 or 1 67.7 15.6* 68.3 16.2* 68.7 18.2 N/A 

0.1 or 0.9 67.9 15.3* 67.8 14.8** 68.7 18.2 N/A 
Ordinal N/A N/A N/A 69.4 17.9 

2 hidden 
layers 

0 or 1    67.3 13.5 68.3 13.7 68.8 16.2 N/A 
-1 or 1 67.3 13.5 67.9 14.7 68.8 16.2 N/A 

0.1 or 0.9 67.3 13.5 67.9 14.7 68.8 16.2 N/A 
Ordinal N/A N/A N/A 68.9 16.5 

Logistic 
regression 

0 or 1 N/A 67.5 21.5 N/A N/A 

    * Results significant at 5% level ** Results significant at 1% level. 



350 E. Fitkov-Norris, S. Vahid, and C. Hand 

 

4.1 Impact of Scaling, Encoding and Number of Hidden Layers on Neural 
Network Classification Accuracy  

Estimating the impact of scaling, encoding and number of hidden layers together with 
combinations of these factors on classification performance shows that only encoding 
and number of hidden layers have an impact on neural network overall and sensitivity 
classification accuracy. Both effects are significant at 1% level although they are 
relatively small.  Scaling was not found to have an impact on classification accuracy, 
in line with earlier findings by [3] and the frequently made assumption that scaling 
categorical inputs in the interval [-1, 1] is likely to improve neural network 
performance [19] is not supported by this research.  

The impact of number of hidden layers is very small, which suggests that the effect 
may be constrained to just one of the dependent variables. This is confirmed by 
examining the between subject effects which show that the impact of hidden layers is 
only significant for the minimum sensitivity accuracy of a neural network. Increasing 
the number of hidden layers from one to two leads to a small but significant decrease 
in the neural network’s ability to classify observations from an under-represented 
class (from 16.7% to 15.1%).  This finding highlights that increasing neural network 
complexity could lead to over-fitting [19].   

The effect of encoding on the minimum sensitivity and overall classification 
accuracy is small, but consistent across both accuracy measures. For the minimum 
sensitivity measure the encoding schemes split onto two sets on the basis of their 
sensitivity performance, with ordinal and thermometer coding significantly 
outperforming N and N-1 encoding. 

 For the overall classification accuracy, the encoding approaches split into three 
homogeneous sets. The mean classification accuracy when using the N encoding 
(67.5%), is significantly lower than the classification accuracy when using the N-1 
encoding (68.0%). This in turn is significantly lower that the overall classification 
accuracies achieved using ordinals and thermometer encoding (69.1% and 68.7% 
respectively). Again, we find there is no statistically significant difference between 
overall network performance using the ordinal and the temperature encoding schemes.  

These results suggest that the best encoding techniques for categorical data are 
either the ordinal or thermometer encoding schemes. These findings are inline with 
other researcher’s findings with regards to the thermometer scheme which has been 
found to lead to good classification performance [3], [14]. However, the superior 
performance of the ordinal encoding scheme on out of sample performance in this 
data set is surprising. [3] concluded that neural network classification performance is 
very sensitive to ordinal encoding, but the different findings from this research 
suggest that the choice of optimal encoding may be data and problem specific.  This is 
further confirmed by the performance of N and N-1 encoding schemes which lead to a 
significant deterioration is neural network sensitivity and overall classification 
accuracy for this problem.    

Table 3 also shows the out of sample classification performance of a logistic 
regression model across the 10 subsamples. There is no significant difference in 
overall classification performance between the logistic regression and neural network 
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with 1 hidden layer using N-1, thermometer or ordinal encoding.  However, using N 
or N-1 encoding leads to a significant reduction in the sensitivity of neural networks 
as compared to the sensitivity of logistic regression.  These results suggest that trying 
to predict repeat viewing behaviour does not benefit from the adoption of a non-
parametric approach.  

5 Conclusions  

The results showed that neural network out of sample minimum sensitivity and 
overall classification performance are indifferent to the scaling of categorical inputs.  
However, the encoding of inputs had a significant impact on classification accuracy 
and utilising either ordinal or thermometer coding approaches significantly increases 
the out of sample sensitivity and overall accuracy of the neural network classifier.  
These findings confirm that the impact of categorical encoding is problem specific in 
the case of ordinal approach, and lend further support to thermometer encoding as an 
appropriate approach for categorical input encoding. Finally, the article compared the 
classification performance of neural networks against a logistic regression model and 
showed that in the case of predicting repeat movie going, the non-parametric 
approach does not offer any advantage over standard statistical models. This research 
highlights the difficulties encountered when applying neural networks to categorical 
type data with respect to choosing optimal input coding. In addition, the limitations of 
the PASW Neural Network software suggest that this problem may benefit from using 
alternative, more flexible software in the future.   
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Abstract. This paper presents a hybrid neural approach to emotion recognition 
from speech, which combines feature selection using principal component 
analysis (PCA) with unsupervised neural clustering through self-organising 
map (SOM). Given the importance that is associated with emotions in humans, 
it is unlikely that robots will be accepted as anything more that machines if they 
do not express and recognise emotions. In this paper, we describe the 
performance of an unsupervised approach to emotion recognition that achieves 
similar performance to current supervised intelligent approaches. Performance, 
however, reduces when the system is tested using samples from a male 
volunteer not in the training set using a low cost microphone. Through the use 
of an unsupervised neural approach, it is possible to go beyond the basic binary 
classification of emotions to consider the similarity between emotions and 
whether speech can express multiple emotions at the same time.  

Keywords: Emotion recognition, social robot interaction, unsupervised neural 
learning. 

1 Introduction 

This paper describes a hybrid neural approach to speech emotion recognition from the 
vocal waveform, which combines feature extraction and selection with a self-
organising map (SOM) [12] for clustering and classification. If social robots are to be 
accepted by human users as companions, they must appear to offer the appropriate 
response related to the emotional state of the human user. The first step to achieving 
this is the recognition of the actual emotion expressed by the user. Even if the way 
emotions influence people’s behaviour is not completely known, their importance 
cannot be underestimated. The actual meaning of an utterance can be changed greatly 
by the emotion that is expressed within it. For example, the utterance ‘I love you’ can 
have a very different meaning when it is said with a happy or bored emotion. It 
would, therefore, be beneficial in a social robot system to incorporate automatic 
emotion recognition as well as automatic speech recognition (ASR) to improve the 
user’s experience.  

This paper concentrates on emotion recognition from the auditory stream, since it 
contains relevant information that can be extracted by intelligent computer 
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algorithms. In comparison, vision based emotion recognition is much more developed 
and has been focused on more than auditory processing. However, visual processing 
demands from the user lighting conditions and geometrical constraints with respect to 
the person's pose and the camera field of view that is rarely the case in people's 
homes. Hence the paper concentrates on the auditory stream. 

1.1 Emotion Recognition Applications 

As robots have a more important role in society by assisting an aging population, they 
must offer interactions with the untrained users in a much more human way. In the 
case of a personal assistant robot that helps the elderly or the chronically ill to live 
independently, the effectiveness depends on how easily the human user can control 
and communicate with the robot. Such an assistant would be able to offer a more 
natural communication experience by reacting to the person’s emotions in an 
anticipated manner [3]. 

Although the development of a robot assistant that can communicate in a  
manner close to human is some way off, research that has proved successful  
involves taking inspiration from new-borns and how they develop communication 
skills [18]. Two emotional autonomous robots that have received attention  
due to their ability to interact in a somewhat believable manner are Kismet 
(http://www.ai.mit.edu/projects/humanoid-robotics-group/kismet/) and Leonardo 
(http://robotic.media.mit.edu/projects/robots/leonardo/overview/overview.html). 

A further application that could benefit from emotion recognition is the automation 
of call-centers. The robot interacting with the human senses the emotion in responses 
and reacts accordingly. Ultimately, if the client continues to be unhappy with the 
service, the robot passes the call to a human employee. In spite of several challenges, 
mobile device designers are also incorporating more often speech interaction in their 
platforms. Be it Apple’s Siri or Speaktoit for Android, they both try to simulate 
natural dialogue but disregard completely how the words are said. The ability to 
identify emotions would make these applications more personal and pleasant to use.  

1.2 Current State of the Art 

Emotion recognition from speech has typically focused on supervised learning. An 
example of such an approach is EmoVoice [20] which consists of a speech corpus 
database, feature extraction and classifier modules.  The framework’s process is 
divided into three major steps: audio segmentation, which means finding appropriate 
units to be classified, feature extraction, to find those characteristics of the signal that 
best describe emotions and represent them as numeric vectors, and lastly, 
classification, determining the emotion class for a feature vector. For segmentation, 
EmoVoice relies on voice activity detection, which in spontaneous speech has good 
results as the pauses are long enough to be easily detected but might prove 
challenging for discourses or monologues. In the latter case, an automated speech 
recognition engine can help fragment the speech into words and use them as 
independent utterance unit. Classification is limited to one of the two classifiers 
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integrated in the framework: a naive Bayes and a support vector machine classifier 
with reported accuracies of up to 70% for on-line recognition.  

In terms of neural network there has been much use made of supervised networks. 
For instance Huang et al. (2006) [11], when developing a robot pet, combine wavelet 
and back propagation neural networks in a layered structure to classify emotions. 
Further, Zang et al. (2008) [21] trains and tests a back propagation neural network 
using 600 utterances containing the emotions angry, calm, happy, sad, and surprise. 

While such supervised algorithms are more predictable and their behaviour easier 
to track, unsupervised learning offers more flexibility and is suitable to less definite 
problems.  

Although a large amount of research is performed into emotion recognition, there is 
no real indication of what features extracted from the speech waveform give optimum 
performance. Although the basic emotions are identified in terms of features gained from 
pitch, intensity, energy and temporal and spectral parameters [18], there is little 
understanding of what these features should be. This can typically mean that intelligent 
techniques receive a large number of features with little understanding of what they 
contribute to the overall recognition process or fails to receive the critical features. In this 
paper we will address this issue through the description of a feature selection approach.  

2 Methodology  

This section of the paper will outline the overall methodology that is used to create 
the hybrid neural emotional speech recogniser.  

2.1 Database 

In this paper the Berlin Emotional Database [4] is used to train and test the 
unsupervised algorithm employed. It includes 535 files containing German utterances 
related to six emotions (anger, disgust, fear, joy, sadness, surprise) and neutral 
utterances that have been acted by five males and five females. To further consider 
the performance of the system, speech samples were recorded from an English 
speaking person who is not in the training set, using a low cost microphone and in a 
non-controlled recording environment.  

2.2 Feature Generation 

The human voice is a sound wave produced by a human being’s vocal cords and 
typically within 300 and 3500 Hz. The approach for producing the sounds can be 
divided into three segments: diaphragm and lungs, vocal cords and articulators, all 
controlled by muscles. [19] Emotions affect the way these muscles are contracted and 
specific patterns can be distinguished.  

In this research OpenSMILE [7] is used to generate 8551 features from the 
utterance from the Berlin Emotional Database. OpenSMILE has been configured to 
detect when there is voice activity and to generate a feature set instance after each 
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utterance. These are placed in a Java queue and read in the main application. Another 
modification allows the library to be configured as to filter the unnecessary features. 

OpenSMILE is a flexible feature extractor for signal processing with a focus on 
audio signals. Being fully written in C++ it allows for fast, platform specific 
compilation and supports multithreading to take advantage of multiple cores and this 
makes it suitable for real-time feature generation. The following paragraphs describe 
the process of generating the initial feature set.  

In the first stage the sound is captured by the sound card and sampled at 48000Hz 
on 16 bits using a single channel, which is similar in quality to an audio CD. The 
auditory samples for training and testing are converted into a feature representation 
using the logarithmic mel-spectrum [6, 10]. In this approach the auditory waveform 
sample is divided by using a moving window which is 25ms in size that moves along 
the sample 10ms at a time.  

The hammed signal )(nx ′  is then transform to the frequency domain by the use of 

a discrete Fourier transform: 
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2|)(| kX  is the periodgram, )(kH m  related to the thm  filter, and m is the size of the 

filterbank. 
The MFCC is a mapping of the physical frequencies such that pitches at equal 

distance on the scale are perceived by humans as being at equal distance from one 
another and is computed using: 
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where: mel is the MFCC coefficient and Hzf the frequency in Hertz. 

As the instant values are not necessarily relevant by themselves, a number of 
functional transformations are made which generate time derivative, quartiles, 
moments, regression and other statistical measures. 

2.3 Feature Selection 

The performance of a learning algorithm can only be as high as the quality and 
relevance of the input data permit it. As the number of features extracted is large 
some have overlapping information and some are irrelevant. The ideal feature set 
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should contain only features highly correlated with the emotion class and uncorrelated 
with each other. Furthermore, learning high dimensional data poses multiple 
challenges, including overfitting and exponential increase in the number of 
parameters required for constructing models [2]. 

Several algorithms have been developed to reduce feature space, among these are 
Correlation Feature Selection (CFS) [8] and Principal Component Analysis (PCA) 
[1]. CFS is based on the inter-feature correlation coefficient with Pearson’s 
correlation coefficient most widely used. PCA on the other hand finds linear 
combinations of the variables (principal components), matching orthogonal directions 
that amplify variation in the data. Due to the better optimisation possible with PCA, 
this method was chosen to reduce the feature set from over 8000 features to 34. 

2.4 Self-Organising Map (SOM) 

The intelligent approach used to perform the clustering and classification of emotions 
from speech is the SOM (Figure 1). SOMs consist of an input and an output layer, 
with every input neuron linked to all the neurons in the output layer [12]. The output 
layer is typically a lattice of neurons that creates a topological representation of the 
critical characteristics of the input by creating a pattern of active and inactive units 
[9]. A feature of the SOM is that each sample is typically represented by a single 
winning unit and a surrounding neighbourhood of units on the output layer [12]. 
Figure 1 shows a representation of a SOM where the inputs are connected to all the 
units in the output layer, with the pattern of activation having a central winning unit 
with the highest activation marked and the surrounding units having reduced 
activation the further away they are from the winning unit. The output layer can be 
seen as a sheet of neurons in an array whose units are tuned to input signals in an 
orderly manner [5].  

The activation of the units is calculated by multiplying the input from each input 
unit by its related synaptic weight and summing all the inputs for a specific unit.  
Learning to associate in SOMs is performed by updating the links between the input 
layer and the output layer via a form of Hebbian learning. SOMs have an input vector 

represented as i


. The input vector is presented to every unit of the output layer; the 

weights between the links in the network are provided by w


. The activation vector of 

the SOM is represented as o


. 
Although there are various ways to determine the activation on the SOM output 

layer the approach used in our grounding architectures is Euclidean distance. The 

representation ko of unit k is established from the Euclidean distance of the weight 

vector to its input, given by: || || iwo kk


−= . The weights are initialised randomly and 

hence one unit of the network will react more strongly than others to a specific input 

representation. The winning unit is the unit 'k  where the distance 'k
o is the smallest. 

The weight vector of the winning unit 'k  as well as the neighbouring units are 
updated using Equation 4 which causes the weight vector to resemble the data: 
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The shape and units in the neighbourhood depends on the neighbourhood function 
used. The number of units in the neighbourhood usually drops gradually over time. 

The neighbour function in our architectures is a Gaussian: )2/(
'
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'kkd  is the distance between unit k and the winning unit 'k on the SOM output layer.  

 
 
 
 
 
 
 
 
 
 

Fig. 1. Self organising map 

The data received after selection has been used to train a 120x120 map, converging 
after approximately 1,000 iterations. A learning rate coefficient of 0.08 has been used, 
linearly decreasing with time. A hexagonal grid of neurons that reduces in size 
overtime has been found to be more effective in creating relevant neighbourhoods. 

3 Results 

This section of the paper will consider the performance of the hybrid neural emotion 
recognition system on speech samples from the Berlin Emotional Database and on a 
small set of recordings we produced from a male volunteer. For the Berlin Emotional 
Database after the initial training and convergence, a supervised class mapping is 
superimposed and 10-fold cross-validation evaluation carried out. This system’s 
performance is measured based on the number and percentage of correctly recognised 
emotions and the recall and precision rates achieved on each emotion. Recall and 
precision are defined using the approaches outlined below. Where fp is false positive, 
tp is true positive and fn is false negative.  
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The number of instances correctly classified for the Berlin Emotional Database is 437 
out of 535 yielding an average accuracy of 81%. Considering the confusion matrix for 
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samples from the Berlin Emotional Database in Table 2 accuracies vary significantly 
with the emotion, some being easier to identify due to their higher correlation with 
physical characteristics of the voice while others are more subtle and context 
dependent. For example, boredom and angriness are being expressed more in the 
physical voice qualities than anxiety or happiness. When looking at the recall and 
precision scores for the Berlin Emotional Database in Table 1 in most cases the scores 
are high which indicates there are not many situations when samples are wrongly 
classified as a specific class or the samples are wrongly classified as another class. 
However, for happiness the score for recall is much lower than many of the other 
emotions which indicates a large number of false negatives.  

Table 1. Recall and precision values for the Berlin Emotional Database and speech samples 
created for this study by a male volunteer  

 Berlin Emotional Database  Samples form study 
Emotion Precision Recall Precision Recall 

Happy 0.708 0.648 0.444 0.421 
Neutral 0.779 0.848 0.75 0.375 
Anger 0.835 0.835 0.593 0.667 

Sadness 0.811 0.968 0.632 1 
Anxiety 0.781 0.725 0.643 0.643 

Boredom 0.924 0.901 0.625 0.625 
Disgust 0.875 0.761 0.6 0.3 

Table 2. Confusion matrix for the Berlin Emotional Database using 10-fold cross-validation 
(Grey square the correct emotion) 

Happy Neutral Anger Sadness Anxiety Boredom Disgust
46 7 15 0 1 1 1 
2 67 1 3 2 3 1 
12 1 106 1 5 1 1 
0 1 0 60 1 0 0 
3 6 5 3 50 0 2 
0 4 0 2 2 73 0 
2 0 0 5 3 1 35 

 
Turning to the small preliminary study related to performance of the system on 

speech from a male volunteer not in the training set using a low cost microphone, the 
performance is much worse at 59% [Table 3]. It can be seen from the recall and 
precision scores in Table 1 that for most of the emotions there is many false positives 
and false negatives. When looking at sadness the system is able to classify sad speech 
correctly but also has a tendency to classify disgust and boredom as sad also. This 
worse performance poses a challenge for emotion recognition systems that act in 
different environments, like the personal assistant, to accommodate invariance of 
background noise and whether there is a need to train with the actual user. 
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As well as the system offering a binary decision on the emotion recognised, it also 
offers the probability that the test samples belongs to different emotion classes or 
clusters. As can be seen in Figure 2 for this example test utterance, the system creates 
a different level of membership of the utterance to the classes disgust, sadness and 
boredom. By the use of an unsupervised approach it is possible to offer more 
information related to the emotions of the utterance than simply a binary decision. 

Table 3. Confusion matrix for the speech samples created by the male volunteer for this study 
using 10-fold cross-validation (Grey square correct emotion) 

Happy Neutral Anger Sadness Anxiety Boredom Disgust 

8 0 7 0 4 0 0 

0 3 0 0 0 5 0 

7 0 16 0 0 0 1 

0 0 0 12 0 0 0 

2 0 2 0 9 1 0 

0 0 0 5 0 10 1 

1 1 2 2 1 0 3 

 

 

Fig. 2. An example of the emotional co-concurrency represented by the emotional recognition 
system  

4 Discussion and Future Work 

The paper presented a real-time system for emotion recognition whose accuracy is 
higher compared to previous work using the same Berlin Emotional Database [14, 
15]. The system provides feature generation, feature selection through PCA and a 
self-organising Kohonen map for clustering and classification purposes and so offers 
new opportunities for emotion recognition. By making use of PCA, the system 
provides a logical approach to feature selection that overcomes some of problems 
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associated with current approaches that simply use an educated guess to feature 
selection. The self-organising map projects the 34-dimensional feature space and is 
able to create clusters associated with emotions in 2-dimensional space. The system 
offers a real indication that intelligent autonomous emotion recognition could be 
included into assistant robots to aid interaction with human users. 

The system’s capacity to give indications of the probability that a sample belongs 
to different emotional clusters is extremely interesting. Although it might simply be 
seen as indicating the degree of error it is creating when producing a distinct 
emotional decision, the probability values might also be seen differently. It is also 
possible that firstly the recogniser is indicating the similarity of different emotions 
and secondly that humans have the capacity to represent and recognise more than one 
emotion at a time. The former fits in closely with the concept of the PAD emotional 
state model outlined by Mehrabian (1996) [13]. In this approach Mehrabian (1996) 
uses a three dimensional scale to represent emotions based on their levels of 
dominance, pleasure and arousal. This represents different emotions and their 
relationship to each other. The different probabilities for emotions created by the 
emotion recogniser might indicate that for instance sadness and disgust are close on 
one or more of Mehrabian axes. The latter indicates that humans face a much richer 
context than binary emotional classes and so social robots must decode such a 
situation if it is to communicate in a human-like manner [17]. 

Part of the reduction in performance on the speech from the male volunteer collected 
as part of this study might be attributed to the training set being in German and this data 
being recorded in English.  However, it is felt that this is not the main reason as both are 
Germanic languages and from “western European” cultures and as such transmit non-
verbal information in the same manner.  Given the closeness of the origin of these two 
languages, it is anticipated that the hybrid emotion recognition system would in this case 
be language independent. This poor performance is more likely to indicate there is need 
to further research into how the hybrid neural recogniser can be adapted for a less than 
perfect environment, low quality microphones and the capacity to recognise emotion 
from people it is not trained on. It is possible that such performance might be improved 
by the use of a hierarchical model that is able to combine feature at the lower level and 
recognise emotions at the upper level of the hierarchy. These problems might also be 
overcome by the incorporation of more of the temporal nature of speech into the model. 
Elshaw et al. (2010) [6] presents a recurrent memory approach to speech recognition, 
simulating infant language acquisition to included memory of previous sections of the 
speech. Given the evolution of emotions, a system with temporal memory might be more 
feasible for individual use longer term. There is also the opportunity to combine  
visual features and the actual words spoken as top-down attention features with the 
bottom-up features already extracted from the speech waveform. However, including the 
visual features can increase the computational overhead greatly when performing real-
time activities.  
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Abstract. This paper investigates the development of a system for
monitoring of dementia suffers living in their own homes. The system
uses unobtrusive pervasive sensor and actuator devices that can be de-
ployed within a patient’s home grouped and accessed via standardized
platforms. For each sensor group our system uses unsupervised neural
networks to identify the patient’s habitual behaviours based on their
activities in the environment. Rule-based summarisation is used to pro-
vide descriptive rules representing the intra and inter activity variations
within the discovered behaviours. We propose a model comparison mech-
anism to facilitate tracking of behaviour changes, which could be due to
the effects of cognitive decline. We demonstrate using user data acquired
from a real pervasive computing environment, how our system is able to
identify the user’s prominent behaviours enabling assessment and future
tracking.

Keywords: Ambient Intelligence, Dementia Care, Unsupervised Neural
Networks, Rule-based Summarisation.

1 Introduction

Dementia describes various different brain disorders that have in common a loss
of brain function that is usually a progressive and degenerative condition[1]. Due
to the majority of dementia sufferers being supported by carers or relatives and
living in their own homes, long-term remote management of individuals is essen-
tial in order to track the stages of the disease, adjust the course of therapy and
understand the changing care needs of the individual. Observing an individual’s
activities over time can be used to track and assess stages of the disease. For
example, early stages of cognitive impairment may cause forgetting certain steps
in familiar tasks or difficulty in performing new and complex tasks. Whereas in
moderate stages the individual may exhibit a lack of awareness in the time of day
leading to pronounced changes in behaviour from day to day, or impaired com-
munication [2]. Ambient Intelligence (AmI) is an information paradigm, which
combines pervasive computing with intelligent data representation and learning
systems [3]. The health and social care domain is an important area where per-
vasive computing and ambient intelligence research is being increasingly applied
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to provide eHealth related services for our ageing population [4]. An increase in
life expectancy has produced an older population that needs continuous moni-
toring and assistance, especially in case of progressive age-related illnesses such
as dementia.

In this paper, we propose an AmI based system which could be deployed
in a home-based environment to monitor and track the disease progression of
dementia suffers, see Fig. 1. Simple unobtrusive sensors and actuator devices
such as temperature, light level, pressure sensors, switches for lights, cupboards
doors and household appliances would be retrofitted to positions and items at
locations around the home for monitoring the individual’s daily activities. The
sensors and actuators are grouped into Local Sensor Groups (LSGs) for monitor-
ing key aspects of a patient’s cognitive behaviour and activities in their home.
The placement of sensors would be determined by a variety of person-related
factors alongside the advice of care staff and health professionals. The sensors
would be accessed using open middleware component based software architec-
ture such as Open Services Gateway initiative (OSGi) [5]. We propose using an
intelligent learning and tracking approach that is based on unsupervised Snap-
Drift Neural Network (SDNN) [6][7]and Weighted Rule-Based Summerisation
(WRBS) [8] [9]. The SDNN would be used to identify clusters from the mon-
itored data related to the individual’s activities associated to a specific LSG.
Each cluster represents a labelled set of encoded data points that capture LSG
sensor and actuator states associated with prominent behaviour patterns of the
individual’s daily activities. WRBS is employed to extract the pattern variations
and interrelationships of the multi-dimensional data points that make up each of
the generated clusters. WRBS provides a means of automatically summarising
the labelled data into human interpretable if-then rules. The rules provide a de-
scriptive representation of relationships between the monitored sensor / actuator
states and the labelled behaviour clusters. A model comparison mechanism is
proposed to allow the SDNN behaviour model to be periodically regenerated to
track subtle changes in the individuals behaviour which would be attributed to
cognitive degeneration. Using data acquired from monitoring a user in a real per-
vasive computing environment, we demonstrated the capability of the SDNN and
WRBS approaches in identifying prominent activity based behaviours of a user.

In section 2 we present a literature review discussing pervasive sensor tech-
nologies, unsupervised learning and rule base summarisation, along with refer-
encing previous work on the development of assistive technologies for monitoring
dementia suffers. In section 3 we describe the proposed AmI dementia monitor-
ing system. In section 4, we discuss the experiments and the results. Finally
conclusions and future work are presented in section 5.

2 Literature Review

It can be difficult for relatives and carers to continually observe an individual
and recognise the subtle changes in an individual’s behaviour and daily activi-
ties, which may signal progressively worsening stages of the disease. It can also
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be difficult for health professionals to accurately track the patterns of an in-
dividual’s cognitive impairment and the impact this is having on daily living
and wellbeing. The prevalence of relatively low cost off-the-shelf pervasive wire-
less sensor devices can be used for sensing motion, light level, temperature,
occupancy, chair / bed pressure or appliance hazards such as checking if the
cooker has been left on [10]. Simple switch sensors can be used to determine
if drawers and cupboards have been opened/closed, and whether specific elec-
tronic devices have been switched on or off. For the purpose of this paper we
will divide these sensors into passive input sensors such as temperature, light
level or occupancy, and active output actuation based sensors such as appliance
states, sensors for light switches or doors and cupboards states. The vast ma-
jority of wireless sensor devices will support one of several commercial wireless
sensor networking standards such as Zigbee, ANT, Z-Wave, ONE-NET to name
a few. The development of open middleware architectures such as OSGi [5] can
be used to dynamically integrate heterogeneous commercial proprietary sensor
devices and network technologies together for easy deployment in a residential
environment. This can allow AmI systems to seamlessly record data simultane-
ously from various sensor devices in context of the resident’s interactions with
the environment [11].

Intelligent learning and adaptation systems can be embedded in the user’s
environment to realize AmI systems, which can recognize the individual’s in-
teractions and learn their behaviours. Soft computing approaches can be used
to identify and model behaviours based on the patterns of association between
sensed environmental conditions (light level, occupancy, time of day etc) and spe-
cific actions being performed by the individual (switching on the lights, changing
channels on the TV or moving an object to a specified location). In particular
Neural Networks (NN) clustering is based on unsupervised type of learning used
to separate a finite unlabelled data into a finite and discrete set of ”natural” hid-
den clusters found in the data [12], where these clusters imply some meaningful
groups of similar patterns. Some of the most prominent NN clustering algorithms
are the Self-Organising Map (SOM) [13] and the Adaptive Resonance Theory
(ART) [14]. In this paper the unsupervised Snap-Drift Neural network (SDNN)
[6], [7] inspired by the SOM and ART is utilized. The SDNN is used for discov-
ering prominent behaviour groupings based on the individual’s activities in the
environment.

The clusters generated from the unsupervised SDNN learning approach are
based on groups of data points projected in a high dimensional space centred
at a generic centroid which provides a vector representation of the multivariable
characteristics of each cluster. This however can be difficult to interpret by a
lay person and also does not show the distribution of the inter and intra-cluster
data variations found for each cluster. Rule based linguistic summarisation [9]
can be used to summarise label the data points against each discovered cluster
into IF-then rules. The generated If-then rules capture a linguistic interpretation
of the inter and intra-cluster variability of the data points. Rule quality measures
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can be further used to determine the generality and reliability of the rules [9] in
their ability to successfully classify the data.

The importance of pervasive continuous and reliable long-term monitoring of
dementia is emphasized in [15]. Results have been obtained in the development
of smart environments for monitoring various activities and behaviours as in
[16] [17][18] [19] [20] [21] [22] [23]. These approaches however tend to focus on
analysing very specific activities using targeted and tailored sensor devices to
monitor particular indicators of cognitive decline. Our approach is based on using
a holistic array of simple sensors and actuators with unsupervised learning and
classification approaches being used to identify common activity and behaviour
characteristics of an individual. This unlike other approaches mentioned allows
us to build a linguistically interpretable behaviour model of an individual without
making any prior assumptions based on specific activities and input / output
classifications of the sensors and actuators. We can then continuously adapt the
behaviour model to track subtle changes in the individual’s behaviour which
could be attributed to cognitive decline.

3 Proposed AmI Dementia Monitoring System

The placement of the sensors and actuators selected for each LSG in the individ-
ual’s home would be based on factors such as the physical layout of the residence,
the aspects of a individual’s cognitive behaviors that need to be monitored, how
advanced their dementia already is, and the kind of unassisted activities the
individual is able to currently perform.

For each LSG our proposed AmI system consists of four phases for learning
the individual’s behaviours in the environment and tracking behaviour changes
overtime, as shown in Fig. 1 and explained below.

Fig. 1. Flow diagram showing the proposed AmI system for a given LSG
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3.1 Monitoring Sensor/Actuator Data

The system passively monitors the user’s states and actions for each LSG within
the environment. Either periodically or when the user performs an action in the
environment, the system will record a ’snapshot’ of the current passive sensor
states and active sensor states adjusted or previously set by the individual. These
’snapshots’ are accumulated over a period of time (possibly over several days)
so that the system observes as much of the individual’s interactions within the
environment as possible. The monitoring period may be designated by a carer or
healthcare professional. The data collected from monitoring the individual is ini-
tially encoded by a process of mapping the sensor and actuator attribute values
it to a defined set of quantifiers. In this paper these quantifiers are represented
by singleton or crisp interval sets. For Boolean or categorical data attributes
such as ’On’ and ’Off’ or ’Evening’, we use singleton sets. For predefined crisp
numerical ranges such as light level ranges: ’20-40%’, we use crisp interval sets.
Both These types of quantifiers follow classical set theory where the membership
of an element that belongs to a set is assessed according to a binary condition:
either it belongs or does not belong to the set [24]. Each attribute’s encoded
data values are labelled using a numerical category representing singleton or
crisp interval set encoding used. This is to allow the SDNN to process the data
more effectively. The numerically labelled data will be used by the WRBC to
generate the weighted inter and intra cluster rules from using the same encoded
clustered data.

3.2 Identification of Users Behaviour Groupings

The SDNN is used to cluster the encoded data related to individual’s identified
behaviours into relatively small number of groups. The SDNN is an unsuper-
vised modal learning algorithm able to adapt rapidly by taking advantage of the
complementary nature of each mode of learning (snap and drift) [6], [7]. The
learning comprises of switching between two different modes of learning snap
based on Fuzzy AND and drift based on learning vector quantization (LVQ)
[13]. The snap mode enables the NN model to learn the features common to all
the patterns in the group, giving a high probability of rapid convergence while
the drift mode ensures that average generalized features are learnt and included
in the final groupings [25]. The SDNN architecture has an input, hidden and
output layers. The output winning neurons from the hidden layer act as input
data to the output or so called selection layer. This layer is also subject to the
snap-drift learning and has an activation threshold to ensure if a good match
to an existing neuron is not found a new neuron is recruited, so the progress
of learning determines the number of output groups. Detailed description of the
snap-drift algorithm could be found in [6] and [7].

The SDNN is trained on the encoded data acquired from monitoring the
individual in their environment. During training, on presentation of each input
pattern, the SDNN learns to group the input patterns according to their common
features. The SDNN discovers clusters representing group profiles pertaining to
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specific behavior and activity characteristics based on individuals interactions
with a particular LSG in the environment. Each cluster represents a set of points
in a multi dimensional input feature space of the monitored characteristics ex-
hibiting common activities in context of performed actuations and environmen-
tal states. We label the raw data based on the identified cluster. We use WRBS
based on the approach described in [8] on the data to extract the pattern vari-
ations and interrelationships of the multi-dimensional feature points that make
up each of the previously generated clusters.

3.3 Summarisation of Behaviour Groups

Rule based summarisation approaches [9] provide a way of automatically sum-
marising the encoded cluster labelled data to output human interpretable If-then
rules. For a given c-class pattern classification problem with n attributes (or fea-
tures) a rule for a given data instance would be defined as follows:

IF x
(t)
1 is Aq

1 and...and x
(t)
n is Aq

n, THEN Bc. (1)

Where x(t) = (x1, ..., xn)
(t) represent the n-dimensional pattern vector t, Aq

1

is the singleton or crisp interval set representing the numerical category for the
antecedent pattern t, Bc is a consequent class (which would be one of the possible
c labelled clusters), N is the number of if − then rules in the rule base. This
process generates if − then rule for each data instance, which will consist of
duplicate rules. Rule compression is performed on the data instance based rules
in order to summarise the data into unique rules. This process involves a modified
calculation of two rule quality measures from which we then derive the scaled
weight of each unique summarisation rule. The quality measures are based on
generality which measures how many data instances support each rule [9]and
reliability that measures the confidence level in the data supporting each rule [9].
In our approach the rule generality is measured using support and the reliability
of the rule is based on calculating its confidence. The support of a rule refers
to coverage of data patterns that map to it [8]. The rule’s support can be used
to identify the unique rules with the most frequent occurrences of data patterns
associated with them. The support of each rule is scaled based on the total data
patterns for each output set so that the frequencies are scaled in proportion to
the number data patterns found in each consequent set. The calculation of the
scaled support for a give uniquely occurring rule and is based on the calculation
described in [8]. This is used to identify and eliminate duplicate instance based
rules to compress the rule base into a set of M unique and contradictory rules
modelling the data. The confidence of a rule is a measure of a rule’s validity
describing how tightly data patterns are associated to a specific output set. The
confidence value is between 0 and 1. A confidence of 1 means that the pattern
described in the rule is completely unique to a single output set. A confidence of
less than 1 means that the pattern that is described in the rule occurs with more
than one output set, and would then be associated with the output set with
the highest confidence. The rule confidence therefore quantifies the inter cluster
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variability in the degree of ’belongingness’ of specific patterns to each cluster.
The rule confidence calculation is based on the calculation described in [8]. The
product of the scaled support and confidence of a rule is used to calculate the
rule’s scaled weight which is assigned to each of the M generated rules taking
the following form:

IF x1 is A
l
1 and...and xn is Al

n, THEN is Bl
1[scWi]. (2)

The scaled weight measures the quality of each rule in modelling the data. It
can be used to rank the top rules associated to each output class and choose
a single winner rule among compatible rules based on methods for rule weight
specification described in [8]. The generated rules provide a means by which
each clusters core behaviour characteristics can be viewed in context of the
distribution and variation of data points belonging to it. The rules also provide a
transparent and interpretable representation of the individuals current behaviour
states associated with each specific LSG in their home.

3.4 Continuous Tracking of Behaviour Changes

The AmI system has to be able to regularly update and compare its generated
LSG behaviour models based on monitoring the individual’s activities over time
in order to track subtle changes in the activities attributing to a drift in their be-
haviours which could be caused from the effects of cognitive decline. The initial
captured data on the individuals behaviour will produce a model that will iden-
tify behaviour clusters (groups) based on monitoring the habitual behaviours of
individuals in context of the specific LSGs placed in their home. To produce a
system that is able to track changes in the individuals behaviours over time, the
SDNN data model has to be regenerated based on the previously accumulated
data and the new data generated from re-monitoring the individuals activities.
When a new model is generated it will therefore produce a new set of behaviour
clusters that are based on the currently monitored and previously accumulated
data up to a certain number of past iterations. The new model will be used to
generate an updated set of If-then classification rules by the WRBS. Although
the new behaviour clusters should incorporate behaviour characteristics encoun-
tered from the combined data, they may not include the same behaviour groups
identified by the previous model. Our proposed system would therefore compare
both models to check how behaviour groups have drifted and their associated
rules have change between both models. This process of perpetually regenerating
the data model will allow the system to identify trends in behaviour groups in-
terpretable through the movement of the clusters and the intra and inter cluster
variation in their associated If-then rules over time. These variations may sig-
nify the degeneration of mental abilities attributed to disease progression, and
provide a means to mitigate these effects with targeted forms of care support.
The model regeneration and comparison would be done at regular intervals up
to decision point determined by a health care professional at which behaviour
changes suggested a significant deterioration of the individuals executive and
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mental functions. At this point the individuals care plan would be updated
based on any identified changes in their care needs. From this point on a new
initial behaviour model would be generated and used to track ongoing disease
progression.

Because our approach decomposes the pervasive environment into units of
LSGs, it allows each behaviour model to be associated with a specific sensing
and actuation area in the home. This allows subsets of related activities to be
more accurately monitored and tracked. Sensor and actuator data can therefore
be modelled without leading to curse of dimensionality issues associated the
modelling and analysis of high dimensional data. Each behaviour model is also
more compact due to smaller more manageable input sizes and hence tractable in
terms of the size of the generated rule base. This also means that the behaviour
rules are more easily interpretable to end users of the system.

4 Experiments

Experiments have been conducted on data acquired from a real pervasive com-
puting environment test bed demonstrating the capability of our AmI system
at learning the behaviour groups and associated If-then rules from monitoring a
user in the environment over a period of time. The test bed used to collect the
data was a room-based student bedroom environment comprising of a large num-
ber of embedded sensors, concealed actuators (e.g. buried in walls and ceiling)
with the intention that the user would be completely unaware of the intelligent
infrastructure of the room. The sensor and actuator devices were based around
three networks, Lonworks, 1-wire (TINI) and IP which were accessed using a
purpose-built Java middleware platform allowing the agent homogeneous access
to the devices in the room. The student bedroom environment consisted of a
variety of sensors and actuators. The sensors in the room sensed: internal light
level; external light level; internal temperature; external temperature; bed pres-
sure; chair pressure; occupancy; time measured as a continuous input on an
hourly scale. The actuators in the room consisted of: 4 variable intensity spot
lights located around the ceiling; desk lamp; bedside lamp; motorised window
blinds; fan heater; fan cooler; and two PC based applications comprising of a
media playing and word processing software application. The test bed environ-
ment demonstrates a bedroomstudy LSG that would be typically configured for
our proposed system. The captured data was based on monitoring single user
living in the environment for a period of three consecutive days. The raw data
acquired from monitoring the user comprised of 405 instances or patterns. This
was encoded into categories using a set of predefined crisp interval and singleton
sets as described in section 4.1. The encoded data patterns were processed by
the SDNN to find 14 clustered groups. For each cluster a centroid describes the
characteristic of the cluster. From the 14 clusters found by the SDNN we have
selected 4 clusters shown to define prominent user behaviours discovered in the
data, which were also verified from diary studies conducted by the user during
their stay in the environment. Figure 2 shows each of these selected behaviour
clusters with a description of the behaviour they represent.
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Fig. 2. Selected encoded clusters generated from SDNN representing prominent user
behaviours in the environment

The key also shown describes the encoded numerical categories for each data
attributes, where the ∗ notation indicates that for the given cluster and data
attribute, its values can be any one of the categories pertaining to it. The encoded
data patterns were then labelled according the discovered cluster they belong
to and processed by the WRBS. The WRBS generated 200 rules from the 405
encoded data pattern, which is a data compression of over 50%. Figure 3 shows
the top five strongest profile rules describing each of the four selected behavior
clustered identified by the SDNN. The rules are shown grouped according to each
labelled output cluster and ranked in order of the calculated scaled weight of
each rule. Figure 3 also shows the support, scaled support and confidence for each
rule. The strongest rule for each output cluster is also highlighted representing
the pattern of behavior activity characteristics most strongly associated with
each labelled cluster.

Fig. 3.WRBS generated rules for the selected clusters derived from the labeled encoded
data

The top rules for each cluster provide a linguistic interpretation of the
strongest pattern of behavior characteristics, which are associated with each
cluster. The rules are shown to correspond to the original cluster centroids gen-
erated from the SDNN and shown in Figure 3. The rules are able to capture the
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intra cluster variation about the centroid which result from the SDNN model
defining certain cluster attributes as having more than a single category or an
unspecified category. Inter cluster variability are also captured through the con-
fidence measure for each rule, which indicates how tightly the rule is associated
to a specific cluster. In the case of the rules shown in Figure 3, due to the high
number of attribute category combinations, the confidence of all these rules is
equal to 1.0. This means that there are no inter cluster variability as all the
rule based patterns belonging to each cluster are unique to it. If the number of
attributes and category combinations were reduced, one would notice more inter
cluster sharing of rules with confidence values being less that 1.0. The calculated
weighting for each rule further provides end users with an explicit ranking of the
rule patterns that best describe each cluster, which can be used easily track rule
changes due to possible behavior changes overtime.

5 Conclusions

In this paper, we propose an ambient intelligent system to monitor and track
the disease progression of dementia patients. The system could be deployed in a
patient’s home environment where sensors and actuators are placed in grouped
units pertaining to specific locations and factors related to the patient’s disease
severity and the opinions of care providers. We propose using an intelligent sys-
tem employing an unsupervised SDNN that will be used to discover clusters in
the data pertaining to the behaviours of the patient in the environment. In addi-
tion we employ WRBS, which provide a means of summarising the labelled data
into human interpretable If-then rules. The rules define relationships between the
monitored sensoractuator states and the labelled behaviour clusters. We propose
a continuous model regeneration and comparison mechanism for periodically re-
monitoring and modelling the individuals behaviours to track behaviour changes
due to the effects of cognitive decline which could help carers assess the patient’s
cognitive abilities and care needs.

We have shown using data acquired from monitoring a user in a real perva-
sive computing environment that the SDNN approach can be used to identify
user behaviour grouping in the data, and the WRBS can be used to provide
a linguistically interpretable representation of these behaviours enabling assess-
ment and tracking of behaviour activities. Although the experiments we have
presented have been conducted with non-dementia suffers they demonstrate the
capability of our proposed framework to passively monitor individuals’, identify
behaviour changes attributed to the observable effects of cognitive degeneration
in real suffers.

For our future work we intend to carry out experiments to test the robustness
of our approach and eventually aim to deploy a prototype system within a resi-
dential care setting to monitor a patient with dementia to evaluate the systems
ability in providing insight into long-term behaviour variation to help assess the
changing care needs of the patient.
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Abstract. The engineering applications of high dimensional neural
network are becoming very popular in almost every intelligence system
design. Just to name few, computer vision, robotics, biometric identifi-
cation, control, communication system and forecasting are some of the
scientific fields that take advantage of artificial neural networks (ANN)
to emulate intelligent behavior. In computer vision the interpretation of
3D motion, 3D transformations and 3D face or object recognition are im-
portant tasks. There have been many methodologies to solve them but
these methods are time consuming and weak to noise. The advantage of
using neural networks for object recognition is the feasibility of a train-
ing system to capture the complex class conditional density of patterns.
It will be desirable to explore the capabilities of ANN that can directly
process three dimensional information. This article discusses the machine
learning from the view points of 3D vector-valued neural network and
corresponding applications. The learning and generalization capacity of
high dimensional ANN is confirmed through diverse simulation examples.

Keywords: 3D motion interpretation, 3D face recognition, 3D real-
valued vector, orthogonal matrix.

1 Introduction

Artificial neural networks have been studied for many years in the hope of achiev-
ing human like flexibility in processing complex information. Some of the recent
researches in neurocomputing concern the development of higher dimension neu-
rons [1–3] and their applications to the problems which deal with high dimen-
sional information. There has been rapid development in the field of 3D imaging
in last few years. This is a multidisciplinary field, which encompasses various
research areas which deals with information processing in higher dimensions. It
is at its infancy [4–6] and requires exploring methods based on neural networks.
This paper is aimed at presenting relevant theoretical and experimental frame-
work for machine learning based on multilayer neural networks of 3D vector-
valued neurons. The 3D motion interpretation and 3D feature recognition are
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essential part of many high level image analysis and found wide practical uses in
computer vision systems. Although, there are many methodologies [7, 8, 4, 5] to
solve them but they use extensive mathematics and are time consuming. They
are also weak to noise. Therefore, it is desirable for realistic system to consider
iterative methods, which can adapt system for high dimensional applications.
This paper considers 3D geometric (point set) representation of objects. The
method described here is fully automatic, does not require much preprocessing
steps and converges rapidly to a global minimum.

The advantages with a neural network include robustness, ability to learn,
generalize and separate complicated classes [9, 3]. In 3D vector-valued neural
network, the input-output signals and threshold are 3D real-valued vectors, while
weights associated with connections are 3D orthogonal matrices. We will present
few illustrative examples to show how a 3D vector-valued neuron can be used
to learn 3D motion and used in 3D face recognition. The proposed 3D motion
interpretation system is trained using only few set of points lying on a line in the
3D space. The trained system is capable of interpreting 3D motion consisting
of several motion components over unknown 3D objects. Face recognition is the
preferred mode of identity authentication [10–12]. The facial features have several
advantages over other six biometric attributes considered by Hietmeyer [13]. It
is natural, robust and uninstructive. It can not be forgotten or mislaid like other
document of identification. Most of the face recognition techniques have used
2D images of human faces. However, 2D face recognition techniques are known
to suffer from the inherent problems of illumination and structural variation
and are sensitive to factors such as background, change in human expression,
pose, and aging [14]. Utilizing 3D face information was shown to improve face
recognition performance, especially with respect to these variations [8, 15].

In this article, we investigate a novel machine learning technique with 3D
vector-valued neural networks through various computational experiments. Sec-
tion II explains the learning rule for 3D vector-valued neural networks. The
generalization ability of 3D neural network in 3D motion interpretation is con-
firmed through diverse test patterns in section III. Section IV is devoted for 3D
face recognition for biometric applications. Section V presents final conclusion
and future scope of work.

2 Learning Rule

In our multilayer network, we have considered three layers, first is of inputs,
second layer is only hidden layer and an output layer. A three layer network can
approximate any continuous non-linear mapping. In 3D vector-valued neural
network, the bias values and input-output signals are all 3D real-valued vectors,
while weights are 3D orthogonal matrices. All the operations in such a neural
network are scaler matrix operations. A 3D vector-valued back-propagation al-
gorithm is considered here for training a multilayer network, which is natural
extension of complex-valued back-propagation algorithm [16, 1]. It has ability to
learn 3D motion as complex-BP can learn 2D motion [2].
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In a three layer network (L-M-N), first layer has L inputs (Il), where l =
1 . . L, second and the output layer consists M and N vector-valued neurons
respectively. By convention, wlm is the weight that connects lth neuron to mth

neuron and αm = [αmx, αmy, αmz] is the bias weight of mth neuron. η ∈ [0, 1]

is the learning rate and f
′
is derivative of a non-linear function f . Let V be net

internal potential and Y be the output of a neuron. Let en be the difference

between actual and desired value at nth output, where |en| =
√
exn

2 + eyn
2
+ ezn

2

and en = [exn, e
y
n, e

z
n]

T = Yn − Y D
n .

Wlm =

∣∣∣∣∣∣
wx

lm −wy
lm 0

wy
lm −wx

lm 0
0 0 wz

lm

∣∣∣∣∣∣ Wmn =

∣∣∣∣∣∣
wx

mn 0 0
0 wy

mn −wz
mn

0 wz
mn wy

mn

∣∣∣∣∣∣
where W z

lm =
√
(wx

lm)2 + (wy
lm)2 and W x

mn =
√
(wy

mn)2 + (wz
mn)

2

The net potential of mth neuron in hidden layer can be given as follows -

Vm =
∑
l

wlmIl + αm (1)

The activation function for 3D vector-valued neuron is 3D extension of real
activation function and defined as follows-
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The mean square error function can be defined as :
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In 3D vector version of back-propagation algorithm the weight update equation
for any weight is obtained by gradient descent on error function :
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3 Learning 3D Motion

This section presents different 3D motions of objects in the physical world. The
motion in a 3D space may consist of a 3D scaling, rotation and translation and
composition of these three operations. These three basic classes of transforma-
tions convey dominant geometric characteristic of mapping. Such a mapping in
space preserves the angles between oriented curves and the phase of each point
on the curve is also maintained during motion of points. As described in [9, 16],
the complex-valued neural network enables to learn 2D motion of signals, hence
generalizes conformal mapping on plane. Similarly, a 3D vector-valued neural
network enables to learn 3D motion of signals and will provide generalization of
mappings in space. In contrast, a neural network in a real domain administers
1-D motion of signals hence does not preserve the amplitude as well as phase
in mapping. This is the main reason as to why a high dimensional ANN can
learn high dimensional mapping, while equivalent real-valued neural network
cannot [16].

In order to validate the proposed motion interpretation system, various simu-
lations are carried out for learning and generalization of high dimensional map-
ping. It has capacity to learn 3D motion patterns using set of points lying on
a line in the 3D space and generalize them for motion of an unknown object in
the space. We have used a 2-6-2 structure of 3D vector-valued neural network
in all experiments of this section, which transform every input point (x, y, z)
into another point (x′, y′, z′) in the 3D space. First input of input layer takes a
set of points lying on the surface of an object and second input is the reference
point of input object. Similarly, the first neuron of output layer gives the surface
of transformed object and second output is its reference point. Empirically it
is observed that considering reference point yields better testing results. The
input-output values are with in the range −1 ≤ x, y, z ≤ 1. In all simulations,
the training input-output patterns are the set of points lying on a straight line
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with in the space of unit sphere (0 ≤ radius ≤ 1), centered at origin and all
the angles vary from 0 to 2 π. Figure 1(a) presents an example input-output
mapping of training patterns. Following few examples depict the generalization
ability of such trained network over standard geometric objects.

(a) (b)

Fig. 1. (a)Training patterns : mapping shows scaling by factor 1/2, angle of rotation
π/2 and displacement by (0, 0, 0.2).; (b) The tesing over a 3D object

Example 1. A neural network based on 3D vector-valued neurons has been
trained for the composition of all three transformation. Training input-output
patterns are shown in Figure 1(a). The generalization ability of such a trained
network is tested over sphere (1681 data pints). Figure 1(b) presents the general-
ization ability of trained network. All patterns in output are contracted by factor
1/2, rotated over π/2 radians clockwise and displaced by (0, 0, 0.2). This example
demonstrate the generalization ability of considered network in interpretation of
object motion in 3D space.

Example 2. In this experiment the network is trained for input-output mapping
over a straight line for similarity transformation (scaling factor 1/2) only. The
generalization ability of such trained network is tested over cylinder containing
202 data points. The transformation result in Figures 2(a) shows the excellent
generalization with proposed methodology.

Example 3. A neural network based on 3D vector-valued neurons has been
trained with line for the composition of scaling and translation. Figure 2(b)
presents the generalization ability of this trained network. There are 451 test
data points on cylinder. All points in 3D are contracted by factor 1/2 and dis-
placed by (0, 0, 0.2). Results bring out the fact that given neural network is able
to learn and generalize 3D motion.
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(a) (b)

Fig. 2. (a)Similarity Transformation in 3-D; (b)Scaling and Translation in 3-D space

4 3D Face Recognition for Biometric Application

Recent developments in computer technology and call for better security applica-
tions have brought biometrics into focus. The signature, handwriting, fingerprint
have a long history. More recently voice, retinal scan, iris scan and face informa-
tion are considered for biometrics. When deploying a biometrics based system,
we consider its accuracy, cost, ease of use, whether it allows integration with
other systems and the ethical consequences of its use.

4.1 Related Work

Biometrics can be defined as the automated use of physiological (face, finger
prints, periocular, iris, Oculomotor plant characteristic and DNA) and behav-
ioral (signature and typing rhythms) characteristics for verifying the identity of
living person. The physiological features are often non-alterable except severe
injury, while behavioral features may fluctuate due to stress, fatigue or illness.
Face recognition is one of the few biometric methods that possess the merits
of both high accuracy and low intrusiveness. It is also one of the most accept-
able biometrics because a human face is always bare and often used in their
visual interactions. It is a potential identify of a person without document for
identification.

In early methods for 3D face recognition curvatures and surface features, kept
in a cylindrical co-ordinate system, were used. Moreno et al. found that curvature
and line features perform better than area features [4]. Point cloud is the most
primitive 3D representation for faces and Housdroff distance has been used for
matching the point clouds in [7]. The base mesh is also used for alignment
in [5], where features are extracted from around landmark points and nearest
neighbor after that PCA is used for recognition. In [8] the analysis-by-synthesis
approach that uses morphable model is detailed. The idea is to synthesize a
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(a) (b) (c)

(d) (e)

Fig. 3. Five faces of different persons considered in example 4

pose and illumination corrected image pair for recognition. Depth maps have
been used in 3D imaging applications [17]. The depth map construction consists
of selecting a view point and smoothing the sampled depth values. Most of the
work that uses 3D face data uses a combination of representations. The enriched
varieties of features, when combined with classifiers with different statistical
properties, produce more accurate and robust performance. As a result of fast
development in 3D imaging technology, there is strong need to address those
using high dimensional neural networks.

4.2 Normalization

3D linear transformation has been considered for normalization of 3D faces. Its
purpose is to align each face on a same scale and at same orientation. In order
to make the standard alignment for facial features, the origin is translated to
the nose tip. It is assumed that the scanned 3D face data are of front part
of face and almost straight (variation 40◦ − 50◦ allowed) and accordingly it is
translated. Logically nose tip is the peak of a face and hence can have maximum
Z-coordinate value. Therefore, the Z coordinate on 3D face data is searched and
their corresponding X,Y coordinates. Once the nose tip is identified, one can
search in the y direction to determine the nose dip. Both nose tip and nose dip
must lie on the same line. The scaling of all the faces has been done by taking
distance between the nose tip and nose dip along y-axis and nose tip as the
origin of the coordinate system.
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4.3 Simulation Results

This paper focuses on 3D pattern classification using neural network. Our method
has successfully performed recognition irrespective of variability in head pose, di-
rection and facial expressions. We present here two illustrative examples to show
how a neural network based on 3D real-valued neurons can be used to learn and
recognize point cloud data of 3D faces. A 1-2-1 network of vector-valued neurons
was used in following two experiments. The proposed pattern classifier structure
involves the estimation of learning parameters (weights) which are stored for
future testing. It is more compact and can be easily communicated to humans
than learned rules.

Example 4. The 3D vector-valued neural network was trained by a face (figure
3(a)) from first set of face data (figure 3). This face data contains five faces of
different persons, where each face contains 6397 data points. Table -1 presents
the testing error yielded by trained network for all five faces (figure 3). The
testing error for four other faces is much higher in comparison to the face which
is used in training. Thus, trained network recognize the face which is taken in
training and reject four faces of other persons. Results bring out the fact that
this methodology is able to learn and classify the 3D faces correctly.

Example 5. In this example, the considered network was trained by first face
(figure 4(a)) from the face set (figure 4). This face set contains five faces of same
person with different orientation and poses. Each face contains 4663 data points.
Table -2 presents the testing error yielded by trained network for all five faces
(figure 4). The testing error for four other faces is also minimum and compara-
ble to the face, which is used for training. Thus, trained network recognize all
faces of same person. Thus considered methodology has successfully performed
recognition irrespective of variability in head pose and orientation.

Table 1. Comparison of testing error of face set (figure 3)

MSE Training (Target error) = 5.0e-05

Test Face 3(a) 3(b) 3(c) 3(d) 3(e)

Test Error 7.79e-05 9.34e-01 2.02e-00 5.73e-02 2.61e-01

Table 2. Comparison of testing error of second face set (figure 4)

MSE Training (Target error) = 1.0e-04

Test Face 4(a) 4(b) 4(c) 4(d) 4(e)

Test Error (MSE) 3.11e-04 6.10e-03 4.90e-03 6.21e-04 7.32e-04
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(a) (b) (c)

(d) (e)

Fig. 4. Five faces of same person with different orientation and poses, Example 5

5 Inferences and Discussion

This paper presents the high dimensional engineering applications of neural net-
works. The generalization of 3D motion depicts that 3D vector valued network
maintains the amplitude as well as phase information of each point in space dur-
ing learning of 3D motion. In contrast conventional real-valued neural network
administers 1D motion of signals; hence such 3D motion can not be learn and
generalized by them. In the last few years more and more 2D face recognition
algorithms are improved and tested. However, 3D models hold more surface in-
formation of the object that can be used for better face recognition or subject
discrimination. The 3D information needs to be preprocessed after acquisition.
This includes removal of artifacts, patching of holes, aligning of faces either by
their center of mass or nose tip. The normalization and recognition of 3D face is
presented in the paper. The work presented in this paper is basic and fundamen-
tal, but this give a direction to researchers to develop an efficient, fault tolerant,
noise prone face recognition system with high dimensional neural network.
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Juan M. Carrillo-de-Gea1, and Ambrosio Toval1

1 Faculty of Computer Science, Regional Campus of International Excellence
“Campus Mare Nostrum”, University of Murcia, Murcia, Spain

2 Faculty of Engineering and Computing, University of Coventry, UK
chrisina.draganova@gmail.com, absanchezg@hotmail.com,

{aleman,jmcdg1,atoval}@um.es

Abstract. This paper presents a neural network-based intelligent data
analysis for knowledge clustering in an undergraduate nursing course.
A MCQ (Multiple Choice Question) test was performed to evaluate
medical-surgical nursing knowledge in a second-year course. A total of
23 pattern groups were created from the answers of 208 students. Data
collected were used to provide customized feedback which guide students
towards a greater understanding of particular concepts. The pattern
groupings can be integrated with an on-line (MCQ) system for train-
ing purposes.

Keywords: Neural network, clustering, nursing education.

1 Introduction

Multiple Choice Questions (MCQs) are an usual evaluation method to capture
the performance of students. When students attempt such questions, invaluable
data for understanding their learning process concerning a defined topic is gen-
erated. This simple depiction of their knowledge is normally lost. However, this
data can be captured and automatically analyzed by a neural network. Then,
lecturers are provided with groups of answers generated by the neural network,
thus procuring a picture of their students’ knowledge. Tutors can identify which
concepts have been mastered and which have not been understood. This infor-
mation can be used to create customized feedback for students. This feedback
should not be confined to any particular question. In contrast, it should be ob-
tained according to a set of common incorrect answers from the students to a
set of questions on the given topic, in such a way that the learner is encouraged
to think through the questions to resolve misconceptions and to gain insights
independently. The time taken to create the feedback is well spent, because the
feedback can be made available to any students.

This paper presents a generic method for intelligent analysis and grouping of
student answers that is applicable to any area of study. It builds on previous
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work of applying neural network based approach to the analysis of MCQs com-
puter science tests [1]. The paper is structured as follows: after this introduction,
Section 2 justifies the importance of this research by reviewing the related litera-
ture. Section 3 briefly describe the Snap-Drift Neural Network (SDNN), a neural
network that supports the intelligent analysis and grouping of student answers
to present diagnostic feedback. Section 4 presents the procedure followed to col-
lect data from 208 nursing students in a medical-surgical nursing course. Section
5 discusses the results obtained. Finally, Section 6 draws some conclusions and
outlines future work.

2 Literature Review

2.1 Learning Intelligent Analysis

Educational data mining is a newer sub-field of data mining which can provide
insight into the behavior of lecturers, students, managers, and other educational
staff and can be used to take better decisions about their educational activities
[2]. Verdú et al. [3] propose a fuzzy expert system that uses a genetic algorithm
in order to automatically estimate the difficulty of questions to be presented to
students according to the students knowledge level. The system is successfully
validated in a competitive learning system called QUESTOURnament, which is
a tool integrated into the elearning platform Moodle.

Aparicio et al. [4] describes an Intelligent Information Access system which
automatically detects significant concepts available within a given clinical case.
This system allows students to gain understanding of the concepts by providing
direct access to enriched related information from Medlineplus, Freebase, and
PubMed. A trial was run with volunteer students from a second year under-
graduate Medicine course. Two groups were formed: one group consisted of 26
learners who could freely seek information on the Internet, while the other group
with 34 students was allowed to search for information using the developed tool.
All students were provided with a clinical case history and a multiple choice test
with medical questions relevant to the case. The results were slightly better in
the experimental group, but were not statistically significant.

Zafra et al. [5] propose a more suitable and optimized representation based
on multiple instance learning (MIL) in the context of virtual learning systems.
The new representation is adapted to available information of each student and
course, thus eliminating the missing values that make difficult to find efficient
solutions when traditional supervised learning is used. The two learning frame-
works, traditional and MIL representation, were compared using data from seven
e-Learning courses with a total of 419 registered students. Significant statistically
differences were found between the accuracy values obtained by different algo-
rithms using MIL representation as compared to traditional supervised learning
representation with single instance. Therefore, results showed that representation
based on MIL is more effective than that of classical representation to predict
student performance.
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2.2 Learning Using MCQ

A number of advantages can be found in the use of MCQs [6], [7], [8], [9]: rapid
feedback, automatic evaluation, perceived objectivity, easily-computed statisti-
cal analysis of test results, and the re-use of questions from databases as re-
quired, thus saving time for instructors. Moreover, MCQs are also known [10]
by their ability for testing large numbers of students in a short time. MCQs
have nonetheless been criticized [11], [12], [13], [14]: significant effort is required
to construct MCQs, they only assess knowledge and recall, and are unable to
test literacy, creativity and the synthesis and evaluation levels in the cognitive
domain of Bloom’s Taxonomy. However, some nurse-educators [15] [16] suggest
that higher cognitive domains such as critical thinking skills can also be assessed
with MCQs.

Although it can appear to be a simple task, evaluation of learning with MCQ
formats are prone to construction errors [17]. Some studies [18] are found in
the nursing literature claiming that MCQs can fulfill the criteria for effective
assessment suggested by Quinn [19]: practicality, reliability, validity, and dis-
crimination. However, significant effort is required in preparation to produce
reliable and valid examination tools. Farley [20] estimates that it requires one
hour to write a good MCQ. MCQs should be short, understandable and dis-
criminating, with a correct grammar. They should avoid negative terms, over
complicated or trick questions and ambiguity [21].

Our proposal aims at obtaining students groups (states of knowledge) by a
neural network to prepare specific feedback which addresses misconceptions and
guides students towards a greater understanding of particular concepts. To the
best of the authors’ knowledge, no other studies related to MCQs and formative
evaluation have employed any similar form of intelligent analysis of the students’
answers in the nursing field.

3 Clustering System

In this section, a clustering system based on SDNN to classify the students’ an-
swers and to gain insights into the students’ learning needs is proposed. SDNN
provides an efficient means of discovering a relatively small and therefore man-
ageable number of groups of similar answers [1].

3.1 Snap-Drift Neural Networks (SDNN)

Neural networks-based clustering is based on an unsupervised type of learning
used to separate a finite unlabeled data set into a finite and discrete set of
“natural,” hidden data structures [22]. Some of the most prominent neural net-
work based clustering algorithms are the Self-Organising Map (SOM) [23] and
the Adaptive Resonance Theory (ART) [24]. The Snap-Drift Neural Network
(SDNN) is an unsupervised modal algorithm able to adapt rapidly by taking
advantage of the complementary nature of each mode of learning (snap and
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drift) [25], [26]. The snap mode is based on the ART [24], while the drift mode
is based on the learning vector quantization (LVQ) [23]. With the snap mode
the neural network model learns the common features to all the patterns in the
group, giving a high probability of rapid (in terms of epochs) convergence while
the drift mode ensures that average generalised features are learnt and included
in the final groupings [26].

Snap-drift is a modal learning approach [25] [26]. The SDNN switches the
learning of the weights between two modes: “snap” which gives the angle of the
minimum values (on all dimensions) and “drift” which gives the average angle of
the patterns grouped under the neuron. Snapping ensures learning of a feature
common to all the patterns in the group, while drifting tilts the weight vector
towards the centroid angle of the group and ensures that an average, generalised
feature is included in the final weight vector. The SDNN architecture has an
input, hidden and output layers. The output winning neurons from the hidden
layer act as input data to the output or so called selection layer. This layer is
also subject to the snap-drift learning and has an activation threshold to ensure
if a good match to an existing neuron is not found a new neuron is recruited,
so the progress of learning determines the number of output groups. Detailed
description of the snap-drift algorithm could be found for example in [25] [26].

3.2 Training the Neural Network

Before the neural network is endowed with capabilities for classifying, the SDNN
must be trained with the students’ responses to questions on a particular topic
in a course. Each of the possible responses from the students is encoded into
binary form, in preparation for presentation as input patterns for SDNN, as
shown in Table 1. The training phase begins with the presentation of each input
pattern corresponding to students’ responses. The SDNN will learn to group the
input patterns according to their general features. The groups are recorded, and
represent different states of knowledge regarding a given topic, inasmuch as they
contain the same incorrect and/or correct answers to the questions. The groups
are sent to instructors in the form of templates of student responses.

The number of responses required to train the system so that it can generate
the states of knowledge depends on having representative training data of the
study domain. When SDNN is still creating new groups from new responses,
more training data is required, because those new responses are different to
previous responses. Therefore, the number of groups formed and the training of
the system rely on the variation in student responses.

Table 1. Examples of input patterns for questions with five possible answers and two
encoded responses

Codification a - 00001; b - 00010 ; c - 00100; d - 01000 ; e - 10000

Response Encoded response

[e, b, a, c] [0,0,0,0,1,0,0,0,1,0,0,0,0,0,1,0,0,1,0,0]

[b, e, d, c, a] [0,0,0,1,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,0,1]
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4 Case Study

This section provides detailed information on the procedure followed to design
and conduct an experiment to study the application of SDNN-based clustering
in a nursing course.

4.1 Participants

SDNN has been used in a medical-surgical nursing course at the Catholic Uni-
versity of San Antonio. Clinical Nursing I (CN) is a second-year course which
focuses on the processes to be the cause of illness, the pathophysiology of di-
verse health disorders and the nursing care to individuals with medical-surgical
problems. Students attend 2 h/week of lectures in the first term and 14 hours of
clinical skills practice. This term takes place during a 15-week period. The as-
signments proposed in this course cover different subjects: routes of medication
administration, basic life support, wound care, drains, fluid balance, surgical in-
struments, central venous pressure measurement, surgical area behaviour, oxygen
therapy and arterial blood gas, intravenous catheter insertion and care, urethral
catheterization, enteral nutrition, breath sounds, and other related subjects.

4.2 Experiment

To investigate the effectiveness of SDNN, one experiment was designed and con-
ducted during the first term of the academic year 2011/12. In the experiment,
data was collected from 208 nursing students which performed one MCQ test at
the end of the term. Most participants (82.2%) were female, with a mean age
of 25.7 (SD: 7.36) years. A test consisting of ten five-choice questions related
to surgical-medical nursing was prepared. The experiment was completed in a
written exam session in which students were given 35 minutes time to take the
test. Negative marking was used to improve the discrimination ability of the
MCQ format. Table 2 shows one of the 10 questions used.

Table 2. Example of a MCQ

Diseases of the pleura:
- a. A patient with a dry pleurisy has high-grade fever
- b. Pleural effusion is a result of a chest trauma
- c. The smaller diameter tube available is used for the evacuation of a hemothorax in order to
avoid causing pain to the patient
- d. Pneumothorax can be classified into two major categories: traumatic and spontaneous
- e. The onset of pneumothorax is usually insidious and slow

Facility index to inform us on the percentage of students that answer a ques-
tion correctly was calculated for each question. Nine out of ten questions are be-
tween 25% and 75% which is generally considered as an acceptable range. Notice
that the easier items was include at the beginning of the test. The discrimination
index to attempt to differentiate the performance of one student from another
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Table 3. Students’ states of knowledge. FI: Facility index. DI: Discrimination index.

Question q1 q2 q3 q4 q5 q6 q7 q8 q9 q10
FI 84% 29% 37% 70% 24% 55% 74% 71% 74% 52%
DI 0,35 0,21 0,39 0,41 0,41 0,33 0,39 0,50 0,46 0,55

Group Size q1 q2 q3 q4 q5 q6 q7 q8 q9 q10

1 32 c d/n b/e/n c/n * d/n b d e *
3 7 c/d d/n * c * d b n * *
4 6 c n n c n n/d b n n d
5 1 n a b e n b b n e b
6 1 d d/n c b n e n n d d
7 1 a d b d d b n n d d
8 68 c e * c * d b d e d/n
9 6 c e * c * n b/e * e n
12 14 c * * b * * b d e *
13 3 c * * b * * b * * *
16 1 b n e c a d e d e d
17 6 c e * * * n e d e d
18 2 * e * d n * b d e *
19 3 c e b n e n b e * d/n
20 1 c d c n b d b d c d
22 9 c d/n b c * * * d * *
23 2 c * n * e * b * e *
25 13 c e * * * d * d/n e *
26 14 c/n d * * e d/n * * e d/n
27 5 d e b c * d b d * n
28 2 * e * * * d * * e n
29 9 d e * c * d/n b d e *
30 2 c e * c * * e n * n
31 (right) 2 c d b c c d b d e d

was also obtained [19]. Nine out of ten questions achieved a discrimination in-
dex at 0.3 or above. Only question 3 obtained a discrimination index of 0.21,
which shows that less knowledgeable students are getting more correct answers
for question 2 than the more knowledgeable ones. It may indicate that the item
was ambiguous.

The students’ answers were used for training the SDNN. The neural network
created a total of 23 pattern groups with five outlier groups (of size 1). The
average group size is 9. Two groups (68 and 32) are particularly large, represent-
ing very common responses. These large groups include four or more questions
which are given the same answer by the members of the group. Table 3 shows all
the groups obtained by the SDNN. Let us take, for instance, group 3. All of its
members chose the answer c to question 4, d to question 6, b to question 7, and
no answer to question 8. The answers to the remaining questions vary within
the group. All the students of this group answered c or d to question 1, d or no
answer to question 2, and disparate answers to questions 3, 5, 9 and 10 (symbol
*). Hence, the educator can easily spot the common mistakes in the groups of
the student answers highlighted by the tool. Notice that each group is produced
by the neural network on grounds of the commonality between the answers to
some of the questions (to four of them in our example). In this experiment, with
a 10-question test, the groups had between 3 and 10 answers in common.

The groups represent the behavior of students in terms of the states of knowl-
edge produced by SDNN in the test carried out. For example, a student who
receives feedback on state 23 (three correct answers), should progress via one
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Fig. 1. Dendrogram of a hierarchical cluster analysis

of the states in the next layer, such as state 1 (four correct answers), then
state 8 (six correct answers), before reaching the “state of perfect knowledge”
(state 31) which represents correct answers to all questions. In this example,
students in state 1 do not understand concepts such as anamnesis or procedures
such as pulmonary angiography, and are not able to raise key questions to ob-
tain information useful in formulating a diagnosis and providing medical care
to a patient with cough. Moreover, these students have difficulties in identifying
breath sounds. In contrast, students in state 8 do know and understand how to
perform a pulmonary angiography.

Finally, clustering was also applied to form groups of questions which were
answered similarly (correctly or incorrectly) by the students. Figure 1 illustrates
the similarity of the questions according to the answers of the students. For
example, students who understood how to manage acute asthma (question 9)
also were able to identify symptoms of dyspnea (question 1), and vice versa.

5 Discussion

The student response groups can help instructors identify misunderstood con-
cepts, conceptual relations and understand the progress of the students. Instruc-
tors can prepare appropriate materials such as references to material that the
student needs to read and feedback giving hints, which will be provided in sub-
sequent face-to-face sessions. Then, the students have the opportunity to reflect
on their answers and do some further reading. Notice that the student should
not be told exactly which answer(s) is/are wrong because that would not en-
courage reflection and cognition. An example of feedback is provided in Table 4
and Figure 2.
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Table 4. Example of feedback

Diseases of the pleura:
- Dry pleurisy is a pleurisy characterized by a fibrinous exudation, resulting in adhesion between
the opposing surfaces of the pleura. Its main symptom is pain.
- Pleural effusion is an accumulation of fluid in the pleural space. It is secondary to other diseases
(tuberculosis, pneumonia, heart failure, neoplasm)
- Pneumothorax is an accumulation of air in the pleural space. Pneumothorax is a result of a
trauma to the chest wall or can occurs without an apparent cause (spontaneous).
- Hemothorax is an accumulation of blood in the pleural cavity. Blood can be drained by inserting
a large diameter chest tube to avoid the potential for clogging.

Fig. 2. Image illustrating a right sided pleural effusion as seen on an upright chest
X-ray

On the other hand, the clustering of questions allows instructors to identify
questions which may require mutually related knowledge. These relationships
can help instructor to pinpoint collective students’ misconceptions more easily
and give more tailored feedback. Concept maps can be automatically created to
show these relationships among concepts, to examine dependence relationships,
and to organize and represent the student’s knowledge. Question similarity it
may also indicate that the questions measure the same or similar knowledge so
they should be reformulated.

5.1 Limitations of the Study

The multiple-choice examination has been criticized for being artificial and not
reflective of real life clinical situations. Authors argue, that while MCQs may
have content validity, doubts can be raised about their predictive and discrimina-
tive value. However, this can be extended to any classroom assessment method
to discriminate or predict performance in the clinical real life situation [27].
Therefore, MCQ-based intelligent assessment should be combined with other
assessment methods to achieve an educational strategy which provide an accu-
rate and comprehensive evaluation of student clinical practice performance. On
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the other hand, although negative marking may cause significant stress for stu-
dents, it was used for ranking with a more normal distribution and therefore the
absolute levels of marks reflects the true performance of the class better [10].

6 Conclusions and Future Work

In this paper, a knowledge clustering using a snap-drift neural network in a course
on medical-surgical nursing has been described. The most innovative aspect of
the proposal is the use of a intelligent analysis to discover groups of students of
similar answers which represent different states of knowledge of nursing students,
and groups of questions similarly answered by all of the students representing
knowledge related. Feedback texts targeting the level of knowledge of individuals
can be associated with each of the pattern groupings, taking into account the
conceptual relations identified, to address misconceptions that may have caused
the incorrect answers common to that pattern group. These data can be recorded
in a database so that a tool can guide students towards a greater understanding
of particular concepts, and instructors can monitor the learning progress of stu-
dents. New student responses can be used to retrain the neural network. In the
event that new refined groupings are created, they can be used by the educator
to improve the feedback. Once designed, MCQs and feedbacks can be reused for
subsequent cohorts of students.
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Abstract. In this paper,we presented a new stability concept for neu-
ral networks: almost stability. The necessary and sufficient conditions
of almost stability of the Hopfield-type neural networks were proposed.
Examples were also given to our conditions.
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1 Introduction

In applications of neural networks either as associative memories or as opti-
mization solvers, stability of network is prerequisite. When neural networks are
employed as associative memories, the equilibrium points represent the stored
patterns, and, the stability of each equilibrium point means that each stored
pattern can be retrieved even in the presence of noise. While when employed as
an optimization solver, the equilibrium points of neural networks correspond to
possible optimal solutions, and the stability of networks then ensures the con-
vergence to optimal solutions. At the same time, stability of neural networks
is fundamental for network designs, an unstable network system will be use-
less in practice. Due to these, stability analysis of neural networks has received
extensive attentions in recent past years (see, e.g., [1–4]).

In the sense of Lyapunov’s stability, an equilibrium point x∗ of dynamical
system is said to be stable if for any open ball centered at x∗ there exists a
neighborhood of x∗ from which every trajectory will not escape from the ball,
and moreover, x∗ is said to be asymptotically stable if it is stable and attracts all
points of some neighborhood of x∗. It is worth to note that, in these definitions,
the “all” is required: either all trajectories initiated from some neighborhood are
restricted in any given ball, or all points of some neighborhood are attracted.
From the viewpoint of application, the “all” requirement is sometime unneces-
sary. In fact, in some practical neural networks, it is enough that there exist
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‘sufficiently many’ trajectories restricted in any given ball, or/and ‘sufficiently
many’ points are attracted. For example, when neural networks are employed
as optimization solver, we only need to know which trajectories converge to the
equilibrium point. However, a natural question is how to evaluate or measure
the ‘sufficiently many’.

Set measure, such as Lebesgue measure, may be an existing candidate that
can be used to measure the ‘sufficiently many’. In the sense of Lebesgue mea-
sure, A. Rantzer investigated in 2001 the almost globally asymptotical stability
of nonlinear dynamical systems [5]. In his surprising research, a novel notion
named density function is introduced, which can be considered as a dual part of
Lyapunov function. In the later several years, many researchers applied Rantzer’s
‘dual theory’ to optimal control to construct or seek controller (see, e.g., [6]). In
2008, Umesh Vaidya and Prashant G. Mehta [7] established a complete theory
on almost stability for discrete dynamical system. In 2009, Pablo Monzón and
Rafael Potrje [8] investigated the local Lyaponov’s stability implication of almost
global stability and gave several examples from which one can clearly separate
the Lyapunov’s stability from almost stability.

In this paper, we investigate the almost stability of Hopfield-type neural net-
works:

dxi(t)

dt
= −aixi(t) +

n∑
j=1

wijgj(xj(t)) + Ii, i = 1, 2, · · · , n (1)

where xi(t) are the neural states, ai the positive time constants, wij the weights
between neurons i and j, gi the transfer functions, and Ii the external inputs.

The outline of this paper is as follows. In section 2, preliminaries and notations
of almost stability of the nonlinear systems are reviewed. In section 3, Applying
Rantzer’s dual theory to the networks, necessary conditions and sufficient condi-
tions are obtained for network dynamic to be almost globally stable. Moreover,
in section 4, some examples are presented to demonstrate the condition given in
the main proposition.

2 Preliminaries and Notation

Consider the nonlinear dynamical system in R
n:

z′(t) = F (z(t)), t ≥ 0 (2)

where F satisfies the existence and uniqueness conditions of solutions. In the
following, we assume that z∗ is an equilibrium point of (2), and denote z(z0, t)
by the solution initiated at z0. Moreover, we denote B(z, r) by the closed ball
of radius r centered at z (i.e., B(z, r) = {z ∈ R

n, ‖z − z0‖ ≤ r, r > 0}), and the
space of measures on R

n by M(Rn). Then, following Rantzer A [5] and Umesh
Vaidya and Prashant G. Mehta [7], we have definitions as follows.

Definition 1. The equilibrium point z∗ of system (2) is siad to be almost stable
with respect to a measure μ ∈ M(Rn) if for each ε > 0 there exists a δ > 0 such
that μ{z0 : ‖z0 − z∗‖ < δ, ‖z(z0, t)− z∗‖ ≥ ε} = 0 for all t ≥ 0.
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Definition 2. [5, 7] The equilibrium point z∗ of system(2) is said to be almost
asymptotically stable with respect to measure μ ∈ M(Rn) if z∗ is almost stable
with respect to μ and there exists an open set G̃ ⊂ R

n including z∗ such that
μ{z0 ∈ G̃ : limt→+∞ z(z0, t) �= z∗} = 0. Furthermore, z∗ is globally stable with
respect to μ if G̃ = R

n.

To the authors’ knowledge, the first result on almost asymptotic stability is due
to Rantzer A.

Lemma 1. [5] Assume that F ∈ C1(Rn,Rn) and F (0) = 0. If there exists a
non-negative function ρ ∈ C1(Rn\{0}, R) such that

(1) the function z �→ ρ(z)F (z)/|z| is integrable on {z ∈ R
n, |z| ≥ 1}, and

(2) ∇· (ρF )(z)) > 0 for almost all z ∈ R
n in the sense of Lebesgue’s measure,

where ∇· represents the diversion operator, then the equilibrium point z∗ = 0 is
almost globally stable.

In this paper we apply the above result to analysis of the almost stability of
neural network (1). So, we need to transfer the networks into the form of (2).
Let x∗ = (x∗

1, x
∗
2, · · · , x∗

n)
T ∈ R

n be an equilibrium point of network (1), that is,
x∗
i solves the following equations

aix
∗
i =

n∑
j=1

wijgj(x
∗
j ) + Ii, i = 1, 2, · · · , n. (3)

Make the variable transformation zi(t) = xi(t) − x∗
i in the equations (1), and

introduce the following notations:

z = (z1, z2, · · · , zn)T ,
fi(zi(t)) = gi(zi(t) + x∗

i )− gi(x
∗
i ),

A = diag(a1, a2, · · · , an),
W = (wij)n×n,

f(z) = (f1(z1), f2(z2), · · · , fn(zn))T .

Then, the network (1) is equivalently transformed into the compact form

z′(t) = −Az(t) +Wf(z(t)), (4)

which can be further casted into the class of systems as (2) with F (z) = −Az+
Wf(z).

In the present investigation, we do not put additional assumption on the
network parameters except the following traditional requirement on the transfer
functions gi:

(H) For each i = 1, 2, · · · , n, gi is Lipschitz continuous and monotonous in-
creasing, that is, there is a constant νi such that, for all ξ1 and ξ2,

0 ≤ (gi(ξ1)− gi(ξ2))(ξ1 − ξ2) ≤ νi(ξ1 − ξ2)
2, (5)
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or equivalently, for each i = 1, 2, · · · , n,
0 ≤ sfi(s) ≤ νis

2, ∀s ∈ R. (6)

By the qualitative theorem of ordinary differential equation, the assumption (H)
can sufficiently assure the existence and uniqueness of solutions of the network
system (1).

3 Almost Stability Analysis

In this section, under the existence assumption of the equilibrium of the network
we considered, we focus on the analysis of its almost stability. In fact, one can
find most research on the existence of equilibrium.

The next theorem proposed a method to construct a density function of such
hopfield neural networks as(4). By constructing density function, the “sufficiently
many” is described.

Theorem 1. If f(z) is locally Lipschitzian in R
n, ‖f(z)‖ ≤ N‖z‖(here, N is a

positive constant) and there exists a positive number α such that
(
z(t)TPz(t)

)−α

is integrable at infinity and μ{z : Q(z) ≤ 0} = 0, then the equilibrium z = 0 of
network(4) is almost globally stable with respect to measure μ, where

Q(z) = h(z)P + PA+ATP − PWG(z)−G(z)TWTP,

P > 0 is a positive definite matrix, G(z) = diag( f1(z1)z1
, f2(z2)

z2
, ..., fn(zn)

zn
), zi �=

0(i = 1, 2, · · · , n), and h(z) = α−1
n∑

i=1

(−ai + wiif
′
i(zi)) when fi is differentiable

at zi.

Proof. Let F (z(t)) = −Az(t) + Wf(z(t)). Since g(z) is Lipschitzian by (5),
g(z) is differentiable almost everywhere(a.e.) in R

n, and naturally f(z) is differ-
entiable a.e. in R

n. We choose the density function ρ in Lemma1 as ρ(z(t)) =(
z(t)TPz(t)

)−α
, then we have

� · (ρF )(z(t))

= (�ρ · F )(z(t)) + (ρ� ·F )(z(t))

= αρ
α+1
α (z(t))

(
α−1ρ−

1
α divF (z(t)−�ρ−

1
α · F (z(t))

)

= αρ
α+1
α (z(t))

(
α−1divF (z(t))(z(t)TPz(t)− 2z(t)TP

(
−Az(t) +Wf(z(t))

))

= αρ
α+1
α (z(t))zT (t)

(
h(z)P + PA+ATP − PWG(z)−G(z)TWTP

)
z(t)

= α
(
z(t)TPz(t)

)−(α+1)
zT (t)Q(z(t))z(t)

By Lemma1, when

μ{z : (Q(z)) ≤ 0} = 0, (7)

the equilibrium point z = 0 of network(4) is almost globally stable.
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Remark 1. (i)Q(z) in (7) is an almost positive definite matrix with size n × n.
This kind of matrix does exist, for example,

Q(z) =

(
x2 − xy
xy 1

)
, z =

(
x
y

)
∈ R

2

is an almost positive definite matrix as det(Q(z)) = 0 if and only if x = 0 and
μ{z ∈ R

2 : det(Q(z)) = 0} = 0.
(ii)The almost positive definite is not difficult to judge. In fact, methods to

judge positive definite matrix are also suitable here.

Following Monzon’s work([8]), the stability information of neural network(4) can
be divided into the following three conditions by the sign of h(0).

Theorem 2. If f(z(t)) ∈ C1(Rn,Rn), and h(z), Q(z) are similar to Theorem
1, then the stability information of z = 0 in (4) can be divided into such three
situations:
(i)when h(0) > 0, z = 0 is not almost globally stable, even not locally stable.
(ii)when h(0) < 0,and there exists Q(z) satisfying Theorem1, z = 0 is locally
asymptotically stable. Furthermore, if h(z) ≤ 0 and h(z) = 0 only if z = 0, then
z = 0 is globally asymptotically stable.
(iii)when μ{z,Q(z) ≤ 0} = 0 and {z,Q(z) ≤ 0} �= ∅ , then h(0) = 0 and z = 0
is almost globally stable but not asymptotically stable.

Proof. (i)Suppose that h(0) > 0, then the Jacob matrix ∂F
∂z (0) at least has one

positive eigenvalue, so the stable manifold on z = 0 is of a dimension less than n
and μ{z0 : lim

t→∞ z(z0, t) = 0} = 0, i.e., the equilibrium cannot be almost globally

stable.
(ii)when h(0) < 0, and there exists Q(z) satisfying Theorem1, we can choose

Lyapunov function as V (z) = zTPz and an open ball U(z) = {z ∈ R
n : ||z|| <

δ, δ > 0}, then by Lyapunov stability theorem, z = 0 is locally asymptotically
stable and U(z) is the attaction basin of the equilibrium z = 0.

(iii)by the Definition 2 and Theorem 1, the conclusion holds obviously.

From the condition (6), we have an important information of this neural network,
that is, 0 ≤ f ′

i(0) ≤ νi, i = 1, 2, ..., n, so the following conclusion could be easily
derived.

Corollary 1. If f(z) ∈ C1(Rn, Rn) and minni=1 wii = b > 0, ∃f ′
k(0) �= 0, 0 ≤

k ≤ n such that bf ′
k(0) >

n∑
i=1

ai, then

μ{z0 : limt→∞z(z0, t) = 0} = 0

that is, it’s impossible for the equilibrium of neural network (4) to be almost
globally stable.
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4 Examples

In order to verify the theoretical assertions, we propose the following examples.

Example 1. Consider the following system

x′(t) = −x(t) + arctan(x(t)). (8)

Here we have A = 1,W = 1,and let P = 1, α ≥ 1.5, x �= 0,

Q(x) = −α−1x2

1 + x2
+

2(x− arctan(x))

x
> 0

then by Theorem1, system(8)is an almost globally stable system with h(0) = 0.

Furthermore, since h(x) = − x2

1+x2 ≤ 0, and h(x) = 0 only if x = 0, system(8)is
globally asymptotically stable.

Example 2. Consider the networks

dzi(t)

dt
= −zi(t) +

4∑
j=1

wijf(zj(t)), i = 1, 2, 3, 4 (9)

where f(z) = 1−e−cz

1+e−cz · 1+kec
′(z−h)

1+ec′(z−h) , c, c
′, h > 0, k < 0,

W =

⎛
⎜⎜⎝

−0.5 − 0.2 0.95 0.8
2 3 0.1 1.2
0.6 0.4 0.2 0.1

−0.9 − 0.4 0.15 − 0.7

⎞
⎟⎟⎠ . F (z) = −diag(1, 1, 1, 1)(z1, z2, z3, z4)

T +

W (f(z1), f(z2), f(z3), f(z4))
T , so by simply calculating,

divF (z) = −4 +
∑4

i=1 wii

2ce−czi+2c(k+1)e(c
′−c)zi−c′h+2cke(2c

′−c)zi−2c′h+(k−1)c′ec
′(zi−h)−(k−1)c′e(c

′−2c)zi−c′h

(1+e−czi )2(1+ec
′(zi−h))2

.

By (i) of Theorem2 we know when c[1 + (k + 1)e−c′h + ke−2c′h]
∑4

i=1 wii =

2c[1 + (k + 1)e−c′h + ke−2c′h] > 2, i.e.,c[1 + (k + 1)e−c′h + ke−2c′h] > 1, the
system will never be almost globally stable. Especially, let c = c′, k = −1 and
c0 is the value such that c0 − c0e

−2c0h − 1 = 0, then by (i) of Theorem2when
c > c0, the system will never be almost globally stable.

Example 3. Consider the network

(
x′
1(t)

x′
2(t)

)
=

(−1 0
0 − 1

4

)(
x1(t)
x2(t)

)
+

(
3 − 2

− 9
4 5

)(
f(x1(t))
f(x2(t))

)

where f(x) = 1−e−x

1+e−x . Because f ′(0) = 1
2 , b = 3, a1 + a2 = 5

4 , bf
′(0) > a1 + a2, by

Corollary1, the equilibrium x = 0 can’t be almost globally stable.
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5 Conclusion

In this paper, the Hopfield-type neural networks has been analyzed. Lebesgue
measure is used to evaluate the ‘enough’ many in the condition of almost sta-
bility. When the complete of stable set of the considered equilibrium has zero
measure in Rn, this equilibrium is said to be almost globally stable with respect
to this measure. Necessary conditions and sufficient conditions of almost globally
stability are derived. Examples are presented to test the conditions.

Since most of the practical neural networks have time delay, we’ll try to ap-
ply this ‘dual’ idea to time-delayed hopfeild-type neural network and Cohen-
Grossberg neural networks in the future research.

Acknowledgments. The author would like to express her gratitude to the
referee for his very helpful and detailed comments.
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Abstract. Studies show that dementia is highly age-associated. Early diagnosis 
can help patient to receive timely treatment and slow down the deterioration. 
This paper proposed a hierarchical double layer structure with multi-machine 
learning algorithms for early stage dementia diagnosis. Fuzzy cognitive map 
(FCM) and probability neural networks (PNNs) were adopted to give initial 
diagnosis at based-layer, and then Bayesian networks (BNs) was used to make a 
final diagnosis at top-layer. Diagnosis results, “proposed treatment” and “no 
treatment required” can be used to provide self-testing or secondary dementia 
diagnosis to medical institutions. To demonstrate the reliability of the proposed 
system, a clinical data provided by the Cheng Kung University Hospital was 
examined. The accuracy of this system was as high as 83%, which showed that 
the proposed system was reliable and flexible. 

Keywords: Dementia diagnosis, machine learning, probability neural networks, 
fuzzy cognitive map, Bayesian networks. 

1 Introduction 

Since the structure of the society is becoming aging, financial and social problems 
derived from the increasing number dementia patients are becoming more and more 
significant. Carrying issues have become one of the important problems in the future. 
Dementia is resulting in the decline of brain aging. It is an inevitable illness for an 
aging society. Its early symptoms are irreversible, and there is no cure to the illness 
while medication can only be used to delay its deterioration. If treated in the early 
stages of dementia, the better efficacy it is. Thus, early diagnosis for dementia has 
become an important issue. 

Current early stage dementia diagnosis relies on the results based on pathology 
characteristic or cognitive diagnosis test. Pathology characteristic can be detected by 
neuroimaging. Magnetic resonance imaging (MRI) was used to examine the change 
of neuron-structure in [1], [2]. The electroencephalography (EEG) was used to 
analyze event-related potentials (ERPs) and detected early stages of dementia in  
[3], [4].  
                                                           
*  Corresponding author.  
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Patel et al. combined both EEG and MRI imaging to better the accuracy to detect 
early stages of dementia [5]. However, those instruments are not adequate for 
detecting dementia because the cost of testing is very expensive, the testing process is 
too long and uncomfortable as they are invasive. 

Along with diagnosis method, good treatment has to be accurate and easy to 
perform. The advantages of using cognitive tests to diagnose early stage of dementia 
are fast and easy performance; yet in reality, it is difficult for paramedics to be in 
contact with patients and promote the tests because of general old people’s dislike for 
visiting hospitals. The mere access to perform tests is through untrained relatives who 
do not fully understand the scales. This has caused inaccuracy of test results. Machine 
learning algorithms provide a new solution to this problem. Through information 
technology, paramedics have better access to approach the patients’ life and can 
discover the abnormal cognitive in early stage. Furthermore, machine learning 
approaches can provide professional medical knowledge. The combination with 
online system can provide a high accuracy and easy used way of early stage dementia 
diagnosis. 

At present, there are many machine learning approaches used to detect dementia: 
Sun et al. adopted Bayesian networks to classify the dementia and solve problems of 
data loss [6]. Mazzocco and Hussain used logic regression model to improve the 
accuracy of Bayesian networks [7]. Support vector machine was used to classify three 
different cognitive test data in [8], while Sun et al. chose to use Bayesian belief 
networks to diagnose dementia [9]. Moreover, an online assessment tool [10] for 
patients and families to validate dementia was built by John Hopkins University. 
Patients will receive results and suggestions after taking the test. 

However dementia diagnosis involves evaluation of various cognitive abilities, 
which causes physicians have different interpretation about the test results. It is 
difficult to reach good accuracy with the use of only one machine learning algorithm. 
Therefore, how to combine different algorithms benefits and make a suitable decision 
is quite important. 

Different from above mentioned studies, this study proposed a hierarchical double 
layer structure system for early stage dementia detection. The goal of this system is 
try to combine different machine learning method’s benefits to give more reliable and 
accuracy diagnosis. The initial diagnosis was obtained through two based-layer 
approaches: fuzzy cognitive map (FCM) and probability neural networks (PNNs), and 
then Bayesian networks algorithm was adopted at top-layer to make the final 
diagnosis. Through this structure, diagnosis results are extensive and intuitional. The 
system also gives better performance than traditional interviews. 

2 Introduce of Cognitive Tests 

MMSE [11] is mainly used to detect dementia in Taiwan. It’s also one of the 
references for health insurance. The test includes: disorientation, attention, memory 
language, spoken language, understanding of spoken language, and construction. 
There are 30 questions in total. Each question is 1 point. That’s 30 points in total. 
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Although MMSE is widely used, its test results are easily influenced by education and 
cultural background. 

CASI [12] combines the commonly used Japanese Hasegawa dementia screen 
scale (HDSS), MMSE, and modified mini-mental state test (3Ms). It can be applied 
cross nationally. There have been English, Japanese, Chinese, Spanish, and 
Vietnamese versions. The test includes 25 questions of 6 cognitive aspects. There are 
100 points in total. The flow of this test is that it takes too long to take the test and it 
needs a trained person to hold the test. 

CERAD [13] is used in 16 hospitals in the USA to determine dementia. It includes 
two part, clinical performance and neuropsychological evaluation. Neuropsychological 
performance is commonly used on psychiatric patients. It improves the accuracy for 
detecting dementia. 

In this study, ten cognitive meters are select as system input features. Those 
features contain MMSE scores, CASI scores and eight scores of CERAD which are 
verbal fluency, object naming, visual ability, visual recognition, verbal registration, 
verbal recall, verbal recognition, and visual spatial ability. Please note that the total 
cognitive meters are ten features, and FCM and PNNs select different features from 
these ten features. 

3 Methodology 

This section will explain the hierarchical double layer structure as shown in Fig. 1. 
Ten attributes are combined as a vector and input to FCM and PNNs. Three diagnosis 
result: normal (NM), mild cognitive impairment (MCI), and Alzheimer’s disease 
(AD) will be diagnosis in both algorithms. According to the diagnosis result of FCM 
and PNNs, the final diagnosis (FD) result will be made by Bayesian networks. 

 

 

Fig. 1. The proposed double layer structures 
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3.1 Fuzzy Cognitive Map 

FCM [14] is derived from graph theory. Plus fuzzy cognitive information, FCM has 
expanded its application toward to disease diagnosis region. FCM is an unsupervised 
learning algorithm, which means it doesn’t need training procedure; therefore, it is 
suit to apply to online system. Inherited from graph theory, each node in FCM is 
regarded as a concept in the professional field denoted as A . Each links between 
nodes is represented as weight, denoted as w . The value of weight shows the 
relations between connected concepts, where ijw  denote the influence value form iA  

to jA . Through constructing all concepts as a relation map, FCM can interpretation 

the professional knowledge of the specific field. In this study the proposed dementia 
diagnosis FCM is shown in Fig. 2. The weight value is corresponding to initial weight 
listed in table. 1.  

To build a well-designed FCM, we have to visit the doctors to transform the 
doctor’s dementia diagnosis knowledge with fuzzy linguistic variable. Three concept 
membership functions: NM, MCI, and AD, three weight membership functions: 
influenced, probably influenced, and not influenced and three fuzzy rules listed 
followed are adopted to compute the initial conditions of FCM. 

1) If node A changes, then node B changes, and the inference to the degree of 
influence of C. Where A, B and C are linguistic variables. 

2) If there is a minor change in A, then there will be a minor change for node B. 
This suggests less influence between A and B. 

3) If there is a big change in node A, then there will be a big change for node B. 
This suggests bigger influence between node A and B. 

Once we transform the doctor knowledge as FCM initials values, the input cognitive 
meters vector can be inference through fuzzification, fuzzy inference and 
defuzzification. Additionally, Kannappan et al. proposed the training weights methods 
by using non-linear Hebbian learning algorithm and the combination with FCM. NHL 
adjusts with non-zero weights [15]. Its advantage is the weights aren’t decided in the 
beginning but change with time. This will improve the efficiency and flexibility of 
FCM. Once the FCM initial value is decided, NHL algorithm will update the weights 
and get new concept values. There won’t be a result until the concept value meets the 
convergence conditions. Its final output value and other cut-off scores will be 
compared and the diagnosis results will be there. The step of FCM and NHL 
algorithm are described as follow: 

1) Set the initial conditions of FCM which includes initial concept value )1( =k

iA  and 

initial weight values )1( =k

ijw . Where i is the concept number, k is the iteration 

number. Moreover, there are two initial parameters: the learning rate η =0.001，

and updating rate  =0.98. 
2) Repeat step 3~5 until it meets convergence. 
3) Update FCM concept value with (1), where denoted the updated concept value 

and f(x) is defined as (2). 
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4) Adopt NHL algorithm to update the weights with (3) and (4). 
5) We defined desired output concept (DOC) as the decision concept. With (5), if 

the continues DOC difference meets the stop conditions or less than the threshold 
value e=0.0001, then the procedures is stopped. 

The constrained DOC value represents the diagnosis result of FCM. At last, 0.9725 is 
the threshold of MCI and AD classes, and 0.9828 is the threshold of MCI and NM 
classes. 
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Fig. 2. The proposed dementia diagnosis FCM 
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Table 1. Proposed FCM initial weights 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 
C1 0 0 0 0 0 0 0.75 0.25 0.579 
C2 0 0 0.259 0.2 0 0.364 0.25 0.05 0.975 
C3 0 0.26 0 0.31 0 0.54 0.52 0.235 0.667 
C4 0 0 0.831 0 0 0 0.36 0.742 0.365 
C5 0 0 0 0 0 0 0.45 0.365 0.112 
C6 0 0.061 0.173 0 0 0 0.135 0.232 0.694 
C7 0 0 0 0 0 0 0 0.85 0.458 
C8 0 0 0 0 0 0 0.85 0 0.359 
C9 0 0 0 0 0 0 0 0 0 

3.2 Probability Neural Networks 

In 1990, Donald Specht introduced probabilistic neural networks, a solution to 
problem classification and it is a decision making neural networks that has the ability 
to learn [16]. Unlike back-propagation neural networks that need multiple iterations 
learning to reach convergence, probabilistic networks uses one-pass learning system 
and it has the advantage of short calculating time. In addition, the PNNs are based on 
the idea that the winner has the best probabilistic rates in the alternative networks. 
With such strong classification accuracy, it has made probabilistic neural networks a 
reliable tool for classification in the field of medication. 

The PNNs this study uses is shown as Fig. 3. It is divided to four layers. The input 
layer links training samples through radial basis. The pattern layer operates 
supervised learning training through (6), where X is the input vector and iW  denotes 

the ith training samples. It finds similarity in inner products. Then, through a non-
linear function (7), values are converted between 0~1 before output to the summation 
layer. The parameter σ  is the spread value of PNNs model. In PNNs, each sample is 
considered a kernel. Different categories of probability density can be evaluated 
through Parzen window estimator. The accumulation layer can be calculated by (8).  

Since PNNs is a supervised learning algorithm, it needs existing cases as samples 
for training experts PNNs model. The only parameter of PNNs model is the spread 
parameter. In training process, different spread parameters will be tested and the one 
with highest accuracy will be selected. New samples will be normalized to values 
between 0 and 1, and then compared with training models in the PNNs model. Then it 
will calculate the value of the nodes in hidden layers before it completes diagnosis. 
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Fig. 3. The proposed PNNs model 

3.3 Bayesian Networks 

We adopt Bayesian networks as our top-layer system. Bayesian networks belong to 
the undirected acyclic graph in the graphic theory. It inherits the benefits of graphic 
model with intuition represent way of representing uncertainty of problems with 
probabilities. Additionally, Bayesian model can help reduce the complexity of 
conditional probability and let user easily design the structure of models. The 
Bayesian model is defined as { }εχ ,=Θ , where { }nXX ,...1=χ  represents n nodes, 

and ε  represents the links. Each node represents a random variable which can be 
continuous or discrete. Each link { }jiXXXX jiji ≠∈→= ,,, χε  represents the 

relation between nodes. The arrow points form parent nodes to child nodes, which are 
recorded as the condition probability table. Through the chain rule, Bayesian theory 
can break down the joint probability to different conditional probability factor with 
multiplication, as shown in (9). When i=1 the node’s prior is )( 1XP . To infer the 

conditional probability, calculate with (10), where )( iXPa  are the parent nodes of 

iX . It is known that if the variables are independent, calculate with (11). 

The proposed Bayesian networks structure as shown in Fig. 4, and the 
corresponding condition probability is calculated with (12).  

∏ = −= n
i iin XXXPXXP 1 111 ),...,|(),...,(  (9)

))(|(),...,|( 11 iiii XPaXPXXX =−  (10)

∏ == n
i iin XPaXPXXP 11 ))(|(),...,(  (11)
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Fig. 4. The proposed Bayesian networks structure 

4 Experiment Result 

To verify the accuracy of the proposed systems, the data set form Cheng Kung 
University Hospital [17] are adopted. The data set contained 81 subjects, and 
subject’s basic information is listed in table 2. The number of subject in NM, MCI 
and AD are 21, 22, and 38 respectively. The average age is around 71-73. The dataset 
especially avoid the gender balance problem, the male and female ratio is controlled 
near to 50%. Furthermore, both MCI and AD subjects are adopted SPECT image 
examination, and s diagnosed by professional doctors. 

Due to the PNNs is a supervised learning method, the PNNs model has to be 
trained before testing. Leave one out validation skill was adopted to calculate the 
PNNs accuracy. The classified result of FCM and PNNs are listed in table 3 and table 
4, where the diagonal numbers represented the positive true accuracy. 

The accuracy of single approach FCM or PNNs are 74% and 69% respectively 
which are acceptable compared to the 40% with classified using MMSE threshold 
value. It shows that single algorithm can achieve better performance than common 
threshold based method. However the accuracy in MCI class is 50% and 45% in FCM 
and PNNs. To increase the total accuracy, the proposed system is used, where the 
accuracy is listed in table 5. The accuracy of MCI is up to 57% and the accuracy of 
NM and AD classes are also increased. This result proves the double layer algorithms 
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can fusion the benefit of different learning strategy algorithms. Furthermore, if we set 
a rule to make the final decision with comparing the accuracy between FCM and 
PNNs, the accuracy is 69%, which is still worse than Bayesian networks. 

In addition, if the system diagnosis the AD and MCI class as “no treatment 
require”, and the AD class into “proposed treatment”, then the accuracy will be up to 
85%. 

Table 2. Subject’s information 

 NM MCI AD 
Number 21 22 38 
Average Age 72 71 73 
Male Ratio 52% 77% 42% 

Table 3. FCM diagnosis result 

 NM MCI AD 
NM 76% 14% 10% 
MCI 50% 50% 0% 
AD 5% 8% 87% 

Table 4. PNNs diagnosis result 

 NM MCI AD 
NM 71% 19% 10% 
MCI 32% 45% 23% 
AD 0% 18% 82% 

Table 5. Accuracy rate of different methods 

 FCM PNNs 
Rule 

Based 
BNs 

Total 
Accuracy 

74% 69% 69% 83% 

NM 76% 71% 80% 86% 
MCI 50% 45% 9% 57% 
AD 86% 82% 97% 94% 

5 Conclusion 

This study proposed a hierarchical double layer structure of multi machine learning 
approaches to diagnose early stage dementia. Two popular machine learning 
approaches: FCM and PNNs are used in based-layer, and the final diagnosis is made 
with Bayesian networks. The data provided by National Cheng Kung University 
Medical Center is adopted for actual test. The test samples suggest the accuracy is up 
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to 83%. It is proved that this system can surely help to detect and diagnose. In 
addition, this system can be operated online and is good for domestic use. It does help 
to detect dementia for early treatment. The contributions of this study are: 

1) Provide an online assisting system to help evaluate dementia earlier and easier. 
2) The proposed system is highly accurate and stable since it combines with three 

popular approaches.  
3) Diagnosis is made through computer inference. Tested data is not only limited in 

certain cognitive test. It is easy to promote and build the database. 

We will try to add more machine learning algorithms at based-layer to increase the 
system flexibility to deal with variety user cases. Furthermore, we will cooperate with 
doctors to apply to real dementia cases in the future.  
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Abstract. The motivation for this paper is to introduce in Finance a hybrid 
Neural Network architecture of Adaptive Particle Swarm Optimization and 
Radial Basis Function (ARBF-PSO) and a Neural Network fitness function for 
financial forecasting purposes. This is done by benchmarking the ARBF-PSO 
results with those of three different Neural Networks architectures and three 
statistical/technical models. As it turns out, the ARBF-PSO architecture 
outperforms all other models in terms of statistical accuracy and trading 
efficiency in the examined forecasting task.  

Keywords: PSO, RBF Neural Networks, Financial Forecasting, Trading, 
Leverage, Transaction Costs. 

1 Introduction 

Neural networks (NN) are considered an emergent technology with an increasing 
number of real-world applications including finance [1]. Their numerous limitations 
and contradictory empirical evidence around their forecasting power have created 
scepticism about their use among practitioners. The motivation for this paper is 
present a hybrid Neural Network architecture of Particle Swarm Optimization and 
Adaptive Radial Basis Function (ARBF-PSO) and its application in forecasting the 
EUR/GPB exchange rates returns. This method tries to overcome some of the 
classical Neural Networks limitations. More specifically our proposed architecture is 
fully adaptive something that decreases the numbers of parameters that the 
practitioner needs to experiment while on the other hand it increases the forecasting 
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ability of the network. In our study we benchmark our proposed algorithm with a 
Multi-Layer Percepton (MLP), a Recurrent Neural Network (RNN), a Psi Sigma 
Neural Network (PSI), an autoregressive moving average model (ARMA), a moving 
average concergence/divergence model (MACD) plus a naïve strategy in a forecasting 
and trading simulation of the EUR/GBP European Central Bank (ECB) daily fixing. 

Moreover, we introduce a fitness function for our NNs that not only minimizes the 
MSE of our forecasts but also increase their profitability. This is crucial in financial 
applications where statistical accuracy is not always synonymous with financial 
profitability of the derived forecasts. 

Our proposed methodology, which is an extension of the algorithm proposed by 
Ding et. al. [6] for financial forecasting purposes has not been applied to Finance yet. 
However, several scientists have applied other NNs algorithms to the task of 
forecasting the exchange rates with ambiguous empirical evidence. In [2] they apply 
Higher Order Neural Networks in forecasting the AUD/USD exchange rate with a 
90% accuracy while Hussain et al. [3] forecast with the same class of NNs the 
EUR/USD, the EUR/GBP and the EUR/JPY exchange rates with a similarly good 
statistical accuracy. Panda and Narasimhan [4] use a single hidden layer feedforward 
NN to produce statistical accurate forecasts of the INR/USD exchange rate having 
several linear autoregressive models as benchmarks. On the other hand, Kiani and 
Kastens [5] forecast the GBP/USD, the CAD/USD and the JPY/USD exchange rates 
with feedforward and recurrent NNs having as benchmarks several ARMA models. In 
their application, NNs outperform in statistical terms their ARMA benchmarks in 
forecasting the GBP/USD and USD/JPY but not in forecasting the USD/CAD 
exchange rate. More recently, Khashei et. al. [6] propose a hybrid NN-ARIMA model 
which demonstrates promising empirical results in forecasting the IRR/USD exchange 
rate and Dunis et. al.  [7] compared several NNs and autoregressive models in trading 
the EUR/USD exchange rate. Their results demonstrate the forecasting superiority of 
a class of NNs, the Psi Sigma, which is able to capture higher order correlation within 
their dataset. 

As it turns out the ARBF-PSO algorithm does remarkably well and outperforms all 
other models in terms of statistical accuracy and trading efficiency. It seems that its 
adaptability and flexibility allows it to outperform in our forecasting competition 
compared with the more ‘traditional’ MLP, RNN and PSI models. These results 
provide the first empirical evidence around the utility of the ARBF-PSO in finance 
and forecasting.  

2 The EUR/GBP Exchange Rates and Related Financial Data 

The European Central Bank (ECB) publishes a daily fixing for selected EUR 
exchange rates: these reference mid-rates are based on a daily concentration 
procedure between central banks within and outside the European System of Central 
Banks, which normally takes place at 2.15 p.m. ECB time. The reference exchange 
rates are published both by electronic market information providers and on the ECB's 
website shortly after the concentration procedure has been completed. Although only 
a reference rate, many financial institutions are ready to trade at the EUR fixing and it 
is therefore possible to leave orders with a bank for business to be transacted at this 
level. 
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The ECB daily fixings of the EUR exchange rates are therefore tradable levels 
which makes using them a more realistic alternative to, say, London closing prices 
and these are the series that we investigate in this paper. We examine the ECB daily 
fixings of the EUR/GBP since their first trading day on 4 January 1999 until 29 April 
2011. The data period is partitioned as follows. 

Table 1. The total dataset  

Name of period  Beginning End 
Total dataset 3158 4 January 1999 29 April 2011

Training dataset 2645 4 January 1999 30 June 2009 

Out-of-sample dataset 
[Validation set] 

513 1 August 2009 29 April 2011

The observed time series are non-normal (the Jarque-Bera statistics [8] confirms 
this at the 99% confidence level) containing slight skewness and high kurtosis. They 
are also nonstationary and hence we decided to transform them into a stationary daily 
series of rates of return using the formula: 









=

−1

ln
t

t
t P

P
R   (1)

where Rt  is the rate of return and Pt is the price level at time t. The stationary property 
of the return series is confirmed at the 1% significance level (ADF and PP test 
statistics).  

The summary statistics of the EUR/GBP returns series reveal positive skewness 
and high kurtosis. The Jarque-Bera statistic confirms again that the two return series 
are non-normal at the 99% confidence level. These two return series will be 
forecasted from our models.  

In the absence of any formal theory behind the selection of the inputs of a neural 
network, we conduct neural networks experiments and a sensitivity analysis on a pool 
of potential inputs in the training dataset in order to help our decision. Based on these 
experiments and the sensitivity analysis we select as inputs the sets of variables that 
provide the higher trading performance for each network in the in-sample period. 
These sets of inputs under study are presented in Appendix.  

3 Proposed Model 

A radial basis function neural network (RBFNN) is a feedforward neural network 
where hidden units do not implement an activation function, but a radial basis 
function. An RBFNN approximates a desired function by superposition of  
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nonorthogonal, radially symmetric functions. They have been proposed by 
Broomhead and Lowe [9] as an approach to improve accuracy of artificial neural 
networks while decreasing training time complexity.  

The hybrid methodology proposed in the present paper is an extension of the 
hybrid algorithm proposed by Ding et. al. [2]. In this algorithm the Particle Swarm 
Optimization (PSO) methodology was used to locate the parameters Ci of the RBFNN 
while in parallel locating the optimal number for the hidden layers of the network. 
This methodology is extended in our proposed algorithm in order to increase 
accuracy, make it appropriate for predicting financial time series and avoid the time 
consuming step of optimizing the parameters of PSO. 

The PSO algorithm, proposed by Kennedy and Eberhart [10], is a population based 
heuristic search algorithm based on the simulation of the social behavior of birds 
within a flock. In PSO, individuals which are referred to as particles are placed 
initially randomly within the hyper dimensional search space. Changes to the position 
of particles within the search space are based on the social-psychological tendency of 
individuals to emulate the success of other individuals.  

In our approach PSO searches for the optimal values of the parameters ci and for 
the optimal number of hidden neurons which should be used for our network. Each 
particle i is initialized randomly to have mi (within a predefined interval starting from 
the number of inputs until 100) hidden neurons and is represented as shown in 
equation (2): 
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where N is a large number to point that it does not represent an RBF center.   
Furthermore each particle is assigned initially with a random velocity matrix to 

move within the search space. It is this velocity matrix that drives the optimization 
process, and reflects both the experiential knowledge of the particle and socially 
exchanged information from the particles neighborhood. The form of the velocity 
matrix for every particle is described in the equation below: 
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(3)

From the centers of its particle described in equation (2) we deployed the Moody-
Darken approach [11] to compute the RFB’s widths. 

At this point of the algorithm the centers and the widths of the RBFNN have been 
computed. The computation of its optimal weights wi is accomplished by solving the 
equation:  
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where n1 is the number of training samples. 

The computation of 1)( −⋅ i
T
i HH  is computationally hard when the rows of Ηi 

are highly dependent. In order to solve this problem we filtered the in-sample dataset 
and when the mean absolute distance of two training samples is less than 10-3 from 
the mean values of their input values then randomly we do not use one of them in our 
final training set. By this way, the algorithm becomes faster while maintaining its 
high accuracy.  

Next, our novel multi-objective fitness function (5) was used for evaluating the 
performance of its particle. The constrant 10-2 was used to state that me networks 
simplicity is a secondary goal compared to its profitability. 

Fitness= Annualized_Return – MSE – 10-2 * number_of_hidden_neurons (5)
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Iteratively, the position of each particle is changed by adding in it its velocity vector 
and the velocity matrix for each particle is changed using the equation below: 

Vi+1 = w * Vi + c1 * r1 * (
i
pbestC

 - Ci) + c2 * r2 * (
i
gbestC

- Ci) 
(6)

where w is a positive-valued parameter showing the ability of each particle to 

maintain its own velocity, 
i
pbestC   is the best solution found by this specific particle 

so far, 
i
gbestC  is the best solution found by every particle so far, c1 and c2 are used to 

balance the impact of the best solution found so far for a specific particle and the best 
solution found by every particle so far in the velocity of a particle. Finally, r1, r2 are 
random values in the range of [0,1] sampled from a uniform distribution.  

Ideally, PSO should explore the search space thoroughly in the first iterations and 
so the values for the variables w and c1 should be kept high. For the final iterations the 
swarm should converge to an optimal solution and the area around the best solution 
should be explored thoroughly. Thus, c2 should be valued with a relatively high value 
and w, c1 with low values. In order to achieve the described behavior for our PSO 
implementation and to avoid getting trapped in local optima when being in an early 
stage of the algorithm’s execution we developed a PSO implementation using 
adaptive values for the parameters w, c1 and c2.  Equations (7), (8) and (9) 
mathematically describe how the values for these parameters are changed through 
PSO’s iterations helping us to endow the desired behaviour in our methodology. 

w(t)= (0.4/n2) * (t-n)2 + 0.4 (7)

c1(t)= -2 * t/n +2.5 (8)

c2(t)= 2 * t/n + 0.5 (9)

where t is the present iteration and n is the total number of iterations. 
In order to enhance the optimization of the RBFNN structure we applied two more 

operators in our hybrid method in addition to the classical ones of the PSO. The first 
operator is used to add a hidden neuron in every particle with a probability equal to 
0.1. The second operator reduces the hidden neurons by one with a probability equal 
to 0.1. The probabilities which were applied for increasing and decreasing the hidden 
neurons were set as equal to reassure that the algorithm is not further biased towards 
larger or smaller architectures. Furthermore, a high probability equal to 0.8 was 
assigned to the fact of not changing the network’s architecture in order to enforce the 
algorithm to explore thoroughly the potential of existing architectures in the 
population before investigating different ones. 

For the initial population of particles we use a small value of 30 particles and the 
number of iterations used was 100 combined with a convergence criterion. Using this 
termination criterion the algorithm stops when the population of the particles is 
deemed as converged. The population of the particles is deemed as converged when 
the average fitness across the current population is less than 5% away from the best 
fitness of the current population. Specifically, when the average fitness across the 
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current population is less than 5% away from the best fitness of the population, the 
diversity of the population is very low and evolving it for more generations is unlikely 
to produce different and better individuals than the existing ones or the ones already 
examined by the algorithm in previous generations. 

In summary the novelty of our algorithm lies in the following points. First of all, 
all PSO parameters in our approach are adaptive using equations (7), (8) and (9) 
making our method appropriate for usage by non experts while at the same time 
avoiding the risky and time consuming trial and error approach of optimizing the 
parameters of a NN. Moreover, in order to adapt our methodology to our specific task 
of financial time series forecasting we use the multi-objective fitness function (5) to 
select more profitable predictors for our ARBF-PSO and the other three NNs 
algorithms retained. 

4 Empirical Results 

4.1 Statistical Performance 

The out-of-sample statistical performance of our models is presented in table 2 below 
for the EUR/GBP exchange rates. For all four error statistics retained (RMSE, MAE, 
MAPE and Theil-U) the lower the output, the better the forecasting accuracy of the 
model concerned. 

Table 2. Out-of-sample statistical performance – EUR/GBP 

 NAIVE ARMA MACD MLP RNN PSI ARBF-
PSO 

MAE 0.008 0.006 0.006 0.006 0.005 0.005 0.004 
MAPE 243.6% 226.9% 254.3% 196% 159% 162.9% 147.3% 
RMSE 0.008 0.007 0.008 0.003 0.005 0.004 0.004 
Theil-

U 
0.999 0.773 0.768 0.534 0.419 0.423 0.404 

From the results above, we note that ARBF-PSO retains its forecasting superiority 
in the out-of-sample sub-period for the statistical measures applied. Once more, the 
RNN and the PSI present the second best performance with MLP having the third best 
forecasts in terms of statistical accuracy. 

In order to test if our best model in terms of statistical measures produces forecasts 
that are statistically significant and superior to its counterparts, we apply the Diebold-
Mariano statistic [12] for predictive accuracy for both MSE and MAE loss. The 
results of the Diebold-Mariano statistic, comparing the ARBF-PSO network with its 
benchmarks for the EUR/GBP exchange rates, are summarized in tables 3. 

Table 3. Diebold-Mariano Statistics – EUR/GBP 

 NAIVE ARMA MACD MLP RNN PSI 

MSE -8.443 -7.174 -5.721 -4.112 -2.817 -2.374 

MAE -8.321 -8.662 -6.983 -4.872 -4.983 -3.475 
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From the above table we note that the null hypothesis of equal predictive accuracy 
is rejected for all comparisons and for both loss functions at a 5% confidence interval, 
since all the test statistics are above the critical value of 1.96. Moreover, the statistical 
superiority of the ARBF-PSO forecasts is confirmed as for both loss functions the 
realizations of the Diebold-Mariano (1995) statistic are negative. 

4.2 Trading Performance 

The trading strategy applied is to go or stay ‘long’ when the forecast return is above 
zero and go or stay ‘short’ when the forecast return is below zero. The ‘long’ and 
‘short’ EUR/GBP position is defined as buying and selling Euros at the current price 
respectively. 

Since we consider the EUR/GBP time series as a series of middle rates, the 
transaction costs is one spread per round trip. With an average exchange rate for 
EUR/GBP of 0.887 for the out-of-sample period, a cost of 1 pip is equivalent to an 
average cost 0.012% per position for the EUR/GBP. 

In table 4 we present the results of our method in the out-of-sample period. 

Table 4. Out-of-sample trading performance – EUR/GBP 

 NAIVE ARMA MACD MLP RNN PSI 
ARBF-

PSO 
Maximum 
Drawdown 

-11.22% -17.99% -12.65% -14.54% -11.85% -9.87% -7.56% 

Positions 
Taken 

(annualized) 
134 125 88 125 144 158 92 

Transaction 
Costs 

(annualized) 
1.92% 1.31% 1.09% 1.89% 2.22% 2.42% 1.37% 

Annualized 
Return 

(including 
costs) 

2.77% 7.53% -0.67% 12.43% 17.42% 17.99% 26.43% 

Information 
Ratio 

(including 
costs) 

0.30 0.80 -0.04 1.12 1.74 1.81 2.97 

We observe from the last two rows of tables 5 that the ARBF-PSO confirms its 
trading superiority in the out-of-sample period. This is consistent with the superior 
statistical performance of our proposed methodology compared to its other NN and 
statistical benchmarks. A superiority that can be attributed to the proposed network 
algorithm that seems to excel in recognizing the pattern of the two series under study 
compared to more traditional models. It is also worth noting that ARBF-PSO forecasts 
present a remarkably low maximum drawdown of -7.56% in the out-of-sample period.  
Thus the maximum potential losses of an investor are almost 4 times lower than the 
annualized profit in the out-of-sample period. Concerning our benchmarks models, we 
note that PSI and RNN present the second and the third best performance in terms of 
trading efficiency. The results of the more traditional models are mixed the naïve and 
ARMA slightly positive annualized returns after transaction costs.   
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Concerning our proposed fitness function of equation (5), the results from the 
statistical and trading evaluation of our NNs forecasts seem promising. Firstly we 
note that all our NNs present significant profits after transaction costs for the financial 
index under study in the out-of-sample period. Moreover, we did not note any large 
inconsistencies in our NNs statistical and trading performance for both sub-periods. 
Large inconsistencies could indicate that the training of our NNs is biased to either 
statistical accuracy or trading efficiency, something that could possibly lead to 
profitable in-sample forecasts but disastrous out-of-sample results.  

5 Concluding Remarks 

In this paper, we introduced a hybrid Neural Network architecture of Particle Swarm 
Optimization and Adaptive Radial Basis Function (ARBF-PSO) and a neural network 
fitness function for financial forecasting purposes. We applied the proposed 
architecture to the task of forecasting the one day ahead return of the EUR/GBP ECB 
daily fixings and benchmark its results with a  Multi-Layer Perceptron (MLP), a 
Recurrent Neural Network (RNN), a Psi Sigma Neural Network (PSI), an 
autoregressive moving average model (ARMA), a moving average 
convergence/divergence model (MACD) plus a naïve strategy.  More specifically, the 
trading and statistical performance of all models was investigated in a forecast and 
trading simulation over the period January 1999 to March 2011 using the last two 
years for out-of-sample testing. 

In terms of results, the ARBF-PSO outperformed all its benchmarks for statistical 
accuracy and trading efficiency for the out-of-sample period. This superiority is 
further confirmed by the Diebold-Mariano test which proves that the ARBF-PSO 
forecasts are statistically different and superior to its benchmarks.  

Concerning our proposed fitness function for NNs, we noted that all our networks 
produce substantial profitability in the out-of-sample period. Moreover, we observed 
that the ranking of our models is almost the same in statistical and trading terms. This 
allows us to argue that our NNs were trained in a way that allowed them to increase 
not only their statistical accuracy but also their trading efficiency.  

Finally, we note that all models presented significant positive returns after 
transaction costs, a result that questions the market efficiency hypothesis for the 
EUR/GBP exchange rates.  
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Abstract. Intraday trading has some appealing characteristics. For ex-
ample, overnight gap risks are greatly reduced. Intraday trading strate-
gies tend to achieve better risk adjusted returns. However, academic
literature on intraday trading strategies is relatively scarce compared to
a significant amount of literature based on daily closing data. This may
be partly related to the increased difficulty of dealing with intraday data.
In the present paper we expand on a novel approach that builds an intra-
day trading strategy on open-high-low-close (OHLC) data. OHLC data
is easily available from most database vendors. We use OHLC data to
train neural networks that forecast the day’s high and low of liquid US
stocks and ETFs. The resulting long-short strategy tries to take advan-
tage of the daily trading range of a security and exits all positions at the
close. A volatility filter further improves risk-adjusted returns.

Keywords: Neural networks, intraday trading, open-high-low-close data.

1 Introduction

For a long time open-high-low-close (OHLC) data has been available cheaply or
even for free on financial websites. While there is a host of forecasting studies
using OHLC data as inputs for close-to-close analysis the (academic) literature
on intraday systems trading highs and lows is scarce. At the other end of the
spectrum are studies using high-frequency data. Curiously, a literature search re-
veals more high-frequency studies than OHLC studies, although high-frequency
data is arguably more difficult to obtain and to handle.

However, studies which even just use close-open or open-close data show at-
tractive results. For example [1] analyze returns on different S&P indices. In
the present study we additionally use high-low data to trade on. We derive our
methodology from [2, 3]. They analyze the Brazilian stock market and trade the
high-low range resulting in outstanding economic performance.

The question arises what the reason for this performance is. Is it due to the
novel method, to the pecularities of the Brazilian stock market or to a com-
bination of both? The authors themselves acknowledge that there is not much
literature available on the Brazilian stock market. We can therefore not put
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the authors’ results in comparison to other studies in Brazil. We can, however,
transfer and adapt the methodology to the US stock market and qualitatively
compare the results. As it turns out, results on the US stock market are gen-
erally very promising, too. The Brazilian stock market studies by [2, 3] use a
3-layer perceptron. In contrast we use a Historically Consistent Neural Network
(HCNN), introduced by [4]. HCNNs provide robust forecasts, see [5–7].

We structure the remainder of this paper as follows. Section 2 briefly recalls
the HCNN and presents general characteristics of the learning data. Section
3 deals with the peculiarities of building a testable trading system using only
OHLC data and introduces several trading ideas. Section 4 presents economi-
cal performance results for different US stocks. Section 5 concludes, discusses
limitations of our approach and outlines further work.

2 Neural Network Modeling

The goal of our study is to forecast the daily high and low of a security. To
achieve this we select HCNN. This advanced neural network models several time
series at once and facilitates multi-step forecasts. The following state equation
computes new states in the network:

st+1 = tanh(W · st) (1)

W is the weight matrix which we optimize. As usual in the context of neural
networks we use the abbreviated notation tanh(. . .) to mean a component-wise
computation of tanh on the resulting vector W ·st. The upper part of s contains
our observable time-series. These are the inputs and outputs although we do
not make this distinction here, because we consider every time-series equal. The
lower part of s contains hidden states. We can think of these hidden states as
representing the unknown dynamics of the system under investigation.

It is our experience that the results are best when matrix W is sparsely
populated. Sparsity is one meta-parameter in the design of a HCNN. For the
present study we use a sparsity of 0.2 corresponding to a memory of 1/0.2 that
is five days. Another parameter is the dimension of s. We generally choose this
dimension to be much larger than the number of time-series that we learn. Ex-
perimentation shows that choosing a factor of 20 leads to good results. This
applies for all HCNNs in the paper.

When designing a neural network the observable time-series are very impor-
tant. They contain the information that is available for learning the behavior of
the dynamical system. Ultimately, the choice of observables leads to good or bad
forecasts. To stick with the original paper of [2] we first used the (preprocessed)
raw time-series as inputs to the network. This seemed like an interesting option
when the time-series is not too long and meandering in a range. However, we
soon noticed that for all but the most simple test runs network convergence was
very slow due to the lack of stationarity in our time-series. Therefore this paper
uses simple returns as basis for the observable time-series. With simple returns



Forecasting and Trading the High-Low Range 425

all convergence problems disappear. Making a time-series (almost) stationary by
computing returns is a very common routine in time-series analysis.

However, using returns leaves us with the problem from where to compute
returns for daily highs and lows. Two possibilities arise: first, we can compute
returns from the previous day’s, individually for high and low. Second, we can
use the current day’s open and compute the return from there. We tried both-
options on part of the in-sample dataset and decided to take the second variant
because it leads to more robust result. That means that the performance on the
validation set better matches the performance on the training set. The remaining
time-series are similar to those of [2]:

– returns of the lows
– returns of the highs
– five-period exponential moving average of the lows
– five-period exponential moving average of the highs
– five-period lower bollinger band of the closes
– five-period upper bollinger band of the closes
– returns of the open
– same-day return open to low (to be forecast)
– same-day return open to high (to be forecast).

We have to keep in mind that the first six time-series are only available with a
lag of one day when we consider the open of the current day our starting point.
For example, we cannot possibly know the current day’s close. For this reason we
shift these time-series by one day. In the context of HCNN the same applies to
the two forecast time-series. Therefore, when forecasting we fill up state vector s
with the available information (that is everything except the current day’s open)
and on the open we add this last information and forecast. We exclude exchange
holidays from the dataset.

Our out-of-sample dataset ranges from 2010-12-09 until 2012-03-02 (310 trad-
ing days). As is common in HCNN application we use a rolling window forecast.
In this work we stick to the parameters of the original study and use 128 trading
days of training data to forecast the next ten days. We then move the training
data forward by ten days, train and forecast again. The first training interval
for the final model therefore begins 128 trading days before 2010-12-09. We also
used the trading year before 2010-12-09 as combined training and validation set
for preliminary experiments. The length of the rolling window and the length of
the forecast horizon is open to debate.

Typically for HCNN the learning rate is set to a small number, in our case
r = 0.001. Different values for r in that order of magnitude did not change the
results substantially in preliminary tests. The goal of HCNN is to reproduce
history consistently. That means that we strive to achieve a training error of
almost zero. We add diversity by computing an ensemble of 200 HCNNs. The
average value is our forecast. Due to the comparatively short training span (128
days) and an overall small model 1000 iterations are enough to achieve a sat-
isfactory error. This allows to train an entire ensemble in a few minutes on an
eight-core computer. Remember that training (that is: a model update) is only
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necessary every ten days. This can easily be done when the exchange is closed
or at the weekend. Model eveluation is almost instanteneous and takes less than
one second. We can therefore forecast at the open without any noticeable lag.

3 Trading System

Each trading day, at the open, our system delivers a forecast for low and high of
the day. We want to exploit this information in a viable trading system using only
OHLC historical data for reasons of practicability. This imposes the limitation
that we cannot tell in which order high and low will occur. We also do not know
whether prices near high and low will be hit only once or several times. In other
words: we can check if the range forecast is correct, but we cannot see, if we
would have been able to exploit several swings within that range. On the other
hand the times of open and close are well defined, obviously.

Nevertheless we can still use OHLC data to realistically backtest historical
performance along two general trading ideas. The first involves just trading the
range once (if the range forecast is correct) or exiting at the close (if the other
side of the forecast range is not hit). This system leads to the following rules:

– if l < lf and hf < h then book the difference hf − lf to the PnL (profitable
long or short trade on correct range)

– if l < lf and h < hf then book the difference c− lf to the PnL (long trade
at lf but hf not hit, exit at c)

– if lf < l and hf < h then book the difference hf − c to the PnL (short trade
at hf but lf not hit, exit at c)

where o, h, l, c represent the realized open, high, low, close values, and lf , hf the
corresponding forecasts for l and h.

We add some obvious consistency rules:

– only trade if lf < o < hf (forecast of low and high should be consistent with
the open price)

– no trade is possible when h < lf or hf < l (forecasts are entirely outside the
range)

The second system involves trading into the direction of the more promising
extreme (low or high) at the open. When the price hits the presumed extreme
we reverse the position and exit at the close. We also exit at the close if we do
not reach the forecast extreme. For this scheme we first have to determine the
forecast returns from the open:

lr =

∣∣∣∣ lfo − 1

∣∣∣∣ (2)

and

hr =

∣∣∣∣hf

o
− 1

∣∣∣∣ . (3)
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The same consistency rules as above apply. The more promising direction is the
greater of lr and hr. For the purpose of illustration let’s say that hr is more
promising. We would therefore go long at the open and eventually reverse our
position if we reach hr. For the case hr > lr the following rules apply:

– if hf < h then book hf − o and hf − c to the PnL (long at the open, reverse
at hf , buy to cover at c)

– if h < hf then book c − o to the PnL (long at the open, hf not hit, exit at
c)

The reverse rules apply for lr > hr. We would short at the open, eventually
reverse at lr and exit at c in any case.

We enhance both systems by introducing a parameter α to encourage or dis-
courage trading. If we narrow the forecast range we encourage trading, because
we make it more likely that price will hit our range. If we make the forecast range
wider we discourage trading, because we make it more unlikely that price will
hit our range. Assuming that the forecasts are consistent (lf < hf ) we denote
the (positive) range by r = hf − lf . We can then modify our forecasts according
to

l̃f = lf + α · r (4)

and
h̃f = hf − α · r. (5)

α > 0 corresponds to narrowing the range and makes trading more likely. We
set α heuristically by preliminary experiments on the in-sample data set. We do
not perform a strict optimization for α.

Preliminary tests also showed that the second system seems more promising
(with and without the use of α). This is not surprising. If we assume that trading
on the range forecast has positive expectation then we can expect to be better
off being in the market during the entire trading day from open to close (like
in the second system) than just being in the market for the shorter time span
of the first system. The first system also suffers from the fact that we cannot
exploit the range more than once.

Optionally, the system uses one additional rule: a volatility filter. This works
as follows: the system simply does not trade in unusually volatile periods. As
we consider intraday volatility it is useful to define volatility as (relative) width
of the high-low range r = h − l. We smooth r with a simple 10-day moving
average and compute the rolling standard deviation σ for the past 128 days
(corresponding to the training period). The current day’s r is not available at
the open. Therefore we use the lagged values and compare the smoothed r to
it’s rolling average r̄ and σ. This leads to one additional rule:

– do not trade if smoothed r > r̄ + 2σ.

The rationale of this rule is to avoid the most volatile periods because these
are periods that are only seldom present in the training data. We therefore do
not expect the networks to work particularly well in these periods and prefer to
avoid them. Note that the same filter applies to all following results. We did not
specifically tune the volatilty filter to different assets.
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4 Results

The core of our trading system is trading the high-low intraday range. For this to
work, we need some amount of intraday volatility. We expect that volatile stocks
will yield better results than comparatively “duller” stocks. At the same time the
stocks should be liquid in the sense that our transaction does not affect the price
significantly. For the purpose of our analysis we will consider S&P500 stocks as
liquid. We also expect that we will have to encourage trading (α > 0) on low
volatility stocks and discourage trading on high volatility stocks. Furthermore
we also include two liquid ETFs on stock indices. Table 1 shows the securities
in our sample.

Table 1. Observable time-series for the HCNN model

Ticker Company Name Exchange

XOM Exxon Mobil Corporation NYSE
MSFT Microsoft Corporation NASDAQ
DMND Diamond Foods, Inc. NASDAQ
FSLR First Solar, Inc. NASDAQ
SHLD Sears Holdings Corporation NASDAQ
SPY SPDR S&P 500 NYSEArca
IWM iShares Russell 2000 Index NYSEArca

The reasons for inclusion in our analysis are as follows. XOM is one of the
largest S&P500 companies by market capitalization. It is also quite volatile (for
the time immediately preceding the out-of-sample period) for a large cap stock.
This is in contrast to MSFT which is also a very large S&P500 company but not
volatile and (especially) with low intraday dollar volatility. We expect a reduced
performance trading MSFT. The next three stocks are included because they
are very volatile. DMND is the most volatile stock of the S&P1500 while FSLR
and SHLD are the most volatile stocks of the S&P500. DMND therefore stands
for a stock which is not in the prime stock index but still in the upper half
of market capitalization. It should still be tradable but the strategy might not
scale well to high volumes. FSLR and SHLD should be easier to trade in large
quantities. FSLR stands for a volatile company in an uptrend while SHLD is a
volatile company in a downtrend. SPY and IWM are the most liquid ETFs on
the S&P500 and the Russell 2000. We include these to gauge whether the system
also works on closely watched broad indices.

Our system trades quite often: at least twice a day (open to close) or three
times a day (open to extreme, extreme to close). We could expect that trans-
action costs severely impact our returns. As a conservative estimation we take
USD 0.005 per share traded. This is a generally available flat rate at Interactive
Brokers. However, with higher volumes of shares traded, transaction costs will
go down to approximately USD 0.001. If we add liquidity we may even get a
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Table 2. Values of α

XOM MSFT DMND FSLR SHLD SPY IWM

α 0.2 0.2 0.0 -1.0 -0.5 0.0 -0.2

rebate and transaction costs will positively impact the PnL. The trade at lf
or hf is a limit order and could therefore increase liquidity. As we will see it
turns out that transaction costs do not impact the results by much. We use the
conservative estimate knowing that we might be able to improve the results.

Trading systems using market orders have to deal with slippage. However,
our system does not use market orders. Entering the trade is done using an at-
the-open order type. The possible reversion at the extreme uses a limit order.
And exiting at the close again uses the corresponding order type. The situation
would change if we considered a stop-loss, that would trigger a market order.
Without tick data we cannot test this. Strictly speaking the at-the-open order
could be problematic. As the neural network needs the open price as input we
can only trade a split second later (and would probably use a market order). In
preliminary experiments we simulated the behavior of the forecast when varying
the open price. In turns out that the forecast is quite stable. We could therefore
use pre-open market prices to gauge the probable open price and place our at-
the-open order accordingly.

Table 2 shows the chosen values for α and table 3 shows the out-of-sample
results of the undisturbed system. The first row shows the number of trades.
With decreasing α the number of trades also tends to decrease, because the
system reaches the forecast extreme less often. Decreasing α therefore lets the
system act more like a trend rider than like a swing trader. The second row shows
the Profit and Loss of the system and absolute terms and in the following the
PnL from buy-and-hold. The next row shows the realized return over the entire
trading period of 310 days. For example, XOM realized a return of 64.4%. This is
also compared to the buy-and-hold return. The next row is the annualized return
assuming 252 trading days per year, also compared to buy-and-hold. Max DD,
refers to the maximum (absolute and relative) encountered drawdown and the
row after that is a important risk measure. It can be interpreted as a reward to
risk ratio. A (negatively) higher ratio is better because it means that for the same
amount of risk (as measured by drawdown) a higher reward is reached. Then the
table shows the number of winning trades and the corresponding percentage of
winning trades. Finally we compute transaction costs and the annualized return
after transaction costs.

We see from the result table that the volatile stocks generally performed well,
with good annualized returns and also mostly attractive reward to risk ratios.
On the other hand, MSFT included as a large cap stock with low volatility does
not perform well and even leads to a loss of 0.5% after transaction costs. In the
case of SHLD the very large drawdown would have consumed more than the
invested capital before the strategy eventually recovered. In the case of DMND
and FSLR the drawdowns are also unacceptably high, but using a leverage of
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Table 3. Out-of-sample results: undisturbed strategy

XOM MSFT DMND FSLR SHLD SPY IWM

Trades 815 790 748 647 672 742 710
PnL 44.86 3.79 35.08 125.83 152.29 64.83 23.32
PnL bh 16.21 5.03 37.88 -104.43 4.46 14.64 3.22
Total return 0.644 0.139 0.912 0.934 2.359 0.517 0.295
Total return bh 0.233 0.184 0.985 -0.775 0.069 0.117 0.041
Ann. return 0.498 0.111 0.698 0.709 1.678 0.403 0.234
Ann. return bh 0.185 0.147 0.75 -0.702 0.056 0.094 0.033
Max DD -8.25 -3.77 -19.78 -44.68 -94.37 -8.33 -11.47
Max DD rel. -0.119 -0.138 -0.514 -0.331 -1.462 -0.066 -0.145
Pnl to max DD -5.436 -1.005 -1.774 -2.817 -1.614 -7.785 -2.034
Nr winning 514 461 436 390 384 446 371
Winning ratio 0.631 0.584 0.583 0.603 0.571 0.601 0.523
TC 4.075 3.95 3.74 3.235 3.36 3.71 3.55
Ann. ret. after tc 0.455 -0.005 0.623 0.692 1.644 0.381 0.199

0.5 would produce more acceptable drawdowns while still conserving attractive
returns. A closer look at the trade history of DMND, FSLR, and SHLD reveals
that the loss producing trades are mostly clustered at the beginning of the out-of-
sample period. It is obvious that a simple no-trade filter that prevents trading
when a certain monthly loss has been surpassed would have greatly reduced
the seriousness of the drawdowns. Likewise we leave it to further research to
implement proper money management rules as stop losses also seem to have
a mitigating effect on drawdowns. In total XOM produces the most attractive
results with good annualized return and a very attractive reward to risk ratio.
The two ETFs also show attractive returns and reward to risk ratios. Especially,
SPY manages to achieve a respectable return with a very low drawdown.

Table 4 shows the same measures as above but after applying the volatility
filter. This filter essentially acts as a no-trade filter and prevents trading in very
volatile periods. In has the side effect of reducing the total number of trades by
approximately ten percent for the different assets. The effects of the volatility
filter are mixed but often improve risk measures of securities which already show
good risk measures. This effect is especially strong with XOM and SPY where
the volatility filter enhances the attractive risk to reward ratios.

Considering the performance compared to buy-and-hold we note that the
system is not able to beat this benchmark in the case of MSFT and DMND.
However, we note that the performance is generally independent from the buy-
and-hold performance. For example, in the out-of-sample period FSLR looses
more than half its value and SHLD and IWM are slightly positive but essentially
flat. Still the strategy produces good returns.

Technically the performance measure should also include overnight and short-
term interest rates. As the system is flat throughout the non-trading hours and on
week-ends the deposit could earn the overnight rate. With the volatility filter the
amount earned by interest rate payments further increases because the system
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Table 4. Out-of-sample results: with volatility filter

XOM MSFT DMND FSLR SHLD SPY IWM

Trades 733 733 660 593 612 695 665
PnL 44.0 2.82 18.44 113.45 123.51 74.99 25.64
PnL bh 16.21 5.03 37.88 -104.43 4.46 14.64 3.22
Total return 0.632 0.103 0.479 0.842 1.913 0.598 0.324
Total return bh 0.233 0.184 0.985 -0.775 0.069 0.117 0.041
Ann. return 0.489 0.083 0.377 0.643 1.385 0.464 0.257
Ann. return bh 0.185 0.147 0.75 -0.702 0.056 0.093 0.033
Max DD -5.56 -3.77 -21.24 -45.31 -82.76 -7.77 -9.5
Max DD rel. -0.08 -0.138 -0.552 -0.336 -1.282 -0.062 -0.12
Pnl to max DD -7.912 -0.747 -0.868 -2.504 -1.492 -9.655 -2.698
Nr winning 470 425 375 352 347 426 348
Winning ratio 0.641 0.58 0.568 0.594 0.567 0.613 0.523
TC 3.665 3.665 3.3 2.965 3.06 3.475 3.325
Ann. ret. after tc 0.45 -0.025 0.31 0.627 1.353 0.443 0.224

stays out of the market for even more time. Interest rate payments on unused
funds would obviously only improve performance measures and it does not bias
the results to leave them out. Short-term USD interest rates have been very
low in recent times and including interest rate payments would only result in a
minimal improvement of performance measures anyway.

5 Conclusion, Limitations, and Future Research

Our analysis shows that it is possible to successfully model the intraday dynamics
of liquid US securities with only a few (technical) indicators as inputs to a neural
network. The trading strategy always goes flat at the close of the day. This
eliminates the overnight gap risk present in all daily strategies. A volatility filter
acting as a no-trade filter in volatile periods can further improve risk measures.
This paper confirms the good results that [2] obtained for the Brazilian stock
market with very similar methodology. Our strategy only uses easily available
OHLC data. It does not need real intraday tick data for backtesting.

This is also a limitation of our work. It is quite probable that we could en-
hance the risk-reward ratio of the strategy with tick data. For example, we could
imagine trading the range more than once a day if the occasion presents itself.
With OHLC data we cannot backtest this, because we don’t know the order of
possibly recurring daily highs and lows. Also, without tick data it is not possi-
ble to evaluate the effect of money management strategies, because, again, we
cannot tell the order in which prices arrive. However, considering the serious
drawdowns that can occur in certain securities, we would not trade the strategy
without at least a proper stop loss on every trade.

Another limitation of our work is the lack of diversified input factors. One
could argue that we use four different price series (open, high, low, close). But
these price series are strongly correlated. It would be interesting to see if the
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results improve if we add different time series, for example from securities in the
same industry group. Also general market indices could prove a useful addition.

The present study should be extended to include more securities. We moti-
vated the choice of securities qualitatively. However, this cannot replace a broad
market analysis. For every trade we know at least the approximate entry price,
the exit target and the probable range. We can therefore rank every trade by
its forecast reward to risk ratio.This also leads to the idea of creating a (possi-
bly dynamically) combined portfolio of the best performing assets. This could
improve risk measures.

Additionally, investigating other markets could prove enlightening. How does
the same methodology fare when forecasting foreign exchange, commodities, or
other assets?
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Proceedings of the 18th International Conference on Forecasting Financial Markets:
Advances for Exchange Rates, Interest Rates and Asset Management, Marseille,
May 25-27 (2011)



 

C. Jayne, S. Yue, and L. Iliadis (Eds.): EANN 2012, CCIS 311, pp. 433–442, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Kalman Filters and Neural Networks in Forecasting  
and Trading 

Georgios Sermpinis1, Christian Dunis2, Jason Laws3, and Charalampos Stasinakis4 

1 University of Glasgow Business School  
georgios.sermpinis@glasgow.ac.uk  

2 Liverpool Business School  
cdunis@tiscali.co.uk 

3 University of Liverpool Management School 
J.Laws@liverpool.ac.uk 

4 University of Glasgow Business School  
c.stasinakis.1@research.gla.ac.uk 

Abstract. The motivation of this paper is to investigate the use of a Neural 
Network (NN) architecture, the Psi Sigma Neural Network, when applied to the 
task of forecasting and trading the Euro/Dollar exchange rate and to explore the 
utility of Kalman Filters in combining NN forecasts. This is done by 
benchmarking the statistical and trading performance of PSN with a Naive 
Strategy and two different NN architectures, a Multi-Layer Perceptron and a 
Recurrent Network. We combine our NN forecasts with Kalman Filter, a 
traditional Simple Average and the Granger- Ramanathan’s Regression 
Approach. The statistical and trading performance of our models is estimated 
throughout the period of 2002-2010, using the last two years for out-of-sample 
testing. The PSN outperforms all models’ individual performances in terms of 
statistical accuracy and trading performance. The forecast combinations also 
present improved empirical evidence, with Kalman Filters outperforming by far 
its benchmarks.  

Keywords: Psi Sigma Network, Recurrent Network, Forecast Combinations, 
Kalman Filter. 

1 Introduction 

The term of Neural Network (NN) originates from the biological neuron connections 
of human brain. The artificial NNs are computation models that embody data-
adaptive learning and clustering abilities, deriving from parallel processing 
procedures [34]. The NNs are considered a relatively new technology in Finance, but 
with high potential and an increasing number of applications. However, their practical 
limitations and contradictory empirical evidence lead to skepticism on whether they 
can outperform existing traditional models.  

The motivation of this paper is to investigate the use of a Neural Network (NN) 
architecture, the Psi Sigma Neural Network (PSN), when applied to the task of 
forecasting and trading the Euro/Dollar (EUR/USD) exchange rate and to explore the 
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utility of Kalman Filters in combining NN forecasts. This is done by benchmarking 
the statistical and trading performance of PSN with a Naive Strategy and two different 
NN architectures, a Multi-Layer Perceptron (MLP) and a Recurrent Network (RNN). 
We combine our NN forecasts with Kalman Filter, a traditional Simple Average and 
the Granger- Ramanathan’s Regression Approach (GRR). The statistical and trading 
performance of our models is estimated throughout the period of 2002-2010, using the 
last two years for out-of-sample testing. In terms of our results, the PSN outperforms 
all models’ individual performances in terms of statistical accuracy and trading 
performance. The forecast combinations also present improved empirical evidence, 
with Kalman Filters outperforming by far its benchmarks.  

Section 2 is a short literature review and Section 3 follows with the description of 
the EUR/USD ECB fixing series, used as our dataset. Sections 4 and 5 give an 
overview of the forecasting models and the forecast combination methods we 
implemented respectively. The statistical and trading performance of our models is 
presented in Section 6. Finally, some concluding remarks are summarized in  
Section 7.  

2 Literature Review 

The most common NN architecture is the MLP and seems to perform well at time-
series financial forecasting [16], although the empirical evidence can be contradictory 
in many cases. Ince and Trafalis [14] forecast the EUR/USD, GBP/USD, JPY/USD 
and AUD/USD exchange rates with MLP and Support Vector Regression and their 
results show that MLP achieves less accurate forecasts. On the other hand, Tenti [21] 
and Dunis and Huang [3] achieved encouraging results also by using RNNs to 
forecast the exchange rates. PSNs were first introduced by Ghosh and Shin [7] as 
architectures able to capture high-order correlations. Ghosh and Shin [7, 8] also 
present results on their forecasting superiority in function approximation, when 
compared with a MLP network and a Higher Order Neural Network (HONN). 
Satisfactory forecasting results of PSN were presented by Hussain et al. [13] on the 
EUR/USD, the EUR/GBP and the EUR/JPY exchange rates using univariate series as 
inputs in their networks. Bates and Granger [1] and Newbold and Granger [17] 
suggested combining rules based on variances-covariances of the individual forecasts, 
while Granger and Ramanathan [10] presented a regression combination forecast 
framework with encouraging results. According to Palm and Zellner [18],  it is 
sensible to use simple average for combination forecasting, while Deutsch et al. [2] 
achieved substantially smaller squared forecasts errors combining forecasts with 
changing weights. Time-series analysis is often based on the assumption that the 
parameters are fixed. However, Harvey [12] and Hamilton [11] both suggest using 
state space modeling, such as Kalman Filter, for representing dynamic systems where 
unobserved variables (so-called ‘state’ variables) can be integrated within an 
‘observable’ model. According to Goh and Mandic [9] the recursive Kalman Filter is 
suitable for processing complex-valued nonlinear, non-stationary signals and bivariate 
signals with strong component correlations. Kalman Filter is also considered an 
optimal time-varying financial forecast for financial markets [4]. Terui and van Dijk 
[22] also suggest that the combined forecasts perform well, especially with time 
varying coefficients.  
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3 The EUR/USD Exchange Rate and Related Financial Data 

The European Central Bank (ECB) publishes a daily fixing for selected EUR 
exchange rates: these reference mid-rates are based on a daily concentration 
procedure between central banks within and outside the European System of Central 
Banks, which normally takes place at 2.15 p.m. ECB time. The reference exchange 
rates are published both by electronic market information providers and on the ECB's 
website shortly after the concentration procedure has been completed. Although only 
a reference rate, many financial institutions are ready to trade at the EUR fixing and it 
is therefore possible to leave orders with a bank for business to be transacted at this 
level. 

In this paper, we examine the EUR/USD over period 2002 -2010, using the last 
two years for out-of-sample.  

Table 1. The EUR/USD Dataset - Neural Networks’ Training Dataset 

PERIODS TRADING 
DAYS 

START 
DATE 

END 
DATE 

Total Dataset 2295 3/01/2002 31/12/2010 
Training Dataset 

(In-sample) 
1270 3/01/2002 29/12/2006 

Test Dataset 
(In-sample) 

511 02/01/2007 31/12/2008 

Validation Dataset 
(Out-of-sample) 

514 02/01/2009 31/12/2010 

 
The graph below shows the total dataset for the EUR/USD and its volatile trend 

since early 2008. 
 

 

Fig. 1. EUR/USD Frankfurt daily fixing prices 
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To overcome the non-stationary issue, the EUR/USD series is transformed into a 
daily series of rate returns. So given the price level P1, P2,…, Pt, the return at time t is 
calculated as: 

1

1t
t

t

P
R

P−

 
= − 
 

  (1)

In the absence of any formal theory behind the selection of the inputs of a neural 
network, we conduct some neural networks experiments and a sensitivity analysis on 
a pool of potential inputs in the training dataset in order to help our decision. Our aim 
is to select the set of inputs for each network which is the more likely to lead to the 
best trading performance in the out-of-sample dataset. In our application, we select as 
inputs sets of autoregressive terms of the EUR/USD, EUR/GBP and the EUR/JPY 
exchange rates, based on the higher trading performance for each network in the test 
sub-period.   

4 Forecasting Models  

4.1 Naive Strategy 

In this paper we use the Naive Strategy in order to benchmark the efficiency of the 
NNs’ trading performance. The Naive Strategy is considered to be the simplest 
strategy to predict the future. That is to accept as a forecast for time t+1, the value of 
time t, assuming that the best prediction is the most recent period change. Thus, the 
model takes the form: 

1t̂ tY Y+ =   (2) where tY  is the actual rate of return at time t and 

1t̂Y +
is the forecast rate of return at time t+1.  

4.2 Neural Networks (NNs)  

Neural networks exist in several forms in the literature. The most popular architecture 
is the Multi-Layer Perceptron (MLP). A standard neural network has at least three 
layers. The first layer is called the input layer (the number of its nodes corresponds to 
the number of explanatory variables). The last layer is called the output layer (the 
number of its nodes corresponds to the number of response variables). An 
intermediary layer of nodes, the hidden layer, separates the input from the output 
layer. Its number of nodes defines the amount of complexity the model is capable of 
fitting. In addition, the input and hidden layer contain an extra node called the bias 
node. This node has a fixed value of one and has the same function as the intercept in 
traditional regression models. Normally, each node of one layer has connections to all 
the other nodes of the next layer.  

The network processes information as follows: the input nodes contain the value of 
the explanatory variables. Since each node connection represents a weight factor, the 
information reaches a single hidden layer node as the weighted sum of its inputs. Each 
node of the hidden layer passes the information through a nonlinear activation 
function and passes it on to the output layer if the calculated value is above a 
threshold.  
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The training of the network (which is the adjustment of its weights in the way that 
the network maps the input value of the training data to the corresponding output 
value) starts with randomly chosen weights and proceeds by applying a learning 
algorithm called backpropagation of errors [19].The learning algorithm simply tries 
to find those weights which minimize an error function (normally the sum of all 
squared differences between target and actual values). Since networks with sufficient 
hidden nodes are able to learn the training data (as well as their outliers and their 
noise) by heart, it is crucial to stop the training procedure at the right time to prevent 
overfitting (this is called ‘early stopping’). This can be achieved by dividing the 
dataset into 3 subsets respectively called the training and test sets used for simulating 
the data currently available to fit and tune the model and the validation set used for 
simulating future values. The training of a network is stopped when the mean squared 
forecasted error is at minimum in the test-sub period. The network parameters are 
then estimated by fitting the training data using the above mentioned iterative 
procedure (backpropagation of errors). The iteration length is optimised by 
maximising the forecasting accuracy for the test dataset. Then the predictive value of 
the model is evaluated applying it to the validation dataset (out-of-sample dataset).  

4.2.1    The Multi-Layer Perceptron Model (MLP) 
MLPs are feed-forward layered NN, trained with a back-propagation algorithm. 
According to Kaastra and Boyd [15], they are the most commonly used types of 
artificial networks in financial time-series forecasting. The training of the MLP 
network is processed on a three-layered architecture, as described above.  

4.2.2    The Recurrent Neural Network (RNN) 
The next NN architecture used in this paper is the RNN. For an exact specification of 
recurrent networks, see Elman [6]. A simple recurrent network has an activation 
feedback which embodies short-term memory. The advantages of using recurrent 
networks over feed-forward networks for modeling non-linear time series have been 
well documented in the past. However, as mentioned by Tenti [21], “the main 
disadvantage of RNNs is that they require substantially more connections, and more 
memory in simulation than standard back-propagation networks” (p. 569), thus 
resulting in a substantial increase in computational time.  

4.2.3    The Psi-Sigma Neural Network (PSN) 
The PSNs are a class of Higher Order Neural Networks with a fully connected feed-
forward structure. Ghosh and Shin [7] were the first to introduce the PSN, trying to 
reduce the numbers of weights and connections of a Higher Order Neural Network. 
Their goal was to combine the fast learning property of single-layer networks with the 
mapping ability of Higher Order Neural Networks and avoid increasing the required 
number of weights. The price for the flexibility and speed of Psi Sigma networks is 
that they are not universal approximators. We need to choose a suitable order of 
approximation (or else the number of hidden units) by considering the estimated 
function complexity, amount of data and amount of noise present. To overcome this, 
our code runs simulations for orders two to six and then it presents the best network. 
The evaluation of the PSN model selected comes in terms of trading performance.1 

                                                           
1  For a complete description of all the neural network models we used and their complete 

specifications see Sermpinis et al. [20]. 
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5 Forecasting Combination Techniques  

In this section we present the techniques that we used to combine our NNs forecasts. 
It is important to outline that a forecast combination targets either to follow the trend 
of the best individual forecast (‘combining for adaptation’) or to significantly 
outperform each one of them (‘combining for improvement’) [23].  

5.1 Simple Average  

The first forecasting combination technique used in this paper is Simple Average, 
which can be considered a benchmark forecast combination model. Given the three 

NNs’ forecasts , ,t t t
MLP RNN PSNf f f  at time t, the combination forecast at time t is 

calculated as: 

3( ) /
MLP RNN PSN

NNs

t t t t
cf f f f= + +   (3)

5.2 Granger and Ramanathan Regression Approach (GRR) 

According to Bates and Granger [1], a combining set of forecasts outperforms the 
individual forecasts that the set consists of. Based on Granger and Ramanathan [10] 
we combine our forecasts as follows: 

0 1
1

n

c i i
i

f a a f ε
=

= + +   (GRR)

Where: 
• fi, i=1,...,n are the individual one-step-ahead forecasts,  
• fc1, fc2, fc3 are the combination forecast of each model,  
• α0 is the constant term of the regression 
• αi are the regression coefficients of each model 
• ε1, ε2, ε3 are the error terms of each regression model 

 
The GRR model at time t used in this paper is specified as shown below: 

t
t

PSN
t

RNN
t

MLP
t

c ffff
NNs

ε++++= 132.56461.13023.350422.0               (4)

From (4) it is obvious that GRR favors PSN forecasts. 

5.3 Kalman Filter 

Kalman Filter is an efficient recursive filter that estimates the state of a dynamic 
system from a series of incomplete and noisy measurements. The time-varying 
coefficient combination forecast suggested in this paper is shown below: 

Measurement Equation: ( )
3

2

1

, ~ 0,t t t
i i t t

i
cNNs

f a f NID εε ε σ
=

= +    (5)

State Equation:   1 2, ~ (0, )t t
i i t t na a n n NID σ−= +  (6)
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Where: 
• t

cNNs
f  is the dependent variable (combination forecast) at time t  

• ( 1, 2,3)t
i if =  are the independent variables (individual forecasts) at time t 

• ( 1, 2, 3)t
i ia =  are the time-varying coefficients at time t for each NN 

• εt,nt are the uncorrelated error terms (noise) 
 

The alphas are calculated by a simple random walk and we initialized
1 0ε = . Based 

on the above, our Kalman Filter model has as a final state the following: 

5.80 1.16 75.89
NNs

t t t t
c MLP RNN PSN tf f f f ε= + + +          (7)

From the above equation we note that the Kalman filtering process also favors the 
PSN model. This is what one would expect, since it is the model that performs best 
individually. 

6 Statistical and Trading Performance 

As it is standard in literature, in order to evaluate statistically our forecasts, the 
RMSE, the MAE, the MAPE and the Theil-U statistics are computed (see Dunis and 
Williams [5]). For all four of the error statistics retained the lower the output, the 
better the forecasting accuracy of the model concerned. In Table 2 we present the 
statistical performance of all our models in the out-of-sample period. 

Table 2. Summary of the Out-of-sample Statistical Performance 

 NAIVE MLP RNN PSN Simple 
Average GRR Kalman 

Filter 

MAE 0.0084 0.0058 0.0056 0.0048 0.0048 0.0047 0.0044 

MAPE 405.62% 112.37% 105.97% 97.88% 94.07% 92.83% 88.37% 

RMSE 0.0107 0.0061 0.0060 0.0054 0.0053 0.0049 0.0043 

Theil-U 0.7958 0.7301 0.6001 0.4770 0.5672 0.5297 0.5212 

 
We note that from our individual forecasts, the PSN statistically outperformed all 

other models. Similarly, for our forecast combinations methodologies the Kalman Filter 
beat its benchmarks for the four statistical criteria retained in the out-of-sample period. 

The trading strategy applied in this paper is to go or stay ‘long’ when the forecast 
return is above zero and go or stay ‘short’ when the forecast return is below zero.2 In 
Table 3 below we present the out-of-sample trading performance of our models 
before and after transaction costs. 

                                                           
2  The transaction costs for a tradable amount, say USD 5-10 million, are about 1 pip (0.0001 

EUR/USD) per trade (one way) between market makers. But since we consider the 
EUR/USD time series as a series of middle rates, the transaction costs is one spread per round 
trip. With an average exchange rate of EUR/USD of 1.369 for the out-of-sample period, a 
cost of 1 pip is equivalent to an average cost of 0.007% per position. 
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Table 3. Summary of Out-of-Sample Trading Performance 

 NAIVE MLP RNN PSN Simple 
Average 

GRR Kalman 
Filter 

Annualised Return 
(excluding costs) 

-4.80% 14.80% 16.07% 18.37% 16.37% 16.99% 28.79% 

Annualised Volatility 12.03% 11.83% 11.02% 10.89% 10.85% 11.02% 10.92% 

Information Ratio 
(excluding costs) 

-0.4 1.25 1.46 1.69 1.51 1.54 2.64 

Maximum 
Drawdown 

-6.41% -6.23% -6.23% -6.31% -6.31% -6.31% -6.31% 

Annualized 
Transactions 

77 71 71 76 70 63 73 

Transaction Costs 0.54% 0.50% 0.50% 0.53% 0.49% 0.44% 0.51% 

Annualised Return 
(including costs) -5.34% 14.30% 15.57% 17.84% 15.88% 16.55% 28.28% 

Information Ratio 
(including costs) -0.44 1.21 1.41 1.64 1.46 1.50 2.59 

 
From the last two rows of Table 3, we note that the PSN continues to outperform 

all other single forecasts in terms of trading performance, coinciding with its 
statistical superiority. From our forecast combinations, only the Kalman Filter beats 
our best single forecast. The Simple Average and GRR methods seem unable to 
outperform PSN  in the out-of-sample period. On the other hand, the GRR strategy 
still outperforms the MLP and the RNN models in terms of annualised return and 
information ratio. That could be thought as a trend to adapt to the best individual 
performance (‘combining for adaptation’ [23]). It seems that the ability of Kalman 
Filter to provide efficient computational recursive means to estimate the state of our 
process, gives it a considerable advantage compared to our fixed parameters 
combination models.3 

7 Concluding Remarks 

The motivation of this paper is to investigate the use of a Neural Network (NN) 
architecture, the Psi Sigma Neural Network (PSN), when applied to the task of 
forecasting and trading the Euro/Dollar (EUR/USD) exchange rate and to explore the 
utility of Kalman Filters in combining NN forecasts. This is done by benchmarking 
the statistical and trading performance of PSN with a Naive Strategy and two 
different NN architectures, a Multi-Layer Perceptron (MLP) and a Recurrent 
Network (RNN). We combine our NN forecasts with Kalman Filter, a traditional 
Simple Average and the Granger- Ramanathan’s Regression Approach (GRR). The 
statistical and trading performance of our models is estimated throughout the period 
of 2002-2010, using the last two years for out-of-sample testing.  

As it turns out, the PSN outperforms its benchmarks models in terms of statistical 
accuracy and trading performance. It is also shown that all the forecast combinations 
outperform in the out-of-sample period all our single models, except the PSN, for the 
                                                           
3  The in-sample statistical and trading performances of our models are not presented for the 

sake of space. Nonetheless, the ranking of the models does not change considerably 
compared with the out-of-sample period. 
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statistical and trading terms retained. Simple Average and GRR do not beat PSNs’ 
best individual performance, but are better than MLP and RNN, while Kalman Filter 
presents the best results. It seems that the ability of Kalman Filter to provide efficient 
computational recursive means to estimate the state of our process gives it a 
considerable advantage compared to our fixed parameters combination models. The 
remarkable trading performance of Kalman Filter allows us to conclude that it can be 
considered as an optimal forecast combination for the models and time-series under 
study. Our results should also go some way towards convincing a growing number of 
quantitative fund managers to experiment beyond the bounds of traditional models 
and trading strategies.  
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Abstract. In this paper we investigate the forecasting and trading
performance of linear and non-linear methods, in order to generate short-
term forecasts in the dirty tanker shipping market. We attempt to un-
cover the benefits of using several time series models and the potential
of neural networks. Maritime forecasting studies using neural networks
are rare and only focus on spot rates. We build on this kind of investi-
gation, but we extend our study on freight rates derivatives or Forward
Freight Agreements (FFA) in a simple trading simulation. Our conclu-
sion is, that non-linear methods like neural networks are suitable for
short-term forecasting and trading freight rates, as their results match
or improve on those of other models. Nevertheless, we think that further
research with freight rates and corresponding derivatives is developable
for decision and trading applications with enhanced forecasting models.

Keywords: Shipping Freight Market, Neural Network, Forecasting Per-
formance, Trading Performance.

1 Introduction

In this paper we investigate the forecasting and trading performance of non-
linear forecasting models, to generate short-term forecasts of spot rates and
corresponding freight forwards respectively Forward Freight Agreements (FFA)
in the dirty tanker shipping market. Freight rates exhibit certain characteristics
in the class of commodities: The freight rate represents as an underlying asset
a transport service and can be classified as non-storable commodity like elec-
tricity. In contrast to other established markets, only a small number of actors
operate in the freight market and it is not sure that all relevant information is
contained in the forward price.

In recent time freight derivatives become interesting in the maritime market,
due to the fact, that freight rates are very volatile. Derivative markets provide a
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way in which these risks may be transferred to other individuals who are willing
to bear them, through hedging. Therefore, actors in the shipping market are
forced to use forecasting techniques for the purpose of risk management.

Most studies on forecasting freight rates use traditional time series models
and focus on statistical forecast performance measures (e.g. Culliane et al. [4],
Veenstra and Franses [9]). Batchelor et al. [3] compared a range of time series
models in forecasting spot freight rates and freight forward contracts respec-
tively FFA rates. They concluded, that freight forward contracts are suitable to
detect the tendency of future spot freight rate, but FFA rates do not seem to
be helpful in predicting the direction of future spot rates. However, the use of
linear time series models for freight rates is sometimes criticized, due to the fact
that most financial time series show non-linear patterns (see Goulielmos and
Psifia [5] and Adland and Culliane [1]). As a representative of non-linear meth-
ods, neural networks could be implemented for several financial applications. Li
and Parsons[6] and Lyridis et al. [7] attempted to investigate the advantages of
neural networks in predicting spot freight rates. They pointed out that neural
networks can significantly outperform simple time series models for longer-term
forecasting of monthly tanker spot freight rates. A more recent study of Met-
tenheim and Breitner [8] showed that neural networks achieve good forecasting
and trading results in predicting the Baltic Dry Index (BDI), which measures
the cost to haul dry freight over the world’s oceans. According to trading inves-
tigations of freight rates and derivatives some examples and details are given by
Alizadeh and Nomikos [2].

Nevertheless, we find a lack of jointly spot and forward forecasting and trad-
ing investigations with neural networks. We build on these investigations, but
we extend our study on freight derivatives and a wider range of time series mod-
els. The main objective of this paper is to investigate neural networks’ predic-
tion ability for maritime business short-term forecasting and provide a practical
framework for actual trading applications of neural networks. We therefore im-
plement a simple trading simulation to investigate the economic evaluation of
the predicted spot freight rates and FFA prices.

The paper is organized as follows. Section 2 gives a short introduction about
the methodology of neural networks and alternative statistical time series mod-
els. Section 3 describes the data and data preparation. Section 4 gives a brief
introduction about our forecasting and trading strategy and shows the perfor-
mance measures of the neural network and alternative models. We evaluate the
statistical forecasting performance via a simple trading simulation. Finally, Sec-
tion 5 summarizes our conclusions.

2 Methodology of Neural Networks

Neural networks (NN) can be described as non-linear input-output models. They
provide the basis for an entirely different approach to the analysis of time se-
ries. The connections between inputs and outputs are typically made via one or
more hidden layers of neurons, sometimes alternatively called processing units
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or nodes. NN also appear to have potential application in time series modelling
and forecasting. Nevertheless, the success of NN modelling depends on a suit-
able topology or architecture. This includes determining the number of layers,
the number of neurons in each layer and which variables to choose as inputs
and outputs. The number of hidden layers is often taken to be one, while the
number of hidden neurons is found heuristically. In the case of time series predic-
tion, feedforward NN use the past lagged observations as inputs to conduct one
or multi-step ahead forecasts. They do not require any assumptions relating to
the underlying data-generating process. Figure 1 shows an example of a neural
network topology for time series forecasting purposes.

1

S

S

Input layer Hidden layer Output

t- 1 tS
tanh

tanh

t-p

Fig. 1. Topology of a typical NN for time series forecasting

Example with one hidden layer of two neurons. The output, e.g. the forecast vari-
able, depends on the lagged input values at times t− 1, . . . , t− p.

In our case, a one-step ahead forecast of spot freight rates returns ΔŜt is
computed using lagged input variables (ΔSt−1, ΔSt−2, . . . , ΔSt−p) as follows
(for FFA prices in the same manner):

ΔŜt = f(ΔSt−1, ΔSt−2, . . . , ΔSt−p) (1)

f denotes the function determined by the network. Thus the NN is equivalent to
the nonlinear autoregressive model for time series forecasting problems. One of
the input variables will usually be a constant. The neural network attempts to
find the best possible approximation of the function f as a complex combination
of elementary non-linear functions. This approximation is coded in the neurons
of the network using weights that are connected with each neuron. These weights
effectively measure the ’strength’ of the different connections and are parameters
that need to be estimated from the given data. We further assume there are H
neurons in one hidden layer and then attach the weight wij to the connection
between input St−i and the jth neuron in the hidden level. Given values for
the weights, the value to be attached to each neuron may then be found in two
stages. First, a linear function of the inputs is found:
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netj = ŵo +

p∑
i

wijΔSt−i (2)

For j = 1, 2, . . . , H . Second, the quantity netj is converted to the final value for
the jth neuron by applying an activation function - in our case we use the hy-
perbolic tangent, tanh(netj). Having calculated values for each neuron, a similar
pair of operations can then be used to get the predicted value for the output
using the values at the H neurons. This requires a further set of weights ŵj to
be attached to the links between the neurons and the output. Overall the output
ΔŜt, is related to the inputs by the following expression:

ΔŜt = fo

⎡
⎣
⎛
⎝∑

j

ŵj tanh

(
p∑
i

wijΔŜt−i

)
+ ŵo

⎞
⎠
⎤
⎦ (3)

where fo denotes the activation functions at the output layer. It is also easy to
incorporate further input variables into NN model. In this case, we are able to
extend such an univariate NN to a multivariate topology.

In addition to the neural network model, we apply traditional linear time series
models like the univariate Auto-Regressive IntegratedMoving Average (ARIMA)
model. Correspondingly to univariate models, statistical multivariate time series
methods include the Vector Auto-Regressive process (VAR) and the Vector Error
Correction model (VECM). The potential advantage of the multivariate VAR
and VECM according to the univariate ARIMA model is that it takes into
account the information content in the spot price movement in determining the
forward price and vice versa.

3 Description of Data and Data Preparation

A forward freight agreement (FFA) is an agreement between two counterparties
to settle a freight rate or hire rate at a certain date in the future. Tanker routes
are centralized around the biggest physical routes for shipments of crude oil,
known as trade dirty (TD) or trade clean (TC) followed by a numeral to designate
the vessel size and cargo. We sample daily prices of the most liquid International
Maritime Exchange (Imarex) TD3 and TD5 freight forward contracts. These
contracts are written on daily spot rates for TD3 and TD5 published by the
Baltic Exchange. The spot and FFA data is available from 5 April 2004 to 1
April 2011 (1748 observations).

To avoid expiry effects, we calculate ”perpetual” forward contract for one
month (22 trading days; FFA 1M) and two month (44 trading days; FFA 2M) as
a weighted average of a near and distant futures contracts, weighted according to
their respective number of days from maturity. This procedure generates a series
of futures prices with constant maturity and avoids the problem of price-jumps
caused by the expiration of a particular futures contract. Figure 2 shows data
points of TD3 contracts.
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Fig. 2. Spot and forward prices for TD3

All prices are transformed to natural logarithms. Summary statistics of log-
arithmic first-differences (”log returns”) of daily spot and FFA prices are pre-
sented in table 1 for the whole period in the two dirty tanker routes. The result’s
excess kurtosis in all series, and the skewness does not necessarily imply a sym-
metric distribution. The Jarque-Bera tests indicate departures from normality
for both spot and FFA prices in all routes. This seems to be more acute for
the spot freight rates. The Ljung-Box Q(12) statistic on the first 12 lags of
the sample autocorrelation function and Engles ARCH test indicate significant
serial correlation and existence of heteroscedasticity, respectively. In contrast
to storable commodities, such as stocks, there is no reason to expect changes
in spot freight to be serially uncorrelated. Demand and supply for freight ser-
vices are determined by the needs of trade. Augmented Dickey Fuller (ADF)
and Phillips-Peron (PP) unit root tests indicate that all variables are log first-
difference stationary, but the levels indicate, that most price series follow unit
root processes.

4 Forecasting and Trading Performance Test

For purpose of forecasting and trading, each data set is divided into two subsets:
the first subset runs from 5 April 2004 to 16 February 2010, the second subset
from 17 February 2010 to 1 April 2011. The first subset is used to estimate the
statistical models and identify the neural network structure while the second is
used only for out-of-sample prediction comparison. This implies that we get a
sample of 1466 daily observations for the estimation period and a sample of 282
daily observations for the forecasting and trading period – a ratio of 5.25 to 1.
All models seem to be well specified, as indicated by relevant diagnostic tests.

We separate all models in univariate and multivariate model classes: The
univariate models consist of an ARIMA and a NN model, where we include only
the relevant single spot or FFA time series. For the multivariate models VAR,
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Table 1. Descriptive statistics for the log differences of spot and FFA ratesa

TD3 TD5

Spot FFA 1M FFA 2M Spot FFA 1M FFA 2M

Skew (levels) 0.38 0.13 −0.06 −0.06 −0.12 −0.13
Kurtosis (levels) −0.12 −0.01 −0.13 −0.24 −0.09 −0.22
Jarque-Bera 10, 212.88 1146.48 1482.50 9560.54 1966.65 1581.69
Ljung-Box 974.58 179.33 120.73 465.72 140.06 90.27
ARCH 115.64 126.99 176.95 21.90 105.88 73.31
ADF −18.32 −24.77 −26.33 −22.09 −25.52 −26.11
ADF (levels) −3.78 −2.72 −2.39 −4.10 −2.25 −1.65
PP −22.56 −31.79 −33.73 −25.81 −32.56 −34.80
PP (levels) −3.53 −2.59 −2.19 −3.57 −2.13 −1.67
a Critical 5% values in brackets: Jarque-Bera [5.99], Ljung-Box Q(12) [51.48],
ARCH(12) [1.81], ADF/PP [-2.89].

VECM and a multivariate neural network, namely NN+, we include both spot
and all FFA rates of each route.

4.1 Statistical Forecasting Performance Results

We generate one-step ahead out-of-sample forecasts of each model, estimated
over the initial estimation period. The forecasting performance of each model
is presented in matrix form in table 2 for all contracts. Forecasts made using
first-differences will be transformed back to levels to ensure that the measures
presented above are comparable for all models. The forecast performance of
each model is assessed using the conventional root mean square error metric
(RMSE) and Theil’s U statistic. The latter allows a relative comparison of formal
forecasting methods with a näıve model, a no-change random walk (RW1).

All models outperform their näıve benchmark, except the ARIMA model in
predicting the TD5 FFA 2M. Some regularities stand out from the table. First,
the FFA rates are much harder to forecast than the spot rates. This phenomenon
is not unusual for freight rates and confirms prior studies in the tanker market.
Second, in most cases the multivariate models are superior against the univari-
ate representives. We can find this advantage especially for spot freight rates.
But this error difference or advantage declines in the FFA contracts. Further-
more, the VECM, which has an equilibrium correction feature, perform better
than VAR models for forecasts of spot rates, but not for forecasts of FFA rates.
The neural network results are comparable to those of the other models. It is
interesting that the univariate NN achieve relatively good results, but the mul-
tivariate NN+ is not able to reinforce this advantage significantly. It seems, that
the neural network as a non-linear approximator is already able to extract suf-
ficient information out of the univariate time-series. The additional information
contained in other time-series is therefore not needed.
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Table 2. One-step ahead forecast performance for Route TD3 and TD5

Univariate Multivariate

Route Contract Measure RW1 ARIMA NN VAR VECM NN+

TD3 Spot R̄2 0.9659 0.9723 0.9748 0.9752 0.9756 0.9752
RMSE 0.0468 0.0425 0.0406 0.0408 0.0397 0.0403
Theils U 1.0000 0.9087 0.8738 0.8726 0.8591 0.8710

FFA 1M R̄2 0.9740 0.9764 0.9771 0.9761 0.9759 0.9769
RMSE 0.0307 0.0293 0.0289 0.0295 0.0295 0.0291
Theils U 1.0000 0.9530 0.9406 0.9609 0.9614 0.9494

FFA 2M R̄2 0.9577 0.9593 0.9595 0.9594 0.9590 0.9601
RMSE 0.0284 0.0279 0.0277 0.0279 0.0279 0.0276
Theils U 1.0000 0.9826 0.9786 0.9839 0.9825 0.9744

TD5 Spot R̄2 0.9397 0.9475 0.9521 0.9578 0.9595 0.9564
RMSE 0.0578 0.0540 0.0516 0.0485 0.0471 0.0496
Theils U 1.0000 0.9345 0.8996 0.8401 0.8185 0.8649

FFA 1M R̄2 0.9595 0.9627 0.9625 0.9623 0.9621 0.9628
RMSE 0.0298 0.0287 0.0287 0.0290 0.0288 0.0287
Theils U 1.0000 0.9622 0.9619 0.9701 0.9626 0.9612

FFA 2M R̄2 0.9617 0.9616 0.9628 0.9637 0.9639 0.9623
RMSE 0.0222 0.0223 0.0219 0.0216 0.0216 0.0220
Theils U 1.0000 1.0043 0.9873 0.9751 0.9725 0.9936

4.2 Trading Strategy and Experiment

Statistical performance measures are often inappropriate for financial applica-
tions. Trading strategies guided by forecasts on the direction of price change may
be more effective and generate higher profits. Therefore, predicting the direction
is a practical issue which usually affects a financial trader’s decision to buy or
sell a freight rate contract. Based on the generated results we provide a simple
trading simulation to evaluate our forecasting results in this section.

The trading simulation assumes that, at the beginning of each trading day,
the investor makes an asset allocation decision. Consider a freight rate contract
whose prices fluctuate from day to day and the mid price on the tth day (t =
0, 1, 2, . . . , n) is qt. Let pt = ln qt be the log price and rt = pt − pt−1 be the
continuously compounded return on day t. We can generate trading signals now
by the following rule:

{
long, if p̂t+1 > pt
short, if p̂t+1 < pt

A long signal is to buy contracts at the current price, while a short signal is to
sell contracts at the current price. This approach has been widely used in the
literature.

Except for the straightforward näıve strategy, a random walk, all benchmark
models were estimated on our in-sample period. The näıve benchmark strategy
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is defined by r̂t+1 = rt, where rt is the actual rate of return at period t and
r̂t+1 is the forecast rate of return for the next period. So, we switch from the
no-change random walk to a constant (last) change random walk model (RW2).

In the trading experiment, it is assumed that during the initiation period, an
investor will invest 1 monetary unit at the beginning of each contract period.
So far, our results have been presented without accounting for transaction costs
during the trading simulation.

4.3 Trading Results and Analysis

The net gain in assets, number of trades executed, and the rate of return over
the out-of-sample forecast horizon are shown in table 3 for TD3 and TD5. The
initial investments are identical in all models, due to the buy-and-hold strategy.
Therefore, all measures are comparable. We see some implications: First, all
models earn a positive trading result in case of no transaction costs. Furthermore,
it is obvious, that the trading results in spot rates are more profitable than those
for FFA contracts. This is also valid for the directional measure ”winning trades
per %”. In most cases all models outperform the näıve RW2 model, except some
time series models in predicting FFA prices. The multivariate NN+ undermatch
the RW2 benchmark trading results for TD3 spot freight rates.

Additional observations are worth pointing out. The results generated by NN
are encouraging in comparison to the other models – for every predicted asset
the univariate NN shows the best performance across all models (univariate
and multivariate) with respect to the important measures of net gain and risk-
adjusted return as measured by the Sharpe ratio. ARIMA and VAR results show
no unambiguous picture. Both models outperform the RW2 in case of spot rates.
But ARIMA does not perform for TD5 FFA 2M contracts and VAR get worse
results for TD3 FFA contracts. The multivariate VECM shows relatively good
and stable results, except for the FFA 1M contracts. The multivariate NN+
achieves only in some cases preeminent trading results, e.g. for the TD5 spot
freight rates. As mentioned above, additional time series do not improve the
neural network performance. We conclude, that both VECM and univariate NN
may generate more robust trading results for this time series and perform better
than the other forecasting models.

5 Conclusions and Recommendations

In this paper, we have examined the forecasting and trading performance of
various standard linear time series models and a non-linear neural network to
jointly predict spot and forward freight rates (FFA prices). We have focused on
short-term forecasting. To our knowledge there is a lack in the literature of joint
predictions of freight rates and derivatives with neural networks and traditional
time series models.

We conclude, that neural networks are suitable for short-term forecasting
and trading of tanker freight rates and derivatives. For the two most liquid
tanker routes TD3 and TD5 we implicate that short-term forecasting with neural
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networks leads to better results than other traditional time series models. Our
forecasting results confirm prior studies concerning time series models. However,
out-of-sample forecasting with multivariate forecasting models show that spot
freight rates are not helpful in predicting FFA prices, but FFA prices do help
predict spot freight rates. The results of neural networks are in line with these
findings.

We have implemented a simple trading simulation to evaluate the forecasting
performance with economical criteria. Trading strategies guided by forecasts on
the direction of price change may be more effective and generate higher prof-
its. In our evidence, both VECM and univariate neural networks may generate
more robust trading results for the analyzed time series than the other forecast-
ing models. Therefore, neural networks could be a starting point for building a
decision support model for spot freight rate and FFA trading purposes. Several
extensions for further research are also thinkable, e.g. longer investment hori-
zons and inclusion of further exogenous input variables in multivariate models
like crude oil prices, maritime data or any other variables.
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Abstract. In the current paper we study an evolutionary framework for the 
optimization of various types Neural Networks’ structure and parameters. Two 
different adaptive evolutionary algorithms, named as adaptive Genetic 
Algorithms (aGA) and adaptive Differential Evolution (aDE), were developed 
to optimize the structure and the parameters of two different types of Neural 
Networks: Multilayer Perceptron (MLPs) and Wavelet Neural Networks 
(WNN). Wavelet neural networks have been introduced as an alternative to 
MLPs to overcome their shortcomings presenting more compact architecture 
and higher learning speed. Furthermore, the evolutionary algorithms, which 
were implemented, are both adaptive in terms that their most important 
parameters (Mutation and Crossover probabilities) are assigned using a self 
adaptive scheme. The motivation of this paper is to uncover novel hybrid 
methodologies for the task of forecasting and trading DJIE financial index. This 
is done by benchmarking  the forecasting performance the four proposed hybrid 
methodologies (aGA-MLP, aGA-WNN, aDE-MLP and aDE-WNN) with some 
traditional techniques, either statistical such as a an autoregressive moving 
average model (ARMA), or technical such as a moving average 
covcergence/divergence model (MACD). The trading performance of all 
models is investigated in a forecast and trading simulation on our time series 
over the period 1997-2012. As it turns out, the aDE-WNN hybrid methodology 
does remarkably well and outperforms all other models in simple trading 
simulation exercises. (This paper is submitted for the ACIFF workshop). 

Keywords: Trading Strategies, Financial Forecasting, Transaction costs, Multi-
Layer Perceptron, Wavelet Neural Networks, Genetic Algorithms, Differential 
Evolution, Hybrid forecasting methodologies. 
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1 Introduction 

Stock market analysis is an area of growing quantitative financial applications. 
Modeling and trading financial indices is a very challenging open problem for the 
scientific community due to their chaotic non-linear nature. Thus, forecasting 
financial time series is a difficult task because of their complexity and their nonlinear, 
dynamic and noisy behavior. Traditional methods such as ARMA and MACD models 
fail to capture the complexity and the nonlinearities that exist in financial time series. 
Neural network approaches have given satisfactory results but they suffer from certain 
limitations. In the present paper we used Multi Layer Perceptron (MLP) Neural 
Networks (NN), as being the most famous among them, and Wavelet Neural 
Networks (WNN) as being a modern architecture which is believed to surpass the 
limitations of MLP such as slow convergence and training difficulties.  

Both MLPs and WNN have already been used for the modeling of financial time 
series. In specific Dunis et al. [1] in 2010 applied the MLP NN to the problem of 
modeling and trading the ASE 20 index. Compared to classical models, such as 
ARMA models, MLPs were proved to outperform them in terms of annualized return. 
Moreover, WNN have also been applied to financial forecasting problems [2] and 
they have been prove to outperform simple MPL NNs. 

Despite their high performance in many practical problems including financial 
forecasting, NNs present some drawbacks that should be surpassed in order to 
establish them as reliable trading tools. In specific, their performance is highly related 
to their structure and parameter values. The optimization of the structure and 
parameter values of NNs for financial forecasting and trading is an open problem 
even if some initial approaches have been developed [3, 4]. All these approaches 
appear to be able to optimize the NNs structure and parameters but include some extra 
parameters of the optimization technique which should in turn be optimized through 
experimentation.  

In the present paper, we introduce two novel evolutionary approaches (adaptive 
Genetic Algorithms, adaptive Differential Evolution) which adapt their parameters 
during the evolutionary process to achieve better convergence characteristics and to 
enable not experienced users to use them. These evolutionary techniques were used to 
optimize the structure and the parameters of MLP NNs and WNNs. The produced 
hybrid techniques were applied to the problem of modeling and trading the DJIA 
index. Experimental results demonstrated that they present better trading performance 
than statistical trading techniques. From the proposed hybrid techniques, the hybrid 
technique which combines the adaptive Differential Evolution method with WNNs 
outperformed all other examined models in terms of annualized returns even when 
transactions costs are taken into account.   

2 The DJIA Index and Related Financial Data 

The Dow Jones Industrial Average (DJIA) also called the Industrial Average, the 
Dow Jones, the Dow 30, or simply the Dow, is a stock market index, and one of 
several indices created by Wall Street Journal editor and Dow Jones & Company  



 Modelling and Trading the DJIA Financial Index Using Neural Networks 455 

co-founder Charles Dow. It was founded on May 26, 1896, and is now owned by 
Dow Jones Indexes, which is majority owned by the CME Group. It is an index that 
shows how 30 large, publicly owned companies based in the United States have 
traded during a standard trading session in the stock market. 

In Table 1 we present the dataset and the dataset's subsets which were used for 
training the examined predictors and validating their performance.  

Table 1. Total dataset 

Name of Period Trading 
Days 

Beginning End 

Total Dataset 3597 27 October 1997 6 February 2012 
Training set 2157 27 October 1997 23 May 2006 

Test Set 720 24 May 2006 31 March 2009 
Validation Set 720 1 April 2009 6 February 2012 

As inputs to our algorithms and our networks, we selected 14 autoregressive inputs 
described in detail in Table 2 below. 

Table 2. Explanatory variables  

Number Variable Lag 
1 DJIA all share return 1 
2 DJIA all share return 2 
3 DJIA all share return 3 
4 DJIA all share return 4 
5 DJIA all share return 5 
6 DJIA all share return 6 
7 DJIA all share return 7 
8 DJIA all share return 8 
9 DJIA all share return 9 

10 DJIA all share return 10 
11 DJIA all share return 11 
12 DJIA all share return 12 
13 DJIA all share return 13 
14 DJIA all share return 14 

3 Forecasting Models 

3.1 Benchmark Models 

For comparison reasons two benchmark models were applied to the problem of 
modeling the DJIA financial index. These are an ARMA and a MACD models. 

3.1.1   ARMA Model 
Autoregressive moving average models (ARMA) assume that the value of a time 
series depends on its previous values (the autoregressive component) and on previous 
residual values (the moving average component)[1] . The ARMA model takes the 
form of equation (1) 
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where             tY   is the dependent variable at time t 

1−tY , 2−tY , and ptY − are the lagged dependent variable 

0φ , 1φ , 2φ , and pφ are regression coefficients 

tε is the residual term 

1−tε , 2−tε , and pt−ε are previous values of the residual 

1w , 2w , and qw  are weights. 

Using as a guide the correlogram in the training and the test sub periods we have 
chosen a restricted ARMA (6, 6) model. All of its coefficients are significant at the 
99% confidence interval. The null hypothesis that all coefficients (except the 
constant) are not significantly different from zero is rejected at the 99% confidence 
interval. 

The selected ARMA model takes the form: 

Yt= 3.20 · 10-4 + 0.276Yt-1 - 0.446Yt-3  - 0.399Yt-6  +  0.264εt-1  - 0.170εt-3  -0.387εt-6  (2)

The model selected was retained for out-of-sample estimation. The performance of 
the strategy is evaluated in terms of traditional forecasting accuracy and in terms of 
trading performance. 

3.1.2   MACD  
The moving average model is defined as: 

( )
n
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t
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Where    tM  is the moving average at time t 

 n is the number of terms in the moving average 

                   tY  is the actual rate of return at period t 

The MACD strategy used is quite simple. Two moving average series are created with 
different moving average lengths. The decision rule for taking positions in the market 
is straightforward. Positions are taken if the moving averages intersect. If the short-
term moving average intersects the long-term moving average from below a ‘long’ 
position is taken. Conversely, if the long-term moving average is intersected from 
above a ‘short’ position is taken. 

The forecaster must use judgement when determining the number of periods n on 
which to base the moving averages. The combination that performed best over the in-
sample sub-period was retained for out-of-sample evaluation. The model selected was 
a combination of the Djie and its 8-day moving average, namely n = 1 and 8 
respectively or a (1, 8) combination. The performance of this strategy is evaluated 
solely in terms of trading performance. 
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3.2 Proposed Hybrid Techniques 

Neural networks exist in several forms in the literature. In the present study, we used 
Multi Layer Perceptron (MLP) which is one of the most famous architectures and  
Wavelet Neural Networks (WNN) which are an alternative neural network 
architecture designed to overcome convergence limitations of the MLP Neural 
Networks. 

A standard MLP neural network has three layers and this setting is adapted in the 
present paper. The first layer is called the input layer (the number of its nodes 
corresponds to the number of explanatory variables). The last layer is called the 
output layer (the number of its nodes corresponds to the number of response 
variables). An intermediary layer of nodes, the hidden layer, separates the input from 
the output layer. Its number of nodes defines the amount of complexity the model is 
capable of fitting. In addition, the input and hidden layer contain an extra node, called 
the bias node. This node has a fixed value of one and has the same function as the 
intercept in traditional regression models. Normally, each node of one layer has 
connections to all the other nodes of the next layer. The network processes 
information as follows: the input nodes contain the value of the explanatory variables. 
Since each node connection represents a weight factor, the information reaches a 
single hidden layer node as the weighted sum of its inputs. Each node of the hidden 
layer passes the information through a nonlinear activation function and passes it on 
to the output layer if the calculated value is above a threshold. The training of the 
network (which is the adjustment of its weights in the way that the network maps the 
input value of the training data to the corresponding output value) starts with 
randomly chosen weights and proceeds by applying a learning algorithm called 
backpropagation of errors. The backpropagation algorithm simply tries to find those 
weights which minimize an error function.  

WNNs are a generalized form of radial basis function feed forward neural 
networks. Similar to simple MLPs they are three layered architectures having only 
one hidden layer.  In contrast to simple MLPs, WNNs use radial wavelets as 
activation functions to the hidden layer, while using the linear activation function in 
the output layer. The information processing of a WNN is performed as follows. 
Suppose x=[x1,...xd] to be the input signal, where d is the inputs dimensionality, then 
the output of its j-th hidden neuron is estimated using equation (3) 

∏
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where 
jiji td ,, ,φ is the wavelet activation function (one among Mexican Hat, Morlet and 

Gaussian wavelet) of the j-th hidden node and di,j and ti,j are the scaling and 
translational vectors respectively. Then the output of the WNN is computed by 
estimating the weighted sum of the outputs of each hidden neuron using the weights 
that connect them with the output layer. The learning process involves the 
approximation of the scaling and translational vectors which should be used for  
the hidden layer and of the weights that connect the hidden layer with the output. For 
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the approximation of the scaling vector we used the methodology proposed by Zhang 
and Benveniste [5], and for the approximation of the translational vectors we used the 
k-means algorithm [6] with k being the number of hidden nodes. The weight vector W 
can easily be computed analytically by computing the following equation 

W=(ΨΤΨ)-1ΨΤY  (4)

where 
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The parameters of the MLP that need to be tuned in every modeling problem are the 
inputs that the MLP neural networks should have, the size of the hidden layer,  
the activation functions which should be used for the hidden and output layers, the 
learning rate and the momentum parameter. The parameters of the WNN that need to 
be tuned in every modeling problem  are the inputs that is should use, the size of the 
hidden layer and the activation function that should be used in the hidden layer. The 
appropriate tuning of all these parameters requires a hard time consuming step of trial 
and error procedure. This trial error procedure may lead to overfitting of the 
algorithms and to the data snooping effects. Both these phenomenon may lead us in 
overestimating our results. To overcome these difficulties in the present paper we 
propose the application of evolutionary optimization algorithms to optimize the 
structure and aforementioned the parameters of MLP Neural Networks and WNNs. 
The evolutionary algorithms which were developed for this purpose are designed to 
be adaptive. Specifically, in order to achieve better convergence behavior, we 
attempted to adapt their parameter values during the evolutionary process. These 
algorithms are described in detail in the following sections. 

For comparison reasons, we used the same size of the initial population (20 
candidate solutions) and the same termination criterion for both evolutionary 
approaches. The termination criterion which was applied is a combination of the 
maximum number of iterations and a convergence criterion. The maximum number of 
iterations was set to 100 and the convergence criterion is satisfied when the mean 
population fitness is less than 5% away from the best population fitness for more than 
five consecutive iterations.  

As fitness function both evolutionary methods use the one described in equation 
(6) in order to force them towards more profitable strategies. 

Fitness = annualized return - MSE -0.001*#selected _inputs (6)

3.2.1    Adaptive Genetic Algorithms (aGA) 
GAs [7] are search algorithms inspired by the principle of natural selection. They are 
useful and efficient if the search space is big and complicated or there is not any 
available mathematical analysis of the problem. A population of candidate solutions, 
called chromosomes, is optimized via a number of evolutionary cycles and genetic 
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operations, such as crossovers or mutations. Chromosomes consist of genes, which 
are the optimizing parameters. At each iteration (generation), a fitness function is 
used to evaluate each chromosome, measuring the quality of the corresponding 
solution, and the fittest chromosomes are selected to survive. This evolutionary 
process is continued until some termination criteria are met. It has been shown that 
GAs can deal with large search spaces and do not get trapped in local optimal 
solutions like other search algorithms [7].  

In the present paper we deployed an adaptive GA to optimize the structure and the 
parameters of MLP neural networks and WNNs. The chromosomes are encoded as 
binary strings. When, continuous values are needed the string genes are transformed 
to their corresponding decimal value. As for the selection operator, roulette wheel 
selection was deployed. In order to raise the evolutionary pressure and speed up 
convergence, the fitness functions were scaled using the exponential function. 

The two main genetic operators of a Genetic Algorithm are crossover and 
mutation. For the crossover operator, two-point crossover was used to create two 
offsprings from every two selected parents. The parents are selected at random, two 
crossover points are selected at random and two offsprings are made by exchanging 
genetic material between the two crossover points of the two parents. The crossover 
probability was set equal to 0.9 to leave some part of the population to survive 
unchanged to the next generation. 

Most studies on the selection of the optimal mutation rate parameter coincide that a 
time-variable mutation rate scheme is usually preferable than a fixed mutation rate 
[8]. Accordingly, we propose the dynamic control of the mutation parameter using 
equation (7): 

 
(7)

where n is the current generation, PS is the size of the population and MAXG is the 
maximum generation specified by the termination criteria. Using equation (7), we 
start with a high mutation rate for the first generations and then gradually decrease it 
over the number of generations. In this manner global search characteristics are 
adopted in the beginning and are gradually switched to local search characteristics for 
the final iterations. The mutation rate is reduced with a smaller step when a small 
population size is used in order to avoid stagnation. For bigger population sizes the 
mutation rate is reduced with a larger step size since a quicker convergence to the 
global optimum is expected. 

3.2.2    Adaptive Differential Evolution (aDE) 
The DE algorithm is currently one of the most powerful and promising stochastic real 
parameter optimization algorithms [9]. As an evolutionary algorithm, it iteratively 
applies selection, mutation and crossover operators until some termination criteria are 
reached. In opposite to GAs, DE is mainly based on a specific mutation operator 
which perturbs population individuals with the scaled differences of randomly 
selected and distinct population members. DE is able to handle continuous gene 
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representation. Thus, candidate solutions are represented as strings of continuous 
variables comprising of feature and parameter variables. In order to compute discrete 
values which are to be optimized like the size of the hidden layer  rounding of the 
continuous values was used. 

The mutation operator which was used in our proposed wrapper method, for every 
population member Xi, initially selects three random distinct members of the 
population (X1,i , X2,i , X3,i ) and produces a donor vector using the equation (8): 

Vi = X1,i + F *(X2,i –X3,i) (8)

where F is called mutation scale factor. 
The crossover operator applied was the binomial one. This operator combines 

every member of the population xi with its corresponding donor vector Vi to produce 
the trial vector Ui using the equation (9). 
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where ]1,0[, jirand  is a uniformly distributed random number and Cr is the 
crossover rate.  

Next, every trial vector Ui is evaluated and if it suppresses the corresponding 
member of the population Xi it takes its position in the population. 

The most important control parameters of a DE algorithm are the mutation scale 
factor F and the crossover rate Cr.  Parameter F controls the size of the differentiation 
quantity which is going to be applied to a candidate solution from the mutation 
operator. Parameter Cr determines the number of genes which are expected to change 
in a population member. Many approaches have been developed to control these 
parameters during the evolutionary process of the DE algorithm [9]. In our adaptive 
DE version, we deployed one of the most recent promising approaches [10]. This 
approach uses in every iteration a random value for the F parameter selected from a 
uniform distribution with mean value 0.5 and standard deviation 0.3 and a random 
value for the parameter Cr from a uniform distribution with mean value Crm and 
standard deviation 0.1. Crm is initially set to 0.5. The Crm is replaced during the 
evolutionary process with values that have generated successful trial vectors. Thus, 
this approach replaces the sensitive user defined parameters F and Cr with less 
sensitive parameters like their mean values and their standard deviation.  

4 Empirical Trading Results 

In this section we present the results of the studied models in the problem of trading 
the DJIA index. The trading performance of all the models considered in the out-of-
sample subset is presented in the table below. Our trading strategy is simple and 
identical for all of them: go or stay long when the forecast return is above zero and go 
or stay short when the forecast return is below zero. Because of the stochastic nature 
of the proposed methodologies a simple run is not enough to measure their 
performance. This is the reason why ten runs where executed and the mean results are 
presented in the next tables. 
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Table 3. Out of sample trading performance results 

 ARMA MACD aGA-MLP aDE-MLP aGA-WNN aDE-
WNN 

Information 
Ratio 

(excluding 
costs) 

0,12 0,37 0,98 0,99 1,07 1,44 

Annualized 
Volatility 

(excluding 
costs) 

18,04% 18,04% 18,01% 18,01% 18,00% 17,97% 

Annualized 
Return 

(excluding 
costs) 

2,16% 6,61% 17,74% 17,79% 19,30% 25,96% 

Maximum 
Drawdown       
(excluding 

costs) 

-28,01% -14,37% -17,19% -16,91% -13,75% -16,05% 

Positions 
Taken       

(annualized) 
34 27 33 6 64 104 

Transaction 
costs 

0,30% 0,24% 0,10% 0,05% 0,57% 0,94% 

Annualized 
Return 

(including 
costs) 

1,86% 6,37% 17,64% 17,74% 18,73% 25,02% 

 
It is easily observed from Table 3 that the hybrid evolutionary - neural network 

methods clearly outperform the classical ARMA and MACD models. Furthermore, 
among the hybrid proposed techniques aDE-WNN is the one that prevails. The 
robustness of WNNs when combined with the supreme global search characteristics 
of the proposed adaptive differential evolution approach, is able to produce highly 
profitable trading strategies.   

4.1 Transaction Costs 

The transaction costs for a tradable amount are about 1 pip per trade (one way) 
between market makers. But as the DJIE time series considered here is a series of 
middle rates, the transaction cost is one spread per round trip therefore the cost of 1 
pip is equivalent to an average cost of 0.009% per position. 

From Table 3 one can easily see that even when considering transaction costs, the 
aDE-WNN predictor still significantly outperforms all other examined trading 
strategies in terms of annualized return.       

5 Concluding Remarks 

In the present paper we introduced a computational framework for the combination of 
evolutionary algorithms and neural networks for the forecasting and trading of 
financial indices. The evolutionary algorithms are used to optimize the neural 
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networks structure and parameters. Two novel adaptive evolutionary algorithms were 
developed named as adaptive Genetic Algorithms and adaptive Differential 
Evolution. Both of them use parameters whose values are being adapted during the 
evolutionary process either to fasten the evolutionary process or to avoid getting 
trapped in local optimal solutions. These algorithms were deployed to optimize the 
structure and parameters of MLP and wavelet neural networks. The derived hybrid 
methodologies were applied in the problem of modeling and short term trading of the 
DJIA financial index using a problem specific fitness function.  

Experimental results proved that the proposed hybrid techniques clearly 
outperformed statistical techniques in terms of sharp ratio and annualized return. 
Furthermore, as expected, WNNs produced more profitable trading strategies than 
MLP NNs. The optimal hybrid technique, as proved experimentally, is the aDE-WNN 
method. This technique outperformed the other examined models in the applied 
trading simulations. 
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Abstract. During the last years, various methodologies have made possible the 
detection of large parts of the protein interaction network of various organisms. 
However, these networks are containing highly noisy data, degrading the 
quality of information they carry. Various weighting schemes have been applied 
in order to eliminate noise from interaction data and help bioinformaticians to 
extract valuable information such as the detection of protein complexes. In this 
contribution, we propose the addition of an extra step on these weighting 
schemes by using kernel methods to better assess the reliability of each pairwise 
interaction. Our experimental results prove that kernel methods clearly help the 
elimination of noise by producing improved results on the protein complexes 
detection problem.  

Keywords: kernel methods, protein-protein interactions, protein interaction 
graphs, protein complexes. 

1 Introduction 

Protein-protein interaction (PPI) data are generated by a variety of experimental 
methodologies which either produce thousands of PPIs introducing a significant 
amount of noise in the form of false positives or false negatives, either they produce 
highly reliable interaction data suffering from poor coverage of the complete 
interactome graph. The aggregation of these data is stored in online repositories 
alongside with information concerning the methods used for their detection. 

During the last years, various computational methods have been used in order to 
extract information from PPI data such as protein complex detection [1, 2] and 
definition of the functionality of unknown proteins [3]. It has been proved that the 
results of these methods depend vastly on the quality of the input data, so there is a 
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great interest from the bioinformatics community in the reliability evaluation of each 
recorded PPI. 

Different weighting schemes have been developed that assign confidence scores 
which reflect the reliability and biological significance of each protein interaction pair 
[4]. Several schemes use methods derived from graph theory (such as the 
Czekanowski-Dice distance) [5]. Other approaches compute confidence scores with 
the help of other biological data such as expression data, number of experiments, 
protein functionality, protein localization etc. [6, 7]. 

In this manuscript we propose the use of kernel methods on the results of any 
weighting scheme in order to further improve the quality of weighted PPI datasets by 
revealing the importance of indirect connections between proteins in the PPI 
networks. We prove the efficiency of this methodology by applying kernel methods 
on three different weighting schemes (Adjust-CD [8], Functional similarity [9] and 
MV scoring [10]). Afterwards, we apply the clustering algorithms Markov clustering 
(MCL) [11] and EMC [12] and we prove that better results are derived on the protein 
complex detection problem due to the kernel methods. 

2 Materials and Methods 

In this study, the protein interaction data of the yeast subset of the IrefIndex database 
[13] has been used (version 9.0, release date: November 2011). IrefIndex database 
merges thirteen different interactome databases after removal of the redundant entries. 

Three different weighting schemes, widely used in the protein interaction 
evaluation problem [10],were used in our study: Adjust-CD, Functional similarity and 
MV scoring. On the results of these methods we applied exponential and Laplacian 
exponential diffusion kernel methods, as these kernel methods are the most popular 
and widely used in the literature. Then, the MCL algorithm was applied in order to 
result in the final protein complex candidates. The selection of MCL was made based 
on the fact that other similar algorithms like RNSC [2] or COACH [14] algorithms 
could not be applied to a weighted PPI graph, since they do not take edge weights into 
account. In order to further filter the derived results, we chose EMC algorithm which 
use the MCL algorithm in the first step of its methodology. Finally, after applying a 
clustering algorithm, the derived results were validated against the golden standard of 
recorded protein complexes of yeast, which is available in the MIPS database [15]. 
All these methods are discussed in the following subparagraphs. 

2.1 Weighting Schemes 

Adjust-CD Weighting Scheme. The Adjust-CD method [8] is derived from the 
PRODISTIN weighting method that uses the Czekanowski-Dice distance (CD-
Distance) [5] and consists of an iterative procedure that relies solely on the network 
topology to calculate the reliability of a binary protein interaction. More specifically, 
the CD-Distance estimates the degree of functional similarity between two proteins 
from the number of neighbors they have in common. While PRODISTIN takes into 
consideration only the 1st degree neighbors, Adjust-CD calculates also the CD-
distances of the 2nd degree neighbors. Interestingly, the Adjust-CD scoring method 
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may also be used to discover protein interactions that do not originally exist in the 
protein interaction network.  

Functional Similarity Weighting Scheme. The functional similarity weighting 
scheme (FS-weight) [9] is based on both topology and reliability of interactions 
estimated from the frequency and sources of physical evidence to estimate functional 
similarity between 1st and 2nd degree neighbors. Similarly to Adjust-CD, FS-weight 
considers the indirect functional association between two proteins important in case 
these proteins share a common neighborhood. However, it gives lower weight values 
to common neighbors by penalizing the pairwise interactions where any of these 
proteins has few 1st degree neighbors.  

MV Scoring Weighting Scheme. Instead of using graph properties in its function, 
like the previous mentioned methods do, the MV scoring scheme [10] assigns higher 
weights to those interactions that are reported from a high number of experiments or 
have been recorded during an experiment with low plurality. This kind of information 
is hosted in IrefIndex database, so there is no bias at the integration of this 
information in the tested dataset. However, this weighting scheme assigns high 
confidence interactions derived from a single experiment with low plurality. 

2.2 Graph Kernel Methods 

Graph kernel methods can help assess the importance of direct as well as indirect 
connections between pairs of proteins in PPI graphs by assigning a weight to each 
pair. In this manuscript, two different kernel methods have been applied on already 
weighted PPI graphs and as a result pairwise weighted interactions between almost all 
proteins are generated. 
 
The Adjacency and Laplacian Matrix of a Graph. Given a weighted, undirected 
graph G, with symmetric weights wij between nodes i and j, the adjacency matrix A is 
defined to have entries     , if ~0, otherwise. (1)

The combinatorial Laplacian matrix L of G is defined as  where 
 diag  = diag ∑  such that L has entries  

    , if ~, if =0, otherwise.
  (2)

The Exponential and Laplacian Exponential Graph Kernel. A kernel function :     provides a similarity measure on the input space . Now let  be 
the vertices of a weighted, undirected graph G, then  can be represented as a matrix 
K with each element  capturing a global relationship between node i and 
node j that takes indirect paths between the nodes into account. 

We consider two different graph kernels to calculate these relationships, namely 
the exponential and the Laplacian exponential kernel. 
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The exponential kernel was introduced by Kandola et al. [16] as:   lim  (3)

, where A is the adjacency matrix, I is the identity matrix, α determines the degree of 
diffusion, and n is the number of iterations. This kernel integrates a contribution from 
all paths between node i and node j, while discounting these paths according to the 
number of steps. 

A meaningful alternative to the exponential kernel can be obtained by simply 
substituting the adjacency matrix A in (3) with the negated Laplacian matrix L, 
resulting in the Laplacian exponential kernel defined by Kondor and Lafferty [17] 
as:  lim . (4)

This kernel is also known as the Laplacian exponential diffusion or heat kernel, since 
it originates from the differential equation describing heat diffusing in material. It can 
be seen as a random walk, starting from a node i and transitioning to a neighboring 
node j with probability or staying at node i with probability 1 . 
2.3 Clustering Algorithms 

In order to prove the assets of the proposed methodology, we performed clustering on 
the weighted PPI graphs. We chose to use the Markov clustering algorithm (MCL) as 
its efficiency has been proved in various review articles about the protein complex 
detection problem [18, 19]. Moreover, we filtered the results of MCL in order to 
obtain better quality results by applying the EMC algorithm.  

MCL Algorithm. The MCL algorithm [11] is a fast and scalable unsupervised 
clustering algorithm. It is one of the most widely used algorithms on the protein 
complexes detection problem and it is based on simulating stochastic flows in 
networks. The MCL algorithm can detect cluster structures in graphs by taking 
advantage of a mathematical bootstrapping procedure. The process is trying to 
perform random walks through a graph and deterministically compute their 
probabilities to find the best paths. It does so by using stochastic Markov matrices and 
applying iteratively the inflation and the expansion parameters. By pruning “weak” 
edges in the graph and simultaneously promoting “strong” edges, the algorithm 
discovers the cluster structure in the graph. 

EMC Algorithm. The EMC algorithm [12] is constituted by a two-step procedure. In 
the first step the PPI graph is clustered by the MCL algorithm and in the second step 
the results are filtered based on either individual or a combination of 4 different 
methods. These are density, haircut operation, best neighbor and cutting edge. 
Contrary to the MCL algorithm, which assigns each protein of the initial PPI graph to 
a cluster, this two-step approach preserves only those clusters that have high 
probability to be real biological complexes. 
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2.4 Evaluation Procedure 

To prove the efficiency of each weighting scheme, we compare all results with the 
recorded yeast protein complexes of the MIPS database, which are widely used as a 
golden standard dataset [15] and are constituted (when the redundancy entries are 
removed) by 220 protein complexes. To determine whether a derived cluster 
represents a protein complex or not, we used the evaluation metric called geometrical 
similarity index (ω) presented in [1] and defined as follows:  2 0.2  (5)

, where I is the number of common proteins, A the number of proteins in the 
predicted complex and B the number of proteins in the recorded complex.  

Moreover, we used the geometrical accuracy metric (Acc_g), which is measured 
through the geometrical mean of the sensitivity and the positive predictive value. It 
has the advantage that it gives a more "objective" picture of the quality of the results 
as it obtains high values only if the values of both sensitivity and positive predictive 
value are high. 

3 Results and Discussion 

In our experiments we tested two different kernels, the exponential and the Laplacian 
exponential diffusion kernel, we tried different numbers of iterations and diffusion 
rates. The best results were obtained for the exponential kernel with 3 iterations and a 
diffusion rate of 0.7. All our experiments can be found at the supplementary material 
at: http://homes.esat.kuleuven.be/~cmoschop/Supplementary_ciab2012.pdf. Figures 
1, 2 and 3 show our results for the different weighting schemes. That is the 
performance of these methodologies with and without the intermediate kernel step. 

It has to be noted that when the kernel methods were applied to the already weighted 
datasets and before the clustering procedure, where almost 2 million interaction weights 
were recorded. As a consequence, the derived clustering results were extremely poor 
since the enormous number of weighted interactions just adds noise in the clustering 
procedure. So we decided to have the same number of weighted interactions as the initial 
weighted datasets, before application of the kernel methods (that is approximately 80.000 
interactions) by keeping the higher generated weights.  

As it can be seen in Figure 1, the use of the kernel method clearly helped all tested 
weighted schemes. Especially, the Adjust-CD method seems to have benefited more 
in its prediction rates. However, the absolute number of valid predictions has been 
decreased significantly from 72 to 44. On the other two occasions (MV scoring and 
FS weighting) there was a smaller improvement but the absolute number of valid 
predictions suffered a smaller decrease.  

Another quality component that shows the beneficial effect of the kernel methods 
is the mean score of the valid predicted complexes (those for which the mean 
geometric similarity index of the predicted clusters surpasses the threshold of 0.2), 
shown in Figure 2. All three cases reach approximately the value of 0.5, which 
implies that the derived predictions have high quality as they manage to identify more 
than satisfactory the recorded protein complexes of the MIPS database.  
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Fig. 1. The percentage of successful predictions of each weighting scheme dataset 

 

 

Fig. 2. The mean score of valid predicted complexes of each weighting scheme dataset 
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On the other hand, as it is shown in Figure 3, there is a small reduction concerning 
the geometrical accuracy metric. However, this reduction is infinitesimal and it won’t 
be an exaggeration to claim that the Acc_g metric remains stable after application of 
the kernel method.  

Some conclusions can be extracted concerning the use of the kernel methods, 
derived from our experiments shown in the Supplementary material. First of all, it 
seems that the higher the iteration step parameter of these method, the fewer and 
bigger clusters are generated at the final results. Despite that, it was proved that using 
kernel methods on unweighted graphs does not lead to better results comparing to the 
other weighted schemes. Obviously, the kernel methods cannot surpass the other 
weighted schemes as they are using additional data sources in their PPI evaluation.  

As mentioned before, the MCL algorithm assigns each protein of the weighted 
graph to a generated cluster. For this reason, the number of final clusters is enormous 
in all three cases. In order to propose a comprehensive method, which will reproduce 
high quality results on protein complex detection, we used in the clustering step the 
EMC algorithm. 

As it is shown in Figures 4, 5 and 6, this leads to a huge improvement in the final 
results of the three different weighted schemes. The percentage of successful 
predictions  increased approximately 10% in all cases. Furthermore, the Acc_g of all 
methods reached or surpassed the value of 80%. If this result is combined with the 
high mean score of valid predicted protein complex values, it is clear that the derived 
results can be considered as high quality ones and obviously superior comparing to 
the ones derived using the MCL clustering algorithm. However, the absolute number 
of final valid predicted clusters is significantly reduced, which is a known drawback 
of the EMC algorithm, as has been shown in [12].  

 

Fig. 3. The geometrical accuracy (Acc_g) of each weighting scheme dataset 
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4 Conclusions 

In this manuscript, a new methodology is proposed for dealing with the problem of 
PPI reliability by adding a step where a kernel method is applied on already weighted 
PPI datasets. In the performed experiments, three different weighting schemes were 
used on the yeast PPI dataset of the IrefIndex database. The derived results prove that 
kernel methods helped these methods to reach better quality solutions concerning the 
protein complex detection problem. A future perspective is the investigation of the 
impact the kernel methods may have on the evaluation of human PPI datasets. A 
Supplementary file containing a complete list of all the performed experiments of this 
manuscript can be found at: 
http://homes.esat.kuleuven.be/~cmoschop/Supplementary_ciab2012.pdf.   
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Abstract. Proteins and their interactions have been proven to play a central role 
in many cellular processes. Thus, many experimental methods have been 
developed for their prediction. These experimental methods are uneconomic 
and time consuming in the case of low throughput methods or inaccurate in the 
case of high throughput methods. To overcome these limitations, many 
computational methods have been developed to predict and score Protein-
Protein Interactions (PPIs) using a variety of functional, sequential and 
structural data for each protein pair. Existing computational methods can still be 
enhanced in terms of classification performance and interpretability. In the 
present paper we present a novel Gene Expression Programming (GEP) 
algorithm, named as jGEPModelling 2.0, and apply it to the problem of PPI 
prediction and scoring. jGEPModelling2.0 is a variation of the classic GEP 
algorithm to make it suitable for the problem of PPI prediction and enhance its 
classification performance. To test its efficiency, we applied it to a public 
available dataset and compared it to two other state-of-the-art PPI prediction 
models. Experimental results proved that jGEPModelling2.0 outperformed 
existing methodologies in terms of classification performance and 
interpretability. (This paper is submitted for the CIAB2012 workshop). 

Keywords: Protein Protein Interactions, Human, PPI scoring methods, Gene 
Expression Programming, Genetic Programming. 

1 Introduction 

Proteins are nowadays considered to be the most important participants in molecular 
interactions. Specifically, proteins play a significant role in almost all the cellular 
functions such as regulatory signals transmission in the cell and they catalyze a huge 
number of chemical reactions. The total number of possible interactions within the 
cell is astronomically large and the full identification of all true PPIs is a very 
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challenging task. Moreover, PPIs range from weak ones that can be formed only 
under certain circumstances to stronger ones that are formed in various cases.  

Many high throughput methodologies have been developed for the experimental 
prediction of PPIs with the prevailing ones among them being the yeast two-hybrid 
(Y2H) system, mass spectrometry (MS), protein microarrays, and Tandem Affinity 
purification (TAP) [1]. These methodologies overcome the time and cost limitations 
of low throughput experimental methods as they can predict many PPIs in a single 
experiment. Thus, they improved the coverage of the known PPIs. However, the 
improvement in terms of coverage introduced many false positives and some 
researchers believe that the false positive rate among experimental PPI databases is 
over 50% [1, 2].   

In order to further improve PPI coverage and overcome the false positive rate 
problem of experimental techniques, many computational approaches have been 
developed. All these computational methods use protein and protein-interaction data 
which are located in public databases and most of them are supervised machine 
learning classifiers. These classifiers use as inputs a variety of functional, sequential 
and structural features. The main machine learning methods have a prominent role 
among computational PPI prediction methods. Their most important representatives 
are Bayesian classifiers, Artificial Neural Networks, Support Vector Machines and 
Random Forests [1, 2]. All these approaches fail to achieve both high classification 
performance and interpretability. Moreover, all existing computational approaches are 
facing the class imbalance problem, failing to balance the tradeoff between the 
metrics of sensitivity and specificity. Furthermore, most existing computational 
techniques do not incorporate a feature selection step and select the features which are 
going to be used empirically. This fact, is a restrictive factor for the extraction of high 
performance interpretable classifiers. 

In the present paper we introduce a novel computational PPI prediction tool, called 
jGEPmodel2.0, which is a Gene Expression Programming variation that extends the 
basic algorithm introducing a novel case specific fitness function, a new local search 
operator for the models' constants optimization and an adaptive mutation operator to 
enhance its convergence behavior. The proposed tool was applied to a dataset 
extracted using HINT-KB (http://150.140.142:84) which is a publicly available 
database for Human PPI data. In order to test its efficiency we compared it with two 
modern PPI prediction methods: A Random Forest method [3-6] and the wrapper 
methodology combining Genetic Algorithms and SVM Classifiers [7, 8]. 

Experimental results proved that the proposed methodology outperformed existing 
methods in terms of classification performance and interpretability. Specifically, a 
simple equation for the prediction and scoring of human PPIs was built. By analyzing 
this equation, some important conclusions have been made about the intra cellular 
mechanisms that decide if a pair of proteins interacts or not.    

2 jGEPModelling2.0 

Gene Expression Programming is a modern Evolutionary Algorithm proposed by 
Ferreira [9] as an alternative method to overcome the drawbacks of Genetic 
Algorithms (GAs) and Genetic Programming (GP) [10]. Similar to GA and GP, GEP 
follows the Darwinian Theory of natural selection and survival of the fittest 
individuals. 
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The main difference between the three algorithms is that, in GEP there is a distinct 
discrimination between the genotype and the phenotype of an individual. This 
difference resides in the nature of individuals, namely in the way individuals are 
represented: in GAs individuals are symbolic strings of fixed length (chromosomes); 
in GP individuals are non-linear entities of different sizes and shapes (parse trees); 
finally in GEP individuals are also symbolic strings of fixed length representing an 
organism’s genome (chromosomes/genotype), but these simple entities are encoded as 
non-linear entities of different sizes and shapes, determining the models fitness 
(expression trees/phenotype). 

Each GEP chromosome is composed of a head part and a tail part. The head 
contains genes-symbols that represent both functions and terminals, whereas the tail 
contains only terminal genes. The set of functions usually incorporates a subset of 
mathematical or Boolean user specified functions. The set of terminals is composed of 
the constants and the independent variables of the problem. The head length (denoted 
h) is chosen by the user, whereas the tail length (denoted t) is evaluated by: 

1)1( +−= hnt  (1)

where, n is the number of arguments of the function with most arguments. Despite its 
fixed length, each gene has the potential to encode Expression Trees (ETs) of 
different sizes and shapes, ranging from the simplest composed of only one node 
(when the first element of a gene is a terminal) and the largest composed of as many 
nodes as the length of the gene (when all the elements of the head are functions with 
maximum arity). One of the advantages of GEP is that the chromosomes will always 
produce valid expression trees, regardless of modification, and this means that no 
time needs to be spent on rejecting invalid organisms, as in case of GP.  

The initial eversion of our implementation [11, 12] named as jGEPmodel1.0 was 
applied to the problem of modeling the fatigue of composite materials and the 
problem of prediction financial time series and the results were satisfactory. In the 
present paper, we extended our initial implementation by introducing a novel local 
constant optimization operator, a problem specific fitness function and an adaptive 
mutation operator. Next, we briefly outline the algorithm's steps: 

1. Creation of initial population: Initially a population of random chromosomes 
is produced using the user defined set of functions and head’s size.  

2. Express chromosomes: For the evaluation of the performance for each 
individual of the population the expression trees (ET) are built.  This process is 
also very simple and straightforward. For the complete expression, the rules 
governing the spatial distribution of functions and terminals must be followed. 
First, the start of a gene corresponds to the root of the ET, forming this node 
the first line of the ET. Second, depending on the number of arguments of each 
element (functions may have a different number of arguments, whereas 
terminals have an arity of zero), in the next line are placed as many nodes as 
there are arguments to the elements in the previous line. Third, from left to 
right, the new nodes are filled, in the same order, with the elements of the 
gene. This process is repeated until a line containing only terminals is formed. 

3. Execute each program: Using the post order traversal, each expression tree is 
transformed to a mathematical expression. 
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4. Evaluate Fitness: Using the training set, the equation 2 and the mathematical 
expression  produced for every individual, we compute its fitness. The second 
term in equation 2 is the Fisher's Discriminant Rate for classification problem of 
two classes. Because we are encountering a classification problem we not only 
want an accurate prediction for the classes but we need the averages of the 
assigned values for each class to be as far as possible, while their covariances to 
be as small as possible. The third term is used to handle the bloat effect which is 
present in Genetic Programming approaches. Specifically, we are interested in 
selecting the smallest model that achieves the optimal classification. The models 
complexity is a secondary goal and thus this term is multiplied with a weight 
equal to 10-3 in order to reduce its significance in the overall fitness function. 

       

nodestreeressionMSEFitness
negpos

negpos __exp#10
)( 3

22

2

∗−
+
−

+−= −

σσ
μμ

 (2)

where, MSE is the mean square error.  

5. Selection: Tournament selection is applied. Tournament selection involves 
running several "tournaments" among a few individuals chosen randomly from 
the population. The winner of each tournament (the one with the best fitness) 
is selected for genetic modification. Selection pressure is easily adjusted by 
changing the tournament size. If the tournament size is larger, weak 
individuals have a smaller chance to be selected. 

6. Reproduction: At this step we apply the genetic operators of recombination, 
mutation and constant local search on the winners of the tournaments. 

a. Recombination: the parent chromosomes are recombined using two 
point recombination to produce two new solutions. This operator is 
applied with a probability named as recombination rate. 

b. Adaptive mutation: This operator is applied to a chromosome to 
randomly vary one part of it. It is applied with a user defined 
probability named as mutation probability. In the first generation the 
30% of a chromosome is randomized if it is selected to be mutated. 
As the generations pass the randomization percentage of a mutated 
chromosome is linearly decreased until it alternates only 10% of the 
chromosome’s genes. This adaptive behavior enables the algorithm to 
explore a larger area of the search space initially and to exploit more 
promising areas of the search space in the final phases of the 
algorithm. When the mean fitness of the population is less that 5% 
away from the fitness of the best individual the percentage of 
randomization that mutation operator applies is risen by a 5% in order 
to enable the algorithm to get unstuck from a possible local optimal. 

c. Local search operator: This operator is applied to a chromosome to 
optimize locally one of its constant values. It is applied with a user 
defined probability named as local search rate. The constants in a model 
play a significant role in its performance. The classical GEP operators 
accomplish a global constant optimization. However, even small 
variations in the constants of a model may improve its performance. 
This is the reason why this operator is very crucial for the overall 
algorithm. 
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7. Prepare new programs for the next generation: At this step, we replace the 
tournament losers with the new individuals created by the variation operators 
in the population. 

8. Termination criterion: We check if the termination criterion is fulfilled and 
if not we return to step 2. We used as a termination criterion the maximum 
number of 100.000 generations that GEP was left to run combined with a 
convergence criterion to avoid overfitting. Specifically the performance of the 
individuals in each iteration is measured in the validation set. The algorithm 
terminates if for 10 subsequent best individuals variations their performance in 
the validation set is decreased. 

9. Results: As a result we return the best individual ever found during the 
evolution process. The classification threshold is then optimized for this 
individual using training and validation sets and the classification metrics of 
accuracy, sensitivity and specificity are estimated. 

 

 

Fig. 1. Block Diagram of jGEPModel2.0 algorithm 
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The jGEPmodel2.0 tool is standalone tool implemented in java. It provides a user 
friendly interface which enables users to define the method’s parameters, upload their 
data and browse the results. In Figure 1, the jGEPmodel2.0 interface is demonstrated. 
Tool’s implementation support multi-threading experimentation to execute the 
algorithm in parallel. 

 

 

Fig. 2. jGEPmodel2.0 Tool’s User Interface 

3 Experimental Results 

In order to test the performance of the algorithm we applied it to a public available 
human PPI dataset downloaded from HINT-KB (http:150.140.142.24:84/). From this 
database we downloaded 2000 positive interactions which are also stored in HPRD 
database [13]  and 2000 negative random interactions which have not been mentioned 
as true interactions in any other public PPI database. 

A list of 22 informative features is downloaded from HINT-KB in both positive 
and negative sets. These features are: 
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• Gene Ontology [14] (Co-function, Co-process, Co-localization) (3 features)  
• Sequence Similarity BlastP e-value. (1 feature)  
• Yeast Homology (1 feature)  
• Gene Expression Profile Pearson Similarity (datasets (GDS531, GDS534, 

GDS596, GDS651, GDS806, GDS807, GDS843, GDS987, GDS1085, 
GDS2855, GDS1402, GDS181, GDS1088, GDS841, GDS3257) from NCBI 
Gene Expression Omnibus [15]) (15 features)  

• Co-localization (PLST tool localization predictions [16]) (1 feature)  
• Domain-Domain Interactions. (1 feature)  

The missing feature values have been estimated using the KNN-impute method. This 
method assigns in each missing feature value of a sample the mean feature value of 
the k-nearest neighbors to this sample. Then the feature values were normalized in the 
interval [0-1]. 

The initial set of 4000 samples was randomly split to training (40%), validation 
(10%) and testing (50%) set keeping 1:1 rate between positive and negative samples 
in all sets. The proposed algorithm, Random Forests approach and GA-SVM wrapper 
method were applied using these datasets. The applied algorithms are all stochastic 
ones. In order to measure their performance accurately we executed each one of them 
10 times. The training, validation and testing sets were split randomly in every 
iteration. 

In Table 1 we summarize the jGEPModel2.0 parameters which were used for our 
experiments. 

Table 1. jGEPModel2.0 parameters 

Parameter Value 
Number of Generations 100.000 

Population Size 1.000 
Head’s Size 100 

Type of Recombination Two points recombination 
Function Set {+, -, *, /, ^, ,abs, log, exp, min, max} 

Constants Range [-3, 3] 
Recombination Rate 0.9 

Mutation Rate 0.5 
Local Search Operator Rate 0.1 

In table 2 we present the classification performance of every algorithm. 

Table 2. Classification Performance of computational methods for the prediction of human 
PPIs 

Computational Method Accuracy Sensitivity Specificity 

jGEPmodel2.0 0.8267 ( ± 0.031) 0.8328 ( ± 0.015) 0.8206 ( ± 0.033) 

Random Forests 0.8183 ( ± 0.003) 0.8145 ( ± 0.002) 0.8220 ( ± 0.004) 

GA-SVM 0.7919( ± 0.029) 0,7434 ( ± 0.029) 0,8404 ( ± 0.021) 
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It is easily observed that the proposed model outperforms the other classifiers in 
terms of classification performance. In equation 3 we present the mathematical 
equation derived from the best execution of the jGEPmodel2.0. The optimal 
classification threshold derived for this classification model was 0.5092. 

Output= (  Domain_Domain_Interactions ^ (  log(  (  max((  Gene_EXPR8 + ( 
Gene_EXPR8^2 ) ), (  Sequence_Similarity + (  (  (  abs(  Yeast_Homology + (  exp(  
Sequence_Similarity^1/2 ) ) ) ) * (  GO_process ^  Gene_EXPR1 )) ^1/2 ) )) ) - (  3.0) ) 
 ) ) ^1/2                                          (3) 

In Figure 3 we demonstrate the predicted versus the real values of our PPI dataset. It 
can be easily observed that there do not only exist values near the real output but the 
two classes are clearly distinguished. 

 

 

Fig. 3. Real and Estimated by equation 3 output for the test dataset 

4 Conclusions 

GEP algorithm has been applied to a variety of problems so far, and it has been 
proven to be a very useful tool for modeling and classification . In contrast to other 
machine learning techniques, it searches for a mathematical expression which will 
then be used to accomplish the prediction or classification task. The high degrees of 
freedom in this mathematical expression enable it to find a solution even in very 
complex non-linear problems such as the PPI prediction problem. Its main drawbacks 
are the bloat effect, overfitting and slow convergence.  
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jGEPmodel2.0 is a novel GEP variation which tries to overcome the 
aforementioned drawbacks of the classical GEP. The bloat effect is limited by 
incorporating in the fitness function the term of the number of nodes of each 
expression tree in order to force the optimization procedure to prefer shorter solutions 
than longer ones. Overfitting was faced deploying a complex termination criterion. 
Using the performances in the validation set, the algorithm diagnoses when 
overfitting starts and terminates the evolutionary process. In order to overcome the 
slow convergence of the classical GEP, two basic modifications were implemented: 
the adaptive mutation rate which enhances the convergence behavior of the algorithm 
and the constant local search operator which provides the algorithm local search 
features. 

For the problem of PPI prediction we designed a novel fitness function which 
enables the algorithm to be efficient for this classification task. When jGEPmodel2.0 
was applied to the problem of predicting Human PPIs using a public available dataset 
it outperformed existing methodologies in terms of classification performance. 
Furthermore, it came up with a simple mathematical expression which can be used to 
extract biological insight. From equation 3, we can easily observe that the features 
selected to participate in the final model were a combination of functional 
(GO_process, Gene_EXPR1, Gene_EXPR8), sequential (Sequence_Similarity, 
Yeast_Homology) and structural (Domain-Domain Interactions) information. Another 
important conclusion is the presence of non-linear feature combinations in the 
extracted model. This is an evidence that the PPI prediction problem is highly non 
linear and could not be handled effectively by using linear models like linear 
regression etc. Our final conclusion is that all selected terms in equation 3 have a 
positive effect in predictor's output. This was expected for all features except from the 
sequence similarity which has not yet been proven to play a significant role in PPIs 
prediction.  

Our future plans involve the further experimentation with the jGEPmodel2.0 
method by applying it to other public available PPI datasets and comparing it with 
even more state-of-the-art algorithms. Furthermore, the extracted predictor is going to 
be used to estimate a score for each protein pair in the human dataset and these results 
are going to be used to extract the whole human PPI network. 
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Abstract. Biomedical color images play major role in medical diagnosis. Often 
a change of state is identified through minute variations in color at tiny parts. 
Fuzzy C-means (FCM) clustering is suitable for pixel classification to isolate 
those parts but its success is heavily dependent on the selection of seed clusters. 
This paper presents a simple but effective technique to generate seed clusters 
resembling the image features. The HSI color model is selected for near-zero 
correlation among components. The approach has been tested on several cell 
images having low contrast at adjacent parts. Results of segmentation show its 
effectiveness. 

Keywords: Color image segmentation, blood cell images, histogram, pixel 
classification, fuzzy C-means. 

1 Introduction 

Segmentation of blood cell images has prevalent interest in medical research and is a 
key component in diagnosis and treatment planning. Several diseases can be 
determined by the count, size and shape of different blood cells. Detection of cells 
that are normally absent in peripheral blood, but released in some diseases, is another 
key for diagnosis [1]. Segmentation of such cells images will facilitate further 
processing to classify them as belonging to a particular class, or declaring them to be 
either healthy or diseased [2]. The manual segmentation is not only tiresome and 
time-consuming; it may suffer from inter-observer variability [3]. Computerized 
processing of this job will help both in minimizing time consumption and human 
error. Feature-rich high-resolution images with fast processing are instrumental in 
diagnosis. However, enhanced accuracy in image segmentation invites multi-
dimensional space-time complexity.  

Like many other biomedical images, the main difficulty with segmentation of blood 
cell images is its inherent low signal-to-noise ratio [4]. Such microscopic images often 
suffer from staining and illumination inconsistencies [5]. Image clarity is often 
hampered due to background influence and cell overlapping [6]. All these uncertainties 
together make segmentation of blood cells a challenging task. Common segmentation 
algorithms often fall short of exhibiting even the minimum acceptable results [7].   
                                                           
* Corresponding author. 
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The primary objective of the current study is to develop a segmentation algorithm, 
which will be robust enough to cope with the uncertainties without significant 
enhancement in space-time complexity. 

2 Pixel Classification Using Clustering 

Clustering is a powerful unsupervised learning technique that has successfully been 
used to unearth the similarities and dissimilarities within a set of objects represented 
by vectors of measurements. Algorithms follow the basic principle that objects within 
a cluster show a high degree of similarity among them but exhibit very low affinity to 
the objects belonging to other clusters. Thus, cluster analysis allows for the discovery 
of similarities or dissimilarities hidden within data patterns as well as for drawing 
conclusions from those patterns. Clusters can be formed from images based on pixel 
intensity, color, texture, location or combinations of them. The clusters serve as 
foundation for detecting segments of the image through similarity of adjacent pixels.  

The cluster building process may be started with some initial cluster centers, called 
seeds, on ad hoc basis or based on some prior information. Pixels closest to a center 
are attached to the respective cluster and the center is updated from the distances of 
the pixels belonging to it. All clusters are treated accordingly. Redistribution of pixels 
is done upon distances from the new centers. The process continues until no center 
moves any further. 

In clustering, there always remains a chance of loss of information during the 
classification process. Minimizing this information loss is earnestly required 
especially in biomedical cell image segmentation where normal and pathological 
samples are often separated by only subtle differences in visual features. In general, 
the more the information incorporated into the image segments, the better the quality 
of recognition. 

Crisp clustering algorithms, e.g. K-means, define hard-decision membership 
function to map each pixel to its respective cluster [8], that is, each pixel belongs to 
one and only one cluster. Such algorithms have an inherent problem of overlooking 
small localized variations of image components. This limitation results in loss of 
information in segmented images. The information loss may impose a serious burden 
in recognition especially in biomedical images where various image parts are 
typically separated by minute variation in pixel colors. 

Contrary to crisp clustering, FCM assigns a soft-decision membership between 
pixels and clusters and is thus less prone to falling into local optima [9]. A pixel can 
belong to several clusters at the same time with varying degree of membership. The 
uncertainty in making decision is preserved until the final conclusions are made. 
Clusters formed by FCM retain more information compared to those created by crisp 
counterparts, thus minimizes the risk of loss of information during the classification 
process. In addition, it plays an important role in resolving classification ambiguities 
due to overlapping regions, identifying low-contrast regions and imprecise 
boundaries, which are very common phenomena in biomedical images. All these are 
strong points to employ the FCM algorithm in the present work with due care on 
computational complexities. 
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3 Related Work 

FCM fares better in preserving image characteristics due to its flexibility in pixel 
classification. However, computational complexity is a concern for FCM algorithm in 
color image segmentation. Several variants are found in the literature. 

Ahmed et al [10] propose a modification to the objective function so that labelling 
of a pixel is influenced by the labels of immediate neighbors and they term it FCM_S. 
The neighborhood term acts as a regularizing agent and promotes homogeneous 
labelling. Although this modification helps to handle intensity inhomogeneities, 
computation of the neighborhood term of each pixel in successive iterations involves 
significant processing time. 

Computational complexity of the neighborhood term of FCM_S is resolved by 
Chen and Zhang [11] by introducing two variants of FCM_S namely, FCM_S1 and 
FCM_S2. An extra mean-filtered image is incorporated in FCM_S1, whereas median-
filtered image is introduced in FCM_S2. As both the mean- and median-filtered 
images can be constructed in advance, the neighborhood complexity is reduced. But 
both the algorithms still suffer from a serious problem of parameter choice. 

Liew [12] presents a new image segmentation algorithm based on adaptive fuzzy c-
means (AFCM) clustering. He introduces a novel dissimilarity index in the modified 
FCM objective function, and exploits the high inter-pixel correlation inherent in most 
real-world images. But it cannot ensure generation of appropriate regions. 

A mean-shift based fuzzy c-means is reported in [13]. The authors introduce a new 
mean field term within the objective function of conventional FCM. Since mean shift 
can find cluster centers quickly and reliably, the approach is capable of generating 
optimal clusters for the test images. More and more approaches are proposed by using 
multiple information fusion [14], [15]. 

4 Problem Statement and Proposed Approach  

Classification of pixels based on cluster formation is sensitive upon fine-tuning of 
clusters. Positions of seed clusters have profound influence in convergence of 
clustering [16]. Moreover, arbitrary seeds may lead the algorithm falling into local 
minima [17] and the algorithm is far away from generating acceptable results. 
Deciding the number of seed clusters is yet another challenging task. Starting with a 
large number of seeds may result in over segmentation, whereas too few of them can 
lead to under segmentation. Although, significant and continuous attempts have been 
made towards the solution of this problem, it still remains challenging [18].  

In cluster-based segmentation, the final clusters serve as foundation for region 
development and it is thus a primary requirement that the clusters are consistent 
enough with the color distribution of pixels, which, in turn, requires as much as image 
information to be incorporated into the classification procedure. Cluster formation is 
closely related to distribution of pixels in an image and hence, brute force approach 
for clustering may result in wide variation of segmentation qualities from image to 
image. 
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We thus attempt to associate the image with the process of selecting the seeds for 
segmentation. Histogram of an image provides a global description of image 
information and serves as an important basis of statistical approaches in image 
processing. In HSI color space, each pixel of an image can be viewed as a 3D vector 
representing the three primary components namely, hue (H), saturation (S) and 
intensity (I). Hence, information extracted from each of the H, S and I histograms as a 
whole can provide global description of color distribution over the entire image and 
can be utilized to find the seed clusters. If we can associate color variation at pixel 
level with the seed clusters, the final clusters obtained via successive refinements will 
be able to encompass image features at higher levels. Such clusters are much prone to 
image at hand and hence regions obtained through segmentation on the basis of those 
clusters are expected to be more reliable. 

5 FCM Algorithm 

In FCM [19], each pixel has certain membership values associated to each cluster 
center. Each membership value lies within the range [0, 1] and indicates the degree of 
association between a pixel and a particular cluster. 

The algorithm is summarized in the following. Let, X = {x1, x2, …, xn} is a set of n 
data points, where each  data point xi (i = 1, 2, …, n) is a vector in a real d-
dimensional space Rd, Ucn is a set of real matrices, each of dimension c×n, and c (2 ≤ 
c < n) is an integer. Then the classical FCM algorithm aims to minimize the following 
objective function  
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where U (= [uij])∈Ucn , uij is the degree of membership of xi in the jth cluster, V = {v1, 
v2, …, vc} is a cluster center set, d

iv R∈ and )[1,∞∈m , known as fuzzy exponent, 

is a weighting exponent on each fuzzy membership which indicates the amount of 
fuzziness in the entire classification process. dij is the distant norm which indexes the 
vector distance between the data point xi and the center of the jth cluster, vj. Usually, 
the Euclidean distance is taken, i.e. 

jiij vxd −=       (2)

The objective function JFCM controls the uniformity of cluster centers and the degree 
of compactness. In general, the smaller the value of objective function, the higher is 
the degree of compactness and uniformity. 

Minimization of the cost function JFCM is a nonlinear optimization problem that can 
be implemented by using the following iterative process: 

Step 1: Choose appropriate value for c and initialize the cluster center set V 
randomly. Also select a very small positive number ε and set the step variable t to 0. 

Step 2: Calculate (at t = 0) or update (at t > 0) the membership matrix U = [uij] by 
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Step 3: Update the cluster center set V by           
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Step 4: Repeat steps 2 and 3 until   

| | εUU t+t ≤− )(1)(    (5)

6 Selection of Color Model 

Selecting color model is crucial in segmentation since it leads the process long way 
towards successful categorization of pixels into color clusters.  RGB is a default 
model for digital images but is not well suited for image processing because of high 
correlation among components. Moreover, color perception does not depend on 
distance in RGB space.  

The HSI color model, that resembles human visual perception, seems to be a better 
alternative. Hue (H) represents basic color tones without any nuance. Saturation (S) is 
a measure of purity of color and signifies the amount of white light mixed with hue. 
Finally, intensity (I), which describes brightness of an image, is determined by the 
amount of light reflected from source. The near-zero correlation among the H, S and I 
components [20] is helpful in component-wise peak selection and generating initial 
cluster centers. Moreover, the component hue, which is invariant to highlighting, 
shading, or inhomogeneous illumination [21], makes the HSI model appropriate for 
biomedical image segmentation where such artifacts are very common. Experiments 
on sample images (Fig. 4) substantiate better applicability of HSI in color image 
segmentation. Geometrically the model can be represented as a cone as in Fig. 1. 

 

 
Fig. 1. Schematic representation of the HSI color model 
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7 Our Approach 

Histogram of a digital image is simple yet a powerful measure for providing global 
description of image information. Each color in HSI model can be viewed as three-
dimensional vector containing three primary components, namely hue, saturation and 
intensity.  Information extracted from each of the histograms is utilized to provide 
overall description of color distribution among the image pixels. A typical 
segmentation algorithm based on histogram analysis can be carried out only if 
dominant peaks are recognized correctly [22]. 

The entire segmentation approach is done in five steps.  

Step 1: Selection of significant peaks 
Let h(i) represents histogram in a color channel. (i is an integer and 0 ≤ i ≤ ch_max;  

ch_max = 360 for H, 100 for S and 255 for I). Significant peaks [23] are found in the 
following way: 

(1) Find all possible peaks: Inspect each component histogram and find all such 
points which correspond to local maximums: 

{ }11 1),()(  1)()(|))(( -ch_maxiihih-ihih ih i,P0 ≤≤+>∧>=    (6) 

(2) Select the significant peaks: Form a new set P1 using the following formula: 

{ }0i1ii1-iiii1 Ppphphphph ph ,pP ∈>∧>= +  ),()(  )()(|))((           (7) 

Points in the set P1 are much more significant than the points in P0 in 
determining the peaks from a component histogram.   

 
Step 2: Merging of close peaks 
The above approach may pick too many close peaks. Difference between two 

nearest peaks may not even be perceivable. Two close peaks in a channel are merged 
to a single one until the distance between them is greater than a predefined distance. 
Experimentally, the threshold distance is taken to be 3% of the entire range of that 
particular channel. 

 
Step 3: Formation of seed clusters 
Suppose m, n and p numbers of peaks are thus found in H, S and I channels, 

respectively. The set of seed clusters, K, contains m × n × p members. A seed is 
constituted with one value from each of m, n and p in order. That is, if αi (i = 1, 2, ..., 
m), βj (j = 1, 2, ..., n) and γk (k = 1 ,2, …, p) are the positions of such peaks in H, S, 
and I histograms, respectively, K is defined as 

( ){ }kji  γ,β ,α K = ;    i = 1, 2, ..., m ; j = 1, 2, ..., n; k = 1, 2, ..., p     (8)

The set K is given input to FCM. After convergence of FCM, each pixel is assigned to 
that cluster with which it has the highest degree of membership for belonging. 

 
Step 4: Elimination of stray clusters 
Depending upon cardinality of the set K, which is m × n × p, FCM may generate so 

many void clusters or small clusters containing too few image pixels. Applying region 
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growing upon small clusters results in over-segmentation. So it is better to treat such 
clusters as non-contributing and pixels within them are assigned to the next closest 
cluster. Based on analysis done using numerous images, a cluster is not considered for 
further processing if it contains less than 0.05% of total image pixels. 

 
Step 5: Region growing 
Following the classification of pixels into valid clusters, the process of region 

growing categorizes the 8-connected pixels into a region if they belong to the same 
cluster; otherwise a new region is initiated.  

 
Computational complexity of the proposed approach is analyzed as follows. The 
process starts with construction of component histograms. It scans the entire image, 
complexity of which is Ο(N), where N is the dimension of the image. Finding all 
possible peaks from each of H, S and I histograms requires ch_max operations 
whereas selection of significant peaks requires another p number of operations, where 
p denotes the number of candidate peaks. So total complexity of this phase is 
Ο(3(ch_max + p)). Again, if s be the count of close peaks to be merged in a channel, 
total complexity of merging in three channels is Ο(3s). Finally, complexity of FCM 
clustering is Ο(3Nc2l), where c denotes the number of cluster centers and l is the 
required number of iterations for convergence. Hence, total complexity of the 
proposed approach is Ο(3Nc2l) + Ο(N)  + Ο(3(ch_max + p)) + Ο(3s) ≈ Ο(3Nc2l), i.e., 
complexity of the FCM algorithm itself. 

8 Experiment 

Preciseness in clustering brings accuracy in capturing segments. The algorithm is thus 
tested on a set of color images of human blood cell of varying types with gradually 
decreasing contrast. While Fig. 2 contains images having several parts of moderately 
low contrast, Fig. 3 contains those of very low contrast. In both the figures, first row 
contains original images and the second and the third present segmentation results. 
Results of segmentation using usual FCM with arbitrary selection of seeds are in the 
second row and those using the proposed approach are in the third row. It is apparent 
in Fig. 2 that majority of the regions are identified by proposed as well the usual 
approached but the very low contrast parts (shown with outline) within the same 
images are identified only by the proposed approach. This indicates the strength of the 
proposed approach. This is corroborated when the algorithm is applied on images 
having parts at very low contrast (Fig. 3). It is apparent from Fig. 2 and Fig. 3 that the 
proposed approach is quite capable of identifying regions even at very low contrast 
which is not possible with the usual FCM. Regions that are identified only by the 
proposed approach are outlined with boundary. The tests establish effectiveness of the 
precise seed selection technique over their random selection. 

The HSI model is preferable over the RGB for color image segmentation due to 
near-zero correlation among components. A set of experiments is conducted with both 
the models to reveal it. The results are presented in Fig. 4. Successive rows contain 
original images, segmentation result using proposed algorithm in RGB and the same 
in HSI. Due to high correlation among components, the RGB model affects 
segmentation (row 2) in two ways: under-segmentation at very low contrast parts and 
over-segmentation occurring with increase in contrast among parts in the image. 
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Fig. 2. Segmentation of moderately low contrast cell images. Row 1: Original image, row 2: 
Segmentation using usual FCM, row 3: Segmentation using proposed approach. 

     

 

     
 

            

Fig. 3. Segmentation of very low contrast cell images. Row 1: Original image, row 2: 
Segmentation using usual FCM, row 3: Segmentation using proposed approach. 
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Fig. 4. Segmentation of blood cell images in RGB model. Row 1: Original test images, row 2: 
Segmentation using proposed FCM in RGB model, row 3: Segmentation using proposed FCM 
in HSI model. 

9 Conclusion 

A simple but effective method for segmentation of biomedical cell images has been 
reported in this paper. Effectiveness of FCM, to a large extent, is dependent upon 
selection of seed clusters. Our method strengthens this weak point of FCM by 
replacing arbitrary selection of seeds with information extracted from H, S and I 
histograms. The method helps building the final clusters in close resemblance with the 
image features, resulting in pixel classification to a high level of accuracy. 
Experiments reflect efficiency of this modification to the extent that even adjacent 
regions having very low contrast in colors can well be captured, a feature that is very 
useful in biomedical image processing. The HSI model is found to be more suitable 
for pixel classification particularly for low contrast biomedical images. 
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