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Preface

As brain science evolved from defining and studying the workings of individual
brain areas to the study of brain networks, there is increasing interest in the way
different areas of the brain interact with each other and how these interactions
change while subjects perform different tasks or learn new skills. Key studies in
non-human primates have greatly advanced our knowledge in this area. Exciting
new tools are now available to study the operation and formation of these networks
in the human brain in health and disease. These include neuroimaging measures of
functional connectivity, magnetoencephalographic and electroencephalographic
studies and new methods of transcranial brain stimulation. These methods provide
unique ways to probe individual connections and interactions within a complex
system.

This book is an outcome of a minisymposium entitled ‘‘Functional modulation
of the primary motor cortex: from animal models to clinical applications’’ held at
the Society for Neuroscience meeting in San Diego in November 2010. We
expanded the topics discussed at the minisymposium and included additional
authors who are leaders in the field. The chapters are organised into three parts: the
first deals with studies in primates; chapters in the second section describe how it
is possible to use non-invasive tools to probe and manipulate connectivity in
healthy individuals; the last section then considers the changes in connectivity in
neurological and psychiatric disease.

The aim of the book is to bring an up-to-date perspective on new methodologies
that are increasingly being used not only to probe, but even to modulate the
excitability of cortical connections in animal and in human brain. These studies
have advanced our understanding of the normal function of the brain circuits
studied, but also form the basis for new therapeutic applications in neurological
and psychiatric disorders.

Robert Chen
John C. Rothwell
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Part I
Methods to Assess and Modulate Cortical

Connectivity and Functions in Primate



Chapter 1
Plasticity in Motor Cortical Connectivity

Andrew Jackson

Abstract After a brief overview of the anatomical and functional organisation of
the corticospinal system, this chapter will review the extensive evidence for the
reorganisation of primary motor cortical connectivity during motor learning.
Acquisition of new skills results in an expansion of the cortical representation of
trained limbs that is underpinned by synaptic plasticity in intracortical and spinal
circuits. Three stimulation protocols will be introduced which can be used to
induce similar plastic changes artificially according to Hebbian principles. I will
examine how these protocols relate to the mechanisms of skill learning and suggest
opportunities for their application in the rehabilitation of movement following
nervous system injury.

1.1 Introduction

Is brain function best understood in terms of localised computation performed by
specialised areas or as distributed representations spread across interconnected
networks? This question has played a central role in the development of modern
neuroscience, from the nineteenth century debates between Goltz and Ferrier over
the effects of selective cortical ablations (Phillips et al. 1984) to Lashley’s search for
the elusive ‘engram’ (Lashley 1950) and Hebb’s conception of the cell assembly
(Hebb 1949). The second half of the twentieth century saw neuroscientists make
great progress analysing the specialised cortical regions revealed by human func-
tional imaging studies and exploring specific stimulus features encoded by single

A. Jackson (&)
University of Newcastle, Newcastle, UK
e-mail: Andrew.jackson@newcastle.ac.uk

R. Chen and J. C. Rothwell (eds.), Cortical Connectivity,
DOI: 10.1007/978-3-642-32767-4_1, � Springer-Verlag Berlin Heidelberg 2012
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neurons recorded in awake, behaving animals. Yet, recent technological and
methodological advances have once again pushed the study of distributed, inter-
connected networks to the fore. Multi-electrode arrays and in vivo optical imaging
now allow the activity of large-scale neuronal populations to be monitored in
behaving animals, while new analysis methods are revealing correlated networks of
brain regions in human imaging data. High-throughput microscopy and MRI-based
tractography techniques pave the way toward mapping entire ‘connectomes’ and
examining how they are modified by experience. Finally, the ability to alter the
strength of connections using invasive or non-invasive stimulation protocols is
providing new clinical opportunities to manipulate connectivity and restore function
after disease or injury.

This chapter will focus on the primary motor cortex (M1) and the descending
corticospinal pathway, and will draw predominantly on insights from animal
studies. This corticospinal system has several advantages for the study of
connectivity and its relationship to brain function. First, the anatomical substrates
are relatively well understood and the output, in terms of muscle activation and
movement, can be precisely quantified. Second, the control of movement requires
multiple effector muscles acting at different joints to be coordinated into
purposeful, goal-driven behaviours. We should, therefore, not be surprised to find
that movement representations are distributed across a rich, interconnected
network. Third, our ability to adapt behaviour and acquire new motor skills such as
tool-use is surely one of the brain’s most remarkable attributes and is central to our
evolution as a species. Finally, disorders of the motor system are amongst the most
debilitating neurological conditions, but an understanding of the mechanisms that
modify connectivity within motor networks raises the hope of developing of novel
therapeutic approaches.

1.2 Structural and Functional Connectivity
in the Corticospinal System

1.2.1 Organisation of Descending Connections

Among the descending pathways involved in the control of movement, the
corticospinal system is of particular importance for voluntary, goal-driven actions
in primates including man. Heffner and Masterton (1975) found digital dexterity
across species to be well correlated with the number and extent of corticospinal
projections, and their terminal distribution within the spinal cord is characterised
by increased projections to ventral motoneuron territory in the Old World primate
(Kuypers 1981). The significance of this pathway for the fine control of the hand is
supported by the profound deficits that result from lesion of the pyramids
(Lawrence and Kuypers 1968). The frontal and parietal areas of the cerebral cortex
that contribute to the corticospinal projection comprise a network of reciprocally
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interconnected regions. But while it has been argued that these may reflect a
parallel rather than hierarchical organisation (Dum and Strick 2002), M1
undoubtedly makes the largest contribution to the corticospinal pathway in terms
of both number and diameter of fibres. Approximately, 10–20 % of M1 pyramidal
cells in layer V project via the pyramids to the spinal cord where many make
monosynaptic cortico-motoneuronal (CM) connections (Fig. 1.1).

Early mapping of M1 output using surface stimulation in monkeys (Woolsey
et al. 1952) and man (Penfield and Jasper 1954) revealed a somatotopic repre-
sentation of the body with movements of feet and legs elicited from medial areas,
progressing laterally to arm, hand and face areas. However, more precise maps
derived from intracortical microstimulation (ICMS) have revealed a ‘fractured
somatotopy’ within this gross organisation, such that individual movements are
represented in a patchwork of multiple, interspersed fragments (reviewed by
Schieber 2001). It is important to note that ICMS does not necessarily reveal the
underlying organisation of the CM cells since distant neurons can be activated
indirectly via passing axons (Jankowska et al. 1975; Asanuma et al. 1976; Cheney

P
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I
I

I

MN
(ECR)

MN
(EDC)

MN
(FDP)

Cortex

Spinal cord

To muscles

Oscillatory
network

Fig. 1.1 Schematic of some of the known connections in the corticospinal system. Many layer V
pyramidal neurons (P) make direct CM connections to motoneurons (MN) in the spinal cord. CM
cells with overlapping muscle fields are synchronised by common inputs and recurrent excitation
(e.g. Cell 1 and Cell 2 in Fig. 1.2). Cells with opposing (facilitation vs. suppression) effects in the
same muscles are mutually inhibited by interneurons (I). In addition, CM cells are embedded
within recurrent networks with beta-frequency rhythmicity
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and Fetz 1985). Two-photon calcium imaging reveals that sparse populations of
neurons respond to stimulation, sometimes several millimetres away from the
electrode (Histed et al. 2009). Therefore, it was possible that the distributed ICMS
maps obscured an orderly arrangement of the CM cells projecting to each muscle.
However, retrograde labelling using transneuronal transport of rabies virus from
forearm muscles has now verified the broad distribution of CM cell colonies in the
anterior bank of the central sulcus, with extensive overlap of the projections to
different muscles (Rathelot and Strick 2006). Interestingly, while ICMS effects are
generally consistent with the CM cell territories in this caudal part of M1, there are
few CM cells located in the convexity of M1 where low threshold ICMS responses
can, nevertheless, be elicited (Rathelot and Strick 2009). Whether these responses
are mediated via intracortical projections to CM cells, or by descending oligosy-
naptic pathways to motoneurons remains to be determined.

The convergence of cortical output from broad territories of motor cortex onto
the spinal cord is mirrored by divergent projections of individual CM cells to
multiple muscles. Corticospinal axons exhibit considerable branching at the spinal
level, such that a single cell may contact many motoneurons (Shinoda et al. 1981;
Lawrence et al. 1985). The extent of effective CM projections from a single cell is
revealed in the awake monkey by compiling spike-triggered averages of the
muscle electromyogram (Fetz and Cheney 1980; Jackson et al. 2003). Post-spike
facilitation at latencies consistent with monosynaptic CM excitation is observed,
typically in 2–3 different muscles but sometimes many more (Fig. 1.2a). Often
spike-triggered averages reveal post-spike suppression of other muscles at a
slightly longer latency, presumably mediated by a disynaptic pathway via inhib-
itory spinal interneurons. While the CM projection is generally strongest to hand
muscles, cells with muscle fields that span distal and proximal joints have also
been reported (McKiernan et al. 1998). These projections likely provide the motor
cortex with a rich anatomical substrate by which to control coordinated arm and
hand movements.

1.2.2 Organisation of Intracortical Connections

In addition to their descending projections to the spinal cord and brainstem, pyra-
midal neurons in motor cortex make horizontal connections via intracortical axon
collaterals (Ghosh and Porter 1988). Typically, three to five collaterals arborize
predominantly in laminate V and VI to target other pyramidal neurons and a variety
of intracortical inhibitory interneurons (Fig. 1.1). These connections span consid-
erable distances within M1; labelling from a horseradish peroxidase injection at a
site in the thumb representation extends across the entire forelimb area of M1
(Huntley and Jones 1991). The effects of this recurrent intracortical connectivity are
revealed by activating corticospinal axon collaterals by pyramidal tract stimulation,
which produces both excitation and inhibition of pyramidal neurons at short latency
(Jackson et al. 2002; Fig. 1.3c). Later cycles of suppression and facilitation reflect
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the influence of beta-frequency oscillations that are phase reset by stimulation
(Fig. 1.3a, b) suggesting CM cells are embedded within large, recurrent networks
exhibiting rhythmical characteristics.

Multi-electrode recording in awake primates has revealed synchronous action
potential discharge between pairs of CM cells separated by up to a millimetre
(Jackson et al. 2003). Interestingly, synchrony is greatest amongst CM cells with
overlapping muscle fields (i.e., when both cells facilitate a similar set of muscles),
even though the firing rate of these cells can have very different relationships to a
movement (Fig. 1.2b). CM cells with opposing effects (facilitation vs. suppression)
in the same muscles predominantly exhibit a cross-correlation trough. Thus, the
organisation of the synaptic connections mediating synchrony between CM cells
seems to reflect their output connectivity at the level of muscles (Fig. 1.1).

*

*

*

*

*

*
*

*

*
*

*

50 ms

10
 %

50 ms

10
 %

AbPB

1DI

EDC

(a)

(b)

ECR

FDP

FDS

Cell 1 Cell 2 Cell 3 Cell 4

-60 -40 -20 0 20 40 60
-20

-10

0

10

20

Lag (ms)

E
xc

es
s 

(%
)

-60 -40 -20 0 20 40 60
-20

-10

0

10

20

Lag (ms)

E
xc

es
s 

(%
)

Cell 1 x Cell 2 Cell 3 x Cell 4

Fig. 1.2 Relationship between synchrony and muscle field overlap. a Spike-triggered averages
of rectified electromyogram activity during grasping movements reveal the muscle fields of CM
cells. Significant post-spike facilitation (consistent with monosynaptic excitation of motoneurons)
and post-spike suppression (indicative of disynaptic inhibition) are indicated (*). b Cross-
correlation histograms reveal that synchrony between CM cells depends on the degree of muscle
field overlap. Cells 1 and 2 have similar muscle fields and exhibit a cross-correlation peak. Cells 3
and 4 have opposing effects in muscles EDC and ECR, and show a cross-correlation trough.
Adapted from Jackson et al. (2003)
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1.3 Plasticity in the Corticospinal System During Skill
Learning

1.3.1 Skill Learning Induces Cortical Map Plasticity

The idea that cortical motor maps are dynamic can be traced back to Brown and
Sherrington (1912) who investigated the ‘instability of a cortical point’. Noting
that responses to cortical stimulation seemed more variable than spinal or decer-
ebrate reflexes they suggested that such instability may reflect ‘one of the specific
offices of the cerebral cortex’ (p. 277). We now know that motor learning is
associated with a long-term reorganisation of specific movement representations in
the cortex. In monkeys, repeated practise of a skilled finger movement (retrieving
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Fig. 1.3 Corticospinal neurons in motor cortex are embedded within recurrent, oscillatory
networks. a Stimulation of the pyramidal tract antidromically activates motor cortical neurons
with descending projections. The peri-stimulus time histogram reveals the antidromic response,
followed by rhythmical firing. Stimulus-triggered average of the local field potential (LFP)
indicates that the cell is locked to a global beta-frequency oscillation that has been phase reset by
the stimulus. b This cell does not exhibit an antidromic response (although stimulation at a higher
current revealed a descending projection, not shown). However, the cell nevertheless becomes
entrained to the reset global oscillation. c Close up of peri-stimulus time histogram reveals short-
latency recurrent inhibition from pyramidal tract stimulation. Adapted from Jackson et al. (2002)
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pellets from a small well) over several weeks resulted in an expansion of the area
of M1 from which movements of the digits could be elicited by ICMS (Nudo et al.
1996). This effect was not due simply to increased use since extensive repetition of
a simpler task (retrieving pellets from a large well) did not produce task-related
map reorganisation (Plautz et al. 2000). The expansion of cortical territory is
specific to the body part trained; acquiring proficiency at a wrist pronation/supi-
nation task resulted in an expansion of the wrist area of M1 (Nudo et al. 1996).
These observations, which have been corroborated in rodents (Kleim et al. 1998)
as well as humans (Pascual-Leone et al. 1995), suggest a straightforward rela-
tionship between cortical map area and dexterity. However, this simple explana-
tion is complicated by the different time course of skill learning and map
reorganisation (Kleim et al. 2004) with increases in cortical area occurring only
during the late stages of training. Therefore, the reorganisation of motor maps may
reflect the consolidation of a skill rather than its acquisition. This interpretation is
supported by recent human experiments suggesting that non-invasive stimulation
of M1 predominantly affects retention rather than acquisition of motor skills
(Hadipour-Niktarash et al. 2007; Reis et al. 2009; Galea et al. 2011).

1.3.2 Skill Learning Alters Intracortical Connections

As noted earlier, movement responses to ICMS involve indirect activation of
corticospinal neurons by intracortical axons. It therefore seems likely that the
expansion of motor cortical maps following learning reflects, at least in part, plastic
changes in the efficacy of these horizontal pathways leading to an increased territory
from which neurons with descending outputs can be activated. Evidence for this was
supplied by Rioult-Pedotti et al. (1998) who examined the strength of intracortical
connections in layer II/III of rats trained on a food retrieval task. In brain slices taken
shortly after training, the amplitude of local field responses to stimulation (at a
second site) was enhanced in the motor cortex contralateral to the trained limb
compared to the control hemisphere. Monfils and Teskey (2004) used chronically
implanted stimulating electrodes in the corpus callosum to examine cortical evoked
potentials at different stages of training. They reported enhanced responses in the
trained hemisphere in the period during skill acquisition, corresponding to the
period of map reorganisation (Kleim et al. 2004). This is preceded by increased c-fos
expression and synaptogenesis (Kleim et al. 1996), and appears dependent on local
cholinergic input from the basal forebrain (Conner et al. 2003, 2010).

The recent development of time-lapse imaging of dendritic structure in vivo
using two-photon microscopy has provided new insights into the mechanisms of
motor learning and map reorganisation. The formation and elimination of spines
on the dendrites of layer V neurons in mice is a dynamic process that persists to an
extent into adulthood. A transient increase in the rate of formation leads to an
increase in spine density during the acquisition phase of skill learning (Xu et al.
2009), corresponding to the period of enhanced evoked potentials found by

1 Plasticity in Motor Cortical Connectivity 9



Monfils and Teskey (2004). A subsequent increase in the rate of spine elimination
leads to an ultimate spine density equal to untrained animals. However, the new
spines are more stable than those formed spontaneously under control conditions.
Moreover, most persist during subsequent learning of a second task, suggesting
that different motor behaviours are stored by distinct sets of synapses. An inter-
esting question that remains unanswered is whether the increase in spine formation
observed during skill acquisition reflects a higher proportion of new spines being
stabilised by the familiar mechanisms of synaptic potentiation, or whether another
signalling process directs neurons to generate spines at a higher rate. Also, it is not
clear whether spines form spontaneously in a random fashion or are guided by
intrinsic or activity-dependent processes (Shen and Cowan 2010). Nevertheless, it
seems that while most new spines forming under control conditions are unstable
and subsequently eliminated, this dynamic process provides resources for the
development of stable synaptic connections between appropriate neurons when
learning takes place.

1.3.3 Skill Learning Alters Neuronal Correlations

Perhaps due to the technical difficulty of recording action potentials from the same
population of neurons over long periods of time, as yet there is a paucity of
evidence that reorganisation of motor maps and horizontal connectivity is
associated with altered correlations in neuronal discharge. Schieber (2002)
reported that monkeys trained for over 5 years on a complex finger movement task
showed enhancement of the broad facilitation in spike-triggered EMG averages
that are indicative of high synchrony between CM cells. The ratio of such effects to
pure post-spike facilitation was greater in these highly trained animals than in a
monkey that had performed the task for less than 1 year. These results are
consistent with a training-related increase in the strength of the intracortical
connections that synchronise CM cells with overlapping muscle fields (Jackson
et al. 2003). However, this finding should be interpreted with caution since there is
substantial variability in the prevalence of synchrony between individuals. Kilavik
et al. (2009) observed long-term changes in motor cortex synchrony after learning
a task that involved estimation of elapsed time. Monkeys moved to one of two
targets according to whether a cue was presented after a short or long delay. After
training, the rate of synchronous firing, or ‘unitary events’, was elevated at the
time point corresponding to the short delay, even when the cue did not appear.
When trained with a new time delay, this elevated synchrony shifted over weeks to
reflect motor preparation at the time of the new delay. Finally, a recent study by
Komiyama et al. (2010) used calcium imaging in mice learning to associate odor
cues with licking responses. They reported an increase in the correlation between
neighbouring neurons that encoded a similar motor response, consistent with a
strengthening of intracortical connections between sub-networks of functionally
related neurons. However, the poor temporal resolution of calcium imaging makes
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it hard to relate these results directly to the shorter time-scale correlations observed
in multi-electrode recordings.

The advent of chronic electrode arrays that allow large populations of neurons
to be stably recorded from multiple brain regions over consecutive days promises
to reveal further insights into how plasticity in intracortical connectivity reshapes
distributed neural activity during learning. One field, which has led the way in
exploiting these techniques, is that of Brain-Machine Interfaces (BMIs). In BMI
experiments, the activity of multiple motor cortex neurons is decoded in real time
and used to control the movements of a computer cursor or robotic effector (Taylor
et al. 2002; Carmena et al. 2003). While early experiments aimed to develop
decoders that mimicked the normal relationship between neurons and natural
movements, it was, nevertheless, noted that widespread changes in neuronal tuning
functions were observed during ‘brain control’. More recent experiments have
shown that monkeys can learn to control multiple decoders, and switch quickly
between them (Ganguly and Carmena 2009). Learning to control a BMI involves a
reorganisation of the relationships between neurons. For example, Carmena et al.
(2003) reported the emergence of groups of neurons sharing similar directional
tuning. Similarly tuned neurons exhibit similar patterns of phase coupling to beta-
frequency local field potentials (Canolty et al. 2010) suggesting they form large
scale, distributed functional assemblies coupled by oscillatory activity. Further-
more, the firing rate modulation of neurons which do not directly control BMI
movements is reduced as the population activity is progressively optimised to the
new control mode (Ganguly et al. 2011; Jackson and Fetz 2011).

1.3.4 Plasticity in Spinal Circuitry

While most studies of skill learning have focused on the cortex, it should be
recognised that plasticity of descending projections and spinal circuitry may also
contribute. Certainly, activity-dependent plasticity is vital for the correct develop-
ment of the corticospinal system (Martin et al. 1999) and there is evidence that spinal
circuits can be modified by experience through adulthood. Meyer-Lohmann et al.
(1986) found that in monkeys trained for about 3 years on a task that involved
resisting sudden perturbations, short-latency spinal stretch reflexes were gradually
enhanced, while longer latency responses were abolished. Similar changes in
H-reflex magnitude can be observed in human subjects after training on a new motor
skill, e.g. backwards walking (Schneider and Capaday 2003). More rapid changes in
reflex magnitudes can be achieved by operant conditioning techniques (Wolpaw
et al. 1983). However, there is evidence for differential effects at cortical and spinal
levels of skill versus strength training. Rats trained on a ‘power reaching’ task that
required increased forelimb skill and strength showed comparable map reorgani-
sation to animals trained on skill alone, but there was also an increase in the number
of excitatory synapses onto motoneurons of the strength-trained animals (Remple
et al. 2001; Adkins et al. 2006). This dissociation is corroborated by human studies;
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while training on piano sequences results in a larger cortical representation of the
digits (Pascual-Leone et al. 1995), resistance training produces plasticity predom-
inantly at the spinal level (Carroll et al. 2002).

1.4 Techniques for Inducing Plasticity in the Corticospinal
System

1.4.1 Hebb’s Rule of Associative Plasticity

The studies of skill learning reviewed in the previous section suggest that motor
map reorganisation is due, at least in part, to plasticity in horizontal pathways
within the motor cortex. If so, then it is reasonable to ask whether such plasticity
can also be induced by artificial stimulation protocols. The mechanism by which
neuronal activity is thought to drive cortical plasticity is often credited to the
psychologist Donald Hebb (although his ideas were anticipated in earlier writings
of Herbert Spencer and William James). Hebb (1949) proposed that some ‘growth
process or metabolic change’ (p. 50) occurs to strengthen the connectivity between
two neurons when there is a consistent causal relationship between their activity.
This mechanism is commonly summarised by the phrase ‘cells that fire together
wire together’ and is now understood to occur due to NMDA receptor-mediated
synaptic potentiation. Three stimulation paradigms have been used to impose this
Hebbian condition artificially on neurons in order to induce synaptic plasticity
(Fig. 1.4).

1.4.2 Repetitive Stimulation

Strongly tetanic stimulation of a single pathway is commonly used to produce
correlated pre- and post-synaptic activity leading to long-term potentiation (LTP)
of synapses. Trains of ICMS delivered to sensory cortex enhanced the amplitude of
evoked excitatory post-synaptic potentials (EPSPs) in motor cortex neurons
(Sakamoto et al. 1987). As with hippocampal LTP (Bliss and Lomo 1973), the
effect was specific to the tetanised pathway since EPSPs evoked from a second site
in sensory cortex were unchanged. Using a slightly unusual stimulation protocol,
Nudo et al. (1990) found that low frequency (1 Hz) repetitive stimulation
delivered for several hours to the rat motor cortex caused an expansion of the
movement representation at the stimulated site. Similar map expansion has since
been observed after tetanic stimulation of the corpus callosum (Monfils et al.
2004).

These studies show that in vivo repetitive stimulation protocols can produce
many of the same changes in motor cortex connectivity that are also observed with
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skill learning, but provide only indirect evidence of a common underlying
mechanism. The first demonstration of a direct link between skill learning and
motor cortex LTP was provided by Rioult-Pedotti et al. (2000) who examined
whether prior training of rats to perform a reaching task influenced the subsequent
artificial induction of plasticity of horizontal connections. Interestingly, forelimb
training reduced the amount of LTP that could be induced in the contralateral
hemisphere, while long-term depression (LTD) produced by low-frequency
stimulation was enhanced. This suggests that synapses had been strengthened
during learning up to a ceiling beyond which no further potentiation could be
induced. When tested 2 months after initial learning, horizontal connections
remained enhanced, but the normal range of potentiation and depression was
restored (Rioult-Pedotti et al. 2007). These results point to homeostatic
metaplasticity mechanism acting to maintain synapses within a working range,

A

B

B

A

A

Train stimulation

Paired stimulation

Closed-loop stimulation

B

Fig. 1.4 Three protocols for
inducing plasticity in the
connection between cell A
and cell B according to Hebb’s
rule. Train stimulation
induces correlated pre- and
post-synaptic activity by
strong activation of a single
pathway. Alternatively, single
stimuli that activate cell A can
be paired with stimulation of a
strong input to cell B. Finally,
closed-loop stimulation uses
endogenous activity recorded
from cell A to trigger
stimulation of cell B
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possibly supported by post-synaptic receptor trafficking (Perez-Otano and Ehlers
2005), structural plasticity (Nimchinsky et al. 2002) and the formation of new
spines (Xu et al. 2009).

1.4.3 Paired Stimulation

An early study by Baranyi and Feher (1981) found that stimulus-evoked EPSPs in
cat motor cortex were facilitated if they were repeatedly paired with a stimulus
delivered to a second input that was sufficiently strong to evoke an action potential
within a time window of approximately 100 ms. Facilitation was reported to occur
irrespective of whether the EPSP preceded or followed the spike. This appears to
be in contradiction to later observations of spike-timing-dependent plasticity
(STDP) in cortical slices (Markram et al. 1997); while synaptic inputs that precede
action potentials were potentiated, synapses activated following action potentials
were depressed. In this way, STDP appears appropriate as a Hebbian mechanism
to strengthen causal connections between neurons. The STDP mechanism is
believed to underlie the effect of paired associative stimulation (PAS) in humans
(Stefan et al. 2000) in which transcranial magnetic stimulation (TMS) of motor
cortex is timed relative to a somatosensory evoked potential produced by
peripheral nerve stimulation. If TMS is repetitively delivered after the arrival of
the sensory volley, repeated pairing leads to an enhancement of motor cortical
excitability as measured by the muscle response to a test TMS pulse. On the other
hand, TMS stimuli that precede sensory inputs result in reduced cortical
excitability.

Rebesco and Miller (2011) have recently developed a paired stimulation
approach using multiple electrodes implanted in the sensorimotor cortex of rats.
The rats were first trained to respond to ICMS delivered to the electrodes by
pressing a lever. Over a period of several days, trains of stimuli were delivered to
pairs of electrodes with interstimulus intervals of 5 or 100 ms. Functional
connectivity between neurons recorded at each electrode was inferred from the
parameters of a generalised linear model fitted to spontaneous spike activity. After
stimulation with the 5 ms interval, functional connectivity between stimulated
electrodes was increased, while there was no net change in non-targeted
electrodes. Interestingly, it was also possible to demonstrate a behavioural effect of
the stimulation protocol; the rat’s ICMS-detection threshold was subsequently
reduced. The behavioural changes had a similar time course to the changes in
cortical connectivity.
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1.4.4 Closed-Loop Stimulation

Both tetanic trains and intermittent pairing represent highly artificial stimulation
protocols that do not reflect the complex temporal structure of natural activity in
neuronal networks. Recently, a new approach was introduced using spontaneous
activity recorded at one site to control stimulation of a second site (Jackson et al.
2006a). These experiments exploited an autonomous electronic implant, or
‘Neurochip’, developed to perform long-term neural recording and stimulating in
freely behaving monkeys (Mavoori et al. 2005). Over a continuous period of
several days and nights, individual action potentials recorded from one electrode in
the wrist area of M1 continually triggered single stimuli delivered to a second site.
This protocol produced a lasting shift in the movement representation at the
recording site; the direction of wrist movements evoked by ICMS shifted toward
those evoked from the stimulation site (Fig. 1.5). These changes persisted in some
cases for up to a week, although in other cases reversed gradually over subsequent
days. Altered motor output resulted only when stimuli were delivered within
*50 ms of the triggering spike and were restricted to the recording electrode;
ICMS effects from other control electrodes were unchanged. It seems unlikely that
this reorganisation can be accounted for by plasticity in the projections of the
recorded neuron alone, since ICMS will activate a large population of neurons in
the vicinity of the electrode. However, as previously discussed, neighbouring M1
neurons with similar output projections often exhibit synchronous firing. There-
fore, many spikes from this synchronous population will be temporally correlated
within the coincidence window for synaptic potentiation. The change in motor
representation after closed-loop stimulation is consistent with a strengthening of
connections from this synchronous assembly to cortical or downstream sites
activated by stimulation.

A second example of plastic changes in connectivity resulting from closed-loop
stimulation has been recently reported in freely behaving rats (Rebesco et al.
2010), using a measure of functional connectivity based on spontaneous activity.
Interestingly, this study also revealed increases in the strength of reciprocal con-
nections from the stimulation site to the trigger cell. A simplistic interpretation of
STDP might predict that this connection should be depressed, since the action
potential at the recording site precedes synaptic input from the stimulation site. It
is possible that motor cortex neurons in vivo do not obey the same STDP rules as
have been reported in other preparations. This interpretation would be consistent
with the results of Baranyi and Feher (1981), and it has been further noted in slice
preparations that STDP rules are influenced by factors including synapse location
and dendritic calcium spikes (Froemke et al. 2010). However, it should also be
recognised that closed-loop stimulation differs from conventional paired stimula-
tion protocols in that the activity associated with each stimulus do not occur in
isolation, but rather as part of a continuous train of pre- and post-synaptic events.
The results of stimulation experiments using triplet, quadruplet and naturalistic
stimulus trains cannot be explained by a pairwise STDP rule (Sjostrom et al. 2001;
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Fig. 1.5 Reorganisation of motor cortex output induced by 2 days continuous closed-loop
stimulation of electrode ‘Nstim’ triggered by a cell recorded on electrode ‘Nrec’. a Wrist torques
generated by ICMS delivered to the cortex. After closed-loop stimulation, the direction of torque
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from Jackson et al. (2006a)
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Froemke and Dan 2002) and predict potentiation will win out during periods of
high pre- and post-synaptic activity irrespective of precise temporal order (Pfister
and Gerstner 2006).

1.4.5 Corticospinal Plasticity

As with the cortical map reorganisation seen after skill learning, it is worth
remembering that plasticity at the spinal level may contribute to the effects of all
three of these cortical stimulation protocols. Iriki et al. (1990) demonstrated that
tetanic stimulation of the pyramidal tract enhanced descending EPSPs in spinal
interneurons in the cat, so it is likely that cortical stimulation may also affect
descending projections. There is also evidence that PAS protocols in humans may
also induce changes at the spinal level (Meunier et al. 2007; Lamy et al. 2010).
Taylor and Martin (2009) have developed a PAS protocol with interstimulus
intervals designed specifically to result in convergence at the motoneurons of
descending TMS volleys and afferent stimulation. Using cervicomedullary stim-
ulation to probe the descending pathways, they found evidence for STDP-like
changes in the efficacy of corticospinal transmission. There was also an intriguing
behavioural effect of this stimulation protocol; subjects made errors in a bimanual
force matching task consistent with a discrepancy between perceived and actual
force production due to altered corticospinal transmission. Plasticity has now been
demonstrated more directly for primate CM connections by closed-loop stimula-
tion of the spinal cord (Fetz et al. 2010). Using action potentials of CM cells to
trigger intraspinal stimuli near the terminals of these cells during a day or more of
free behaviour led to clear increases in the sizes of post-spike effects obtained in
spike-triggered averages of EMG activity. These findings suggest that the same
basic Hebbian mechanism of associative plasticity may operate throughout the
corticospinal system to shape motor behaviours.

1.5 Conclusions and Future Directions

This chapter has reviewed recent progress in our understanding of how connec-
tivity in the corticospinal system is altered during the acquisition of new motor
skills. We have seen how motor cortical maps are dynamic, and that a reorgani-
sation of distributed movement representations is underpinned by changes in the
intracortical networks that mediate motor output. Artificial stimulation protocols
that impose correlated neuronal activity have revealed Hebbian mechanisms of
synaptic potentiation in cortical and spinal connections that bind neurons into
functional assemblies. However, there is much that remains to be understood. The
corticospinal system is embedded in a larger motor network incorporating
recurrent connections with other cortical areas as well as feedback loops through
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the basal ganglia and cerebellum, and is influenced by multiple neuromodulatory
systems. We are still far from a computational level description of how these
different structures contribute to learning and optimising new behaviours. A new
skill can be acquired in minutes but may take years of practice to perfect
(Crossman 1959). It is possible that the cerebellum is responsible for rapid
adaptation driven by movement errors, while motor cortex is involved in the long-
term refinement and consolidation of motor skills. Controversy persists over the
role of sleep in this process (Song 2009), in particular REM phases during which
the motor cortex is highly active (Jackson et al. 2007). Furthermore, the motor
system can acquire multiple skills and switch effortlessly between them according
to context. If the expansion of cortical territory associated with trained limbs
reflects the storage of new skills, it is not clear how this is allocated so as to avoid
interference with previous learning (Silva et al. 2009).

Learning is, by its very nature, a non-stationary process, with complex
interactions between neural activity, connectivity and behaviour. New techniques
for monitoring cell populations over long timescales, coupled with analysis
techniques to infer network connectivity will doubtless provide new insights into
these problems. But only through the experimental modification of connectivity
and behaviour by manipulating activity at the neural level can causal relationships
between brain activity, plasticity and learning be established. The ability of non-
invasive stimulation methods to enhance learning rates in humans is a step in this
direction (Kim et al. 2004; Reis et al. 2009; Galea et al. 2011), but current
protocols are limited in their spatial and temporal specificity. Therefore, the use of
invasive paired and closed-loop stimulation protocols to modify behaviour in
animals (e.g., Rebesco and Miller 2011) will provide a key test for neural theories
of learning.

The focus of this chapter has been plasticity during skill learning, but it is
increasingly clear that similar mechanisms underlie recovery of function following
conditions like stroke or spinal cord injury (Chen et al. 2002). This has led to a
surge of interest in stimulation protocols designed to enhance plasticity and
promote rehabilitation. At the moment, the emphasis is on non-invasive techniques
which, while promising, may ultimately prove to be rather blunt instruments for
reshaping connectivity at the neural level. But at the same time, new BMI tech-
nologies are being developed that will enable long-term interfacing with the brain
at the level of individual neurons. Currently, these technologies are being
developed mainly as prostheses to replace lost function, but in future may have
application as tools to manipulate plasticity. We are developing techniques to
implant multi-electrode stimulating arrays into the spinal cord to elicit functional
arm and hand movements after paralysis (Jackson et al. 2006b; Zimmermann et al.
2011) with the aim of using next generation Neurochip implants to implement
multi-channel closed-loop stimulation controlled by cortical activity. Such devices
could act as artificial pathways from the brain to the motoneurons, bypassing
complete transections of the spinal cord. But plasticity arising from closed-loop
stimulation suggests an additional application in the case of incomplete injuries to
enhance surviving descending pathways and promote rehabilitation. These studies
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provide a small glimpse of the future possibilities afforded by BMI technologies to
manipulate connectivity through activity-dependent mechanisms. In combination
with an understanding of the mechanisms of plasticity and learning, these tech-
nologies may allow the formation of new neural circuits to restore function
following a wide range of neurological injuries.
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Chapter 2
Interactions Between Premotor
and Motor Cortices in Non-Human
Primates

R. N. Lemon

Abstract This review is concerned with a detailed examination of the
neurophysiological mechanisms that allow fast interactions between two key
components of the ‘visuomotor grasping network’ in the primate brain: ventral
premotor cortex (PMv) and primary motor cortex (M1). It first reviews the ana-
tomical linkages between them and then surveys a number of studies which have
together shown that PMv can modulate activity of grasp-related activity in M1 in a
grasp-specific fashion, and in particular can either facilitate or suppress M1 out-
puts controlling intrinsic hand muscles. The mechanisms subserving the interac-
tions between PMv and M1, which are reciprocal, could allow for fast selection of
M1 outputs that would be appropriate for the grasp of visible objects.

2.1 Introduction

In 1995 an important review paper by Marc Jeannerod1 et al. (1995) first suggested
the concept of a ‘visuomotor grasping circuit’. Grasp of objects is of course
fundamental to our daily interaction with the environment, and the visual guidance

R. N. Lemon (&)
Sobell Department of Motor Neuroscience and Movement Disorders,
UCL Institute of Neurology, Queen Square, London, WC1N 3BG, UK
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of skilled prehension and manipulation of objects is characteristic of the human
motor system and its engagement in creative activities such as art, sculpture and
music making as well as in technological development, tool use and manufacture.
The highly-cited review by Jeannerod and his colleagues (549 citations in
mid-2011) opened up a new approach to the study of cortical processing, no longer
based on the properties of particular cortical areas, but focused on the transmission
of information between areas: They suggested that ‘‘the transformation of an
object’s intrinsic properties into specific grips takes place in a circuit that is formed
by the inferior parietal lobule and the inferior premotor area (area F5). Neurons in
both these areas code size, shape and orientation of objects, and specific types of
grip that are necessary to grasp them.’’

Interestingly research in the years since has especially highlighted the position
of area F5, the rostral subdivision of the ventral premotor cortex (PMv), as a node
within this circuit. Work led particularly by Giacomo Rizzolatti and the Parma
group revealed why this area should be the focus of so much interest (Rizzolatti
and Luppino 2001; Davare et al. 2011). First, the existence of visuomotor
‘‘canonical neurons’’ that discharge during selection, preparation and execution of
the particular types of grasping action, and which appear to be activated by visual
information about graspable objects represented in the posterior parietal cortex
(area AIP). Second, the presence of connections with prefrontal cortex, which
opened up possible pathways transmitting information about how the grasp should
reflect the manner in which the object was to be used (the object’s ‘affordance’).
Third, the existence of mirror neurons, activated not only during self-executed
grasp but also during action observation of grasp. Finally, the demonstration that
reversible inactivation of area F5 induces a deficit whereby the monkey shows no
obvious paresis but can no longer preshape the hand appropriately for grasp of a
particular object.

Pandya and Kuypers (1969) had first analysed the likely routes through which
visual information could be accessed by the motor cortex. They showed that
primary motor cortex (M1) did not receive any inputs from the visual associative
areas in the posterior parietal cortex, but that these inputs terminated further
forward in a number of premotor areas, including the ventral (PMv) and dorsal
(PMd) premotor areas and the SMA. This early paper suggested that projections
from these areas back into M1 might then allow vision to guide the selection and
execution of fine hand movements. This was confirmed by elegant lesions studies
(Haaxma and Kuypers 1974; Halsband and Passingham 1982).

Although there is evidenced that all of the major premotor areas interact with
M1 during preparation and execution of movement, this review will very much
focus on the interactions between PMv and M1 in the non-human primate, as a
model of these wider network activities. Again, although we will focus mainly on
cortico-cortical interactions, this is not to forget the importance of subcortical
(pallidal and particularly cerebellar) interactions. For example, both AIP and PMv
are the source of inputs to the pontine nuclei (Glickstein et al. 1985) and the
cortico-cerebellar loop is also critical to visuomotor control (Stein and Glickstein
1992).
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2.2 How Does PMv Influence the Motor Apparatus
of the Hand? Descending Projections to the Brainstem
and Spinal Cord

Whilst PMv has a low-threshold motor representation of the hand and digits
(e.g. Godschalk et al. 1995), it does not give rise to many corticospinal projections
(only 4 % of the total frontal lobe corticospinal projection (Dum and Strick 1991)
and these terminate mostly in the upper cervical segments of the spinal cord (He
et al. 1993). This established view has recently been re-examined by Borra et al.
(2010) which investigated in detail both brainstem and spinal targets of specific
regions of PMv.

Borra et al. (2010) confirmed by double injection that the subdivision of F5
(area F5p) that projects to the hand area of M1 (see Sect. 2.3 below), also projects
to cervical spinal cord. The cytoarchitectonic division F5p (posterior) is located in
the dorsal and posterior part of the inferior bank of the arcuate sulcus (Belmalij
et al. 2009). Injection of anterograde tracers in this subdivision revealed descending
projections to brainstem structures that are themselves origins of descending
pathways to the spinal cord (including the superior colliculus, reticular formation
and peri-aqueductal grey), and to structures involved in cerebellar motor circuits,
including the red nucleus and pontine nuclei. Although Borra et al. (2010) found
some sparse projections from area F5p to the lower cervical cord (segments C6-T1,
which contain the motor nuclei controlling the muscles acting on the hand and
digits; Jenny and Inukai 1983), the corticospinal projections seem to be mainly
focused on the upper cervical segments (cf. He et al. 1993). There were no pro-
jections beyond T6. It is puzzling that despite the very high incidence of neurons in
F5 with activity related to the ipsilateral hand, there are few projections to the
ipsilateral grey matter.

It has been hypothesised that the F5 output maybe particularly concerned with
projections to the C3-C4 propriospinal system, which originate from the spinal
intermediate zone in these segments. This system was originally proposed to
support accurate reaching in the cat, but is thought to be more important for
grasping in the primate (Isa et al. 2007). It is also thought to mediate the recovery
of grasp after spinal lesions at the mid-cervical (C5) level which interrupt the
corticospinal input to the lower cervical segments, including the direct cortico-
motoneuronal (CM) component. Importantly, such lesions result in an immediate
and severe impairment of precision grip (Sasaki et al. 2004); the process of
recovery may well involve a number of different brainstem and propriospinal
mechanisms (Zaaimi et al. 2012; Alstermark et al. 2011).

Despite the interesting possibilities raised by the distinctive pattern of F5
corticospinal projections, the overall conclusion must be that (a) this represents a
comparatively minor component of the total frontal lobe corticospinal output and
that (b) connections to the lower cervical cord are relatively weak, and do not
include CM projections (Lemon 2008). Although Borra et al. (2010) concluded
that the ‘‘F5 hand field can control hand muscle motoneurons through C3-C4
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propriospinal neurons’’, it is clear that with stimulation of F5 with single pulses
and intensities that do not result in concomitant activation of M1 (see Sect. 2.5.3
below), responses in hand muscle motoneurons are rarely observed (Shimazu et al.
2004; Prabhu et al. 2009). When multiple pulses and higher intensities are used to
evoke motor responses from F5, these responses are lost when M1 is acutely and
reversibly inactivated (Shimazu et al. 2004; Schmidlin et al. 2008). Importantly
Schmidlin et al. (2008) showed that this effect was not due to any loss of tonic
facilitatory output from M1 that might be needed to reveal a F5-C3-C4 proprio-
spinal linkage (see their Fig. 2.6).

Recent physiological studies comparing antidromic activation of pyramidal
tract neurons (PTNs) in F5 and M1 (Kraskov et al. 2009; Vigneswaran et al. 2011)
have shown that F5 does not contain many PTNs with very short antidromic
latencies that are commonly found in M1, and which presumably have fast-con-
ducting axons and large somata (Sakai and Woody 1988). So the F5 corticospinal
output (like that of other secondary motor areas; Maier et al. 2002) is rather
different to that from M1.

2.3 How Does PMv Influence the Motor Apparatus
of the Hand? Anatomy of PMv-M1 Connections

The cortico-cortical network highlighted by Jeannerod et al. (1995) represents an
important route through which PMv can access the many corticofugal outputs from
M1 to the brainstem and spinal cord that are concerned with hand control. These
include the CM component of the corticospinal output, but it is important to stress
that this system operates in parallel with other descending systems that target hand
motoneurons indirectly (see Lemon 2008).

Gerbella et al. (2011) have recently discussed the different pattern of cortico-
cortical connections established by the three sub-divisions of area F5. Of these, the
subdivision of most relevance to this review is the posterior region (area F5p),
which is a hand-related field in which ‘canonical’ visuomotor neurons responsive
to observation and grasp of 3D objects are particularly prominent (Raos et al.
2006; Umilta et al. 2007) F5p has strong reciprocal connections to AIP in the
posterior parietal cortex (Pandya and Kuypers 1969; Gharbawie et al. 2011).
Sub-division F5p also provides the main connections with the M1 hand area
(Muakkassa and Strick 1979; Godschalk et al. 1984), which are also reciprocal.
Unlike the more anterior region of F5 (F5a), it has only weak connections to
prefrontal areas. In terms of functional analysis, it is important to stress that all
three subdivisions (including F5c in which mirror neurons are primarily located)
are densely interconnected (Gerbella et al. 2011).

The PMv is also strongly interconnected with homotopical areas in the con-
tralateral hemisphere (Dancause et al. 2007; Boussaoud et al. 2005; Rouiller et al.
1994), which contrasts with the sparser callosal interconnections found for the M1
hand area (Rouiller et al. 1994).
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2.4 Neurophysiology of Premotor-Motor Connections

2.4.1 Antidromic Responses in Cortico-Cortical Neurons

The early anatomical descriptions of the PMv-M1 projections encouraged
Godschalk et al. (1984) to investigate their physiological characteristics. In
anaesthetised macaque monkeys they placed a row of seven stimulating electrodes
positioned a few mm rostral to the central sulcus and spanning the arm/hand/face
representations in M1 (Fig. 2.1d, e). They then recorded from the PMv (‘post-
arcuate region’) searching for neurons with latency-invariant antidromic responses
(Fig. 2.1a). These cortico-cortical neurons were found mostly at rather superficial
locations (0.3–1.5 mm deep to the cortical surface; Fig. 2.1c) suggesting that they
were in layers II or III (which are one important source of cortico-cortical pro-
jections; Jones and Wise 1977; Douglas and Martin 2004), rather than in lamina V.
Each M1 stimulation site was separated by around 2 mm; even with a maximum
stimulation intensity of 500 lA, most of the PMv neurons could be activated only
from a single site, which suggests a rather specific set of projections. These pro-
jections generally ran in a postero-medial direction (Fig. 2.1d, e). Antidromic
latencies ranged from 0.6 to 2.1 ms (mean 1.2 ms; Fig. 2.1b); since the distances
between sites in PMv yielding antidromic responses to stimulation sites in M1
were around 8–10 mm, this would put an upper limit on the conduction velocity of
cortico-cortical axons of around 17 m/s, with most \10 m/s.

2.4.2 Signs of Synaptic Interactions Between PMv and M1
at the Single Neuron Level

Many years after the publication of Godschalk et al. (1984), we developed a means
of simultaneous recording of multiple neurons from both PMv and M1 hand
regions in the awake, behaving monkey (Umilta et al. 2007). This approach was
used to allow us examine the time course of activity in these two interconnected
areas during performance of visually-guided reach-to-grasp task, in which mon-
keys were first shown a pseudo-randomly ordered set of graspable objects
(examples in Fig. 2.2a), and then cued to grasp and displace them by a controlled
amount. This study showed that both F5 and M1 neurons showed patterns of
activity that were specific to the grasp needed for a particular object. However at
the population level, the onset of this grasp-specific activity was clearly earlier in
F5 than in M1, in keeping with the original hypothesis advanced by Jeannerod
et al. (1995). The result is probably explained by the projection from regions of
the posterior parietal cortex (and especially area AIP) to F5 (but not to M1) of
information related to the visual properties of graspable objects.

An obvious question is whether the visuomotor neurons that are activated at
short-latency by the presence of graspable objects can be shown to be connected to
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M1 neurons involved in the grasping action. We have used cross-correlation
methods (see Baker et al. 2001) to examine this possibility, but analysis of many
pairs of simultaneously recorded F5 and M1 neurons did not yield any signs of
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correlation peaks indicative of synaptic connectivity (T. Brochier, personal com-
munication). There are two possible reasons for this negative result: first, it is
likely that both samples were heavily biased towards large pyramidal neurons in
lamina V, whereas many of the neurons giving rise to cortico-cortical projections
are in the upper laminae (see above), and second, there is accumulating evidence
that the premotor-motor cortex connections are relatively indirect (see below), and
may be too weak to show positive features in cross-correlograms of spike trains.

2.4.3 Responses of Single M1 Neurons to Stimulation
of Area F5

An alternative approach was to stimulate in one area, while recording from single
neurons in the other; by activating many cortico-cortical projections, some of
which might converge at the single neuron level, it was anticipated that signs of
F5-M1 synaptic connections might be easier to detect. Therefore, we adapted the
technique used by Umilta et al. (2007) to allow us to look for responses in M1 to
single-pulse intracortical stimulation within the F5 subdivision of the PMv, and
vice versa (Kraskov et al. 2011). In this study all the sites (recording and stimu-
lation) were first characterised as having neurons with clear grasp-related activity
(Fig. 2.2a, b); their locations are shown in Fig. 2.2c, d. These recordings were
biased towards location in deeper laminae and used much weaker stimuli (maxi-
mum 40 lA), so it was unsurprising that we did not encounter any antidromic
responses. On the other hand, synaptic responses were quite common: for M1
neurons, around 34 % showed responses to F5 stimulation, with an identical
proportion of F5 neurons (34 %) responding to M1 stimuli.

Fig. 2.1 Identifying cortico-cortical projections from PMv to M1. Topographic distribution of
projections from PMv to M1, as identified by antidromic identification of cortico-cortical neurons in
PMv responding to electrical stimulation of the M1 hand area. a Recording from single PMv neuron
(located in penetration F in d) activated antidromically by single-pulse intracortical stimulation
within M1 (electrode 6). Antidromic spike indicated by asterisk. Four sweeps at a current strength
(150 lA) threshold for this response have been superimposed, together with one sweep at
sub-threshold (no antidromic spike). The antidromic nature of the response is confirmed by collision
with a spontaneous spike (bottom trace in a). Stimulation at adjacent sites (4, 5 and 7) did not activate
the neuron. b Distribution of antidromic latencies of PMv neurons responding to M1 stimulation.
Most responded within 0.5–2.0 ms. c Depth distribution of antidromically activated PMv neurons;
most were recorded superficially (\1.5 mm from cortical surface). d, e Location of penetrations
made in periarcuate cortex in two monkeys. Those that contained neurons antidromically activated
from M1 are indicated by H and joined by a solid line to the site in M1 from which the response was
obtained. Dots indicate penetrations in which no antidromic responses were obtained. Note
consistent direction of projections. No neuron was antidromically activated from more than one M1
site. CS central sulcus, AS arcuate sulcus, IPS intraparietal sulcus, LF lateral fissure (Gosdchalk et al.
1984, Fig. 2.4, with permission)

b
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The responses observed were dominated by excitatory effects (Fig. 2.3). Pure
excitatory peaks (Fig. 2.3a, b) were most commonly observed (53 % of respon-
ses). These occurred at short-latency (1.8–3.0 ms) and were of brief duration
(*1 ms). Purely inhibitory responses (Fig. 2.3e, f) had slightly longer latencies
(2–5 ms) and were of small amplitude and longer duration (5–7 ms). They
accounted for only 13 % of responses, whereas mixed excitation then inhibition
(Fig. 2.3c, d) was seen in 34 % of responses. Many excitatory responses exhibited
double peak responses, with a second excitatory peak following the first by around
6 ms (see Kraskov et al. 2011). These authors also examined the effect of stimulus
intensity, by comparing responses in neurons at a low (20 lA) and at a higher

Fig. 2.2 Grasp-related activity and location of paired stimulation and recording sites in M1 and
F5. a Hand postures used for grasping of three different objects. b Typical grasp-related activity
of a single neuron recorded in M1 (top) and another in F5 (bottom) hand areas. Histograms of
spike activity are referenced to the moment at which the monkey released a homepad to reach
out, grasp and displace the object (time zero, vertical dashed line). c, d Chamber maps from two
monkeys (M42, M43) based on MRI and direct stereotactic measurements of the arcuate (ArcS)
and central (CS) sulci at surgery. Symbols mark surface location of pairs of electrode penetrations
made in area F5 (squares) and M1 (circles) in the two monkeys
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intensity (40 lA). They found that inhibitory effects were more pronounced with
the stronger shocks.

Careful examination of the responses suggested the following: First, although the
excitatory responses were of short-latency (Fig. 2.3a), they showed significant
latency jitter to successive shocks, indicating that they were mediated by an
oligosynaptic, rather than a monosynaptic pathway (see Fig. 2.5e). One possibility is
that intracortical stimuli within F5, for example, activate the axons of cortico-cortical
neurons which converge and terminate in a rather specific manner in M1 on local
excitatory interneurons, which in turn synapse on pyramidal neurons. This is based
on the fact that responses were found for only about a third of the paired sites tested,
and that a given neuron showed rather different effects (e.g. single or double excit-
atory peak, or inhibition or no response) when tested from different sites.

Fig. 2.3 Types of synaptic response in F5 neurons to stimulation of M1 hand area. On the left
are shown responses of single F5 neurons to single-pulse ICMS (40 lA). Peristimulus time
histograms (PSTH) are synchronised to stimulus delivery (dashed vertical line at time zero). The
data shown are after correction for any changes in the average instantaneous firing rate over the
course of the pre-stimulus period. Confidence limits shown are +2 and –1 SD above and below
this value, respectively. The break in the PSTH just after zero reflects the dead-time of the
discriminator (time for discriminator to be able to accurately detect spikes after recovery from
large stimulus artefact). a, b Pure excitatory responses, which had short-latency and were very
brief (a, n = 2138 stimuli; b, n = 1939). c, d Combined early excitatory plus later and longer
lasting inhibitory responses (c n = 4158; d n = 1881). e, f Pure inhibitory responses: note the
rebound in activity at the end of the inhibitory period (arrows) (e, n = 3355; d, n = 4246). Note
that similar types of response were obtained in M1 neurons to stimulation of F5 (right hand
column). From Kraskov et al. 2011 (with permission)
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Second, M1 pyramidal cells can also be inhibited by cortico-cortical inputs,
through the action of local excitatory inputs to inhibitory interneurons (Fig. 2.3e).
It is speculated that the convergence of these inhibitory inputs is greater than for
excitatory inputs on pyramidal neurons, as this might explain the predominant
inhibition at higher stimulus strengths. Interestingly, an earlier report by Tokuno
and Nambu (2000), who used relatively strong stimuli (100–150 lA), found that
responses of PTNs in M1 to PMv stimulation were dominated by long-lasting
(90 ms) inhibition; 23 of 27 PTNs showed pure inhibitory responses, 11 showed
excitation–inhibition, and none showed pure excitation. This is clearly a very
different set of results to the predominantly facilitatory effects reported by Kraskov
et al. (2011). Similarly, the strong currents induced by TMS in humans might
explain why in general inhibitory effects have dominated reports using TMS [but
see Davare et al. (2008) for an important exception].

2.5 Effects of Stimulating PMv on Corticospinal
Outputs from M1

2.5.1 EMG Responses to Cortical Stimulation
in Sedated Monkeys

A complementary approach was introduced to demonstrate that PMv-M1 inter-
actions directly influence the corticospinal output from M1 (Cerri et al. 2003).
Here the idea was to use a single intracortical stimulus to generate descending
activity from M1 that discharged motoneurons supplying the hand muscles, as
detected by a short-latency EMG response (similar to the MEP in human TMS
studies). One could then examine the effects on the EMG response of conditioning
stimuli delivered to PMv. Cerri et al. (2003) found that single or double stimuli
delivered to F5, which given alone produced no EMG response, could produce
robust facilitation of EMG responses evoked from the M1 hand area (Fig. 2.4).
The monkeys used in this study were chronically implanted with small arrays of
intracortical microwires, located in F5 and M1 regions that yielded digit move-
ments in response to repetitive intracortical stimulation (rICMS); the most effec-
tive F5 electrodes were located in the region we now recognise as F5p.

The significance of these findings was the demonstration of a fast and effective
route through which F5 could modulate the M1 output controlling hand muscles,
which is of obvious potential importance for visuomotor coordination.

Condition-test experiments were carried out using pairs of intracortical
microwires, one as cathode and the other as anode. Separate controls established
that the direct effects of the stimuli used did not spread much more than 1–2 mm
from the stimulation site i.e. there was no direct spread of current from F5 to M1.
The studies were carried out with monkeys lightly sedated with ketamine/mede-
tomidine HCl, such that there was still some background tone in the hand muscles.
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Under these conditions, the facilitation of the EMG responses from F5 was large
(Fig. 2.4d): around 4-fold with single F5 pulses, and up to 12-fold with double
pulses, given 3 ms apart. These values are considerably larger than obtained

Fig. 2.4 Facilitation of
responses evoked from M1 by
conditioning stimulation of
area F5. Typical set of results
from a monkey under light
ketamine sedation. Averages
of rectified electromyo-
graphic (EMG; 50 sweeps)
recorded from thenar muscles
contralateral to stimulated
cortex. a Double F5
conditioning shocks
(2 9 70 lA, 3 ms separation)
did not evoke an EMG
response. b Single test shocks
applied to M1 (1 9 70 lA)
yielded a clear short-latency
EMG effect with an onset
latency of about 8 ms; 23
superimposed sweeps are
shown below the average at
the same time scale to
indicate variation in
amplitude and latency of the
test responses. c double F5
conditioning shocks delivered
before the M1 test shock
(condition-test interval: 3 ms)
greatly facilitated the
response; 23 superimposed
unrectified sweeps are shown
below the average at the same
time scale to indicate
variation in amplitude and
latency of the conditioned
responses. d Subtraction
(average in c minus average
in b) shows the additional
effect of the conditioning
shocks. (from Cerri et al.
2003, with permission)
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during twin-coil TMS studies in humans and show that the interactions between
well-focused sites can be very large indeed, possibly because there is less con-
comitant inhibition (see Sect. 2.4.3).

Examination of the EMG response latency gave some clues as to its origin. We
compared it with that evoked by direct stimulation of the pyramidal tract (PT) at
the medullary level. The earliest EMG responses to PT stimulation will be those
mediated by direct, CM connections (Olivier et al. 2001). We found that the EMG

Fig. 2.5 Facilitation of corticospinal outputs from M1 by ventral premotor cortex (F5) stimulation.
a Intracortical stimulation with a single pulse in the hand area of M1 evokes a series of descending
corticospinal volleys: the D (direct) wave and a number of indirect (I) waves (blue trace ). Forty
minutes after microinjection of the GABAa agonist, muscimol, close to the M1 stimulation site, the
late I waves (I2, I3) are mostly abolished (red trace); there is a small reduction in the I1 wave and no
obvious effect on the D wave. Averages of 150 sweeps, volleys recorded from the C3 spinal level.
b–d Effects of muscimol injection in M1 on F5-M1 interaction. A single test (T) M1 shock was
conditioned (C) by a single shock to the F5 division of PMv (green). Responses to the F5 shock alone
are orange and to the M1 shock alone are purple. With a C–T interval of 0 ms, there was a marked
facilitation of the I3 wave. Twenty minutes after muscimol injection (c), this facilitation was
considerably reduced, and it was abolished after 40 min (d). Averages of 100 sweeps. e Possible
mechanisms explaining facilitation of late I waves (elements in grey), on the left of the diagram,
represent the three classes of excitatory inputs to corticospinal neurons (CSNs): the D wave, the I1

wave, and the later (I2 and I3) waves. A low-threshold inhibitory input pathway is also shown. These
four inputs are all excited by stimulation within M1. The model proposes that the main excitatory
input from F5 to M1 converges on the late interneuronal pathways in M1 giving rise to the I2 and I3

waves, thereby allowing F5 to influence I wave generation in M1 corticospinal neurons. Note that
although these neurons project directly to hand motoneurons, this is probably not the case for those
located in F5 (from Lemon 2008, with permission)
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responses evoked by test shocks to M1 (Fig. 2.4b) were typically around 3 ms
longer than those from the PT.

What is the explanation? Stimulation of the motor cortex, even with single
TMS or electrical shocks, results in high-frequency repetitive discharge of corti-
cospinal neurons, which is highly synchronised into successive waves of
descending activity in the corticospinal tract (Fig. 2.5a, e; see Di Lazzero et al.
2008). Intracortical stimuli act by discharging intracortical axons. The direct (D)
wave results from direct activation of the axons of corticospinal neurons. Other
axons that are excited feed into local interneuronal networks that lie upstream of
the corticospinal neurons, and which lead to trans-synaptic excitation of them,
generating a number of indirect waves (I1, I2, I3 etc.; Fig. 2.5e) (Amassian et al.
1987; Ziemann and Rothwell 2000; Di Lazzaro et al. 2008). Each wave of activity
is separated from the next by around 1–1.6 ms. Thus Cerri et al. (2003) speculated
that the EMG responses to M1 stimulation are due to the accumulating depolarisation
in spinal motoneurons, synchronised with the D and I wave inputs. However, the
motoneurons are not actually discharged until the EPSPs generated by the I2 or I3

waves have arrived at the motoneurons.
As might be expected from this rather complex generation of the EMG

response, the latency of the conditioned responses showed some considerable
variation (Fig. 2.4c). The facilitation, by the conditioning PMv shock, of the
different waves of activity generated by the test M1 shock could be expected to
produce EMG responses ranging from those with latencies shorter than the test
response (due to facilitation of the D or I1 waves) to those with rather similar
latencies (facilitation of the l2 and I3 waves): and this is what was found, but with a
clear preference for responses reflecting discharge of motoneurons by the I1 and
especially by the I2 waves (Cerri et al. 2003).

Examination of the EMG responses at different condition-test intervals con-
firmed the short time course of the PMv-M1 interaction. The first significant effects
were observed at a condition-test (C-T) interval of 1 ms, and intervals up to 15 ms
continued to show facilitation; at a C-T interval of 30 ms the conditioned response
had returned to baseline (Cerri et al. 2003).

2.5.2 Corticospinal and Motoneuron Responses
in Anaesthetised Monkeys

The significance of this short-latency interaction was clarified by a subsequent
study, carried out in deeply anaesthetised macaques, in which the interaction
between F5 and M1 was assessed by means of direct recording from the corti-
cospinal tract and intracellularly from responding spinal motoneurons (Shimazu
et al. 2004). These experiments showed that stimulation of macaque F5, which by
itself evoked little or no detectable corticospinal output, could produce a robust
modulation of motor outputs from M1. Thus, whereas single stimuli delivered to
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M1 electrodes evoked the characteristic pattern of D and I waves (Fig. 2.5b, purple
trace; see Sect. 2.5.1), single shocks delivered to F5 were ineffective (see orange
trace in Fig. 2.5b) and even double shocks, with a 3 ms separation, evoked small I
waves but no D wave, and only with high intensities.

However, when the test (T) M1 shock was conditioned (C) by single or double
F5 shocks, there was strong facilitation of I2 and I3 waves from M1, but the D
wave and I1 waves remained unaffected (Fig. 2.5b, green trace). The facilitation of
the late I waves was again observed with short C-T intervals, as in the EMG study.
Although the conduction time from F5 to M1 is short (1–2 ms; Godschalk et al.
1984, Sect. 2.4.1 above), this would still allow ample time for activity generated
by a shock to F5 to facilitate interneuronal circuits generating the later I2 and I3

waves.
Further evidence that it was these late waves that were important for the motor

response was deduced by recording intracellularly from motoneurons innervating
hand and forearm muscles. These recordings revealed no postsynaptic effects from
single F5 shocks, but in contrast, the same stimuli produced a robust facilitation of
EPSPs evoked from M1, whose onset closely followed the arrival of I2 and I3

waves at the spinal segment in which the recordings were made. The facilitation
was particularly marked in hand muscle motoneurons, of which 92 % showed this
facilitatory effect.

The key question posed by Shimazu et al. (2004) was: where was the site of
interaction between F5 and M1? Three pieces of evidence were advanced to
suggest that the interaction was within M1 itself. The first was that the short-
latency of the interaction indicated a site close to F5, the second was that the time
course of the interaction, which showed a characteristic waxing and waning of the
facilitatory effect that fitted exactly with the timing of I waves originating from
M1. The final piece of evidence was that after microinjection of the GABA-agonist
muscimol in M1, the F5-induced facilitation of late I waves from M1 was com-
pletely abolished (green traces in Fig. 2.5b–d).

2.5.3 Cortico-Cortical Circuit Activated During F5-M1
Interactions

Shimazu et al. (2004) suggested that ‘‘the corticocortical pathways excited by F5
stimulation terminate preferentially on the cortical interneurons involved in gen-
eration of the late I waves, explaining why the D and I1 waves were not facilitated
to the same extent as the later I waves. The late I wave pathway is probably
oligosynaptic, with conduction delays in the order of 2–4 ms. It is more suscep-
tible to GABAA agonists such as diazepam and muscimol than the I1 pathway, _
(Ilic et al. 2002); this would explain why muscimol depressed the I2 and I3

components (Fig. 2.5a) and abolished their facilitation from F5’’ (see Fig. 2.5 b–d).
Their proposed circuit is shown in Fig. 2.5e.
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One potentially puzzling result of these studies was that if the number of shocks
or stimulus intensity to F5 was increased, descending volleys and resulting motor
responses could be observed. A clue to the answer was that the I waves evoked by
these strong stimuli had fast conduction velocities (*80 m/s), that were identical
to those for I waves evoked by M1 stimulation. Since we know that the cortico-
spinal fibres derived from F5 itself are relatively slowly conducting (see Sect. 2.1
above), these I waves cannot have originated from F5, but probably resulted from
intense excitation of the networks in M1 by cortico-cortical inputs activated by
strong F5 stimulation. In other words, the later I waves resulting from F5 stimu-
lation were actually conveyed in corticospinal neurons whose cell bodies were in
M1. This has subsequently been shown by direct recording from single cortico-
spinal neurons (Maier et al. in preparation). Further evidence for this mechanism
comes from the finding that muscimol inactivation of the M1 hand area greatly
reduces the I waves evoked by strong F5 stimulation (Shimazu et al. 2004).

2.6 Stimulus Evoked F5-M1 Interactions in the Awake,
Behaving Monkey

Although the studies described above provided some useful insights into the
potential circuitry underlying PMv-M1 interactions, they do not tell us how these
structures interact during behaviourally relevant conditions. To address this issue,
we applied the same F5-M1 stimulation protocols in awake monkeys trained to
carry out a visuomotor reach-to-grasp task (Brochier et al. 2004; Prabhu et al.
2009). Once again, the electrode locations were chosen on the basis of previous
rICMS mapping of the M1 and F5 hand areas. The EMG responses evoked by
M1 test (T) stimulation were recorded from contralateral hand, digit and arm
muscles during reach-to-grasp of visually presented objects, which were pre-
sented in a pseudo-random order at the beginning of each trial. Stimuli were
delivered just as monkeys began to move, a few hundred ms before they first
contacted the object.

Conditioning (C) stimulation of F5, at intensities that were subthreshold for any
motor effects, caused considerable modulation (over twofold) of the test (T) EMG
responses. The pattern of facilitation was specific. First, it was particularly evident
at short C-T intervals. Second, this facilitation was only present in some, but not
all muscles, and during reach-to-grasp of some, but not all objects. Modulation of
responses was common in extrinsic and intrinsic muscles acting on the thumb and
index finger. Finally, facilitation was found only for particular combinations of F5
electrodes.

Examples of the interaction effects produced by F5-M1 stimulation during the
reach-to-grasp of six different objects are shown in Fig. 2.6. The responses shown
are from two forearm muscles, brachioradialis (BrR) and palmaris longus (PL). F5
stimulation produced significant (* in Fig. 2.6) facilitation of both muscles during
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reach-to-grasp of the disc, and of both a cube and a ring, when a side grip (object
grasped between thumb and side of the index finger) was used. However, when a
hook grip (involving only the index finger) was used to grasp either the ring or the
cube, no facilitation was found. Finally, there was no facilitation of either muscle
for grasp of the plate.

Unfortunately, the basis of this differential facilitation was unclear: there was
no obvious relationship between either the level of EMG activity at the time the
C-T stimuli were delivered, nor to the pattern of activity associated with the
particular grasps tested. Clearly more work is needed here; the analysis might
well be more straightforward if C-T stimuli were delivered during the ‘obser-
vation period’, when the monkey can see the object, but is still waiting for the
cue to grasp it. In TMS studies of human volunteers, grasp-specific F5-M1
interactions are already clearly present in this period (Prabhu et al. 2007;
Davare et al. 2008).

Interestingly, Prabhu et al. (2009) also reported signs of suppression: at later
C-T intervals (1–6 ms), F5 stimulation caused significant suppression of the test
M1 response. This raises the possibility that suppression of M1 outputs can be used
to sculpt M1 outputs that ultimately help to shape the hand to grasp an object. In
general, the results are in keeping with the concept that during visually guided
grasp, F5 modulates corticospinal outputs from M1 in a muscle- and grasp-specific
manner.

2.7 Are the Motor Responses Evoked by Stimulation
of PMv also Mediated Through M1?

The lateral premotor subdivision of Brodmann area 6, was one of the earliest
regions properly identified as giving rise to well-defined motor responses in the
hand and digits when stimulated electrically (Leyton and Sherrington 1917), and
this has been confirmed many times since (Kurata and Tanji 1986; Rizzolatti et al.
1988; Weinrich and Wise 1992; Godschalk et al. 1995). Using trains of intra-
cortical stimuli (rICMS), the thresholds for exciting digit movements from PMv
tend to be higher than in M1, but the responses are certainly very robust. Given the
findings described above, it is of course interesting to question whether these

Fig. 2.6 Grasp specificity of F5 conditioning of M1 stimulation and EMG activity during reach-
to-grasp a averaged evoked EMG responses from brachioradialis (BrR) and Palmaris longus (PL)
to F5 conditioning (C) (grey traces), M1 test (T) stimuli (dashed traces) and combined F5-M1
stimulation at C-T = 3.5 ms (black traces) during grasp of six different objects. Stimuli were
delivered 50 ms just as the monkey reached to grasp to the objects. Wilcoxon’s signed-rank test:
* P \ 0.05, ** P \ 0.001, ***P \ 0.0001. All figures are with 10 % outliers removed. Averages
are of 23–67 trials per condition. Note that strong C-T (F5-M1) interactions were only obtained
for grasp of some objects (disc, cube or ring), with side grasp, but not the others (from Prabhu
et al. 2009, with permission)

b
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Fig. 2.7 Abolition of motor responses evoked by stimulation in F5 by muscimol injection in M1.
a–c Average rectified EMG responses from an intrinsic hand muscle (1DI) evoked by rICMS
(pulse train shown in bottom trace) before and after a microinjection of muscimol into the M1
hand area. a Averaged EMG response evoked by repetitive intracortical microstimulation
(rICMS) in the F5 hand area at an intensity close to threshold (juxtathreshold) for evoking a
response (12 pulses, 80 lA). b Responses evoked by rICMS in F5 at an intensity 25 % above
threshold (suprathreshold; 12 pulses, 100 lA). c Responses evoked by rICMS in the M1 hand
area (9 pulses, 45 lA). Control responses evoked before muscimol (a–c, top traces) were greatly
reduced 20 min after the muscimol inactivation (middle traces). After 40–50 min (bottom traces),
responses to F5 stimulation were completely abolished whereas those to M1 stimulation were
very small. All averages are of 50 sweeps. d–f Quantitative analysis of decrease of EMG
responses after muscimol injection in M1. Stimulation details are as in a–c Box plots show a
decrease in the area ratio of the EMG responses evoked by rICMS before (pre) and after (post)
(50 min after last injection of muscimol in the M1 hand area) injection in one monkey. The plots
show the median (thick horizontal bar) data between the 25 and 75 % quartiles (box) and between
10 and 90 % (error bars) of the area of the EMG response normalised to the background level of
EMG activity (‘response area ratio’). Note the difference in the relative sizes of the EMG
responses evoked from F5 and M1 (from Schmidlin et al. 2008, with permission)
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motor responses might also depend upon the integrity of M1. We tested this by
recording, from digit muscles, responses that were evoked by rICMS delivered to
area F5, before, during and after temporary inactivation of the M1 hand area with
microinjections of muscimol (Schmidlin et al. 2008). The study was carried out in
lightly sedated macaques.

As Fig. 2.7 shows, muscimol injection in the M1 hand area not only greatly
reduced EMG responses evoked from M1 with rICMS, but also reduced or
abolished responses from F5, over a similar time course (20–50 min). Muscimol in
M1 also reduced the level of background EMG activity in the contralateral hand
(compare background EMG levels in Fig. 2.7b for example), and the hands was
paretic for several hours after the injection. However, because EMG responses to
direct activation of the corticospinal tract (using PT stimulation) were significantly
less affected than the responses to F5 stimulation, it is unlikely that reduced
motoneuronal excitability explained the loss of the evoked responses from F5.
Finally, as in the Shimazu et al. (2004) study, muscimol injections in M1 greatly
reduced the corticospinal volleys evoked by rICMS in F5. The results suggest that
the motor effects evoked from F5 depend, at least in part, on cortico-cortical
interactions with M1, leading to activation of M1 corticospinal outputs to hand
muscles.

These findings are important first for the specific case of understanding the
interactions between F5 and M1, but more generally, because they demonstrate
that a characteristic property of one cortical area (ICMS in F5 producing digit
movements at low-threshold) is actually dependent upon the integrity of another
area (the hand representation of M1).

2.8 What About Reciprocal Projections from M1 to Area F5?

The function of the ‘forward’ projection from area F5 to M1 is at the heart of the
concept of the ‘visuomotor grasping circuit’. However, all of the anatomical
studies of PMv-M1 connectivity have stressed the reciprocal nature of the con-
nections between these structures. Indeed, Dum and Strick (2005) showed that the
normalised strength and density of the interconnections between the M1 and PMv
digit zones were rather similar, and originated in equal measure from deep and
superficial laminae. On the basis of the anatomical origin, Dum and Strick (2005)
considered that the two projections operated at an equivalent hierarchical level.
Kraskov et al. (2011) found that responses in single M1 neurons to stimulation
within F5 were equally common as F5 neurons responding to M1 stimulation.

The functions of the ‘return’ connections from M1 to F5 are still unknown,
but they could be involved in updating both frontal and parietal areas as to the current
state of the active motor network, and such a signal might be important in identifying
the ‘agency’ of actions, allowing higher order structures to tag movement-related
activity as self-generated or due to the actions of another. Also, these return con-
nections would be required to update internal models about an object’s physical
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properties. Internal models will then allow prediction of the forces required in the
subsequent manipulation of the same object (Loh et al. 2010).

2.9 Functional Considerations and Summary

The experimental studies reviewed here give some clues as to how PMv, from its
nodal position in the visuomotor grasping circuit, might influence skilled grasp.
The studies have stressed the importance of the cortico-cortical connections
between PMv and M1, and have shown that these connections possess all the key
characteristics to allow PMv to modulate grasp-related oputputs from M1.

• First, the connections allow fast interactions. This is important because we know
that the grasping circuit is activated very rapidly by vision of grasping objects.
Both monkey and human experiments indicate that grasp-related changes are
already present around 100–150 ms after object presentation (Umilta et al.
2007; Prabhu et al. 2007).

• Second, the connections, at least when tested with electrical stimulation, are
very powerful and allow M1 outputs to be deeply modulated.

• Third, in the awake monkey, F5 inputs can either facilitate or suppress M1
corticospinal outputs.

• Finally, the connections allow grasp-specific changes in M1 outputs, which is
obvious importance in matching the grasp to the physical properties of the
object.

There may be some interesting parallels between the PMv-M1 interactions
described here and those reported for gain control of smooth pursuit eye move-
ments (Tanaka and Lisberger 2001). The facilitation exerted by F5 on motor
outputs from M1 may also act as a gain control system on these outputs; this could
be part of a wider control system that helps to shape the pattern of activity across
different hand muscles appropriate for grasp of specific objects.

This review has highlighted the point that the integrity of the M1 hand area is
essential for the function of F5. However, all of these studies were done in intact,
healthy monkeys. There is considerable evidence from the human and animal stroke
literature (Chollet et al. 1991; Liu and Rouiller 1999; Nudo 1999; Frost et al. 2003;
Dancause et al. 2005; Ward 2006; Ward and Frackowiak 2006) that after damage to
M1, PMv can play a role in the longer term recovery of hand motor function. This is
very different to the effects of acute inactivation of M1, as described by Schmidlin
et al. (2008). Clearly long-term compensatory changes cannot involve the same
interactions with M1, and must depend to some extent on plastic changes in the
connections of PMv to other surviving motor areas (including PMd and the SMA)
and subcortical and spinal changes, possibly including recruitment of reticulospinal
(Zaaimi et al. 2012) and/or propriospinal systems (Borra et al. 2010).

The studies described in this review were all done in the macaque monkey
model. However, the results obtained have constantly informed and prompted
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parallel experiments in the human (Prabhu et al. 2007), especially those led by
Davare and colleagues (Davare et al. 2008, 2009, 2010, 2011), which have also
demonstrated a powerful interaction between PMv and M1 in the human brain that
is strongly influenced by preparation to grasp visible objects. It is arguable whether
we would be able to properly interpret the results of these non-invasive studies
without the knowledge gained from the monkey research.
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Chapter 3
Intracortical Circuits and Their
Interactions in Human Primary Motor
Cortex

Zhen Ni and Robert Chen

Abstract The human primary motor cortex (M1) works in association with other
motor-related brain areas in the planning and execution of movements. Transcranial
magnetic stimulation (TMS) is a widely used noninvasive brain stimulation
technique and TMS studies have contributed significantly to our knowledge of
motor cortical physiology. Single-pulse TMS activates the facilitatory interneurons
in M1 and produces descending corticospinal volleys in the spinal cord, resulting in
motor evoked potential in the target muscle. There are different inhibitory and
facilitatory intracortical circuits within the M1. The excitability of M1 is also
modulated by interhemispheric inputs from the contralateral hemisphere and by
inputs from premotor cortex, parietal cortex, cerebellum, and muscle afferents. The
balance and interactions among the intracortical circuits determine the final motor
cortical output. Moreover, the intracortical circuits are highly interconnected and
the interactions among intracortical circuits can be investigated by a triple-pulse
TMS paradigm.
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CBI Cerebellar inhibition
CS Conditioning stimulus
D-wave Direct wave
GABA Gamma-aminobutyric acid
I-wave Indirect wave
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ICF Intracortical facilitation
IHF Interhemispheric facilitation
ISI Interstimulus interval
LAI Long-latency afferent inhibition
LICI Long-interval intracortical inhibition
LIHI Long-latency interhemispheric inhibition
M1 Primary motor cortex
MEP Motor evoked potential
SAI Short-latency afferent inhibition
SICF Short-interval intracortical facilitation
SICI Short-interval intracortical inhibition
SIHI Short-latency interhemispheric inhibition
SP Silent period
TMS Transcranial magnetic stimulation
TS Test stimulus

3.1 Introduction

The human primary motor cortex (M1), usually identified as Brodmann area 4, is
located in the dorsal part of the precentral gyrus and the anterior bank of the
central sulcus. The M1 contains large corticospinal neurons known as Betz cells
which send long axons down the spinal cord to synapse onto alpha motor neurons
which connect to the target muscles. The M1 works in association with other
motor-related brain areas in the planning and execution of movements. Trans-
cranial magnetic stimulation (TMS) is a widely used noninvasive technique to
study ongoing neural activity in the human cortex. When TMS is applied to the M1
with sufficient intensity, a motor evoked potential (MEP) can be recorded in the
target muscle (Hallett 2007). The MEP size largely depends on the motor cortical
and spinal excitability at the time of TMS delivery, which is dynamically mod-
ulated by excitation and inhibition within the stimulated area. There are complex
neural networks involving inhibitory and facilitatory circuits within the M1 and
between other motor-related cortical areas and the M1. The balance and interac-
tions between these inhibitory and facilitatory circuits determine the final output
from the M1 (Hallett 2007; Chen et al. 2008). Using paired-pulse TMS, various
inhibitory and facilitatory intracortical circuits have been identified using different
experimental paradigms. In addition to the modulation of motor cortical output,
these intracortical circuits are also highly interconnected. The recently developed
triple-pulse TMS paradigm has been used to explore interactions among these
intracortical circuits. This chapter reviews the current knowledge of the functional
organization of the intracortical circuits in the motor cortical network.
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3.2 Intracortical Circuits for I-Wave Generations

Corticospinal neurons are among the largest neurons in the brain and are located
in layer V of cerebral cortex. They receive inputs from facilitatory interneurons
in the M1 (Patton and Amassian 1954). Single-pulse TMS of the M1 elicits a
series of periodic, high frequency descending corticospinal waves termed indirect
(I)-waves (Fig. 3.1a, 3.1b). The interval between these waves is consistent with
the synaptic delay for the activation of facilitatory interneurons to corticospinal
neurons (Di Lazzaro et al. 2004). The multiple I-waves are classified as early
(e.g., I1) or late (e.g., I3) with respect to their latencies compared to the direct
(D)-wave. The D-wave can be recruited by transcranial electrical stimulation of
the M1 which activates the corticospinal neurons directly. The amplitude and the
number of I-waves recruited reflect the activity of the facilitatory interneurons
and this largely depends on the TMS intensity and current direction used.
Recordings of corticospinal waves from spinal epidural electrodes have shown
that TMS that induce posterior–anterior current in the brain generates early
I-waves at slightly superthreshold intensities. With higher intensities, the early
I-waves increase in size and are followed by late I-waves (Di Lazzaro et al.
1998a) (Fig. 3.1a). In contrast, anterior–posterior current predominantly recruits
late I-waves, whereas lateral-medial current preferentially recruits the D-wave
(Day et al. 1989; Sakai et al. 1997; Di Lazzaro et al. 2001). In addition, the
I-waves can also be examined by analyzing the changes in firing probability of
single motor units after TMS (Hanajima et al. 1998; Ni et al. 2011a) (Fig. 3.1b).
Using single motor unit recording, it has been reported that late I-waves
produced by posterior–anterior and anterior–posterior current directions have
different sensitivities to the inhibitory effects produced by sensory afferent input,
suggesting that TMS with these two current directions may produce late I-waves
with the same latency but are due to activation of different cortical facilitatory
circuits (Ni et al. 2011a). Figure 3.1c shows a possible model of I-wave
generation based on these studies.

3.3 Intracortical Circuits Investigated Using a Paired-Pulse
TMS Paradigm

A paired-pulse TMS paradigm involves a conditioning stimulus (CS) followed by
a test stimulus (TS), and the effects are compared to that of the TS alone. Many
intracortical circuits have been identified.
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3.3.1 Short-Interval Intracortical Inhibition and Intracortical
Facilitation

Short-interval intracortical inhibition (SICI) is elicited when a subthreshold CS is
followed by a suprathreshold TS at an interstimulus interval (ISI) of 1–6 ms
(Kujirai et al. 1993) (Fig. 3.2a, b). Although the subthreshold CS is not sufficient
to discharge the corticospinal neurons (Fig. 3.2a), it activates the inhibitory
interneurons in the M1, which produce inhibitory effects on the corticospinal
neurons. Studies using epidural recordings have shown that SICI inhibits the late
I-waves but not the early I-waves (Nakamura et al. 1997; Di Lazzaro et al. 1998b).
SICI has been extensively investigated and is widely regarded as a main inhibitory
system in the M1 (Kujirai et al. 1993; Nakamura et al. 1997; Di Lazzaro et al.
1998b). However, SICI may not represent a single inhibitory mechanism. There
are two phases of SICI, peaking at ISIs of * 1 ms and 2.5 ms, respectively. SICI
at 2.5 ms is likely mediated by gamma-aminobutyric acid type A (GABAA)
receptors because drugs that enhance GABAA increase SICI (Ziemann et al.
1996a). It has been proposed that SICI at 1 ms is due to the refractoriness of the
cortical neurons (Fisher et al. 2002). However, SICI at 1 ms increases when the
MEP size induced by TS is raised from 0.2 to 1 mV, suggesting that synaptic
inhibition also contributes to SICI at 1 ms because a stronger TS should activate
more corticospinal neurons and overcome the refractory period, which should lead
to less inhibition (Roshan et al. 2003). In addition to the involvement of multiple
inhibitory mechanisms, SICI is not due to pure inhibition but it reflects the balance
between inhibition and facilitation. The resultant inhibition represents a complex
interplay of the effects of CS and TS (Ilic et al. 2002; Roshan et al. 2003; Butefisch
et al. 2003). The relationship between the degree of SICI and CS intensity is a
U-shaped curve (Kujirai et al. 1993; Ziemann et al. 1996c; Chen et al. 1998; Ilic
et al. 2002; Wagle-Shukla et al. 2009). An example is shown in Fig. 3.2c. At low

Fig. 3.1 Cortical circuits activated by different current directions. TMS with PA current
generates early and late I-waves, while TMS with AP current predominantly generates late I-
waves (I3-, I4-waves). a Example recordings of descending waves. b Example recordings of
single motor unit. The dash lines show the latencies for D-wave and I-waves. The first and third
rows in panel a show descending wave recordings with low TMS intensity (active motor
threshold). The second and fourth rows show those with higher TMS intensity (active motor
threshold ? 30 % of stimulator output). c Model of the possible mechanism for I-wave
generation with different current directions. The triangle indicates corticospinal neuron which
produces output to the spinal motor neurons. The diamonds indicate facilitatory interneurons in
the primary motor cortex that generate I1-, I2-, and I3-waves (to simplify the figure, neurons
beyond those mediating the I3-wave generation are omitted). Only the I1-wave generating neuron
connects directly with the corticospinal neuron. PA directed current activates both early and late
I-wave generating neurons while AP directed current only activates late I-wave generating
neuron. Note that, the I3-wave generating neurons activated by the PA and AP directed currents
may be different and they are shown in different colors (black and white, respectively).
AP anterior posterior, D-wave direct wave, I-wave indirect wave, PA posterior-anterior, and
TMS transcranial magnetic stimulation. Modified from Di Lazzaro et al. (2001) and Ni et al.
(2011a)

b
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CS intensities, increasing the CS intensity leads to greater SICI which can be
explained by the increasing recruitment of inhibitory interneurons (SICI mediating
neurons). Further increase in CS intensity leads to the reduction of inhibition and
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Fig. 3.2 Demonstration of short-interval intracortical inhibition and the effects of different
stimulus parameters. a Example of recordings for SICI. The first row shows absence of MEP to
the subthreshold CS given alone. The second and third rows show MEP induced by paired-pulse
TMS (solid line) at ISI of 3 (second row) and 2 ms (third row). The dash line shows MEP
induced by TS alone. b SICI is elicited with subthreshold CS followed by superthreshold TS at
ISIs of 1–6 ms. ICF is elicited at ISIs of 10 and 15 ms. Data obtained from 10 subjects. c SICI
tested at ISI of 3 ms with TS set at the intensity able to generate *1 mV MEP. With increasing
CS intensity from 0.6–0.9 AMT, SICI increases. On the other hand, with further increase in CS
intensity from 0.9 to 1.0 AMT, SICI decreases. Data obtained from six subjects. d SICI tested at
ISI of 3 ms with CS set at 0.8 resting motor threshold. Test MEP amplitudes were *0.2, 1.0,
4.0 mV. Peak SICI occurred at TS intensity able to generate *1 mV MEP. Data obtained from
11 subjects. Ordinate in b, c, d indicates the conditioned MEP amplitude. It is normalized as a
percentage of the mean test MEP amplitude. Values above 100 % indicate facilitation and those
below 100 % indicate inhibition. Error bars represent standard deviation. AMT active motor
threshold; CS conditioning stimulus, ICF intracortical facilitation, ISI interstimulus interval,
MEP motor evoked potential, SICI short interval intracortical inhibition, and TS test stimulus.
Modified from Kujirai et al. (1993) and Wagle-Shukla et al. (2009)
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eventually causes facilitation, possibly due to the recruitment of facilitatory
circuits at high CS intensities (Kujirai et al. 1993; Peurala et al. 2008). Figure 3.2d
shows the relationship between SICI and TS intensity that also manifests as a
U-shaped curve with peak inhibition occurring at TS intensity adjusted to gener-
ate *1 mV MEP in hand muscle (Sanger et al. 2001; Daskalakis et al. 2002;
Ilic et al. 2002; Wagle-Shukla et al. 2009). Reduction of SICI at low TS intensity
may be explained by the predominance of early I-waves such as the I1-wave with
small MEPs (Di Lazzaro et al. 1998a), which are less sensitive to SICI than late
I-waves (Di Lazzaro et al. 1998b). Decreased SICI at high TS intensity may be due
to recruitment of corticospinal neurons that are spatially distant from the SICI
mediating neurons activated by CS (Sanger et al. 2001; Daskalakis et al. 2002).
Therefore, SICI is a complex measure and the results from SICI studies should be
interpreted carefully taking into account the important effect of different stimulus
parameters.

Intracortical facilitation (ICF) can be elicited with a similar protocol as SICI but
at longer ISIs (Fig. 3.2b). The typical ISIs for eliciting ICF are 6–30 ms (Kujirai
et al. 1993). The mechanisms mediating ICF remain unclear (Di Lazzaro et al.
2006). Pharmacological studies suggested that excitatory glutamatergic interneu-
rons in M1 may be involved in ICF (Ziemann 2004). However, subcortical and
spinal activities may also influence ICF because epidural recordings show that ICF
is not associated with increased I-wave amplitudes (Di Lazzaro et al. 2006).

3.3.2 Long-Interval Intracortical Inhibition and Silent Period

With a suprathreshold CS applied 50–200 ms prior to the TS, the test MEP is
inhibited. This type of inhibition is referred to as long-interval intracortical
inhibition (LICI) (Valls-Solé et al. 1992; Wassermann et al. 1996; Sanger et al.
2001). Several lines of evidence suggest that the neural circuits mediating LICI
and SICI are different. First, pharmacological studies have shown that LICI is
likely mediated by GABAB receptors (Werhahn et al. 1999; McDonnell et al.
2006; Müller-Dahlhaus et al. 2008), while SICI is likely mediated by GABAA

receptors (Ziemann et al. 1996a). Second, LICI decreases with increasing TS
intensity (Sanger et al. 2001; Udupa et al. 2010) while the relationship between
SICI and TS intensity shows a U-shaped curve. In addition, if TMS is applied
during voluntary contraction a period of suppression in muscle activity can be
recorded after MEP. This is referred to as the silent period (SP). Similarly to LICI,
the later part of the SP is due to activation of cortical inhibitory circuits mediated
by GABAB receptors (Siebner et al. 1998; Werhahn et al. 1999) while the early
part of the SP may be related to spinal inhibitory mechanisms (Fuhr et al. 1991).
Changes in the level of voluntary contraction do not significantly alter the length
of the SP (Inghilleri et al. 1993).
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3.3.3 Short-Interval Intracortical Facilitation

Short-interval intracortical facilitation (SICF) can be elicited by a suprathreshold
first stimulus followed by a second stimulus at suprathreshold (Tokimura et al.
1996) or resting motor threshold level (Ziemann et al. 1998a). SICF occurs at three
distinct phases with ISIs of around 1.5, 2.9, and 4.5 ms (Ziemann et al. 1998a;
Chen and Garg 2000). No facilitation is observed if electrical stimulation is used
for the second stimulus, suggesting that SICF originates at the cortical level
(Ziemann et al. 1998a). The cortical nature of SICF has been confirmed by epi-
dural recordings showing that the amplitude of I-waves generated by SICF in
paired-pulse trials was more than the sum of I-waves generated by two stimuli
given separately (Di Lazzaro et al. 1999). Because the effective ISIs for SICF
coincide with the period of I-wave generations, SICF is likely related to the
summation of different I-waves on the same corticospinal neurons (Ziemann and
Rothwell 2000; Ilic et al. 2002). Voluntary contraction has only minor effects on
SICF (Ziemann et al. 1998b). Administration of benzodiazepines that enhance the
effects of GABAA decreases SICF, suggesting that GABAergic activity may be
involved in SICF (Ziemann et al. 1996b). The TMS intensity and ISI for eliciting
SICF partly overlap with those for eliciting SICI. This leads to the contamination
of SICI by SICF and may explain why SICI decreases at higher CS intensities
(Peurala et al. 2008) (Fig. 3.2c).

3.3.4 Interhemispheric Inhibition and Facilitation

Interhemispheric inhibition (IHI) is measured by delivering CS to the M1 followed
by TS to the contralateral M1. Both CS and TS are suprathreshold. This inhibition
is likely produced by interhemispheric excitatory pathways which run through the
corpus callosum and synapse onto local inhibitory circuits in the target M1
(Ferbert et al. 1992b; Wahl et al. 2007; Ni et al. 2009). IHI is most pronounced at
ISIs of *10 and *50 ms and they are referred to as short-and long-latency IHI
(SIHI and LIHI) (Chen et al. 2003; Ni et al. 2009). Figure 3.3 shows that besides
the interaction between the homologous M1s, IHI, especially LIHI, represents a
widespread inhibitory system projecting from various motor-related cortical areas
to the contralateral M1. These cortical areas include the dorsolateral prefrontal
cortex, dorsal premotor cortex, and somatosensory cortex (Ni et al. 2009).
Pharmacological studies suggest that LIHI is mediated by post-synaptic GABAB

receptors, while the transmitter system mediating SIHI remains unknown
(Irlbacher et al. 2007).

Interhemispheric facilitation (IHF) is elicited by a similar paired-pulse TMS
paradigm as IHI but can only be observed with specific stimulus parameters. IHF
between homologous M1s requires small test MEPs with slight voluntary contraction
of the target muscle. IHF only occurs with a TS delivered in the anterior–posterior

56 Z. Ni and R. Chen



current direction and with CS of relatively low intensity (5–10 % above active motor
threshold). The ISI required for facilitation is 4–5 ms (Hanajima et al. 2001). Further
investigations showed that IHF can also be induced by CS over the dorsal premotor

Fig. 3.3 Short-and long-latency interhemispheric inhibition. a Experimental setup. CS was
applied to one of the different sites in the right hemisphere shown as five white dots. They are
M1Hand (1), M1Face (2), PMd (3), S1 (4), and DLPFC (5). TS was applied to the hand
representation (shown as white dot) of the left M1. b The time courses of IHI (group data from 12
subjects) from five different cortical areas to the contralateral M1. The abscissa indicates the ISI.
The ordinate indicates the amplitude of conditioned MEP as a percentage of the MEP amplitude
from TS alone. The dashed lines indicate the MEP amplitude generated by TS alone (100 %).
Values below 100 % represent inhibition and values above 100 % represent facilitation. There
are two phases of IHI with maximum inhibition at ISIs of *10 and *50 ms for M1Hand, M1Face,
and PMd. For S1 and DLPFC, the early phase of IHI is absent and only the late phase is evident.
*P \ 0.05, **P \ 0.01, ***P \ 0.001, compared to TS alone. CS conditioning stimulus,
DLPFC dorsolateral prefrontal cortex, IHI interhemispheric inhibition, ISI interstimulus interval,
M1 primary motor cortex, M1Face facial muscle representation in M1, M1Hand hand muscle
representation in M1, MEP motor evoked potential, PMd dorsal premotor cortex, S1 somato-
sensory cortex, and TS test stimulus. Modified from Ni et al. (2009)

3 Intracortical Circuits and Their Interactions 57



cortex with lower intensity (0.6 or 0.8 of active motor threshold) at ISIs of 6 or 8 ms
(Baumer et al. 2006).

3.3.5 Afferent Inhibition

Sensory afferent input generated by electrical peripheral nerve stimulation inhibits
the contralateral M1. Short-latency afferent inhibition (SAI) is elicited if median
nerve stimulation precedes M1 TMS at ISIs around the latency of N20 component of
the somatosensory evoked potential (Tokimura et al. 2000). SAI lasts for 7–8 ms
with median nerve stimulation. Epidural recordings demonstrated that late I-waves
are predominately inhibited by SAI while early I-waves are not affected (Tokimura
et al. 2000). A study using surface EMG and single motor unit recordings showed
that late I-waves induced by posterior–anterior current direction are more inhibited
by SAI than those induced by anterior–posterior current direction (Ni et al. 2011a).
Pharmacological study showed that cholinergic pathways are involved in generating
SAI (Di Lazzaro et al. 2000). Moreover, SAI is reduced by lorazepam, suggesting
that GABAergic circuits may also be involved (Di Lazzaro et al. 2005).

Long-latency afferent inhibition (LAI) is elicited when electrical median nerve
stimulation is applied before TMS at ISIs around 200 ms (Chen et al. 1999). It likely
involves changes in cortical excitability because F-wave recordings showed no
change in spinal excitability (Chen et al. 1999). The neurotransmitters mediating
LAI are not known.

3.3.6 Cerebellar Inhibition

Cerebellar inhibition (CBI) refers to the phenomenon that stimulation over one
cerebellar hemisphere suppresses the MEP elicited by subsequent TMS of the
contralateral M1 at ISIs of 5–7 ms. CBI is thought to be mediated by activation of
cerebellar Purkinje cells by cerebellar stimulation. The Purkinje cells inhibit the
M1 via a disynaptic pathway through relays in the deep cerebellar nuclei and in the
ventral lateral thalamus (Ugawa et al. 1995; Pinto and Chen 2001).

3.3.7 Inputs from Premotor Cortex and Parietal Cortex

Inputs from other cortical areas such as the premotor and parietal cortices also
modulate M1 excitability. CS applied 3–5 cm anterior to the M1 or 6 cm anterior to
the vertex inhibits the TS applied to M1 at short latency. The largest effect was seen
at ISI of 6 ms with CS intensity of 90 % active motor threshold. Interestingly,
increasing the CS intensity to 120 % active motor threshold produced facilitation
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(Civardi et al. 2001). Studies using neuronavigation techniques identified different
effects of CS applied to dorsal and ventral premotor cortices. CS at 80 % active
motor threshold delivered to ventral premotor cortex facilitated the ipsilateral M1 at
ISI of 4 or 6 ms, while the CS at 90 % resting motor threshold intensity suppressed
M1 excitability at the same ISIs. On the other hand, CS delivered to dorsal premotor
cortex at three different sites with similar stimulus parameters produced inconsistent
effects on the M1 excitability, varying from inhibition to facilitation (Baumer et al.
2009). Facilitatory inputs from posterior parietal cortex to the ipsilateral M1 have
been demonstrated with CS applied to caudal part of the inferior parietal sulcus at
ISIs of 4 and 15 ms. Interestingly, facilitation only occurs with very specific
stimulus parameters: the CS must induce posterior–anterior directed current at an
intensity of 90 % resting motor threshold (Koch et al. 2007).

3.4 Interactions Between Intracortical Circuits

The intracortical circuits described above not only modulate motor cortical
excitability, they are highly interconnected with each other. Interactions between
these intracortical circuits can be studied with a triple-pulse TMS paradigm
(Ni et al. 2011c).

3.4.1 Interaction Between SICI and LICI

The interaction between two intracortical circuits can be determined indirectly by
comparing the effects of one circuit in the presence of the other to the effects of one
circuit alone. Figure 3.4a shows MEPs recorded from one subject in whom the
interaction between SICI and LICI was tested. The MEP amplitudes generated by
TS alone and by LICI0 with higher TS intensity (TS0) were matched. This ensures
similar corticospinal activity for testing SICI alone and SICI in the presence of LICI
(SICILICI). Paired-pulse TMS with subthreshold CS2 (testing SICI, ISI between CS
and TS 2 ms) inhibits the test MEP, while no further inhibition is found for SICI in
the triple-pulse trial when LICI is present. These findings suggest that SICI is
reduced in the presence of LICI (Sanger et al. 2001; Ni et al. 2011b). On the other
hand, ICF is not significantly affected by LICI as determined by similar ICFLICI (ICF
in the presence of LICI) and ICF alone (Fig. 3.4a). TS’ with increased intensities are
used in this triple-pulse TMS paradigm to compensate for the decreased test MEP
size in the presence of LICI. However, it has been argued that the adjustment in TS
intensity may not be sufficient to compensate for the reduction of corticospinal
activity because both SICI and LICI selectively target late I-waves (Nakamura et al.
1997; Di Lazzaro et al. 1998b, 2002), and the composition of I-waves may be
different for TS alone and TS0 in the presence of LICI, even though MEP amplitude
has been matched for the two experimental conditions with adjusted TS intensity.

b

3 Intracortical Circuits and Their Interactions 59



In particular, test MEP for testing SICI alone in a paired-pulse paradigm (TS alone)
may consist of more late I-waves and less early I-waves than test MEP for testing
SICI in the presence of LICI in a triple-pulse paradigm (LICI0). Recordings of
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descending corticospinal waves from epidural electrodes were used to address this
important issue. Figure 3.4b shows that increasing the TS intensity was sufficient to
compensate for the reduction of both MEP amplitude and late I-waves induced by
LICI. The results confirmed that the inhibition of SICI by LICI cannot be explained
by changes in I-wave content induced by LICI (Ni et al. 2011b). The time courses of
the inhibitory effects of LICI on MEP and SICI are different (Chu et al. 2008; Cash
et al. 2010). This is consistent with the suggestion that MEP inhibition is due to
postsynaptic inhibition, whereas inhibition of SICI is due to presynaptic inhibition.
Another important observation supporting this suggestion is that weak LICI that
does not produce MEP inhibition also inhibits SICI (Sanger et al. 2001), indicating
that the inhibitory effects of LICI onto the corticospinal neurons and SICI mediating
neurons have different thresholds. With these experimental observations, it could be
inferred that the inhibitory effects of LICI onto the corticospinal neurons and SICI
mediating neurons are likely generated at different synaptic terminals. Since
pharmacological studies have suggested that SICI is mediated by GABAA receptors
(Ziemann et al. 1996a) while LICI is mediated by GABAB receptors (Siebner et al.
1998; Werhahn et al. 1999) and animal studies have demonstrated reduction of
GABA release caused by presynaptic GABAB mediated inhibition in both the
hippocampus (Pitler and Alger 1994) and the neocortex (Deisz 1999), the inhibitory
interaction between LICI and SICI may be explained by presynaptic inhibition of
GABAergic interneurons by LICI leading to reduction of GABA release that
mediates SICI. This possible mechanism is further supported by a pharmacological
study (Müller-Dahlhaus et al. 2008). Baclofen, a GABAB receptor agonist, increases
LICI. To test the effect of baclofen on the interaction between SICI and LICI in a
triple-pulse paradigm, both the intensities of the CS100 (for activating LICI, ISI
between CS, and TS 100 ms) and TS were adjusted to match the degree of LICI after
the drug intake to the baseline LICI. With this adjustment, it was found that baclofen
had no effect on the interaction between SICI and LICI as the degree of decreased
SICI in the presence of LICI was similar before and after the drug intake. This

Fig. 3.4 Interaction between short-interval intracortical inhibition and long-interval intracortical
inhibition. Up to three stimuli were employed in different experimental conditions. TS (marked
with vertical line) was delivered in each trial. The time for delivery of the TS was defined as time 0.
CS are named CS2, CS10, and CS100 according to the interstimulus interval between CS and TS.
They are marked with arrows. a MEP recordings from -200 to 100 ms. b Descending wave
recordings from 5 to 15 ms. Dash lines indicate the peaks of D-wave and I1–I4 waves. SICI
represents trial in which TS was conditioned by a subthreshold CS2. ICF represents trial in which
TS was conditioned by a subthreshold CS10. LICI represents trial in which TS was conditioned by
a suprathreshold CS100. TS0 alone with higher intensity produced larger MEP and descending
waves. SICI0, ICF0, and LICI0 represent trials of SICI, ICF, and LICI with TS0. MEP amplitudes for
LICI0 and TS alone were matched to *1 mV. SICILICI and ICFLICI represent trials of SICI and ICF
conditioned by LICI. TS alone generated MEP of *1 mV and produces I1-I4 waves. Note that
late I-waves (I3, I4) were suppressed but the I1-wave was not affected by SICI and LICI. Neither
MEP nor the descending wave was further inhibited in SICILICI compared to LICI0. CS condi-
tioning stimulus, D-wave direct wave, I-wave indirect wave, ICF intracortical facilitation,
ISI interstimulus interval, LICI long-interval intracortical inhibition, MEP motor evoked
potential, SICI short-interval intracortical inhibition, and TS test stimulus. Modified from
Ni et al. (2011b)
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finding is consistent with the conclusion that LICI suppresses SICI by presynaptic
mediated inhibition, because adjustment in stimulus intensities after drug intake
restored the activity of GABAB receptors both at the postsynaptic and presynaptic
terminals which generated similar inhibitory effects before and after baclofen for
both LICI and SICI in the presence of LICI (Müller-Dahlhaus et al. 2008).

The SP recorded during voluntary contraction is also mediated by GABAB

receptors (Siebner et al. 1998; Werhahn et al. 1999). The interactions between
SICI and LICI in active muscles have been investigated by testing of SICI during
the SP. Decreased SICI during the SP has been demonstrated using a similar
experimental protocol as that used for testing SICI in the presence of LICI at rest
state. SICI at both ISIs of 1 and 2.5 ms was suppressed during the SP at 80, 110,
and 140 ms after the delivery of the TMS pulse for generating the SP. In addition,
SICI returns back to baseline after the recovery of background EMG (Ni et al.
2007). On the contrary, ICF during the SP was increased compared to ICF alone.
This effect is different from ICF in the presence of LICI at rest (no interaction
between ICF and LICI at rest, cf. Fig. 3.4). It has been proposed that intracortical
circuits such as ICF are inhibited by voluntary drive (Ridding et al. 1995;
Hanajima et al. 2002). Since voluntary drive is inhibited during the SP (Tergau
et al. 1999), the increased ICF during the SP may be due to reduction of voluntary
drive. Taken together, GABAB receptors mediated presynaptic inhibition is the
most likely mechanism underlying the reduction of SICI in the presence of LICI
with target muscle either at rest and active. ICF may be increased by LICI during
voluntary contraction.

3.4.2 Interaction Between SICI and SICF

Wagle-Shukla et al. (2009) tested the interaction between SICI and SICF by
applying a subthreshold CS3 (for activating SICI, ISI of 3 ms) followed by a
suprathreshold TS and a second CS (for activating SICF, ISIs of 1.5, 2.9, 4.5 ms)
at resting motor threshold intensity. The results showed that SICF was increased
by SICI at the second (ISI 2.9 ms) and third peaks (ISI 4.5 ms) of SICF. SICF is
produced by summation of inputs onto the same corticospinal neurons from
different I-wave generating neurons activated by the TS and the second CS. In
addition to the activation of the corticospinal neurons, it was suggested that the TS
also activates a group of inhibitory interneurons which are responsible for the
periodic discharge of corticospinal neurons. The finding may be explained if SICI
(activated by CS3) inhibited both the corticospinal neurons and this group of
inhibitory interneurons. The former led to SICI. The latter led to a disinhibitory
effect in the triple-pulse paradigm manifested as increased SICF in the presence of
SICI. In contrast, a subsequent study used an intensity of active motor threshold
for CS3 and 1.4 times active motor threshold for the second CS found different
results with suppression of SICF at the second peak and no change of SICF at the
third peak in the presence of SICI (Shirota et al. 2010). With the relatively higher
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intensity of the second CS (1.4 active motor threshold) that was used in this study,
SICF may be saturated such that additional facilitation of SICF induced by SICI
could not be detected. On the other hand, SICI decreased the excitability of cor-
ticospinal neurons and reduced the number of corticospinal neurons that could be
activated by SICF. Therefore, the interaction between SICI and SICF may be
complex and may depend on the strength of SICF being tested.

3.4.3 Interaction Between IHI and Intracortical Circuits
Within M1

IHI is produced by transcallosal output from one hemisphere to the contralateral
M1 (Ferbert et al. 1992a; Wahl et al. 2007). Similar to the corticospinal output, the
transcallosal output from M1 is also mediated by pyramidal cells and is modulated
by local intracortical circuits in the originating hemisphere (Somogyi et al. 1998).
The modulation of local intracortical circuits on IHI in the originating hemisphere
has been studied with triple-pulse TMS paradigm. The results suggest that SICI
and LICI suppress SIHI, LIHI, and corticospinal output to a similar extent.
In contrast, ICF increases corticospinal output without affecting SIHI or LIHI
(Lee et al. 2007). This finding suggests that the neural circuits mediating corti-
cospinal output and transcallosal output are different.

In the target hemisphere for IHI, inputs from the contralateral M1 also modulate
local intracortical circuits in the M1. SIHI was found to reduce SICI. Since the
reduction of SICI in the presence of SIHI correlates with the strength of SIHI but
not with the strength of SICI itself, a suppressive effect of SIHI on SICI is
considered likely. In contrast, ICF was not changed by SIHI. In addition, SIHI and
LICI show a bidirectional inhibitory interaction with each other. This is demon-
strated as reduced LICI in the presence of SIHI (Daskalakis et al. 2002; Müller-
Dahlhaus et al. 2008) and reduced SIHI in the presence of LICI (Lee et al. 2007).
SIHI and LICI may share some neural elements, although the pathways mediating
these two intracortcial circuits are likely different (Irlbacher et al. 2007; Müller-
Dahlhaus et al. 2008). The suppressed SICI in the presence of SIHI may be
explained by SIHI activating local inhibitory circuits within the target M1 which
partly overlap with those mediating LICI. Therefore, SICI may be inhibited by
SIHI through presynaptic inhibition, similar to the decreased SICI in the presence
of LICI. On the other hand, LIHI has little effect on SICI and ICF although there is
a suppressive interaction between LIHI and LICI. These results suggest that LIHI
also shares some common pathways with LICI. However, LIHI and SIHI are
mediated by distinct pathways because the effects of SIHI and LIHI on SICI are
different (Udupa et al. 2010).
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3.4.4 Sensory Afferent Inputs Affect Intracortical
Circuits Within M1

Local intracortical circuits are modulated by sensory afferent input. This interac-
tion may be investigated by examining how a peripheral input such as electrical
nerve stimulation (for eliciting SAI or LAI) changes local intracortical circuits.
SAI generated by sensory afferent interacts with local intracortical circuits within
the M1. Under slight voluntary contraction, SAI and SICI showed inhibitory
interactions. The reduction of inhibition when the two circuits were activated
together correlated with the strength of SICI but not with the strength of SAI.
Since GABAergic neurotransmission is involved in both SICI and SAI, these
findings raised the possibility that the synapses from SICI mediating neurons to the
corticospinal neurons are located closer to the axon initial segment than those from
the SAI mediating neurons. Such connectivity suggests a more powerful modu-
lation of corticospinal neurons by SICI than SAI (Alle et al. 2009). In addition,
LICI, which is mediated by GABAB receptors, was also reduced in the presence of
SAI (Udupa et al. 2009). The effects of LAI and LICI were decreased when they
were applied together. Since the reduction in inhibition was strongly correlated
with the strength of LAI but not the strength of LICI, it is likely that LAI inhibits
LICI. On the other hand, SICI and ICF remain unchanged in the presence of LAI,
suggesting that LAI, SICI, and ICF are mediated by distinct pathways and their
interactions are additive (Sailer et al. 2002).

3.4.5 Effects of Cerebellum Projection on Intracortical
Circuits Within M1

Inputs from the contralateral cerebellar hemisphere modulate local intracortical
circuits in the M1. SICI decreased and ICF increased in the presence of condi-
tioning CBI, but the increase in ICF may be mediated through reduction in SICI.
CBI and LICI inhibited each other, but the decreased inhibition did not correlate
with the strength of either CBI or LICI (Daskalakis et al. 2004).

3.5 Conclusions and Future Studies

TMS studies with paired- and triple-pulse paradigms have greatly contributed to
current knowledge of the functional organization of the complex motor cortical
network. Figure 3.5 shows a model of the connectivity of individual intracortical
circuits with the corticospinal neurons and the interactions among these circuits
based on the current knowledge. The common excitatory interneurons (likely the
late I-wave generating neurons) receive inputs from inhibitory interneurons which
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mediate SICI, LICI, SP, SAI and LAI, and from excitatory interneurons which
mediate ICF. SAI and LAI mediating neurons are activated by sensory afferent
inputs. The common interneurons also receive CBI mediated by inhibitory
Purkinje cells from the contralateral cerebellar hemisphere that projects to the
cortex via a disynaptic pathway through relays in the deep cerebellar nuclei and in
the ventral lateral thalamus. SIHI and LIHI are mediated by excitatory projections
through the motor corpus callosum, which synapse on local inhibitory interneurons
in the opposite hemisphere. LICI and SP mediating neurons inhibit SICI mediating
neurons through GABAB receptor mediated presynaptic inhibition. SAI, SIHI, and
CBI mediating neurons also have inhibitory effect on SICI mediating neurons. In

Fig. 3.5 Network model of intracortical circuits. The model is developed based on the known
interactions among intracortical circuits. The dotted line represents the midline separating the
hemispheres contralateral (left) and ipsilateral (right) to the target muscle. The labeled circles
represent inhibitory interneurons and the rhombuses represent facilitatory interneurons. The small
filled circles show inhibitory interactions and the small open circles show facilitatory
interactions. The ‘‘common’’ facilitatory interneurons (large rhombuses labeled with I) receive
inhibitory and facilitatory inputs from the intracortical circuits within and outside primary motor
cortex, and project to corticospinal neurons which produce the output to the spinal motoneurons.
In addition, these intracortical circuits have interactions with each other. CBI cerebellar
inhibition, DCN deep cerebellar nuclei, ICF intracortical facilitation, LAI long latency afferent
inhibition, LICI long-interval intracortical inhibition, LIHI long-interval interhemispheric inhi-
bition, SAI short-latency afferent inhibition, SICI short-interval intracortical inhibition,
SIHI short-interval interhemispheric inhibition, SP silent period, and VL ventral lateral thalamus.
Modified from Ni et al. (2011c)
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addition, there may be bilateral inhibitory interaction between SAI and SICI
mediating neurons. LICI mediating neurons are inhibited by SAI, LAI, CBI, and
LIHI mediating neurons. SICI and LICI mediating neurons inhibit SIHI and LIHI,
affecting the output to the contralateral hemisphere. On the other hand, ICF
mediating neurons are facilitated by SP mediating neurons through disinhibition of
inhibitory interneurons.

Although TMS studies have provided insight into the organization of motor
cortical physiology, further studies need to address the functional significance of
the proposed model and how it changes in behavior. Moreover, the clinical
relevance of this functional network needs to be examined in neurological and
psychiatric diseases, and in settings of cortical plasticity.
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Chapter 4
Effects of Cortical Stimulation on Cortical
Functional Connectivity: Imaging Studies

Steffen Angstmann and Hartwig Roman Siebner

Abstract Functional magnetic resonance imaging (fMRI) and other functional
brain mapping techniques have emerged as valuable means of studying the
dynamic interactions within and between functional brain systems. Functional
interactions can be studied while participants are at rest (i.e., so-called resting-state
connectivity) or while they perform an experimental task. Functional mapping of
brain connectivity has provided important insights into the functional neuroanat-
omy of the human brain. Connectivity analyses assess temporospatial correlations
of distributed brain activity. The correlative nature of brain mapping renders it
difficult to draw causal conclusions about the information flow within intercon-
nected brain areas. Here, the interventional nature of transcranial magnetic stim-
ulation (TMS) adds another dimension to the study of brain connectivity by
inducing neural activity in a cortical region. Depending on the intensity of stim-
ulation and the functional state of the network, the regional activity induced by
focal TMS can transsynaptically spread to other elements (regions) in the network
via the existing cortico–cortical and cortico-subcortical connections. This virtue of
TMS opens up a range of possibilities to interfere with the distributed activity in
functional networks and to trace causal interactions. This chapter highlights how
TMS can be combined with neuroimaging techniques to unravel causal interac-
tions in the human brain both in healthy individuals and patients with brain dis-
eases. This chapter covers conceptual and methodical aspects and illustrates the
potential and problems associated with combining TMS and neuroimaging
simultaneously (i.e., online TMS) or sequentially (i.e., offline TMS).
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4.1 Brain Connectivity

4.1.1 Conceptual Issues

The human nervous system expresses network properties at every organisational
level. This applies to regional microcircuits within a single brain region as well as
to macrocircuits that connect multiple regions in the brain forming functional
systems. To understand how neurons and neural networks process information is a
fundamental question in neuroscience. The integration of information is conveyed
by structural links such as synapses or fibre pathways which constrain the infor-
mation flow among distinct functional units of functional networks. Depending on
the organisational level, the functional units correspond to individual neurons,
neuronal populations or anatomically segregated brain regions. At the systems
level, the brain contains a large set of functional networks which subserve distinct
brain functions and express highly dynamic patterns of functional interactions
within and among networks (Sporns et al. 2004; Bullmore and Sporns 2009).
These network dynamics are not static but are continuously shaped by experience
and learning depending on both environmental and genetic factors.

Recent years have witnessed major efforts to unravel the brain’s structural and
functional connectome, that is to map and understand the organisation of neural
interactions within the entire human brain (Sporns et al. 2005). Modern network
approaches have started to reveal insights into the fundamental principles of the
brain network architecture (Hagmann et al. 2010; Friston 2011). The focus on
brain connectivity reflects a paradigm shift in neuroscience shifting the focus from
one-to-one mappings (i.e., functional localisation) to studies of interrelations
between distinct units of a network or among networks (i.e., functional integra-
tion). If we want to understand the functioning of a given brain network, it is not
sufficient to know its elements, but one needs to understand its connectivity. We
need to know how these elements are interconnected and how they interact with
each other in a context-dependent fashion to support a specific brain function.

From a conceptual point of view, it is helpful to distinguish between three
expressions of brain connectivity: structural connectivity (fibre pathways), func-
tional connectivity (correlations) and effective connectivity (information flow)
(Friston 1994) (Fig. 4.1). It should be mentioned that these different types of
connectivity are not independent of each other; in fact, their interrelations con-
stitute a major challenge for current neuroscience (Sporns et al. 2005; Damoiseaux
and Greicius 2009; Greicius et al. 2009).

4.1.2 Structural Connectivity

Structural connectivity describes the anatomical connections that exist among the
relevant elements of a brain network. Although structural connectivity refers to the
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hard-wired neural tracts linking the brain network, structural connectivity is not
static but subjected to plasticity like the other modes of connectivity. Indeed,
dynamic changes occur at longer time scales especially during brain maturation
(weeks to years), so that structural connectivity can be regarded to be relatively
stable at shorter time scales (seconds to minutes). The strength of white matter
tracts connecting two brain regions can be used as a metric to describe the strength
of a cerebral connection (Sporns et al. 2005).

Recent advances in tractography based on diffusion-weighted magnetic resonance
imaging (DWI) have considerably expanded the possibilities to non-invasively assess
structural brain connectivity in the human brain (Johansen-Berg and Rushworth
2009). DWI techniques measure the regional diffusion of water molecules in each
voxel. Due to the fact that molecules travel faster along a fibre than perpendicular to it,
DWI provides information on the microstructure and fibre orientation of white matter
tracts. However, the microstructural measures that can be derived from DWI are
typically ambiguous in biological terms and provide no information on the direc-
tionality of a connection. DWI-based methods also have limited spatial resolution
which precludes mapping connections at the level of single axons. Technically, it is
still difficult to resolve multiple tracts in white matter regions with crossing fibres.
Despite of these limitations, DWI has yielded important insights in the organisation of
large-scale brain networks and the dynamics of microstructural properties of distinct
tracts in the human brain (Johansen-Berg and Rushworth 2009; Hagmann et al. 2010).

Due to the relative stability of hard-wired structures and the slow time scale of
their dynamic behaviour, DTI measures are usually not combined with an
experimental manipulation of brain state (i.e. a task in the scanner). The focus
rather lies on finding stable behavioural traits that can be linked to structural
characteristics of white matter connectivity (Johansen-Berg 2010). However, a
recent DWI study in healthy adult individuals found that training of a complex
visuo-motor skill resulted in a sub-acute increase in regional fractional anisotropy,
a measure of regional microstructure, in the white matter underlying the intrapa-
rietal sulcus. This finding suggests that some microstructural white matter prop-
erties can undergo relatively fast changes in response to changes in sensorimotor
experience (Scholz et al. 2009).

4.1.3 Functional Connectivity

Functional connectivity describes the temporal coupling of regional neural activity
among remote brain areas. It provides information on the amount of shared
changes in activity among brain regions, regardless of assumptions about under-
lying pathways, structure or causality. Measures used to describe the strength of
such a coupling are statistical by nature. Widely employed parameters are corre-
lation and coherence but also other methods like regression analysis, principal
component analysis (PCA) or multidimensional scaling are applicable (Hampson
et al. 2012). It is important to recall that all metrics of functional connectivity
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contain no information on the direction of information flow within the connectome
or the pathways that mediate functional connectivity. This applies also to the
numerous studies focusing on functional brain connectivity as revealed by resting-
state fMRI (Gusnard and Raichle 2001).

Functional connectivity can be assessed during different ‘‘brain states’’. Func-
tional activation studies can identify functional connectivity related to a specific
experimental task. The derived functional connectivity can be correlated with
behavioural measures and changes in task performance can be set in relation to
changes in functional connectivity. Alternatively, it is possible to study functional
brain connectivity while participants are at rest (i.e., without performing any task).
This approach has been widely used in recent years. Resting-state functional
magnetic resonance imaging (rs-fMRI) measures spontaneous low frequency
(\0.1 Hz) fluctuations in the blood-oxygen-level dependent (BOLD) signal over
5–30 min (Biswal et al. 1995; Fox and Raichle 2007). These fluctuations are
temporally correlated within functional brain networks, and thus provide an index
of functional connectivity. The use of rs-fMRI has gained wide popularity as a
means of studying functional brain organisation in health and disease (Deco et al.
2011). Rs-fMRI is particularly suited for functional connectivity studies in patients
with functional deficits who are impaired at performing experimental tasks. The
connectivity patterns revealed by rs-fMRI are not confounded by task performance
as patients do not need to engage in a specific task. Resting-state functional
connectivity can be studied with other imaging modalities as well, including rs-
EEG, rs-MEG or rs-PET of regional metabolic rate of glucose or regional cerebral
blood flow. One of the most extensively studied resting-state networks is the so-
called default mode network (DMN) (Raichle et al. 2001; Raichle and Snyder
2007). This network is thought to be involved in spontaneous, self referential
mental activity. Interestingly, resting-state activity reflects structural connectivity
(Greicius et al. 2009; Honey et al. 2009).

When assessing functional connectivity, researchers can adopt different strategies
to define which brain regions are included in the analysis. Brain regions can be defined
beforehand (a priori). For instance, one may constrain connectivity analysis ana-
tomically to a pre-defined set of regions of interest (ROIs). Alternatively, functional
connectivity analysis may be entirely data driven based on the temporospatial features
inherent in the data. A prominent example for a data-driven analytic approach is
independent component analysis (ICA) but other unsupervised techniques are also
available (Rogers et al. 2007; Hampson et al. 2012).

4.1.4 Effective Connectivity

Effective connectivity describes connectivity in brain networks in terms of
directional and context dependent effects of one neural element on other elements
(Buchel and Friston 1998; Pastor et al. 2000). This concept probably matches best
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our intuitive notion of a causal influence as it makes a statement about the
information flow between brain sites (Friston 1994). However, ‘‘real’’ causal
interactions can only be inferred through systematic perturbations of the system.

An alternative criterion to infer causality is temporal dependence as revealed by time
series analysis where a ‘‘cause’’ (i.e., causal neural activity in region A) consistently
precedes an ‘‘outcome’’ (i.e., triggered neural activity in region B). Thus, causality
assessed in the context of brain imaging and effective connectivity is a mathematical
concept; it is derived from data patterns and model assumptions and must not be mixed
up with causal conclusions drawn due to experimental manipulation.

Some techniques for extracting effective connectivity are ‘‘model-based’’ such as
dynamic causal modelling (DCM). They require the specification of a model which
may include structural parameters. DCM was originally developed for estimating the
influence of an experimental manipulation on context-dependent information flow
between brain regions (Friston et al. 2003). Therefore, the design of the experimental
task may have important impact on the subsequent analysis and need to be fine tuned
to enable an optimal use of DCM. A recent extension of DCM enables its application
to resting-state fMRI data without relying on prior knowledge about experimental
causes (Friston et al. 2011; Li et al. 2011). Other techniques are largely ‘‘model-
free’’. For instance, effective connectivity can be inferred using time series analysis
which provides measures such as Granger causality or transfer entropy. Here the
basic assumption is that causes must precede effects in time. For DCM, Granger
causality and a number of other network measures (Rubinov and Sporns 2010),
toolboxes are available which allow for the application of these methods to fMRI and
EEG/MEG data, many of them freely available open source.

The different analytical methods rely on different additional assumptions and
statistical properties Friston (2009). DCM has built-in biophysical assumptions of
how observed data were generated. It is more complicated to handle but might be
more adequate for that very type of data as well. Granger causality has no such
built-in biological model but relies on statistical dependencies of the data them-
selves and does not try to estimate hidden causes of how these were generated. The
use of Granger causality to infer effective connectivity from functional magnetic
resonance imaging (fMRI) data has been challenged recently, because of the
inherent temporal variability of the regional neurovascular BOLD response. Its use
to infer effective connectivity from fMRI data sets is currently subject of inves-
tigation (Roebroeck et al. 2005; Deshpande et al. 2010). Please see (Friston 2009)
for a more elaborate comparison of DCM and Granger causality.

4.2 What can TMS Add to Functional Neuroimaging
of Brain Connectivity?

When using a functional brain mapping technique to assess functional or effective
connectivity, it is crucial to consider which neural process is mapped by the
neuroimaging modality. This particularly applies to the nature of the signal
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generator and its temporal characteristics. Non-invasive methods like EEG and
MEG, which are acquired at the skull surface directly measure neural activity.
They capture neural activity on the millisecond time scale, and thus offer high
temporal resolution. Their spatial accuracy, however, is limited (centimetres) as
many unknown parameters must be estimated when calculating the presumed
source of activation. Other neuroimaging methods measure neural activity only
indirectly by mapping changes in regional brain perfusion and blood oxygenation
caused by regional changes in neural activity. Such mapping techniques based on
neurovascular coupling show inverse characteristics in terms of temporal and
spatial resolution relative to EEG or MEG; they offer high spatial (millimetres) but
limited temporal resolution. The most widely employed neurovascular method is
BOLD-sensitive fMRI (Ogawa et al. 1990). Due to the hemodynamic response
function, the BOLD signal has a considerable (around 4 s) but ,nonetheless, stable
delay with respect to the underlying neural activity. In contrast to positron
emission tomography (PET) of regional cerebral blood flow or metabolic rate of
glucose, BOLD sensitive fMRI does not involve exposure to radiation and offers
superior spatial and temporal resolution. The latter allows for analysis of event-
related activity and renders fMRI suitable for studies of functional and effective
brain connectivity, at rest as well as during motor- and non-motor tasks.

Functional brain mapping techniques such as fMRI or PET have emerged as
valuable means for studying the interactions within and among functional brain
systems while participants are at rest or perform an experimental task. While such
studies have provided important insights into the functional neuroanatomy of the
human brain, their correlative nature renders it difficult to infer the causal role of
the functional interactions among connected brain areas.

Fig. 4.1 Different types of connectivity between brain sites representing a simplified network
involved in sensorimotor control of grasping: Structural connectivity refers to the anatomical
connections between different brain areas that constitute important elements within the network.
Functional connectivity reflects how strong the regional activity levels in the identified network
components are correlated in time (i.e., temporo-spatial covariance). This temporo-spatial covariance
pattern provides no information regarding directionality (undirected edges). Effective connectivity
describes the influence one region exerts over another. This influence is represented by a weighted
graph which comprises the brain regions as nodes and its effective connections as directed edges.
vPMC ventral premotor cortex; M1 primary motor hand area, aIPS anterior intraparietal sulcus
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4.2.1 Single-Site TMS During Neuroimaging (‘‘Online’’ TMS)

Transcranial magnetic stimulation (TMS) adds a causal dimension to the study of
brain connectivity, because TMS can be used to experimentally manipulate neural
activity in a specific cortical region. When the intensity of TMS is sufficiently strong,
a single TMS pulse elicits highly synchronised action potentials in the stimulated
cortical area which interfere with the ongoing intrinsic neural activity. If the stim-
ulated cortical region is critical to a specific function, the transient ‘‘lesion effect’’ of
TMS may result in a behavioural impairment in tasks that rely on the perturbed brain
function. By applying a single TMS pulse or a short train of high-frequency TMS
during an experimental task, it is possible to characterise whether and when the
stimulated cortex is relevant for a specific brain function (Walsh and Rushworth
1999; Pascual-Leone et al. 2000). This ‘‘virtual lesion’’ approach to induce a tran-
sient functional lesion is now firmly established as an interventional tool in cognitive
neuroscience. The functional and behavioural effects of TMS are highly dependent of
the ‘‘neural context’’ (i.e., the functional state of the stimulated cortex). In other
words, the brain response to TMS depends on how excitable the cortical elements are
at the time the stimulus is applied (Silvanto et al. 2007; Siebner et al. 2009b).

Depending on the intensity of stimulation and the functional state of the net-
work, the regional activity induced by focal TMS may spread to other components
in the network by inducing action potentials in cortico–cortical and cotico-sub-
cortical connections (Fig. 4.2). The spread of excitation to remote connected area
may use orthodromic conduction along efferent connections from the stimulated
cortex to remote areas (Fig. 4.2). However, it is also possible that TMS addi-
tionally results in an antidromic spread of excitation by inducing action potentials
in afferent projections (Fig. 4.2) that project from remote areas onto the stimulated
cortex. This property of TMS opens up a range of possibilities to map causal

Fig. 4.2 ‘‘Focal’’ TMS can produce remote effects via transsynaptic spread of excitation
throughout the brain network. The network effects of TMS hereby depend on a number of
variables such as the excitability of the cortical target area, the intensity of stimulation and the
timing of stimulation with respect to the intrinsic functional state of the stimulated cortex and its
connections (state A-C)
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interactions in the human brain. In this context, ‘‘online’’ TMS during functional
neuroimaging can trace how TMS-induced regional activity propagates through
functional brain networks and hereby alters the temporo-spatial pattern of intrinsic
brain activity in a context-dependent fashion (Siebner et al. 2009a).

4.2.2 Assessing Cortico–Cortical Connectivity
with Dual-Site TMS

Dual-site transcranial magnetic stimulation (ds-TMS) simultaneously targets two
connected cortical areas in a coordinated fashion, and therefore can be used to
study specific cortico–cortical fibre tracts in the intact human cortex. The ds-TMS
approach was first introduced by Ferbert et al. (1992) and consists of a supra-
threshold test stimulus (TS) which is applied to the primary motor hand area
(M1HAND) and evokes a motor evoked potential (MEP) in a contralateral hand
muscle.

A conditioning stimulus (CS) is delivered through a second coil over a remote
brain area that is functionally connected with the M1HAND. The TS over M1HAND

is given either in isolation or after CS. The facilitatory or inhibitory effect of the
CS on the MEP amplitude can be used to characterise the functional connectivity
between the remote cortical area and the M1HAND area. This electrophysiological
approach has been successfully used as a physiological approach to characterise
inter-and intra-hemispheric functional connectivity between frontal areas and the
M1HAND both at rest and during manual motor tasks (Mochizuki et al. 2004;
Baumer et al. 2006; Boorman et al. 2007; Koch et al. 2007; O’Shea et al. 2007;
Davare et al. 2008; Davare et al. 2010).

The ds-TMS approach has also been used to study the functional impact of
dorsal premotor cortex (PMd) on M1HAND in the intact human brain. These studies
have revealed facilitatory and inhibitory inter-hemispheric interactions between
the PMd and contralateral M1HAND which critically depended on the timing,
direction and intensity of the CS pulse as well as the motor state (Mochizuki et al.
2004; Baumer et al. 2006; O’Shea et al. 2007; O’Shea et al. 2007). In a recent
study, a new paradigm has been introduced in which excitability of the left
M1HAND was modulated by a CS over ipsilateral PMd given 2.8 or 4 ms after the
TS (Groppa et al. 2011).

So far, ds-TMS has been limited to study the impact of inputs to the primary
motor cortex using the MEP amplitude as functional read out. Here, ds-TMS
during functional neuroimaging could extend the application of ds-TMS to probe
cortico–cortical connectivity between non-motor brain regions, for instance, by
using the regional neurovascular response as read out. Furthermore, DWI can be
used to map the white matter microstructure of the cortico–cortical tracts that is
assessed with ds-TMS and to relate relate inter-individual variations in functional
and structural cortico–cortical connectivity (Boorman et al. 2007).

78 S. Angstmann and H. R. Siebner



4.2.3 Repetitive TMS to Induce Lasting Changes in Brain
Connectivity (‘‘Offline’’ TMS)

By applying TMS in its ‘‘conditioning’’ mode, repetitive TMS (rTMS) can be used
to promote short-term changes in effective brain connectivity (Siebner and
Rothwell 2003). A multitude of new conditioning rTMS protocols has been
introduced in the last decade which can be used to effectively shape regional
excitability beyond the time of stimulation (Ziemann et al. 2008). Importantly, the
conditioning effects of rTMS are not limited to the stimulated cortical area, but
may induce more widespread functional reorganisation (Siebner et al. 2009a). This
includes changes in weight of functional connectivity strength in the targeted brain
network as well as changes in regional activity in connected brain areas.

The ability of TMS to trigger acute functional reorganisation is of particular
relevance to connectivity studies in the human brain. Mapping the rTMS-induced
changes in functional and effective brain connectivity with fMRI and other
functional neuroimaging techniques offers valuable insights into the changeability
of the functional architecture of brain networks. As for the acute ‘‘lesion effects’’
of online TMS, the conditioning (offline) effects of rTMS critically depend on the
functional state of the targeted brain network.

4.3 Combining Transcranial Magnetic Stimulation
and Neuroimaging

TMS and functional neuroimaging feature inherent strengths and weaknesses. Due
to its limited depth penetration, only cortical areas close to the hemispheric surface
can be directly targeted by TMS. Furthermore, the options to assess the effects of
TMS on brain connectivity are mainly limited to the motor system, because TMS
studies mainly rely on the measurement of TMS evoked motor responses. On the
other hand, functional brain imaging offers whole-brain coverage and good spatial
resolution. Temporal resolution is, however, limited and functional brain mapping
alone cannot prove causality. The specific strengths and weaknesses of TMS and
functional neuroimaging provide a strong motivation for combining TMS and
fMRI to study brain connectivity. TMS can be used to effectively disrupt or shape
functional interactions in the targeted brain network, while fMRI can readily map
the functional impact of TMS on network connectivity. This opens up numerous
interesting applications. For instance, functional brain imaging can be used to
examine which changes in brain connectivity cause or prevent a TMS-evoked
change in behaviour.

Several options exist how to combine TMS with MRI in order to study brain
connectivity (Fig. 4.3). First, dual-site TMS can be used to study functional and
effective connectivity in specific cortico–cortical pathways (Fig. 4.3a). These
measures of functional cortico–cortical connectivity can be related to the
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microstructural properties in the corresponding cortico–cortical white matter tract
as reflected by DWI. Second, TMS can be interleaved with fMRI to map the
immediate alterations in functional and effective connectivity in response to focal
TMS (Fig. 4.3b). Third, rTMS can be used to induce a reweighting of the dis-
tributed connectivity pattern in the targeted brain network. The rTMS-induced
changes in connectivity strength can then be assessed with fMRI (Fig. 4.3c).

Fig. 4.3 The combined use of brain imaging and TMS. a Combination of DWI to assess white
matter microstructure and dual-site TMS. b Online ‘‘perturb-and-measure’’ approach using
interleaved TMS and fMRI. c Offline ‘‘condition and map’’ approach, applying a conditioning
TMS protocol followed by fMRI. In two separate sessions stimulation is administered in a
counterbalanced order (usually a real TMS condition versus a sham or control TMS condition)
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4.3.1 Transcranial Magnetic Stimulation
and Diffusion-Weighted Imaging

Dual-site TMS can be used to probe the excitability of inputs from fronto-parietal
areas to the M1HAND by measuring how a conditioning TMS pulse given over the
remote cortical area modifies the MEP amplitude evoked by TMS of the M1HAND

(see Sect. 4.2.3 for detailed description). The conditioning effects on MEP amplitude
are subject to context-dependent changes reflecting changes in effective connectivity
(Koch et al. 2006; 2008). Several studies have related the electrophysiological
indices of cortico–cortical connectivity (as revealed by dual-site TMS) to micro-
structural properties of the cortico–cortical connection in healthy volunteers. These
studies have used diffusion tensor magnetic resonance imaging (DTI) to assess the
microstructure of the white matter. Two quantitative parameters of regional water
diffusion can be derived from the measured effective diffusion tensor: mean diffu-
sivity (MD) and fractional anisotropy (FA) as metrics of regional diffusion. MD
reflects the overall magnitude of regional water diffusion regardless of the direction
of diffusion, whereas FA provides an eccentricity measure of regional diffusion. In
other words, FA reflects how much the regional diffusion of water molecules does
preferentially occur along a specific direction in a given voxel. The diffusion tensor
model also provides a measure for the magnitude of regional diffusion parallel and
perpendicular to the major direction of the diffusion tensor.

In a seminal paper, Wahl et al. (2007) used DTI to investigate the micro-
structure of the corpus callosum and measured interhemispheric inhibition (IHI)
between the M1HAND using dual-site TMS (Wahl et al. 2007). The microstructure
of the corpus callosum as assessed by DTI correlated with the strength of IHI: the
higher regional FA in the motor region of the corpus callosum, the stronger IHI
was expressed in the participants. The linear relation between regional FA and the
strength of IHI was somatotopically specific as it was only seen for the part of the
corpus callosum containing the fibres that connect the two M1HAND, but not for the
adjacent callosal region linking the primary motor foot areas. Thus, the authors
were able to show, that inter-individual variations of specific microstructural
properties in the cortico–cortical tract that is presumably probed with dual-site
TMS correlates with the functional connectivity as probed with dual-site TMS.

A subsequent study combined diffusion-tensor MRI and dual-site TMS to link
regional subcortical FA with changes in effective cortico–cortical connectivity
during an experimental task (Boorman et al. 2007). Participants performed a
visually cued movement selection task, requiring alternative button presses with
the left or right index finger depending on the visual instruction cue. The ds-TMS
paradigm consisted of a CS over the PMd and a TS over contralateral M1HAND.
The increase in inter-hemispheric PMD-to-M1 connectivity during action selection
correlated with higher FA values in localised regions of white matter intercon-
necting motor regions, including the PMd and M1.

Two recent studies examined the relationship between TMS measures of cor-
ticomotor excitability and microstructural measures of the corticospinal tract
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(Kloppel et al. 2008; Hubers et al. 2011). Kloppel et al. applied single-site TMS to
M1HAND to measure the cortical motor threshold (MT) which reflects the excit-
ability of corticospinal neurons. Voxel-wise analysis revealed that the active and
resting MT were negatively related to regional FA values in large parts of cerebral
white matter, highlighting structural covariates of corticospinal connectivity and
motor cortex excitability and indicating that a stronger directional organisation is
associated with faster neuronal transduction. However, regions showing such
correlations were generally found outside of the corticospinal tract which speaks
against the notion that the MT reflects microstructural properties of the cortico-
spinal tract, at least in the healthy brain. Hubers et al. (2011) used tract-based
statistics to show correlations between regional FA and bilateral AMT as well as
between regional FA and the intensity to evoke a motor-evoked potential of 1 mV
in the left M1HAND, but again these correlations were found in locations unlikely to
contribute to motor pathways.

One might expect a stronger relation between the microstructure of the corti-
cospinal tract (assessed with DWI) and the strength of functional connectivity in
these pathways (as revealed by single-pulse TMS) during the maturation of the
corticospinal tract or in pathological conditions resulting in a damage of cortico-
spinal fibres. Indeed, patients with amyotrophic lateral sclerosis showed a decrease
in FA in the corticospinal tract, even if they showed no clinical signs of upper
motor neuron lesion (Sach et al. 2004). In these patients, single-pulse TMS
revealed a negative linear relationship between central motor conduction time to
the arm and leg and regional FA in the corresponding corticospinal tract fibres
supplying the upper and lower extremities (Sach et al. 2004).

4.3.2 Online TMS During Functional Neuroimaging:
‘‘Perturb-and-Measure’’ Approach

Functional neuroimaging during TMS allows for mapping the acute spatiotem-
poral changes in brain activity and connectivity caused by TMS. Tomáš Paus
coined the term ‘‘perturb-and-measure’’ approach with reference to the online
lesion effects of TMS at the behavioural level (Paus 2005). When applying TMS
during neuroimaging, one has to take into account that TMS always results in
concurrent auditory and sensory brain stimulation which has multiple indirect
effects on the observed brain activity pattern.

4.3.2.1 Online TMS During Positron Emission Tomography

Online TMS has been successfully applied during positron emission tomography
(PET) (Fox et al. 1997; Paus et al. 1997, 1998; Siebner et al. 1998). The PET
modality can be used to investigate the regional binding and metabolism of
compounds that have been tagged with short-lived positron-emitting isotopes such
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as carbon-11, oxygen-15 or fluorine-18. PET provides three-dimensional images of
the tracer distribution in the brain and offers a range of possibilities to study
functional brain connectivity. Depending on the radioactive tracers, PET can be
used to map regional cerebral blood flow (rCBF) or regional cerebral metabolic
rate of glucose (rCMRglc) providing an index of regional synaptic activity at rest
and during experimental tasks.

PET measurements of rCBF or rCMRglc reflect mean regional synaptic activity
over several tens of seconds (H2

15O-PET of rCBF) or minutes (18FDG-PET of
rCMRglc). The low temporal resolution of PET requires that a continuous train or
intermittent bursts of rTMS need to be given to cause a detectable change in
regional neuronal activity. This implies that a single PET scan always represents
the cumulative effects of individual stimuli on regional synaptic activity during the
period of measurement. Therefore, combined TMS-PET measurements can readily
capture cumulative changes in regional neuronal activity in the stimulated cortex
and connected brain regions during prolonged trains of rTMS, because the neu-
ronal effects of each stimulus can sum up during a single PET scan. Yet, the online
TMS-PET approach is not suited to capture the effects of a single pulse or a short
train of TMS on regional neuronal activity.

PET measurements of rCBF or rCMRglc during the administration of TMS
have been used to map immediate TMS-induced changes in regional activity and
connectivity independent of behaviour. This PET-TMS ‘‘perturb-and-measure’’
approach can assess how the spread of TMS-induced changes in neuronal activity
depends on the intensity, frequency or site of TMS (Paus et al. 1997; Paus and
Wolforth 1998; Siebner et al. 2001a, b; Speer et al. 2003a, 2003b).

The majorities of online TMS-PET studies were performed with the participants
being at rest, but online TMS-PET imaging can also be used to examine how focal
TMS interacts with the regional activation pattern during a specific task (Mottaghy
et al. 2000, 2003). All currently available rTMS protocols can be given in the PET
scanner because PET does not impose any temporal constraints on TMS. It is also
easy to position the TMS coil over the cortical target area because there is suffi-
cient space in the bore of the PET scanner.

4.3.2.2 Online TMS During Functional MRI

While technically easy to realise (Siebner et al. 2008, 2009a) the exposure to
radiation as well as the inferior temporal resolution has limited the application of
online TMS-PET to study brain connectivity. In contrast to PET, the combination
of magnetic stimulation with BOLD-fMRI is technically demanding as both
methods rely on strong magnetic fields. Bohning et al. (1998, 1999) were the first
to establish interleaved TMS-fMRI as an experimental approach to map the acute
effects of TMS on regional brain activity. Methodological refinements, such as the
temporal separation of the administration of a TMS pulse from periods of MR
image acquisition, are necessary to obtain good image quality and to ensure safety
(Bestmann et al. 2008; Weiskopf et al. 2009). Moreover, the discharge of the TMS

4 Effects of Cortical Stimulation 83



coil in the scanner’s static magnetic field intensifies auditory and sensory stimu-
lation during TMS which requires appropriate control conditions.

Despite of these methodological challenges, concurrent TMS-fMRI has great
potential to advance our understanding about the immediate and rapid changes TMS
can evoke in cortical networks (Siebner et al. 2009a). Using an event-related design,
the TMS-fMRI ‘‘perturb-and-measure’’ approach can reveal activity changes evoked
by a single TMS pulse or a short TMS burst, by characterising TMS-evoked BOLD
signal changes throughout the brain at rest (Bohning et al. 1998, 2000; Bestmann et al.
2003, 2004, 2005; Denslow et al. 2005). Here, TMS can be conceptualised as a means
of injecting neural activity in the stimulated cortex and the resulting BOLD signal
changes as a read out for the distributed activity changes. For instance, Bestmann et al.
investigated the motor system while subjects were at rest. Even when stimulated at
subthreshold intensities remote changes in neural activity occurred, both in cortical and
subcortical sites (Bestmann et al. 2003, 2004). However, the direct site of stimulation
showed BOLD activation only when being stimulated at comparatively high intensities
(Bestmann et al. 2005), indicating a dissociation in sensitivity between electrophysi-
ological and BOLD measures. Interestingly, focal TMS of the M1HAND induced a
transient decrease in BOLD signal in the contralateral M1HAND which might represent
a correlate for transcallosal inhibition (Bestmann et al. 2004). Moreover, a short high-
frequent train of focal TMS applied over left PMD induced a transient increase in
BOLD signal in connected brain regions such as right PMd, bilateral ventral premotor
cortex (PMv), supplementary motor area, somatosensory cortex, cingulate motor area,
left posterior temporal lobe, cerebellum and caudate nucleus. Responses were gen-
erally smaller during low-intensity rTMS showing that short trains of focal TMS can
modify local hemodynamics in the absence of overt motor responses.

The TMS-fMRI ‘‘perturb-and-measure’’ approach can further be used to map
state-dependent interregional interactions evoked by TMS during experimental
tasks. Bestmann et al. (2005) acquired BOLD activation maps during concurrent
application of a high-frequency TMS burst to left PMd at rest and during a hand
grip task performed with the left hand. The TMS burst increased BOLD activity in
contralateral PMd and M1HAND at high stimulation intensity (110 % of resting
motor threshold) relative to TMS at a lower control intensity (70 % active motor
threshold) when given at rest. This effect was reversed during the grip force task.
Now high-intensity TMS facilitated task-related BOLD activity, compared with
low-intensity TMS.

The same TMS-fMRI ‘‘perturb-and-measure’’ approach was also used to address
the question whether the contralesional PMd supports residual motor function after
subcortical motor stroke. To this end, TMS was given to contralesional PMd during
fMRI to trace the causal influence of contralesional premotor TMS on the cortical
motor network in either hemisphere and whether these influences changed during
affected hand movement. In addition, dual-site TMS was used to assess the functional
influence of contralesional PMd on corticospinal excitability in the ipsilesional
M1HAND. In patients with greater clinical and neurophysiological impairment, TMS
of contralesional PMd had a stronger facilitatory influence on BOLD signal in
posterior parts of ipsilesional sensorimotor cortex during the hand grip task. It was
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argued that this state-dependent influence of contralesional PMd on ipsilesional
sensorimotor regions may provide a mechanism by which the PMd contributes to
functional recovery after stroke.

Concurrent TMS-fMRI has also been applied to investigate causal top-down
influences between brain regions in the visual system and sensory processing: Ruff
et al. (2006,2008) used TMS during fMRI to examine attentional top-down control
of the frontal eye field or the intraparietal sulcus on task-related activation of
posterior visual areas in top-down control of the visual cortex. Blankenburg et al.
(2008) induced a decreased detection threshold with right parietal TMS indicating
that TMS enhanced somatosensory processing of right hand input in left primary
somatosensory cortex (S1). Concurrent BOLD fMRI indentified a corresponding
task-related increase in BOLD signal in left SI with high-intensity TMS as
opposed to low-intensity TMS. Right parietal TMS increased the BOLD signal in
left S1 during right-wrist somatosensory input, but decreased the regional BOLD
signal in the absence of somatosensory input. Another concurrent TMS-fMRI
study identified cortical signatures of an TMS-evoked sense of movement after
upper limb amputation (Bestmann et al. 2006). Together, these studies challenge
the prevailing notion that the behavioural consequences of TMS (i.e., the ‘‘virtual
lesion’’ effect) can exclusively be attributed to the disruptive effects of TMS at the
stimulation site. These data rather suggest that remote activity changes induced by
TMS in connected brain regions may contribute to or prevent the manifestation of
behavioural consequences during online TMS.

4.3.3 Offline rTMS Before Neuroimaging: ‘‘The
Condition-and-Map’’ Approach

As described in Sect. 4.2.3, a range of rTMS protocols is available to induce a
lasting change in excitability in the stimulated cortex. These protocols can be used
to induce acute reorganisation in functional brain networks. In this context,
functional neuroimaging has great potential to map temporospatial patterns of
functional reorganisation that are induced in the human brain by rTMS (Siebner
et al. 2009a). This ‘‘condition-and-map’’ approach provides valuable insights into
the changeability of functional brain networks. Neuroimaging should start shortly
after the end of rTMS to ensure that short lasting after effects of rTMS are cap-
tured. Prolonged neuroimaging after conditioning rTMS can help to clarify how
long the rTMS induced reorganisation persists. This also allows to address the
question whether and how the rTMS-induced changes in brain activity and con-
nectivity return back to the functional state at baseline.

With regard to fMRI, the ‘‘condition-and-map’’ approach is much easier to
implement as compared to the ‘‘map-and-perturb’’ approach because rTMS and
fMRI can be separated in time and space. In other words, TMS can simply be applied
in a dedicated laboratory outside the MRI room. If functional neuroimaging is
performed before and after the interventional rTMS protocol, it is necessary to
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control for possible order and time effects. This can be achieved by adding a control
session in which another rTMS protocol (e.g., sham rTMS, control rTMS over
another cortical area, control rTMS at the same site but at lower intensity) is applied.
Counterbalancing the order of the two sessions will provide an effective control for
order effects (Siebner et al. 2009a).

Functional neuroimaging after a conditioning rTMS session may be performed
during the resting state. Two recent studies (van der Werf et al. 2010; Eldaief et al.
2011) used the ‘‘condition-and-map’’ approach to investigate the impact of focal
rTMS on resting-state connectivity in distinct resting-state networks, such as the
default mode network (DMN). Eldaief et al. (2011) based their analysis on a priori
information on six specific components of the DMN. They stimulated left pos-
terior–inferior parietal lobule with two different frequencies (1 Hz vs. 20 Hz
rTMS) and found frequency specific effects on functional connectivity between
other network components and the hippocampal formation, suggesting the exis-
tence of different subcomponents of the network. Van der Werf et al. (2010) used
an entirely data driven approach and extracted 41 resting-state networks using
independent component analysis. One of these networks was the DMN which
expressed resting-state connectivity in both, the sham condition (coil oriented in a
way not resulting in actual stimulation) as well as the TMS condition (1 Hz rTMS
over dorsal lateral prefrontal cortex). However, only after real 1Hz rTMS, the
hippocampus did not appear as a network component.

Complementing studies on resting-state connectivity, other neuroimaging studies
after rTMS have focussed on rTMS-induced changes in task-related functional
connectivity. The experimental task should probe functional processing of those
brain networks that have been targeted with rTMS. To demonstrate task specificity
of functional reorganisation, it is useful to include an additional control task rather
than a resting condition in the post-rTMS neuroimaging session. Lee et al. (2003)
used H2

15O PET to assess changes in regional cerebral blood flow after 30 min of
1 Hz rTMS of left M1HAND. Because they were interested in the acute rTMS-
induced reorganisation of the healthy motor system, they mapped brain activity at
rest and during a simple motor task which required subjects to generate externally
paced but self selected button presses with the index, middle, ring or little finger of
the right hand. ‘‘Inhibitory’’ 1 Hz rTMS increased synaptic activity in the stimulated
left M1HAND at rest and during the motor task as well as movement-related activity
in the PMd of the non-stimulated hemisphere. Analyses of functional connectivity
revealed that the stimulated part of left M1HAND became less responsive to input
from premotor and mesial motor areas. Conversely, the inferomedial portion of left
M1HAND and premotor cortical areas showed increased functional coupling after
1 Hz rTMS. Since 1 Hz rTMS did not impair task performance, it was suggested that
maintenance of task performance may involve activation of premotor areas con-
tralateral to the site of rTMS along with acute remodelling of motor representations.

Offline fMRI has also been successfully employed to investigate short-term re-
organisation of the motor system after 1 Hz rTMS to the left PMd (O’Shea et al.
2007). Subsequent fMRI revealed an activity increase in task-related activity during
action selection in the non-stimulated right PMd. While 1 Hz rTMS of left PMd had
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no effect on task performance during action selection, online TMS of the reorganised
right PMd (after 1 Hz rTMS of left PMd) impaired action selection. Based on this
finding, it was inferred that the functional reorganisation of right PMd as revealed by
fMRI was functionally relevant to maintaining behaviour after 1 Hz rTMS of left
PMd. In another offline rTMS-fMRI study, Ward et al. (2010) found that 30 min of
1 Hz rTMS over left rostral PMd had a beneficial effect on error rates when subjects
had to dynamically adjust visuo-spatial response mapping. The decrease in error rate
after 1 Hz rTMS was correlated with a left-hemispheric increase in functional
connectivity between the stimulated PMd and the anterior supramarginal gyrus.

Raclopride PET of postsynaptic striatal D2 receptor binding has been performed
after a conditioning rTMS session. These studies have demonstrated that the repe-
ated application of high-frequency rTMS to a cortical area causes a lasting increase
in endogenous dopamine release in the striatal projection region of the stimulated
cortex (Strafella et al. 2001, 2003). This work highlights the potential of offline PET
to assess the conditioning effects of rTMS on specific neurotransmitters systems.

The ‘‘conditioning-and-mapping’’ approach has also been used to study patho-
logical conditions (Rowe and Siebner 2012). In focal hand dystonia, 1 Hz rTMS of
left PMd induced a greater decrease in regional neural activity in lateral and medial
premotor areas, putamen and thalamus, revealing increased spread of the condi-
tioning effects of rTMS throughout the motor system in focal hand dystonia (Siebner
et al. 2003) relative to healthy controls. In patients with pure subcortical stroke
without cortical involvement, facilitatory 10 Hz rTMS over ipsilesional M1HAND

improved motor function and reduced neural activity in contralesional M1HAND

(Ameli et al. 2009). The same group mapped the BOLD correlates of improved
motor performance after inhibitory 1 Hz rTMS over contralesional M1HAND in
subcortical stroke. DCM revealed that motor improvement was associated with
short-term motor reorganisation (Grefkes et al. 2010): Contralesional 1 Hz rTMS
attenuated the negative transcallosal influence of contralesional M1HAND on ip-
silesional M1HAND along with a reinforcement of ipsilesional effective connectivity
between SMA and M1HAND. These examples underscore the potential of the
‘‘condition-and-map’’ approach to uncover rTMS-induced changes in the causal
interplay among interconnected motor brain regions. The ‘‘condition-and-map’’
approach can also make substantial contributions to advance our understanding how
these causal dynamics contribute to brain function or dysfunction and how they
mediate functional improvement in response to therapeutic interventions.
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Chapter 5
Accessing Cortical Connectivity Using
TMS: EEG Co-registration

TMS and Connectivity

Carlo Miniussi, Marta Bortoletto, Gregor Thut
and Domenica Veniero

Abstract The combination of brain stimulation by transcranial magnetic
stimulation (TMS) with simultaneous electroencephalographic (EEG) recording
has the potential to be of great value for understanding the cortico-cortical con-
nections within brain networks and how they are linked to cognitive or motor
functions. It can reveal how connectivity varies as a function of neuronal state,
differing between individuals and patient groups. In this chapter, we will first
provide an historical overview on the development of the TMS-EEG co-regis-
tration methodology and highlight the technical challenges that need to be faced
for its application. We will then discuss the wide range of possible TMS-EEG
co-registration techniques and what new information may be gained on the
dynamics of brain functions, hierarchical organization, and cortical connectivity,
as well as on the action of TMS action per se. An advance in the understanding of
these issues is timely and promises to have a substantial impact on many areas of
clinical and basic neuroscience.
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5.1 Introduction

Our knowledge on how different areas of the brain interact with each other and how
these interactions change while subjects perform different tasks, or learn new skills,
is mainly based on correlations rather than on precise cause-effect relationships.
Several neuroimaging techniques, such as positron emission tomography (PET),
functional magnetic resonance imaging (fMRI), and electroencephalography
(EEG), allow to demonstrate associations between a given cognitive state and the
measured patterns of brain activity. Nevertheless, the activation of an area, or a
network, during a task is not sufficient to conclude that the activated areas are
crucial to the involved function. Rather, it is necessary to demonstrate that the
manipulation of activity in these same areas leads to changes in task performance
(Bailey et al. 2001).

Transcranial brain stimulation allows for exactly this. Available techniques
include transcranial magnetic stimulation (TMS) (Wassermann et al. 2008) and
transcranial electrical stimulation (tES) (Nitsche et al. 2008). These techniques
have gained popularity as mapping tools for studying perceptual, motor, and
cognitive functions in the human brain due to their unique potential to investigate
the state of targeted brain areas and/or their causal involvement in a specific
function. They allow for manipulation of activity in areas of the superficial brain as
an independent variable (Sack and Linden 2003) and because of this advantage,
their fields of application are ever growing (Fregni and Pascual-Leone 2007;
Hummel and Cohen 2006; Miniussi et al. 2008, 2010; Miniussi and Rossini 2012;
Ridding and Rothwell 2007; Walsh and Cowey 2000).

Moreover, thanks to the implementation of new paradigms and new techniques
for co-registering brain activity during stimulation, i.e., with EEG and fMRI,
transcranial brain stimulation allows the study offunctional connectivity within brain
networks. Indeed, transcranial brain stimulation not only activates the targeted brain
area but also areas that are anatomically and functionally connected to the target site,
and thereby alters their interactions, which can transiently influence behavior.

Traditionally, TMS effects have been quantified with two different outcome
measures: peripheral indices and behavioral performance. The first measure is
limited to studies performed on motor areas. It is based on the fact that TMS, when
delivered over the primary motor cortex with adequate intensity, activates the cor-
ticospinal tract resulting in a muscle twitch in the target muscle, named motor
evoked potential (MEP). TMS effects are inferred from changes in the amplitude of
these MEPs, or other features of the peripheral response, such as motor threshold,
duration of silent period or spinal reflexes (Quartarone et al. 2005; Valero-Cabre and
Pascual-Leone 2005) (for a discussion of the potentials of these application, see
Chaps. 2, 9 and 10). The second traditional approach consists of evaluating the
impact of TMS on the participant’s performance in a specific task (Hilgetag et al.
2001; Pascual-Leone et al. 1994; Ruzzoli et al. 2010; Sandrini et al. 2010; Thut et al.
2005; Valero-Cabre et al. 2006) while the area considered to be engaged in the task is
stimulated either directly or indirectly (by TMS over a connected site).
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These two approaches of dealing with TMS-induced effects have provided an
impressive amount of data, but are limited in that they do not reveal how TMS affects
the stimulated area and its functioning within the whole neural network. In partic-
ular, MEPs are the result of complex events and necessarily depend on the state of
different elements along the corticospinal pathway. While the ‘‘behavioural’’
approach has the limitation of inferring cortical effects of TMS from an indirect
measure, usually reaction times or accuracy. Therefore, purely behavioral TMS
studies may not reveal whether the effects primarily arise from interference with the
site of stimulation, or may additionally involve interconnected brain regions.

Given these limitations, it has been advocated that alternative approaches in the
use of TMS should be considered to study brain functioning and network con-
nectivity. To this end, TMS has been combined with neuroimaging techniques
such as fMRI and PET, as well as with EEG. This assists the interpretation of TMS
impact upon the brain both in healthy humans and patients by providing objective
and direct measurements of brain activity. This multimodal imaging approach has
several advantages (Siebner et al. 2009; see also Chap. 4). First, it permits
assessment of the local impact of TMS on neural processing by means of objective
measures of cortical reactivity, i.e., over the directly targeted area. Second, it
provides an assessment of remote effects of TMS, i.e., on neural processing in
distal brain regions. Crucially, the local activation caused by the magnetic pulse is
expected to spread to connected areas, which can be traced by simultaneous fMRI,
PET, or multichannel EEG recording. When applied in an experimental context in
which the cognitive state of the subject or the physiological state of the brain are
modulated, this approach allows direct demonstration of which areas are func-
tionally linked during a task, or how a given state shapes cortical connectivity.

Besides being a tool for evaluating cortical reactivity and connectivity, TMS can
also be used to modulate brain functions in humans. Using multimodal imaging, it
becomes then possible to directly monitor in vivo the neuronal consequences and
eventually associated behavioral changes of stimulating an area of the cortex.
Therefore, the multimodal imaging approach, such as the combination of TMS with
EEG, overcomes some of the limitations of single techniques. It supplements the
information provided by correlational analyses (e.g., on task-related EEG changes)
with a technique that can establish a causal link between brain activity and behavior,
and allows to evaluate these causal effects in the entire brain.

It is feasible to combine TMS with PET, fMRI, and EEG. Which combination
to select depends on the specific aims of the study. Each combination focuses on
different aspects of TMS-induced changes in brain activity. TMS-PET and TMS-
fMRI co-registration are of interest because these techniques can in principle
reveal the spatial profiles of transcranial brain stimulation effects with high spatial
resolution, including in subcortical structures ipsilateral and contralateral to the
stimulation site (Siebner et al. 2009). Nevertheless, these techniques are based on
changes in blood flow and oxygenation, which typically occur a few seconds after
changes in neuronal activity. They therefore have a reduced temporal resolution
and can only detect modulations arising a few seconds (fMRI) or even minutes
(PET) post-stimulus. Given that TMS-induced brain activity occurs within a few
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hundreds of milliseconds after the TMS impulse, these techniques do not address
the high temporal resolution window during which profound and functionally
relevant TMS-induced neural events are thought to take place (Bonato et al. 2006;
Komssi and Kahkonen 2006).

When the timing of the TMS-induced cortical activity is relevant, EEG pro-
vides a suitable method to complement TMS. In addition and possibly as a result
of this high temporal resolution, EEG seems particularly sensitive in revealing the
neuronal effects of TMS. For example, BOLD MRI does not detect any changes in
brain activity when TMS is delivered at subthreshold intensities, i.e., at about
80 % of motor threshold (Bohning et al. 1999). In contrast, it has been shown that
several TMS-evoked responses can be recorded by EEG when TMS is adminis-
tered at 40 % of resting motor threshold (Komssi et al. 2007). Additionally, thanks
to computer technology that enabled the development of portable EEG recording,
TMS-EEG is also a promising neurophysiological technique that is feasible at the
patients’ bedside for diagnostics purposes and may have clinical utility. However,
EEG has a poor spatial resolution and the cortical localization of the TMS effects
can only be inferred from source localization algorithms.

5.2 Early TMS-EEG Studies

The first attempt of TMS-EEG co-registration was reported in 1989 by Cracco and
collaborators (1989) who investigated inter-hemispheric transcallosal conduction
time. Activity was recorded from an electrode placed over the left premotor cortex
(between F3 and C3, corresponding to the posterior part of the middle frontal
gyrus, Brodmann area 6), while stimulating the homologous contralateral site.
A positive deflection was reported contralateral to stimulation peaking at 9–12 ms
after the TMS pulse (Cracco et al. 1989).

Subsequently, only one paper reported the use of TMS-EEG (Amassian et al.
1992) until 1997, when a new generation of amplifiers was introduced (Ilmoniemi
et al. 1997; Virtanen et al. 1999). The reason why this approach was not applied
was related to technical limitations and saturation of the EEG recording system
caused by the strong electromagnetic pulse. Ilmoniemi et al. (1997) reported for
the first time TMS-induced activity recorded with multichannel EEG (60 recording
electrodes). Their TMS-EEG co-registration system was equipped with a sample-
and-hold circuit that could block the EEG amplifier signal for a few micro- to
milliseconds for the duration of the TMS discharge (for similar approach see also
Iramina and Maeno 2003; Taylor et al. 2007b; Virtanen et al. 1999). This avoids
saturation of the recording amplifiers by the electromagnetic pulse, allowing the
recording of EEG activity shortly after TMS delivery.

Since then, several groups have applied this methodology (see e.g., Komssi and
Kahkonen 2006). Other amplifiers that are not saturating but allow continuous data
recording throughout TMS have also been tested and successfully used (e.g.,
Bonato et al. 2006; Fuggetta et al. 2006; Ives et al. 2006; Taylor et al. 2010;
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Veniero et al. 2010). This has led to reports of several possible applications
(Komssi and Kahkonen 2006; Siebner et al. 2009; Taylor et al. 2008; Thut and
Miniussi 2009). Nowadays, it is therefore possible to run continuous EEG
recordings during TMS stimulation. Nevertheless, this new technology still poses
some problems related to the very high-energy component of the TMS pulse that
we will review in the following section.

5.3 The Basics of EEG-TMS Studies

The TMS pulse has a very high-energy component and it most likely induces
charges in electrodes, leads, amplifiers, and skin that last longer than the TMS
pulse. Therefore, at least part of the initial large response recorded after TMS
stimulation is due to non-cortical currents induced by the magnetic field.

In several papers, it was reported that it is not possible to record a clear EEG signal
in the first 30–300 ms after TMS (Bender et al. 2005; Morbidi et al. 2007; Taylor et al.
2008; Thut et al. 2003). Several reasons can account for the long-lasting TMS
artifact. The main reason may be that electrodes and skin have magnetic properties,
and may therefore be affected by the TMS pulse and generate non-cortical signals in
the recording. EEG is traditionally performed with electrodes made of tin, silver,
silver-chloride, or gold, with a fairly large and ring-shaped surface. This standard
electrodes permit eddy currents to be generated during TMS, which can cause
heating or even movement of the electrodes. In terms of safety, this poses a risk of
scalp burns under the electrode (Pascual-Leone et al. 1990, 1993; Rossi et al. 2009;
Roth et al. 1992; Veniero et al. 2009). With regard to signal quality, heating and
movement can induce electrical artifacts and reduce the signal to noise ratio. Eddy
currents and therefore overheating of the electrodes located in the vicinity of the
stimulating coil may be minimized by cutting out a section of the ring metal elec-
trodes to create a radial notch (Roth et al. 1992). Plastic electrodes have also been
used (Ives et al. 2006) but with a conductive-silver epoxy coat. Moreover, it has been
shown that by using TMS-compatible pellet electrodes, it is possible to obtain the
same result without cutting the electrodes (Virtanen et al. 1999, 2009).

To resolve this artifact issue, several procedures have been proposed. Sub-
traction approaches are based on creating templates of the TMS-induced artifact
by collecting data while TMS is applied on a phantom (Bender et al. 2005) or in a
condition that does not involve a task (Thut et al. 2003). To isolate brain signals
from the TMS-induced artifacts, the template is then subtracted from data col-
lected in the experimental condition, in which TMS is applied during a task.
Moreover, if in some electrodes the signal is irremediably contaminated by the
TMS artifact, these electrodes can be excluded from further analyses (Komssi et al.
2004). Other, alternative solutions to remove TMS-induced artifacts are based on
filtering methods (Morbidi et al. 2007), principal component analysis (Litvak et al.
2007), and independent component analysis (Hamidi et al. 2010).
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To establish optimal conditions for recording EEG during TMS, Veniero et al.
(2009) studied artifact-inductions while systematically manipulating various tech-
nical parameters (TMS pulse configurations, TMS coils, EEG settings, electrode
impedance, wire orientation). Note that the parameter space was explored for a TMS-
compatible EEG system that allows continuous recordings. Information on absolute
artifact-duration may only apply for this particular system, but relative differences
across parameters should generalize to other systems. To better characterize the TMS
artifact and to exclude any physiological response, recordings were performed with
TMS of a phantom ‘head’ and then compared to the recordings obtained from knee
stimulation and cortical stimulation. EEG signal was acquired at 5,000 Hz and band-
passed at 0.01–1,000 Hz. Different types of TMS pulse configurations and stimu-
lators (monophasic, biphasic with four boosters, and biphasic with single power
supply module), different TMS coils (four figure-of-eight coils, i.e., standard
50–70 mm, custom 25–70 mm), several TMS intensities (ranging from 10 to 100 %
of the stimulator output), and frequencies of stimulation (single pulse, 5 Hz and
20 Hz) were compared. The main results indicated that, regardless of the above-cited
parameters, TMS-induced artifact always lasted about 5–6 ms, as can been seen in
Fig. 5.1. One critical variable influencing artifact-duration was the choice of the
EEG acquisition settings. Lower sampling rate and filters caused rippling of the
signal, and an increase in the duration of the TMS-induced artifact, preventing the
sampling of information shortly after the pulse. Moreover, the impendence values of
EEG electrodes also played an important role in artifact contamination, as it was
found that for high impedances (about 20 kX), EEG signal recovery time was slower
(15–20 ms) and artifact amplitude was higher ([two times) than for lower imped-
ances (0–3 kX) (see also Julkunen et al. 2008b).

Besides the above described TMS-artifact, EEG signals can also be contaminated
several tens of milliseconds after the TMS pulse with a coil-recharge-artifact that is
present with biphasic but not monophasic stimulators (Veniero et al. 2009). Finally,
to keep the artifact minimal, Veniero et al. (2009), found that the wires should be
arranged in an orientation away from the coil or coil cable, regardless of where
stimulation takes place on the head. The reorientation of the wires before stimulation
can therefore help to record clearer signals (see also Sekiguchi et al. 2011).

Apart from optimizing recording parameters, it is important to consider that TMS
can also induce nonspecific or indirect brain responses, which may influence the EEG
recording (Komssi and Kahkonen 2006; Miniussi and Thut 2010; Taylor et al. 2008).
These nonspecific, task unrelated contaminations consist of (i) auditory responses due
to the coil click; (ii) somatosensory responses mostly due to trigeminal afferents or
afferent responses after motor cortex stimulation; and (iii) muscular responses because
of eye blinks and startle induced by the coil click, and peripheral muscular contractions
due to peripheral stimulation. Also, general arousal due to TMS or auditory inter-
sensory facilitation induced by the coil click might be present. All these effects should
be eliminated or masked whenever possible (e.g., Massimini et al. 2005). In instances
where this is not possible, these artifacts should, as part of the experimental design, be
reproduced in separate conditions (i.e., via control stimulation at appropriate sites), and
their effects should be taken into account during data analysis and interpretation.
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5.4 Instruction of Use

In the last few years, the TMS-EEG co-registration has been applied to study the
brain from different perspectives. These will be described below along three main
lines of applications (recently proposed by Miniussi and Thut 2010), the inductive,
interactive, or rhythmic TMS-EEG approach.

5.4.1 Inductive Approach: Connectivity and TMS-Evoked
Potentials

In the inductive approach, which also represents the first EEG-TMS application used
(Ilmoniemi et al. 1997), TMS-evoked potentials (TEPs) are measured from the
scalp while subjects are in a resting state, i.e., they are not performing any task
(Bonato et al. 2006; Esser et al. 2006; Ilmoniemi et al. 1997; Iramina and Maeno

Fig. 5.1 TMS-induced artifact as recorded from three different models: the phantom head,
patella and cortical stimulation. The stimulus intensity was set at 50 and 40 % of maximum
stimulator output (MSO) as well as at individual resting motor threshold (57 % of MSO),
respectively. Signal from the phantom and patella was recorded from the electrode beneath the
coil, while the cortical response was acquired from Cz. The EEG recorded from 5 to 10 ms is
magnified for clear visualization (from Veniero et al. 2009)
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2003). The rationale for using an inductive approach is to probe the state of the cortex
and to evaluate cortical excitability and connectivity. Cortical excitability is probed
by studying the reactivity of the target area (usually in response to a single TMS
pulse), the amplitude of the TEPs being dependent on the stimulation intensity, thus
reflecting the reactivity of the stimulated cortex (Komssi et al. 2004, 2007). In
analogy to MEPs, TEPs represent quantifiable markers of cortical excitability.
However, TEPs have three crucial advantages over MEPs. First, TEPs are a direct
measure of cortical reactivity, whereas, MEPs are a peripheral index that can be
influenced by other factors. Second, TEPs allow investigation of the areas considered
behaviorally silent, i.e., areas where stimulation does not yield directly observable
behavioral effects. Third, TEPs provide a method to investigate brain connectivity
(Komssi et al. 2002; Massimini et al. 2005) in normal participants, and in neuro-
logical and psychiatric disorders. Indeed, when a cortical region is stimulated, the
spreading of the induced activity can be traced by means of the distribution of the
EEG signals over the scalp, or their cortical source reconstruction.

TEP-components and TEP-topographies are one of the simplest ways to eval-
uate cortico-cortical connectivity with TMS–EEG co-registration. For example,
using the same approach that has been used to evaluate interhemispheric transfer
of information (Ipata et al., 1997), it should be possible to subtract the latency of
TEP-components evoked by TMS of a given area from the latency of the same
components evoked by the stimulation of the contralateral homologous area. This
will give the possibility to estimate the interhemispheric transfer time between two
areas that are considered to be directly connected. Nevertheless, we would expect
that activity spreads not only between homologous areas. Therefore, to be able to
track signal spreading across the cerebral cortex, more complex analyses must be
carried out, such as the use of EEG source localization algorithms.

This approach was implemented by Ilmoniemi et al. (1997) (but see also
Komssi et al. 2002) who computed activation maps from TEPs using minimum-
norm estimates. The analysis was focused on the waveform, latency, and cortical
distribution of TEPs. Ilmoniemi et al. (1997) showed that TMS of motor cortex
induced a direct activation of the stimulated motor area (at latencies of 3 and
10 ms), followed by a spreading of neuronal activation to ipsilateral premotor
areas and then to the contralateral hemisphere (at 24 ms).

Precise sources localization of TEP-components was performed by Litvak et al.
(2007). Using a multiple source dipole model, they found an ipsilateral activation
of the stimulated motor cortex, of the cingulate gyrus/supplementary motor cortex
as well as of the cerebellum. Litvak et al. (2007) provided a direct demonstration
that it is possible to implement the spatio-temporal decomposition approach to
identify singular nodes of the probed network.

A few studies have employed the inductive approach to evaluate altered con-
nectivity in diseases such as Alzheimer disease (AD) (Julkunen et al. 2008a) and
as a tool for diagnostics and early identification of mild cognitive impairment
(MCI). Julkunen et al. (2008a) showed that stimulation of the motor cortex in AD
patients was associated with prominent changes in functional cortical connectivity.
Namely, they found a significant decrease in the TMS-induced activity over
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several brain areas in AD patients compared with healthy controls, suggesting a
dysfunction of a large-scale sensorimotor network.

Moreover, the inductive approach has been successfully applied in numerous
studies to investigate cortical connectivity as a function of different physiological
states of the subject. For example, Kahkonen et al. (2001) used this approach to
evaluate how cortical responses can change based on the ‘‘modulation’’ of the phys-
iological state with ethanol consumption. Cortical distribution of TEPs was evaluated
in a group of subjects before and after ethanol consumption. Results showed mainly
prefrontal differences in TEP maps before as compared to after ethanol ingestion. The
data revealed that ethanol consumption can change the functional connectivity
between prefrontal and motor cortices providing direct evidence that the modulation of
cortical connectivity can depend on the physiological state of the nervous system.

Zanon et al. (2010) investigated the spreading of activity from the left parietal cortex
to prefrontal regions in healthy volunteers. Their findings suggest that the parietal
regions are connected with the contra-lateral prefrontal regions and that this connection
was activated in a time range of 100–170 ms after the TMS. Moreover, they revealed a
connection between parietal regions and the ipsilateral temporo-occipital cortex,
showing that it was possible to track the presence of specific contra- as well as ipsilateral
cortical connections. However, volunteers were asked to stay in a rest position with
closed eyes. It is therefore difficult to draw a specific conclusion about functional
connectivity among parietal cortex and other regions in other physiological states.

In a similar study on connectivity, Massimini and colleagues (Ferrarelli et al.
2010; Massimini et al. 2005) stimulated the premotor cortex of subjects while they
were in different states (i.e., awake or sleeping) in order to evaluate how state
influences connectivity. In both conditions, the local TEPs were similar, whereas
the remote responses differed dramatically. During wakefulness, TMS induced
activity spread within and between hemispheres, whereas during sleep, activity
remained confined to regions surrounding the stimulated area.

The importance of these studies is that they illustrate how effective connectivity
(i.e., the functional interactions between distinct elements within a nervous sys-
tem) changes depending on the state of the subject. This introduces the concept
that cortical connections of a stimulated area cannot be considered to be inde-
pendent from its functional status (Ferrarelli et al. 2010; Massimini et al. 2005).
These aspects suggest that the functional effects induced in one area could be
co-opted into different functions depending on the state of activation (state
dependency) or which of its interconnected networks were activated (e.g., Harris
et al. 2008; Selimbeyoglu and Parvizi 2010; Silvanto et al. 2005).

5.4.2 Interactive Approach: Cortical Connectivity While
the Subject is Performing a Task

The interactive approach refers to EEG-TMS experiments in which subjects are
asked to perform a task and TMS is used to interact with a specific brain region
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thought to be involved in a given function. In this case, EEG is used to reveal the
network affected by TMS (which could involve the targeted area, any intercon-
nected region, or both), to measure the timing of the induced activity changes and
how the TMS-induced perturbation correlates with performance (Miniussi and
Thut 2010; Taylor et al. 2008). The rationale of this approach is to gain insights
into how neural areas interact during task preparation and execution (Nikulin et al.
2003), allowing not only to study the causal role of specific brain areas in
behavior, but also, when and how one area affects the activity in other areas
(Taylor et al. 2007a, b).

When combined with EEG recordings, TMS offers the opportunity to modify
and assess in real time the neural dynamics of widely distributed networks engaged
in performing different tasks or learning new skills. EEG allows identifying the
local and global brain activities associated with behavioral manifestations of task
execution or learning, and TMS can be used to modify these activities to link
neuronal with behavioral changes.

As reported in the previous section, active interactions between distant cortical
areas have been shown to vary with the functional state of the brain (Massimini
et al. 2005). In the motor system, an increase in MEP-amplitude can be achieved
by voluntary contraction of the target muscle (Rothwell et al. 1987). Similarly,
cortical connections have been shown to be ‘modulated’ by the system state.
Ferbert et al. (1992) showed that the excitability of the transcallosal connections
between motor cortices changed depending on whether the subject contracted one
or both hands. These findings suggest that TMS effects are sensitive to changes in
the cortical state and open the intriguing possibility that administration of TMS-
EEG while a subject performs a behavioral task may permit targeting and high-
lighting specific circuitries.

The work by Morishima et al. (2009) followed exactly this logic. They used
TMS as a probe to evaluate the neural impulse transmission from the prefrontal
cortex to posterior regions. It is believed that an attentional network exists where
top-down signals from the prefrontal cortex modulate the neural processing in the
posterior cortices according to behavioral goals (Corbetta and Shulman 2002;
Desimone and Duncan 1995). Morishima et al. (2009) hypothesized that stimu-
lation of prefrontal areas of the attentional network would induce a current spread
toward the anatomically connected posterior regions, and that the direction and the
amount of the current spread could be modulated depending on the functional
status of the neural network, the latter set by the task performed by the subjects.
During cued attention to visual feature, TMS of the frontal eye field induced
activity in different posterior visual areas depending on the nature of the visual
feature (Morishima et al. 2009). Moreover, the TMS-EEG approach of effective
connectivity used by Morishima et al. (2009) also provided information about the
interplay between the prefrontal and posterior areas. TMS effects occurred
20–40 ms after the pulse, suggesting that it was not due to rerouting via other
areas, but that there was a direct cortico-cortical signal transmission from frontal to
posterior regions.
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This illustrates the importance of the interactive approach in the application of
the TMS-EEG co-registration. The approach yields real-time measures of whole-
brain activity changes while subjects are performing a task and specific areas of
the network are concurrently stimulated (real connectivity).

5.4.3 Rhythmic Approach: Connectivity and EEG Frequencies

Combining EEG with TMS can also be used to evaluate changes to brain oscil-
lations in specific frequency bands in a specific area or in the entire brain.

Electrical brain activity consists of distinct patterns of oscillations associated
with different perceptual, motor, and cognitive processes (Buzsàki 2006). TMS is
expected to change such oscillatory patterns in the directly stimulated cortical area
as well as in distant areas belonging to the same neural network. In this respect, the
rhythmic approach refers to the possibility of investigating how TMS interacts
with oscillatory brain activity (Thut and Miniussi 2009).

A few studies have evaluated the after-effects of repetitive TMS (rTMS) over
the motor cortices (Oliviero et al. 2003; Strens et al. 2002). Stimulation of the left
motor area at low TMS frequency induced an increase in ipsilateral coherence and
in interhemispheric coherence between motor areas in the alpha band (Strens et al.
2002), whereas stimulation at high TMS frequency induced opposite results
(Oliviero et al. 2003). These changes may be explained by differential effects on
neuronal circuitry linked to inhibitory versus facilitatory processes depending on
the stimulation frequency (low- vs. high-frequency rTMS). This would be in line
with the idea that low frequency (B1 Hz) stimulation generally results in inhibi-
tion, whereas high frequency (C5 Hz) stimulation mainly results in excitatory
changes in the stimulated area (Chen et al. 1997; Maeda et al. 2000). Nevertheless,
it has also been shown that stimulating at different frequencies (1 vs. 20 Hz) over
the resting motor cortex (Brignani et al. 2008; Veniero et al. 2011) can induce a
power increase in the alpha band, as illustrated in Fig. 5.2. Considering the state of
the cortex, these data suggest that alpha generation may represent an intrinsic
induced response to TMS targeting the human resting motor cortex.

Low-frequency TMS to the motor or premotor cortex has been shown to affect
alpha-activity over ipsilateral motor and to a lesser extent, over contralateral
homologous sites (Chen et al. 2003), congruent with enhanced functional inter-
connectivity of these regions during a motor task (but see also Jing and Takigawa
2000 for high frequency stimulation of the prefrontal cortex). Plewnia et al. (2008)
using a new approach evaluated EEG coherence after synchronous bifocal rTMS.
Based on the concept of assembly through associative stimulation (Hebbian learn-
ing), they hypothesized that by applying synchronous bifocal rTMS over two areas, it
might be possible to induce a topographically selective enhancement of interregional
coherence. Trains of high-frequency rTMS were applied to the left primary motor
cortex and the visual cortex simultaneously. They found that this approach induced a
selective increase of interregional coupling in the alpha and lower beta band on the
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Fig. 5.2 Scalp distribution maps of the event-related power modulations induced by 1 Hz (Panel
a) and 20 Hz (Panel b) rTMS for the alpha frequency band using the sham TMS as reference.
1 Hz rTMS data are represented separately for the three successive stimulation blocks (B1, B2,
B3 Real) during TMS (Panel A). 20 Hz rTMS data are represented for two successive stimulation
blocks (B1, B2 Real) during TMS and two stimulation blocks (B1, B2 Post) after the end of TMS.
Voltage is color coded according to the color bar on the left, red color represents maximum
relative synchronization. On the x-axis the time of recording in minutes is reported. In the lower
part, data are shown for each recording electrode and stimulation block (adapted from Brignani
et al. 2008; Veniero et al. 2011)
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stimulated sites that lasted up to ten minutes after stimulation (see also Brignani et al.
2008; Veniero et al. 2011). The authors proposed that according to Hebb’s rule,
enhancement of synaptic efficacy by bifocal simultaneous stimulation may reinforce
the connections among cortical areas, as reflected by an increase of oscillatory
coupling. It has also been shown that when TMS is tuned to the frequency of the
underlying generator (frequency tuned rhythmic TMS), this can entrain on-going
brain oscillations in a controlled manner (Thut et al. 2011a) with specific perceptual
or behavioral consequences (e.g., reviewed in Thut et al. 2011b). In analogy to
Plewnia et al. (2008), it was therefore concluded that rhythmic TMS can be used to
generate natural oscillatory signatures.

The rhythmic approach has also been used in a study by Schutter and van Honk
(2006) to demonstrate the functional link between cerebellum and frontal areas.
Prefrontal and frontal theta activity was observed 200 ms after single-pulse TMS
over the cerebellum, therefore, demonstrating a functional connection from the
cerebellum to the prefrontal cortex. These results were in line with early animal
studies showing cerebellar connectivity to brain structures involved in cognitive
and emotional functions (such as the frontal cortices), as well as with studies
showing that chronic stimulation of the cerebellum through implanted electrodes
normalized the behavior of emotionally dysregulated patients (Heath 1977).

Using a similar rationale, Capotosto et al. (2009) applied TMS over areas known
to be involved in the control of visual spatial attention, namely frontal eye-field (FEF)
and intraparietal sulcus (IPS), and investigated remote changes in oscillatory
activity. Both FEF and IPS stimulation led to a change of the remote regulation of
alpha-activity contralateral to attended versus unattended space. This shows that
manipulation of activity of an area implied in top-down control leads to a change in
oscillations of a downstream network area implied in stimulus processing.

Therefore, this approach offers the possibility to elucidate the relationship
between specific oscillatory activity of a network, the interplay between areas and
relation to behavior. Moreover, the rhythmic approach can be used to actively
generate specific oscillatory signatures and thereby test the functional role of brain
rhythms in affective and cognitive functions (for a review see Thut and Miniussi
2009) in connected areas.

5.5 Conclusions

TMS-EEG co-registration offers the unique advantage to simultaneously manip-
ulate and evaluate brain activity and thereby provides valuable information on
cortical reactivity and connectivity. The reviewed findings suggest that these
measures are highly sensitive to changes in the cortical state, and can be employed
to evaluate changes in the connectivity of a given area as a function of different
physiological and pathological conditions. Because the brain operates through
flexible and interactive distributed networks, we would expect that the modifica-
tion of a node of the network affects the entire network. If brain stimulation is
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applied when the system is in a given functional state, it will bring to evidence the
cortico-cortical (or subcortical) network that is effectively connected to the target
area at time of TMS, and eventually how that network can be modified by specific
tasks, different physiological or pathological states, and pharmacological or
behavioral (rehabilitative) treatment approaches.

The significance of concurrent EEG and TMS arises from the possibility to
record neuronal responses to the magnetic pulse with a millisecond time scale.
This proofs to be a very sensitive method for recording the impact of TMS on the
brain and neuronal processes. All in all, this method provides a new way of
mapping effective cortical connectivity.

References

Amassian VE, Cracco RQ, Maccabee PJ, Cracco JB (1992) Cerebello-frontal cortical projections in
humans studied with the magnetic coil. Electroencephalogr Clin Neurophysiol 85(4):265–272

Bailey CJ, Karhu J, Ilmoniemi RJ (2001) Transcranial magnetic stimulation as a tool for
cognitive studies. Scand J Psychol 42(3):297–305

Bender S, Basseler K, Sebastian I, Resch F, Kammer T, Oelkers-Ax R, Weisbrod M (2005)
Electroencephalographic response to transcranial magnetic stimulation in children: evidence
for giant inhibitory potentials. Ann Neurol 58(1):58–67

Bohning DE, Shastri A, McConnell KA, Nahas Z, Lorberbaum JP, Roberts DR, Teneback C,
Vincent DJ, George MS (1999) A combined TMS/fMRI study of intensity-dependent TMS
over motor cortex. Biol Psychiatry 45(4):385–394

Bonato C, Miniussi C, Rossini PM (2006) Transcranial magnetic stimulation and cortical evoked
potentials: a TMS/EEG co-registration study. Clin Neurophysiol 117(8):1699–1707

Brignani D, Manganotti P, Rossini PM, Miniussi C (2008) Modulation of cortical oscillatory
activity during transcranial magnetic stimulation. Hum Brain Mapp 29(5):603–612

Buzsàki G (2006) Rhythms of the brain. Oxford University Press, Oxford
Capotosto P, Babiloni C, Romani GL, Corbetta M (2009) Frontoparietal cortex controls spatial

attention through modulation of anticipatory alpha rhythms. J Neurosci 29(18):5863–5872
Chen R, Classen J, Gerloff C, Celnik P, Wassermann EM, Hallett M, Cohen LG (1997)

Depression of motor cortex excitability by low-frequency transcranial magnetic stimulation.
Neurology 48(5):1398–1403

Chen WH, Mima T, Siebner HR, Oga T, Hara H, Satow T, Begum T, Nagamine T, Shibasaki H
(2003) Low-frequency rTMS over lateral premotor cortex induces lasting changes in regional
activation and functional coupling of cortical motor areas. Clin Neurophysiol 114(9):1628–1637

Corbetta M, Shulman GL (2002) Control of goal-directed and stimulus-driven attention in the
brain. Nat Rev Neurosci 3(3):201–215

Cracco RQ, Amassian VE, Maccabee PJ, Cracco JB (1989) Comparison of human transcallosal
responses evoked by magnetic coil and electrical stimulation. Electroencephalogr Clin
Neurophysiol 74(6):417–424

Desimone R, Duncan J (1995) Neural mechanisms of selective visual attention. Annu Rev
Neurosci 18:193–222

Esser SK, Huber R, Massimini M, Peterson MJ, Ferrarelli F, Tononi G (2006) A direct demonstration
of cortical LTP in humans: a combined TMS/EEG study. Brain Res Bull 69(1):86–94

Ferbert A, Caramia D, Priori A, Bertolasi L, Rothwell JC (1992) Cortical projection to erector
spinae muscles in man as assessed by focal transcranial magnetic stimulation. Electroencep-
halogr Clin Neurophysiol 85(6):382–387

106 C. Miniussi et al.



Ferrarelli F, Massimini M, Sarasso S, Casali A, Riedner BA, Angelini G, Tononi G, Pearce RA
(2010) Breakdown in cortical effective connectivity during midazolam-induced loss of
consciousness. Proc Natl Acad Sci U S A 107(6):2681–2686

Fregni F, Pascual-Leone A (2007) Technology insight: noninvasive brain stimulation in
neurology-perspectives on the therapeutic potential of rTMS and tDCS. Nat Clin Pract Neurol
3(7):383–393

Fuggetta G, Pavone EF, Walsh V, Kiss M, Eimer M (2006) Cortico-cortical interactions in spatial
attention: a combined ERP/TMS study. J Neurophysiol 95(5):3277–3280

Hamidi M, Slagter HA, Tononi G, Postle BR (2010) Brain responses evoked by high-frequency
repetitive transcranial magnetic stimulation: an event-related potential study. Brain Stimul
3(1):2–14

Harris JA, Clifford CW, Miniussi C (2008) The functional effect of transcranial magnetic
stimulation: signal suppression or neural noise generation? J Cogn Neurosci 20(4):734–740

Heath RG (1977) Modulation of emotion with a brain pacemamer. Treatment for intractable
psychiatric illness. J Nerv Ment Dis 165(5):300–317

Hilgetag CC, Theoret H, Pascual-Leone A (2001) Enhanced visual spatial attention ipsilateral to
rTMS-induced ‘virtual lesions’ of human parietal cortex. Nat Neurosci 4(9):953–957

Hummel FC, Cohen LG (2006) Non-invasive brain stimulation: a new strategy to improve
neurorehabilitation after stroke? Lancet Neurol 5(8):708–712

Ilmoniemi RJ, Virtanen J, Ruohonen J, Karhu J, Aronen HJ, Naatanen R, Katila T (1997)
Neuronal responses to magnetic stimulation reveal cortical reactivity and connectivity.
NeuroReport 8(16):3537–3540

Ipata AE, Girelli M, Miniussi C, Marzi CA (1997) Interhemispheric transfer of visual information
in humans: the role of different callosal channels. Arch Ital Biol 135:169–182

Iramina K, Maeno M (2003) Measurement of evoked electroencephalography induced by
transcranial magnetic stimulation. J Appl Phys 93(10):6718–6720

Ives JR, Rotenberg A, Poma R, Thut G, Pascual-Leone A (2006) Electroencephalographic recording
during transcranialmagnetic stimulation inhumansandanimals.ClinNeurophysiol117(8):1870–1875

Jing H, Takigawa M (2000) Observation of EEG coherence after repetitive transcranial magnetic
stimulation. Clin Neurophysiol 111(9):1620–1631

Julkunen P, Jauhiainen AM, Westeren-Punnonen S, Pirinen E, Soininen H, Kononen M, Paakkonen A,
Maatta S, Karhu J (2008a) Navigated TMS combined with EEG in mild cognitive impairment and
Alzheimer’s disease: a pilot study. J Neurosci Methods 172(2):270–276

Julkunen P, Paakkonen A, Hukkanen T, Kononen M, Tiihonen P, Vanhatalo S, Karhu J (2008b)
Efficient reduction of stimulus artefact in TMS-EEG by epithelial short-circuiting by mini-
punctures. Clin Neurophysiol 119(2):475–481

Kahkonen S, Kesaniemi M, Nikouline VV, Karhu J, Ollikainen M, Holi M, Ilmoniemi RJ (2001)
Ethanol modulates cortical activity: direct evidence with combined TMS and EEG.
Neuroimage 14(2):322–328

Komssi S, Kahkonen S (2006) The novelty value of the combined use of electroencephalography
and transcranial magnetic stimulation for neuroscience research. Brain Res Rev 52(1):183–192

Komssi S, Aronen HJ, Huttunen J, Kesaniemi M, Soinne L, Nikouline VV, Ollikainen M, Roine
RO, Karhu J, Savolainen S et al (2002) Ipsi- and contralateral EEG reactions to transcranial
magnetic stimulation. Clin Neurophysiol 113(2):175–184

Komssi S, Kahkonen S, Ilmoniemi RJ (2004) The effect of stimulus intensity on brain responses
evoked by transcranial magnetic stimulation. Hum Brain Mapp 21(3):154–164

Komssi S, Savolainen P, Heiskala J, Kahkonen S (2007) Excitation threshold of the motor cortex
estimated with transcranial magnetic stimulation electroencephalography. NeuroReport 18(1):13–16

Litvak V, Komssi S, Scherg M, Hoechstetter K, Classen J, Zaaroor M, Pratt H, Kahkonen S (2007)
Artifact correction and source analysis of early electroencephalographic responses evoked by
transcranial magnetic stimulation over primary motor cortex. Neuroimage 37(1):56–70

Maeda F, Keenan JP, Tormos JM, Topka H, Pascual-Leone A (2000) Modulation of corticospinal
excitability by repetitive transcranial magnetic stimulation. Clin Neurophysiol 111(5):
800–805

5 Accessing Cortical Connectivity Using TMS: EEG Co-registration 107



Massimini M, Ferrarelli F, Huber R, Esser SK, Singh H, Tononi G (2005) Breakdown of cortical
effective connectivity during sleep. Science 309(5744):2228–2232

Miniussi C, Rossini PM (2012) Transcranial magnetic stimulation in cognitive rehabilitation.
Neuropsychol Rehabil 30:1–23

Miniussi C, Thut G (2010) Combining TMS and EEG offers new prospects in cognitive
neuroscience. Brain Topogr 22(4):249–256

Miniussi C,Cappa SF,Cohen LG, Floel A,Fregni F,Nitsche MA,Oliveri M,Pascual-Leone A,Paulus W,
Priori A et al (2008) Efficacy of repetitive transcranial magnetic stimulation/transcranial direct current
stimulation in cognitive neurorehabilitation. Brain Stimul 1(4):326–336

Miniussi C, Ruzzoli M, Walsh V (2010) The mechanism of transcranial magnetic stimulation in
cognition. Cortex 46(1):128–130

Morbidi F, Garulli A, Prattichizzo D, Rizzo C, Manganotti P, Rossi S (2007) Off-line removal of
TMS-induced artifacts on human electroencephalography by Kalman filter. J Neurosci
Methods 162(1–2):293–302

Morishima Y, Akaishi R, Yamada Y, Okuda J, Toma K, Sakai K (2009) Task-specific signal
transmission from prefrontal cortex in visual selective attention. Nat Neurosci 12(1):85–91

Nikulin VV, Kicic D, Kahkonen S, Ilmoniemi RJ (2003) Modulation of electroencephalographic
responses to transcranial magnetic stimulation: evidence for changes in cortical excitability
related to movement. Eur J Neurosci 18(5):1206–1212

Nitsche MA, Cohen LG, Wassermann EM, Priori A, Lang N, Antal A, Paulus W, Hummel FC,
Boggio PS, Fregni F et al (2008) (2008) Transcranial direct current stimulation: state of the
art. Brain Stimul 1(3):206–223

Oliviero A, Strens LH, Di Lazzaro V, Tonali PA, Brown P (2003) Persistent effects of high
frequency repetitive TMS on the coupling between motor areas in the human. Exp Brain Res
149(1):107–113

Pascual-Leone A, Dhuna A, Roth BJ, Cohen L, Hallett M (1990) Risk of burns during rapid-rate
magnetic stimulation in presence of electrodes. Lancet 336(8724):1195–1196

Pascual-Leone A, Houser CM, Reese K, Shotland LI, Grafman J, Sato S, Valls-Sole J, Brasil-
Neto JP, Wassermann EM, Cohen LG et al (1993) Safety of rapid-rate transcranial magnetic
stimulation in normal volunteers. Electroencephalogr Clin Neurophysiol 89(2):120–130

Pascual-Leone A, Valls-Sole J, Wassermann EM, Hallett M (1994) Responses to rapid-rate
transcranial magnetic stimulation of the human motor cortex. Brain 117(Pt 4):847–858

Plewnia C, Rilk AJ, Soekadar SR, Arfeller C, Huber HS, Sauseng P, Hummel F, Gerloff C (2008)
Enhancement of long-range EEG coherence by synchronous bifocal transcranial magnetic
stimulation. Eur J Neurosci 27(6):1577–1583

Quartarone A, Bagnato S, Rizzo V, Morgante F, Sant’angelo A, Battaglia F, Messina C, Siebner
HR, Girlanda P (2005) Distinct changes in cortical and spinal excitability following high-
frequency repetitive TMS to the human motor cortex. Exp Brain Res 161(1):114–124

Ridding MC, Rothwell JC (2007) Is there a future for therapeutic use of transcranial magnetic
stimulation? Nat Rev Neurosci 8(7):559–567

Rossi S, Hallett M, Rossini PM, Pascual-Leone A, Safety of TMS consensus Group (2009)
Safety, ethical considerations, and application guidelines for the use of transcranial magnetic
stimulation in clinical practice and research. Clin Neurophysiol 120(12):2008–2039

Roth BJ, Pascual-Leone A, Cohen LG, Hallett M (1992) The heating of metal electrodes during rapid-rate
magnetic stimulation: a possible safety hazard. Electroencephalogr Clin Neurophysiol 85(2):116–123

Rothwell JC, Day BL, Thompson PD, Dick JP, Marsden CD (1987) Some experiences of techniques
for stimulation of the human cerebral motor cortex through the scalp. Neurosurgery 20(1):156–163

Ruzzoli M, Marzi CA, Miniussi C (2010) The neural mechanisms of the effects of transcranial
magnetic stimulation on perception. J Neurophysiol 103(6):2982–2989

Sack AT, Linden DE (2003) Combining transcranial magnetic stimulation and functional imaging
in cognitive brain research: possibilities and limitations. Brain Res Brain Res Rev 43(1):41–56

Sandrini M, Umilta C, Rusconi E (2010) The use of transcranial magnetic stimulation in
cognitive neuroscience: a new synthesis of methodological issues. Neurosci Biobehav Rev
35(3):516–536

108 C. Miniussi et al.



Schutter DJ, van Honk J (2006) An electrophysiological link between the cerebellum, cognition
and emotion: frontal theta EEG activity to single-pulse cerebellar TMS. Neuroimage 33(4):
1227–1231

Sekiguchi H, Takeuchi S, Kadota H, Kohno Y, Nakajima Y (2011) TMS-induced artifacts on
EEG can be reduced by rearrangement of the electrode’s lead wire before recording. Clin
Neurophysiol 122(5):984–990

Selimbeyoglu A, Parvizi J (2010) Electrical stimulation of the human brain: perceptual and
behavioral phenomena reported in the old and new literature. Front Hum Neurosci 4:46

Siebner HR, Bergmann TO, Bestmann S, Johansen-Berg H, Mochizuki H, Bohning DE, Boorman
ED, Groppa S, Miniussi C, Pascual-Leone A et al (2009) Consensus paper: combining
transcranial stimulation with neuroimaging. Brain Stimul 2(2):58–80

Silvanto J, Cowey A, Lavie N, Walsh V (2005) Striate cortex (V1) activity gates awareness of
motion. Nat Neurosci 8(2):143–144

Strens LH, Oliviero A, Bloem BR, Gerschlager W, Rothwell JC, Brown P (2002) The effects of
subthreshold 1 Hz repetitive TMS on cortico-cortical and interhemispheric coherence. Clin
Neurophysiol 113(8):1279–1285

Taylor PC, Nobre AC, Rushworth MF (2007a) FEF TMS affects visual cortical activity. Cereb
Cortex 17(2):391–399

Taylor PC, Nobre AC, Rushworth MF (2007b) Subsecond changes in top down control exerted
by human medial frontal cortex during conflict and action selection: a combined transcranial
magnetic stimulation electroencephalography study. J Neurosci 27(42):11343–11353

Taylor PC, Walsh V, Eimer M (2008) Combining TMS and EEG to study cognitive function and
cortico-cortico interactions. Behav Brain Res 191(2):141–147

Taylor PC, Walsh V, Eimer M (2010) The neural signature of phosphene perception. Hum Brain
Mapp 31(9):1408–1417

Thut G, Miniussi C (2009) New insights into rhythmic brain activity from TMS-EEG studies.
Trends Cogn Sci 13(4):182–189

Thut G, Northoff G, Ives JR, Kamitani Y, Pfennig A, Kampmann F, Schomer DL, Pascual-Leone
A (2003) Effects of single-pulse transcranial magnetic stimulation (TMS) on functional brain
activity: a combined event-related TMS and evoked potential study. Clin Neurophysiol
114(11):2071–2080

Thut G, Nietzel A, Pascual-Leone A (2005) Dorsal posterior parietal rTMS affects voluntary
orienting of visuospatial attention. Cereb Cortex 15(5):628–638

Thut G, Schyns PG, Gross J (2011a) Entrainment of perceptually relevant brain oscillations by
non-invasive rhythmic stimulation of the human brain. Front Psychol 2:170

Thut G, Veniero D, Romei V, Miniussi C, Schyns P, Gross J (2011b) Rhythmic TMS causes local
entrainment of natural oscillatory signatures. Curr Biol 21(14):1176–1185

Valero-Cabre A, Pascual-Leone A (2005) Impact of TMS on the primary motor cortex and
associated spinal systems. IEEE Eng Med Biol Mag 24(1):29–35

Valero-Cabre A, Rushmore RJ, Payne BR (2006) Low frequency transcranial magnetic
stimulation on the posterior parietal cortex induces visuotopically specific neglect-like
syndrome. Exp Brain Res 172(1):14–21

Veniero D, Bortoletto M, Miniussi C (2009) TMS-EEG co-registration: on TMS-induced artifact.
Clin Neurophysiol 120(7):1392–1399

Veniero D, Maioli C, Miniussi C (2010) Potentiation of short-latency cortical responses by high-
frequency repetitive transcranial magnetic stimulation. J Neurophysiol 104(3):1578–1588

Veniero D, Brignani D, Thut G, Miniussi C (2011) Alpha-generation as basic response-signature
to transcranial magnetic stimulation (TMS) targeting the human resting motor cortex: A TMS/
EEG co-registration study. Psychophysiology. doi:10.1111/j.1469-8986.2011.01218.x

Virtanen J, Ruohonen J, Naatanen R, Ilmoniemi RJ (1999) Instrumentation for the measurement
of electric brain responses to transcranial magnetic stimulation. Med Biol Eng Comput
37(3):322–326

Walsh V, Cowey A (2000) Transcranial magnetic stimulation and cognitive neuroscience. Nat
Rev Neurosci 1(1):73–79

5 Accessing Cortical Connectivity Using TMS: EEG Co-registration 109

http://dx.doi.org/10.1111/j.1469-8986.2011.01218.x


Wassermann EM, Epstein C, Ziemann U, Walsh V, Paus T, Lisanby S (2008) Handbook of
tanscranial stimulation. Oxford University press, Oxford, UK

Zanon M, Busan P, Monti F, Pizzolato G, Battaglini PP (2010) Cortical connections between
dorsal and ventral visual streams in humans: evidence by TMS/EEG co-registration. Brain
Topogr 22(4):307–317

110 C. Miniussi et al.



Chapter 6
Interactions Between Cortical Areas
During Skilled Grasp and Modulation
by Brain Stimulation

Cortico-Cortical Interactions During Grasp

Marco Davare

Abstract The hand is the principal organ through which we interact with our
environment. Skilled grasp is a sensorimotor process requiring the brain to
transform sensory information into a precise motor command. In the past decade,
functional neuroimaging has proved extremely useful in mapping the human motor
circuits involved in skilled hand movements. However, one major drawback of this
approach is that it could not determine the exact contribution of each individual
cortical area to precision grasping. Transcranial magnetic stimulation (TMS) can
be used to induce transient ‘virtual lesions’ of discrete brain areas in healthy
subjects while performing a motor task. As such, it is the only technique in humans
to probe whether a specific area is causally responsible for controlling the motor
task under investigation. Recent TMS studies have allowed us to determine the
specific contribution of distinct parietal and frontal areas to the control of both the
kinematics and dynamics of precision grasping. Moreover, although a large body
of the literature has focused on which brain areas either integrate the visual
object’s properties or control the motor output, it is still unclear how grasp-related
information is transferred from one area to another. Understanding of the inter-
actions between brain areas is crucial for the study of visuomotor transformations.
Recently, new advances have shown it is possible to study corticocortical inter-
actions during different task contexts. This sheds new light on how brain areas are
integrated in a dynamic network for controlling grasping actions.

M. Davare (&)
Sobell Department of Motor Neuroscience and Movement Disorders, UCL Institute of
Neurology, Queen Square, London, WC1N 3BG, UK
e-mail: m.davare@ucl.ac.uk

R. Chen and J. C. Rothwell (eds.), Cortical Connectivity,
DOI: 10.1007/978-3-642-32767-4_6, � Springer-Verlag Berlin Heidelberg 2012

111



6.1 Introduction

The special relationship we indubitably enjoy with the material universe is to a
very great extent the result of the special virtues of our hands (Tallis 2003). Fine
manipulative skills and precise tool use are a unique attribute of the human spe-
cies. Although some non-human primates are also able to perform sophisticated
hand movements, including the use of simple tools, the human manipulative
superiority arises most likely from the intimate interactions between motor skills
and higher cognitive functions. Skilled hand functions contribute to several aspects
of our daily life and are crucial for our technology, communication, culture and
social interaction. The loss of hand function is devastating. In a survey of quad-
riplegic patients, the regaining of arm and hand function was ranked as most
important (Anderson 2004).

Reaching out and grasping an object requires the processing of its precise
location with respect to our hand and the integration of the object’s intrinsic
properties such as its size and shape (Jeannerod et al. 1995; Castiello 2005). These
visual attributes have then to be transformed into an appropriate motor command
that will guide and shape our hand for efficient grasp of the object. In addition,
internal models related to object weight are learnt through previous motor expe-
rience and allow prediction of the actual fingertip forces required for lifting the
object (Flanagan and Wing 1997; Witney et al. 2000; Wolpert and Flanagan 2001;
Johansson and Flanagan 2009).

In the past decade, functional neuroimaging studies have reopened several
major questions in human motor neuroscience. One important issue is the neural
correlates of skilled hand movements and, particularly, of precision grasping.
Neuroimaging studies have shown that, in addition to the corticospinal system
(Lemon et al. 1995; Lemon 2008), precision grasping critically relies on an
extensive cortical network, including the dorsal (PMd) and ventral (PMv) pre-
motor cortex and the supplementary motor area (SMA) and a mosaic of areas
located in the intraparietal sulcus (IPS) (Binkofski et al. 1999; Ehrsson et al. 2000,
2001, 2003; Cavina-Pratesi et al. 2007, 2010). When using tools or manufactured
objects, the activated areas extend to the convexity of the inferior parietal lobule
(Chao and Martin 2000; Johnson-Frey et al. 2005; Culham and Valyear 2006).
Although it is sensible to assume that each motor-related area has a specific
contribution to precision grasping, neither functional imaging studies nor clinical
studies have allowed us to answer this question definitely. Transcranial magnetic
stimulation (TMS) can be used to induce transient ‘virtual lesions’ of discrete brain
areas in healthy subjects while performing a motor task (Sack 2006). As such, it is
the only technique in humans to probe whether a specific area is causally
responsible for controlling the motor task under investigation. Several recent TMS
studies have allowed us to determine how different parietal and frontal areas
contribute to the visuomotor transformations underlying skilled grasp.

The second important issue is the functional connectivity between areas of the
‘cortical grasping circuit’ (Grafton 2010; Davare et al. 2011). A better understanding of

112 M. Davare



functional interactions taking place in this cortical circuit will shed light on how
sensory information about the object properties is conveyed to the motor cortex and
transformed into a motor command. Recent studies provide new insights about how
grasp-related information is transferred between the parietofrontal network and the
primary motor cortex (M1) (Koch et al. 2006, 2007, 2008, 2010; Davare et al. 2008,
2009, 2010, 2011; Baumer et al. 2009). Finally, new findings suggest interactions
between the object recognition system in the ‘ventral’ occipito-temporal stream and
the system controlling goal-directed actions in the ‘dorsal’ occipito-parietal stream
(Verhagen et al. 2008; Cohen et al. 2009). It has been found that areas in the ventral
stream are involved in the control of delayed grasping (based on a memory of the
object). This suggests that while the dorsal stream may be sufficient to control the grasp
online, after a delay, information about the object’s intrinsic properties may
be recruited from ventral stream areas to control the grasp (Cohen et al. 2009). Ventral-
to-dorsal stream interactions could be important as a means of sharing the details of an
object’s properties in order to fine-tune the motor command for grasping it.

The present chapter offers an overview of recent studies which have shed light
on the neural correlates of skilled grasp and on the functional connectivity between
areas of the cortical grasping network.

6.2 Neural Correlates of Hand Shaping

When reaching for an object, one crucial step is to shape the hand according to an
object’s size, geometry, and orientation (Goodale et al. 1994; Jeannerod et al.
1995). Electrophysiological studies in monkeys (Murata et al. 1997, 2000; Raos
et al. 2006; Umilta et al. 2007) and functional neuroimaging studies in humans
(Binkofski et al. 1999; Frey et al. 2005; Begliomini et al. 2007; Grol et al. 2007;
Cavina-Pratesi et al. 2010) have shown that a cortical circuit consisting of the
anterior part of the IPS (AIP) connected to PMv is responsible for processing
visuospatial information about the object (Castiello 2005; Raos et al. 2006).
However, the exact contribution of AIP and PMv is still unclear and reversible
inactivation of these two areas in monkeys has failed to differentiate their role in
precision grasping (Gallese et al. 1994; Fogassi et al. 2001). Moreover, it is
noteworthy that recent evidence has questioned the existence of such a dorsolateral
‘grasping circuit’ purely dedicated to grasping movements (Grol et al. 2007;
Fattori et al. 2010).

Two recent TMS studies have investigated the role of AIP and PMv in humans
(Davare et al. 2006, 2007) by inducing a transient virtual lesion of either area in
healthy subjects performing a standard grip–lift task (Fig. 6.1). With the hand laid
relaxed on its ulnar edge and the thumb and index finger positioned 4 cm apart
from the manipulandum grip surfaces, subjects were instructed to grip the ma-
nipulandum and to lift it by applying the minimum force required to avoid slips
(Johansson and Westling 1984). An auditory GO signal was delivered at the
beginning of the trial. Virtual lesions were induced by using repetitive TMS
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(10 Hz, 5 pulses, 120 % of resting motor threshold [rMT]) triggered on the GO
signal. We showed that a bilateral lesion of AIP was necessary to alter the finger
positioning of either hand (Fig. 6.2d–e), suggesting that, in humans, both AIP
contribute critically to hand shaping, irrespective of the hand used (Davare et al.
2007). This finding is compatible with neuroimaging studies showing a bilateral
recruitment of AIP in tasks requiring unimanual movements (Binkofski et al.
1999; Ehrsson et al. 2000, 2001; Culham et al. 2003; Castiello 2005; Culham and
Valyear 2006), as already suggested by monkey experiments (Sakata et al. 1995).
Other recent TMS studies have also highlighted the role of AIP in controlling the
hand shaping ‘online’, when an error was detected during the hand transport, for
example when the object size or orientation was unexpectedly changed after
movement initiation (Glover et al. 2005; Tunik et al. 2005; Rice et al. 2006). This
indicates that AIP is not only involved in planning the hand shaping during
movement preparation, but has also a key role for online adjustments of the grasp
that are goal-dependent (Tunik et al. 2005; Rice et al. 2006).

In contrast to AIP, a unilateral lesion of either PMv was found sufficient to
impair selectively the shaping of the right dominant hand (Fig. 6.2a–c), indicating
that both PMv are necessary to perform visuomotor transformation of intrinsic
features of the object (Jeannerod et al. 1995; Castiello 2005), a finding consistent
with neuroimaging studies demonstrating a bilateral activation in both PMv when
subjects manipulate (Binkofski et al. 1999) or grasp an object (Ehrsson et al. 2000;
2001). Besides its contribution to hand shaping, PMv was also found to influence
the timing of the intrinsic hand muscle recruitment. However, we found that only
lesions of the left PMv altered the recruitment of intrinsic muscles of the right
hand, in accordance with monkey experiments showing that an inactivation of
PMv influences the timing of the agonist–antagonist muscle recruitment in the
contralateral hand (Matsumura et al. 1991). These results suggest that, at an early
stage of the movement preparation, both PMv are involved in the visuomotor
transformations leading to the appropriate hand shaping and that, once a given

Fig. 6.1 Manipulandum
used for the grip–lift task.
Subjects had to lift the
manipulandum between the
thumb and index finger, by
applying the minimum force
required to prevent slipping.
The manipulandum contained
two three-dimensional force–
torque sensors that allow
measuring the grip force (GF)
and load force (LF)
developed at each fingertip,
and the fingertip contact
positions on the graspable
4 cm diameter surface
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Fig. 6.2 Effect of TMS on the fingertip positioning. Side view of the manipulandum showing the
distribution of the fingertip positions for the thumb (black or blue circles) and the index finger
(white or red circles). The two graspable surfaces of the manipulandum were superimposed to
represent the thumb and index fingertip positions on the same graph. The subject’s hand came
from the right side of the figure. The ellipses represent the area in which 95 % of the fingertip
positions were found. a distribution of the thumb and index fingertip positions for 30 control trials
in one subject. Note that, the index finger contact points were always slightly further than those of
the thumb. b left PMv TMS increased significantly both the horizontal distance between the
thumb and index finger contact points and their variability. c similar effects, although less
pronounced, of right PMv TMS. d control condition for AIP virtual lesions. e effect of a bilateral
AIP TMS on finger positioning which led to a larger dispersion of fingertip positions on the
manipulandum
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hand is selected to perform the movement, only the contralateral PMv is involved
in implementing the grasp motor command.

In summary, it is reasonable to assume that AIP feeds PMv with visual infor-
mation about an object’s intrinsic properties, whereas PMv implements the motor
aspect of the grasp component. Recurrent feedback loops between PMv and AIP
allow further computation of any mismatch between the grasp conformation and
the object intrinsic properties if a change in object orientation occurs (Raos et al.
2006). This view is compatible with the high connection probability found
between PMv and AIP in humans (Tomassini et al. 2007) and with the fact that
grasping small objects led to an increase in the effective connectivity between
these two areas, probably because fine movements highly rely on online control
(Grol et al. 2007).

Finally, to determine more precisely the time course of the contribution of AIP
and PMv in the grip–lift task, we used paired-pulse TMS (5 ms interval, both
pulses at 120 % rMT) applied over PMv or AIP at five different delays after the
Go signal (50–250 or 0–200 for PMv and AIP, respectively). We showed that
during movement preparation, the contribution of AIP to hand shaping occurs
about 50 ms before that of PMv, supporting the classical view that AIP and PMv
interact serially at an early stage of movement preparation (Jeannerod et al. 1995;
Castiello 2005).

6.3 Neural Correlates of Grip Force Control

Another critical parameter that has to be controlled once the fingers made contact
with the object is the development of fingertip force. The so-called grip force has
to be precisely scaled in order to prevent the object from slipping or from being
damaged (Johansson and Westling 1988). Scaling the grip force according to the
weight and frictional properties of the objects is programmed anticipatorily, an
ability thought to rely on internal models (Flanagan and Wing 1997). Studies in
brain damaged patients indicate that lesions encompassing parts of the occipital
and parietal lobes alter the ability to anticipate the grip forces correctly (Nowak
et al. 2003) and patients with cerebellar lesions apply too high grip force, revealing
a strategy to compensate for their inappropriate grip force anticipation (Nowak
et al. 2002). These observations suggest that both the parietal cortex and cere-
bellum are critically involved in the implementation and the storage of the object’s
internal models. Neuroimaging studies have shown that both the cerebellum and
the SMA are involved in the grip force adjustment when the object weight changes
unpredictably (Bursztyn et al. 2006; Jenmalm et al. 2006), whereas intraparietal
areas are rather involved in monitoring the difference between the predicted and
the actual object weight, without implementing the corrective motor command
(Jenmalm et al. 2006).

In particular, it has been shown that virtual lesions of AIP led to an increase in
grip force (Davare et al. 2007) (Fig. 6.3), suggesting that the subjects
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overestimated the weight of the object, exactly as reported in experiments in which
the object is unexpectedly replaced by a lighter one (Johansson and Westling
1988). Interestingly, only a virtual lesion of the left, but not right, AIP produced
such an effect. Therefore, it is logical to assume that the left AIP is involved in the
implementation—or the retrieval—of object internal models (Flanagan and Wing
1997). Additionally, using the paired-pulse TMS paradigm described above, it has
been shown that this process is performed by AIP about 150 ms before the fingers
contact the object (Davare et al. 2007), namely 100 ms after AIP processed hand
shaping. This corroborates the view of Jenmalm and colleagues (2006) that IPS
areas monitor the mismatch between the anticipated and actual object weight in
order to update the internal model and, if required, to trigger a correction
(Jenmalm et al. 2006). In another study (Dafotakis et al. 2008), single pulse TMS
was delivered either over AIP or PMv at two different time points of the grasping
movement (movement onset or time of peak grasp aperture) while subjects had to
lift objects of two different weights, in random order. Dafotakis et al. found that
PMv had a causal role in predicting grip force when a sensorimotor memory from
the previous lift is used. Moreover, delivering TMS over AIP affected reactive
adjustments, but not prediction, of the grip force (Dafotakis et al. 2008), which is
in line with the view that AIP is involved in implementing motor corrections if
there is a mismatch between the predicted and the actual object weight (Jenmalm
et al. 2006). Finally, whereas PMv TMS effects were only observed at the late time
point, AIP TMS effects were found for both the early and late time points. The
sequential involvement of AIP and PMv in planning or adjusting grip forces
(Dafotakis et al. 2008) parallels the time course of AIP and PMv in controlling
hand shaping (Davare et al. 2006; 2007). Although interesting, further experiments
are still required to investigate whether AIP and PMv encode digit positioning and
force development in parallel.

As far as the timing of fingertip force development is concerned, we found that
left PMd virtual lesions delayed the recruitment of proximal muscles involved in
object lifting, leading to a late generation of the load force, and therefore to less
synchronised grip and lift movements (Davare et al. 2006). This suggests that PMd
may control the correct timing of the lifting phase with respect to the grasping
phase. It is known that PMd is involved in movement preparation when hand
movements are conditioned to either external cues (Schluter et al. 1998; Chouinard
et al. 2005) or internal cues, as in complex sequences of finger tapping (Haaland
et al. 2004). Because the lifting phase can only be initiated when finger positioning
is completed and when the grip force has reached an adequate level, our results are
compatible with a role of PMd in initiating the lifting phase, however, more likely
based on somatosensory signals than on visual or arbitrary cues (Johansson and
Westling 1984). Interestingly, our TMS studies (Davare et al. 2006; 2007) dem-
onstrate that the left hemispheric dominance not only concerns high-level pro-
cesses such as hand–tool interactions (De Renzi et al. 1980; Koski et al. 2002;
Culham and Valyear 2006; Daprati and Sirigu 2006), but also applies to more
elementary aspects of movements, such as the encoding of force when lifting an
object.
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6.4 What is Represented in the Different Components
of the Visuomotor Cortical Network for Skilled Grasp?

The classical model of the neural control of reaching and grasping movements
proposes that areas located in the antero-lateral portion of the IPS integrate grasp-
related information about an object whereas a more postero-medial region of the
IPS contributes to the planning of reaching movements towards the object. AIP
contains visual and visuomotor neurons that are activated by a particular type of
grasp (Sakata et al. 1995; Murata et al. 2000), while the medial IPS and area V6A
contain neurons associated with a particular direction of reach (Andersen and
Buneo 2002).

All these structures feature in modern views of the reach and grasp network
(Fig. 6.4; Grafton (2010)). In order to show grasp-related selectivity of neurons in
many component areas of the network, it has been necessary to test a wide range of
grasps (Murata et al 2000; Brochier et al. 2004; Umilta et al. 2007). This approach
first demonstrated that area F5, the rostral part of the ventral premotor cortex
(PMv) in the macaque monkey, contains visuomotor and motor neurons which are
selectively active while the animal is fixating and grasping objects of a particular
shape using a particular range of grasps (Murata et al. 1997; Raos et al. 2006;
Umilta et al. 2007). This kind of detailed study led to the concept of ‘canonical’

Fig. 6.3 Fingertip force recordings. a typical recording of fingertip forces in control conditions
illustrating the grip–lift synergy. Grip force (GF) is in red, lift force (LF) is in blue, and, shown
below is their first derivatives (same colour code). T0–T1, Preloading phase; T1–T2, loading
phases. b effect of left AIP virtual lesions. Both GF and GF rate overshot control values and the
preloading phase (T0–T1) increased significantly
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neurons in area F5 which are thought to form a motor repertoire of possible
grasping actions (Rizzolatti and Luppino 2001). Some recent findings challenge
the view that the reach and grasp components are processed independently. Fattori
et al. (2010) have recently reported neurons in V6A whose activity is modulated
by grasp type, and where the influence of visual inputs, reach activity and wrist
orientation could be excluded (Fattori et al. 2009, 2010). Thus, although the
classical view suggests that neurons in this area encode the direction of the arm
towards different spatial locations, these recent findings suggest that area V6A may
be involved in controlling both the reach and the grasp. There is also evidence of
grasp-specific activity from recordings in the dorsal premotor cortex (PMd/F2)
(Raos et al. 2004; Stark et al. 2007), even though this is traditionally part of the
dorsomedial reach-dominated network. Moreover, a grasp-specific representation
within PMd is predicted by its neuroanatomical connectivity, with heavy inter-
actions with digit representations in both PMv (F5) and M1 (Dum and Strick 2005;
Boudrias et al. 2010).

Of course, biomechanical constraints mean that the execution of a particular
type of grasp will be influenced by the position and orientation of the object in the
workspace, and it is of interest to know whether ‘grasp-related’ activity in clas-
sically grasp-dominated areas is in fact influenced by object orientation. In recent
papers, it was shown that wrist orientation can strongly influence grasp-related
activity in both AIP (Baumann et al. 2009) and F5 (Fluet et al. 2010). Moreover,
using TMS in humans, it has been found that the corticospinal excitability of
particular hand muscles is modulated by the shoulder position, suggesting a
flexible cortical drive to hand muscles depending on arm position (Dominici et al.
2005). In a task where the grip force has to be kept constant, the drive to both
intrinsic and extrinsic hand muscles is modulated by wrist orientation (Johnston
et al. 2010). Therefore, even if only the force generated by extrinsic hand muscles
is influenced by different wrist angles, it seems that the motor system controls both
intrinsic and extrinsic hand muscles as a synergistic group. Extending this notion
raises the idea that commands related to the transport component, and involving
proximal muscles, also influence the activity of distal muscles required for the
grasp.

In humans, functional imaging studies also show evidence that the control of
the reach and grasp components might not be independent. It has been found that
areas in the dorsomedial pathway (V6A and PMd) were strongly coupled during
grasping, in a similar fashion to the coupling of AIP and PMv in the dorsolateral
circuit (Grol et al. 2007). Interestingly, AIP and PMv were more coupled during
grasp of a small object (Grol et al. 2007). In addition, the AIP–PMv circuit
showed strong coupling with the lateral occipital complex (LOC) in conditions
where perceptual information about an object was critical to achieve an appro-
priate grasp (Verhagen et al. 2008). This suggests that the AIP–PMv circuit could
incorporate physical details originating from the ventral visual stream to fine-tune
the grasp.

To sum up, it would appear that the control of grasp relies on both the
dorsomedial and dorsolateral pathways. However, AIP seems to have a particular
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functional specialisation for grasp that is dependent on online visuomotor control.
PMd may be more concerned in coupling the grasp to other aspects of the
movement, such as reaching for the object (Cavina-Pratesi et al. 2010) or lifting it
after it has been grasped (Davare et al. 2006). Such a role could be supported by
the presence within PMd of both distal and proximal arm muscle representations
(Dum and Strick 2005; Boudrias et al. 2010).

Fig. 6.4 Anatomical connections of the cortical grasping network based on tract tracing in non-
human primates (adapted from Grafton 2010). Anatomical labelling is approximate. The anterior
intraparietal area (AIP) is a key node for processing grasp-related object properties. AIP is part of
the dorsolateral ‘grasping’ circuit (in red). It receives inputs from areas located in the dorsal
stream (inferior parietal lobule [PF, PFG, PG] and the lateral intraparietal area [LIP], in purple)
and from areas in the ventral stream (secondary somatosensory cortex [SII], infero-temporal
[TEa/TEm, TEp, TEo] and medio-superior temporal lobule [MST], in green). These inputs
provide AIP with real-time details about an object’s properties together with stored knowledge
about its identity. AIP makes reciprocal connections with ventral premotor area (PMv/F5) that in
turn is reciprocally connected to the primary motor cortex (M1) hand area. These AIP–F5–M1
interactions are grasp-specific and crucial for controlling visually guided grasp. The dorsomedial
‘reach-to-grasp’ circuit (in blue) involves area V6A. It is connected with the medial intraparietal
area (MIP), LIP, PG, MST, mesial parietal areas (PEc and PGm) and the dorsal premotor cortex
(PMd, PMdr)
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6.5 Transfer of Grasp-Related Information Between Areas
of the Cortical Grasping Circuit

The characteristic properties of a given component of the cortical network are not
intrinsic to that area but arise from its specific connections with other members of
the network. Because of their particular role in controlling grasping movements,
the interactions between AIP, PMv and M1 have been the subject of recent
intensive research. AIP and PMv are reciprocally connected and receive inputs
from the ventral visual stream areas, including the lower bank of the superior

Fig. 6.5 a TMS sites in the double-coil TMS paradigm. Schematic view of the coil positions in
the M1–M1 and the PMv–M1 conditions. Location of the TMS sites as given by the
neuronavigation: PMv is shown in blue (mean MNI coordinates: -58, 13, 19), M1 in red (mean
coordinates: -38, -23, 60). The ellipses illustrate the 95 % confidence interval centred over the
mean calculated for all subjects (n = 7). b PMv–M1 interactions at rest. Relative amplitude of
MEPs recorded from the first dorsal interosseous (1DI) muscle at rest. The blue squares (PMv–
M1 condition) represent MEP amplitudes resulting from a suprathreshold test (T) stimulus
applied over M1 preceded by a subthreshold conditioning (C) stimulus applied over PMv at
different intervals (X-axis). A significant suppression was found at both the 6 and 8 ms C–T
intervals. Red diamonds show MEP amplitude recorded during the M1–M1 condition. The error
bars show 1 S.D. c PMv–M1 interactions during grasp. Relative amplitude of MEPs recorded
from the 1DI during a 10 % maximum voluntary contraction either during a precision grip (red)
or a power grip (blue). During a precision grip, the resting PMv–M1 inhibition turned into
facilitation at both the 6 and 8 ms C–T intervals, whereas, during a power grip this inhibition was
cancelled
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temporal sulcus in the region of areas TEa/TEm and the middle temporal gyrus
(Borra et al. 2008), and the second somatosensory area (SII). Rapid access by the
AIP–PMv circuit to object identity information stored in the ventral stream could
be critical to fine-tune the grasp, so that it is appropriate for a particular object.

Previous sections in this chapter have concluded that PMv has a pivotal role in
controlling hand shaping. However, it is still unclear how information about the
grasp processed in PMv gives rise to appropriate motor commands for transmis-
sion to spinal motoneurones innervating hand muscles. Although the role of PMv
in precision grasping is well established, in monkeys this cortical area surprisingly
sends relatively few direct projections to the cervical enlargement (Dum and Strick
1991; He et al. 1993; Dum and Strick 2005). Therefore, it has been suggested that
PMv contributes to the control of hand shaping through its corticocortical con-
nections with M1 (Cerri et al. 2003; Shimazu et al. 2004). This view has been
corroborated by the finding that, in monkeys, F5 stimulation facilitates descending
corticospinal volleys from M1, an effect that is abolished by reversible inactivation
of M1 (Shimazu et al. 2004). Finally, it is well known that intracortical stimulation
of F5 evokes characteristic digit movements; these movements are also abolished
by reversible inactivation of M1 (Schmidlin et al. 2008).

In humans, little is known about the nature of PMv–M1 connections at rest and
about the possible modulation of these interactions during different types of grasp
(prevision grip vs power grip). In the first study, we used TMS in a double-coil
protocol to address this issue: TMS was applied over M1 either in isolation
(intensity of 120 % rMT) or after a conditioning stimulus (80 % rMT) delivered, at
different delays (ranging between 1–15 ms), over the ipsilateral PMv (Davare et al.
2008). We found that, at rest, PMv exerted a net inhibitory influence on M1
whereas, during power grip, this inhibition disappeared and was converted into a
net facilitation during precision grip (Fig. 6.5). The fact that PMv–M1 interactions
are selectively modulated during specific types of grasp provided further evidence
that these connections play an important role in control of the hand (Davare et al.
2008). In the second study, we further investigated the functional connectivity
between PMv and M1 during grasp of a series of real objects randomly presented

cFig. 6.6 a Coil orientations and location of the TMS sites as given by neuronavigation; the ventral
premotor (PMv) (-56, 13, 18) is shown in blue, the primary motor cortex (M1) (-34, -25, 57) in
red, the anterior intraparietal area (AIP) (-43, -39, 46) in green, and the control theta-burst TMS
(cTBS) site in yellow (n = 9). b Experimental task: subjects had to grasp objects at their own pace
using either a precision grip between the index and thumb or a whole-hand grasp. A turntable
randomly presented the objects 30 cm in front of the subject’s hand pad. A screen, made from
switchable transparent glass, was positioned between the subject and the turntable to allow precise
timing of object presentation. c Effect of AIP cTBS on PMv–M1 interactions. Relative amplitude of
motor-evoked potentials (MEPs) recorded from the 1DI and abductor digiti minimi (ADM) muscles
when preparing to grasp either the pen or the disc (left: before cTBS; right: after cTBS). Y-axis
values represent the relative MEP amplitudes resulting from a suprathreshold test (T) stimulus
applied over M1 preceded by a subthreshold conditioning (C) stimulus applied over PMv at
different C–T intervals (x-axis). Note that, the facilitation of the 1DI when grasping the pen and of
the ADM when grasping the disc (*p \ 0.05) decreased following cTBS (**p \ 0.05)
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by a carousel and requiring either a precision grip or a whole-hand grasp (Davare
et al. 2009). This study showed that, while subjects prepared to grasp, delivering a
conditioning PMv pulse 6 or 8 ms before a test pulse over M1 strikingly facilitated
motor-evoked potentials (MEPs) in the specific muscles that were used in the
upcoming grasp (Fig. 6.6). This degree of facilitation correlated with the amount
of muscle activity used later in the trial to grasp the objects. These results suggest
that during grasp preparation PMv–M1 interactions are muscle-specific. PMv
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appears to process the object geometrical properties relevant for the upcoming
grasp, and transmits this information to M1, which in turn generates a motor
command appropriate for the grasp.

While these two studies investigated the functional connectivity between PMv
and M1, it still remains to elucidate the causal contribution of AIP to the PMv–M1
connectivity. In the third set of experiments (Davare et al. 2010), we developed a
new technique of double-coil TMS combined with repetitive TMS to explore how
information about an object to be grasped is transferred within the human AIP–
PMv–M1 circuit. We investigated the consequences of AIP virtual lesions on
PMv–M1 interactions at rest or during preparation to grasp objects with either a
precision grip or a whole-hand grasp. PMv–M1 connectivity was probed by a
double-coil TMS paradigm before and after continuous theta-burst TMS (cTBS)
(Huang et al. 2005) was applied over AIP. At rest, AIP virtual lesions did not
modify PMv–M1 interactions. In contrast, the usual muscle-specific PMv–M1
interactions that appeared during grasp preparation were significantly reduced
following AIP cTBS without directly modifying corticospinal excitability
(Fig. 6.6). Behaviourally, disruption of AIP was also associated with a relative loss
of the grasp-specific pattern of digit muscle activity. These findings suggest that
grasp-related and muscle-specific PMv–M1 interactions are driven by information
about object properties provided by AIP. These results are important because they
established that there is a causal transfer of information about object properties
between AIP and PMv. In addition, this is a specific example of the more general
effects of disrupting function in one part of a complex system on activation in
remote areas. It extends previous work in the field (Bestmann et al. 2003, 2008a,
2008b) by employing direct electrophysiological measures of functional connec-
tivity between remote areas to test how these change after a virtual lesion of a third
area. This is important because it shows that movement deficits following dis-
ruption of a cortical area ‘A’ could result not from area A itself, but instead from
an effect of that area on distant areas B or C or even on their respective interac-
tions. Because a large frontoparietal network of areas is involved in the perfor-
mance of hand movements (Castiello 2005; Grafton 2010; Davare et al. 2011), it
could be that transient interference of one of these areas would yield interregional
changes in connectivity within the cortical circuit.

Due to the reciprocal nature of AIP–PMv connections (Rizzolatti and Luppino
2001; Borra et al. 2008), it is possible that ‘canonical’ neurons in PMv acquire
their grasp-selective properties through rapid recurrent feedback loops between
PMv and AIP (Fig. 6.7). Moreover, if the motor command has to be updated, these
recurrent loops would allow AIP to inform the motor output online, depending on
the object’s new properties. Indeed, Buch et al. (2010) found that the right PMv–
left M1 interactions could mediate information about how to adjust the grasp as
soon as 75 ms after the object changed (Buch et al. 2010).

Another double-coil TMS study, carried out in resting volunteers, found that the
intensity of the PMv conditioning stimulus modified its effect on the corticospinal
excitability tested from M1 (Baumer et al. 2006). The recruitment of different
PMv–M1 pathways by different TMS intensities might be influenced by the grasp
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context, bringing into play different neural populations involved in the task.
Because the grasp-related information is represented in the PMv canonical neu-
rons, a model of connectivity between PMv and M1 has been proposed in which
the canonical neurons define a particular motor prototype by controlling the bal-
ance of inhibition/facilitation to complex muscle representations in M1 (Fig. 6.7).
These representations are now known to be complex and overlapping in nature,
with multiple representation of a given muscle that probably underpins the huge
repertoire of human grasping actions (Schieber 2002; Rathelot and Strick 2006,
2009). Interestingly, mechanisms of surround inhibition might be responsible for
selecting one type of action within the motor repertoire in M1 and it is possible
that PMv inhibitory inputs to M1 contribute to these mechanisms. Recently, it has
been shown that in patients with focal hand dystonia, PMv–M1 interactions are
abolished (Houdayer et al. 2012). Because one of the main features of dystonia
pathophysiology is the loss of cortical inhibition, it is reasonable to assume that
abnormal PMv inputs to M1 are at least partly involved in the pathophysiology of
dystonia.

Using the double-coil TMS paradigm, it is also possible to investigate the time
course of a particular corticocortical interaction during movement planning. Koch
et al. (2010) tested interactions between anterior and caudal regions of the IPS with

Fig. 6.7 Schematic model of connectivity between AIP, PMv and M1. PMv is connected with
M1 corticospinal neurons (CSN; black pyramids) via indirect inhibitory (red) and facilitatory
(blue) pathways (late I-wave pathways). The PMv output neurons (orange pyramids) giving rise
to these pathways receive inhibitory and facilitatory connections from canonical neurons in PMv
(orange diamond). Object-related neurons in AIP (green diamond) make facilitatory projections
to canonical neurons in PMv. At rest, conditioning TMS over PMv reveals net inhibitory PMv–
M1 interactions. When grasping the disc, the corresponding object-related neurons in AIP
increase their firing rate, which facilitates in turn the appropriate canonical neurons in PMv. In
this example, activation of the PMv canonical cell yields facilitation of the ADM muscle
representation by down-regulating PMv–M1 inhibitory connections and up-regulating facilitatory
PMv–M1 connections
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M1 when grasping objects in central or peripheral space. They found that the
caudal part of IPS interacted with M1 early during the preparation of movements
requiring a whole-hand grasp in the peripheral space. In contrast, the anterior
portion of IPS interacted with M1 at a later stage and only for a precision grip,
irrespective of object location (Koch et al. 2010). The pathways mediating these
interactions are not obvious, since there are no known direct projections from the
caudal IPS to M1.

Although most studies in this section examined brain connectivity during grasp
of objects of different shapes, a recent study investigated the consequences of
repetitive TMS applied over the left PMd on (1) the anticipatory coding of grip
force when lifting objects of different weights and (2) its connectivity with M1,
probed by measuring corticospinal excitability (van Nuenen et al. 2012). Subjects
were asked to lift an object after a go-cue. An additional pre-cue correctly pre-
dicted the weight in 75 % of the cases. As expected, when the cues were incon-
gruent, the grip force showed a systematic undershoot when the pre-cue prompted
the preparation of a light lift. Conversely, there was a grip force overshoot if the
pre-cue indicated a heavy lift. Using fMRI, the authors found that preparatory
activity in the left PMd could predict the grip force undershoot but not overshoot.
cTBS applied over the left PMd abolished the grip force undershoot, decreased
corticospinal excitability and disrupted the relationship between PMd preparatory
activity and the grip force. This suggests that PMd has a causal role in downscaling
the grip force and reveals an inhibitory role of PMd in anticipatory grip force
control during object lifting. New dual-site TMS paradigms have been used to
probe the connectivity between PMd and the ipsilateral M1 using special coils
(Groppa et al. 2012). At rest, PMd–M1 interactions revealed short-latency facili-
tation (1.2 ms), which was still present during a two-choice reaction time task but
only when probing PMd–M1 interactions 125 ms after cue presentation. So far, it
is difficult to interpret this short-latency PMd–M1 facilitation together with
inhibitory effect of PMd on the grip force. Further experiments will be required to
investigate PMd interactions with the cortical grasping circuit mediating predictive
control of grip force.

6.6 Conclusions

This chapter has highlighted the growing knowledge and complexity of the cortical
grasping network, and this undoubtedly reflects the biomechanical complexity of
the reach-to-grasp action. Our understanding of the cortical grasping network
continues to depend upon knowledge combined from the different experimental
approaches possible in humans and non-human primates. The interrogation of the
status of the connections within the grasping network is throwing new light on its
operations, and is especially suited for determining the temporal evolution of
activity within the network. Indeed, we should conclude by emphasising that this
network operates on a very fast timescale. The evidence is that visual information
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about an object can be incorporated into the selected grasping action in around
100–150 ms (Prabhu et al. 2007; Loh et al. 2010): objects therefore ‘prime’ likely
motor responses without a great deal of preprocessing. This fast timescale is a
challenge for fMRI studies, because although grasp- or reach-specific changes in
BOLD will be detected, it is important to know that these changes actually reflect
fast processing within the visuomotor circuits. Finally, there is also evidence that a
different network, involving areas of the ventral stream, operates when memory-
based information is used to guide the grasp (Kroliczak et al. 2007; Cohen et al.
2009).
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Chapter 7
Modulation of Functional Connectivity
with Transcranial Direct Current
Stimulation

Rafael Polanía, Michael A. Nitsche and Walter Paulus

Abstract Transcranial direct current stimulation (tDCS) is a noninvasive brain
stimulation tool suited to alter cortical excitability and activity via application of
direct currents. The long-lasting synaptic modifications induced by this stimulation
technique have been shown to result in behavioral functional improvements. This
might be related to tDCS-induced modulations of associations among populations
of neurons which improve the functional connectivity between local and segre-
gated cortical areas involved in the respective functional networks. In this chapter,
we describe the effects of tDCS-induced neuroplasticity on human brain functional
networks at the large-scale level, and how different functional connectivity tech-
niques might be used to track for such induced alterations.

7.1 Introduction

The brain’s ability to constantly reorganize itself by forming new neural con-
nections during development and in response to environmental stimuli or brain
injuries is called neuroplasticity. From a general point of view, this process works
in a pruning-like way, where inefficient or infrequently activated synaptic con-
nections are weakened or eliminated, while highly routed information paths are
preserved or strengthened (Citri and Malenka 2008; Malenka and Bear 2004). In
the last decade, tDCS has been reintroduced as a noninvasive brain stimulation
tool suited to alter cortical excitability and activity via the application of weak
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direct currents (Nitsche et al. 2007, 2003a; Nitsche and Paulus 2000, 2001). This
technique offers the possibility of noninvasively inducing reversible long-term
plastic alterations in vivo, thus allowing us to study these phenomena in humans.
In addition to the physiological effects, tDCS has been shown to modulate plas-
ticity-related functions, such as motor learning, visuo-motor coordination, mem-
ory, nondominant hand function (Antal et al. 2004a, b; Boggio et al. 2006;
Marshall et al. 2006; Nitsche et al. 2003b), and improve motor function in stroke
patients, among others (Fregni et al. 2005; Hummel et al. 2005; Jo et al. 2009).
However, the effects underlying tDCS-induced modulations in the human brain,
which are afterward reflected in modulations of behavior, remain incompletely
understood.

The human brain has been shown to exhibit functional interconnection patterns
linking whole brain regions, cell populations, and individual cortical neurons
(Salin and Bullier 1995). Further analysis provides evidence that such intercon-
nection patterns are neither completely regular nor completely random, thus
reflecting an integration of both localized and segregated information processing
(Sporns and Zwi 2004; Strogatz 2001). Additionally, such organization at both
microscopic and large-scale level was demonstrated to present a highly efficient
information transfer with nearly minimal wiring costs (Achard and Bullmore
2007). Electrophysiological and neuroimaging methods such as electroencepha-
lography (EEG) and functional magnetic resonance imaging (fMRI) have been
used as tools to noninvasively acquire information regarding the neural activity of
the brain with their respective spatial–temporal advantages and disadvantages. In
the last decade, these methods have been used as powerful tools to study the
architecture of human brain functional networks at the large scale level.

One important aspect of the tDCS-induced functional effects might be a
modulation of learning-related synaptic connections. Hereby, tDCS-induced
effects might modulate functional connectivity between segregated cortical areas
in the task under study. Hence, the use of methods such as EEG and fMRI
combined with noninvasive brain stimulation might be an appropriate starting
point to elucidate the impact of tDCS-induced neuroplasticity on human brain
functional networks. The following section provides insights on how different
functional connectivity methods can be used to track for tDCS-induced neuro-
plastic alterations in the human brain.

7.2 Functional Connectivity

The human brain can be conceptualized as a set of elements (e.g. neuronal
populations) that spatially and temporally interact with each other, i.e. a functional
network. These functional networks present several major organizational princi-
ples which can be summarized by the following two points: First, a vast number of
GABAergic connections at the local/neighbor level intrinsically organize center-
surround functional units that can influence discrete action primitives at a lower
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level (Kujirai et al. 1993). And second, glutamatergic projections to more distal
targets (e.g. via trans-callosal or intracortical fibers) conglomerate these
GABAergically controlled functional units into larger cooperative groups and
organize action primitives into more complex networks (Fox and Raichle 2007; Fox
et al. 2005, 2007). Hence, brain networks can be abstracted at three different levels:

1. The micro-scale level, which is the level of individual cells and synapses
2. The level of neuronal populations or meso-scale level
3. The level of interanatomically connected regions or large-scale level

Noninvasive electrophysiological and neuroimaging methods such as EEG and
fMRI allow to study human functional networks at the meso- and large-scale level.
EEG has a relatively poor spatial resolution (few tenths up to *300 of recording
channels can be placed over the whole scalp), however it allows to record neural
activity at a high temporal resolution (milliseconds), thus allowing the study of
brain rhythms at specific frequency bands. On the other hand, fMRI has a low
temporal resolution (in the order of seconds); however, it allows to study the
hemodynamic activity of neural populations, which is often correlated with neu-
ronal activity (Crone et al. 2006; Logothetis 2002) at a finer resolution (milli-
meters). Thus, both methods are used to study the influence of tDCS on different
aspects of functional networks in a noninvasive way. In the following subsections,
we introduce several methods that have been used to study tDCS-induced mod-
ulations of brain functional connectivity using neuroimaging.

7.2.1 Seed Connectivity Analysis

Functional connectivity of the spontaneous cerebral activity measured by BOLD-
fMRI has enhanced our understanding of the human brain functional architecture.
Analysis with resting state fMRI (rs-fMRI) shows consistent large-scale patterns of
coherent signals which correlate with the underlying structural and functional
anatomy of brain regions related to task performance (see an example in Fig. 7.1).

Hence, a priori selection of a region of interest (ROI) may allow the study of the
functional architecture and its modulation, e.g. by brain stimulation techniques, of a
given cerebral area. In a recent study by Polania et al. (2011), an a priori selection of
ROIs belonging to different striatal and thalamic regions was performed, and
afterward independent seed functional connectivity analyses for each of the ROIs
were carried out in order to track for possible cortico-subcortical functional modu-
lations. The results of this study show that excitatory anodal stimulation over M1
induces a modulation of the cortico-striato-thalamo-cortical functional motor circuit
by increasing the functional coupling between the ipsilateral stimulated M1 and
thalamus (Fig. 7.2a), accompanied by a reduction offunctional coupling between the
striatum and key elements of the default mode network (which is a network that that
reduces its activity during task performance) (Fig. 7.2b). The connectivity reduction
of elements belonging to the default mode network might be caused by the
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stimulation-induced motor-loop activation, which presumably mimics cerebral
correlates of motor behavior to some extent. Interestingly, a recent study by
Benninger et al. (2010) shows that anodal tDCS applied over M1 improves gait and
bradykinesia in patients suffering from Parkinson’s disease. The investigators
hypothesized that thalamic activity could be theoretically modulated by cortical
stimulation. Indeed, our results suggest that there seems to be a connectivity-driven
alteration of thalamo-cortical activity caused by tDCS over the primary motor cortex,
being in favor for connectivity-driven indirect effects of tDCS on thalamic functions.
Thus, with the results of Polania and colleagues (2011) it can be suggested that
excitatory anodal stimulation over M1 induces a general activation of motor task-
related cortico-subcortical related functional networks.

7.2.2 Independent Component Analysis

The most common way to explore changes or modulations of the functional
architecture of brain networks by aid of rs-FMRI in a model-free way (i.e. no
a priori assumptions are required like in seed connectivity analysis) is independent
component analysis (ICA). Using this technique, the maximally statistically
independent, non-Gaussian components from fMRI data are detected by opti-
mizing a measure of non-Gaussianity in the estimated brain maps. Using this
technique, recent studies have demonstrated that resting state networks (compo-
nents) are modulated after implicit motor learning and memory consolidation tasks
(Albert et al. 2009a, b). However, no published tDCS studies have made use of this
technique to investigate tDCS-induced modulations of functional networks. A
disadvantage of this approach is, however, that the analysis is spatially restricted to
the functional networks identified by ICA. This means that if a tDCS-induced

Fig. 7.1 Shown is the functional connectivity analysis of rs-FMRI data using the left (a) and
right (b) putamen as seed ROI. Activations (hot colors) represent regions where activity highly
correlates with the putamen. As expected, prefrontal, temporal, and motor-related cortical areas
appear to be highly synchronized with the putamen. Notice the lateralization of the activations
when left or right putamen is used as seed ROI
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modulation takes place in networks not previously identified by ICA, the
respective tDCS-induced alterations might not be observed by the use of this
technique. One way to cope with this problem is the use of graph theory.

7.2.3 Graph Theory

In the last decade, characterization of human brain functional networks has taken
increasingly advantage from graph theory as mathematical approach (Bullmore and
Sporns 2009; Bullmore and Bassett 2011). A graph is defined as the abstract repre-
sentation of a network consisting of a set of elements (vertices or nodes) linked by a
set of connections (edges). In EEG studies, each node is represented by a recording
electrode and in fMRI studies nodes are represented by the mean BOLD activity of a
region or a single voxel. The edges represent functionally connected brain regions
which are identified by correlation methods (either linear or non-linear). The first step
to build a brain functional network is to calculate the correlation measure between all
pair-wise combinations of the functional time-series of the graph nodes, thus
resulting in a N � N synchronization matrix. Then, for each M a connectivity graph
G is formed consisting of N nodes and a set of undirected edges E (functional con-
nectivity) by applying a correlation threshold T to M:

eij ¼
1 if Mij [ T
0 otherwise

�

Fig. 7.2 After anodal stimulation was applied over the left primary motor cortex, the left
thalamus (green region in panel a) significantly increased the functional coupling with its
ipsilateral motor and premotor cortex (hot colors in panel a). Interestingly, the functional
coupling between left caudate nucleus (green region panel b) and left posterior cingulated cortex
significantly decreased (cold colors panel b)

7 Modulation of Functional Connectivity with Transcranial Direct Current Stimulation 137



Hence, if the correlation values between a pair of nodes (EEG channel or gray
matter voxel for fMRI) i and j is greater than the given value T, an edge is said to
exist. Simplified examples on how to build graphs from EEG and fMRI functional
data are depicted in Fig. 7.3

Once the graph is built, different parameters can be defined to characterize the
architecture of a graph. Here, we mention some few basic parameters that may be
used to characterize graph architecture:

• Connectivity degree. Number of edges per node. The average of the connectivity
degree of every node in the graph is defined as the mean connectivity degree.

• Distance. The distance d(i, j) between two nodes i and j is defined as the
minimum number of edges required to go from one node to the other.

• Characteristic path length. The nodal characteristic path length Li of a given
node I can be defined in the following way:

Li ¼

PN
j¼1; i 6¼j

dði; jÞ

N � 1

The mean of all shortest distances connecting all pair of nodes in a graph is defined
as the characteristic path length L. The smaller this value is, the more efficient is
the network communication.

Fig. 7.3 Simplified illustration of the generation of graph based on the functional information of
EEG and fMRI recordings. a EEG-epochs are first band-pass filtered in the frequency band of
interest. Then the synchronization index of all pair-wise combinations of all EEG channels are
calculated, and ‘‘stored’’ in a synchronization matrix. A threshold is set to this matrix and the
pairs of channels showing suprathreshold correlations are said to be connected. b Graphs based
on fMRI data are built in a similar way. The main difference is that the nodes are the gray matter
voxels containing BOLD-fMRI time courses. The typical number of gray matter voxels in a
human brain at a 3 mm3 resolution is *16000
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• Clustering coefficient. The nodal clustering coefficient Ci can be defined in the
following way

Ci ¼
#edges in Ĝi

1
2 kiðki � 1Þ

where Gi is the subgraph formed by the node i and its direct neighbors. The
clustering coefficient C is defined as the mean of all Ci. This parameter provides
information regarding the efficacy of the local connectedness of a network.

In this chapter, we restrict to these four basic parameters. Additional infor-
mation regarding graph theory applied to neuroscience can be found elsewhere
(Bullmore and Sporns 2009; Bullmore and Bassett 2011; Sporns et al. 2004;
Sporns and Zwi 2004; Stam 2010; Stam and Reijneveld 2007). In the following
section, it is shown how graph theory can be used to track for neuroplastic
alterations induced by tDCS by means of EEG and fMRI.

7.3 Tracking for tDCS-Induced Modulations
Using Graph Theory

In a recent study, Polania and colleagues (2011b) used EEG recordings during the
performance of simple voluntary hand movements to evaluate the impact of excitatory
anodal tDCS over the primary motor cortex (M1) on functional cortical networks. The
authors found a remarkable increase in synchronization of regions involved in motor
task performance only in the high-gamma frequency band (60–90 Hz). This finding is
interesting considering that high-gamma oscillations have demonstrated to be induced
during motor and sensorimotor processes in task-related brain regions (Omlor et al.
2007; Schoffelen et al. 2005). In further accordance, recordings with electrocortico-
grams have shown voluntary movement-related increases in motor and premotor areas
(Brovelli et al. 2005) which were confirmed by noninvasive recordings (EEG and
MEG) (Tecchio et al. 2008; Waldert et al. 2008). Thus, it can be speculated that a tDCS-
induced increase of functional synchronization is an important aspect for the beneficial
effects of anodal tDCS on implicit and explicit motor learning (Nitsche et al. 2003b;
Reis et al. 2009), motor training effects and nondominant hand function in humans
(Boggio et al. 2006), together with recovery of hand function in stroke patients (Boggio
et al. 2007; Grefkes and Fink 2011; Hummel et al. 2005; Hummel and Cohen 2005).
Altogether, we hypothesize that the excitability increase induced by anodal stimulation
over the primary motor cortex (Nitsche and Paulus 2000, 2001) might be related to an
enhancement in the strengthening of dynamical task-related synaptic connections.
These strengthened connections over the anodal-stimulated region appear to be spe-
cifically related to a topological functional reorganization in the frequency band of the
task under study. Further studies are required to confirm this hypothesis (Fig. 7.4).
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In a subsequent study, Polania and colleagues attempted to track for tDCS-induced
neuroplastic alterations by studying changes in the functional architecture of networks
based on resting state BOLD-fMRI (Polania et al. 2011b). The authors acquired resting
state fMRI data sets in healthy volunteers before and after the application of anodal
tDCS over M1, placing the reference electrode over the contralateral orbit. Undirected
graphs were built at the voxel resolution level (i.e. each gray matter voxel represented a
node) and the nodal connectivity degree and minimum path length were compared in a
normalized brain before and after the application of tDCS. The results revealed a
decrease of the long distance topological functional connections between the left M/S1
and the rest of the brain, i.e. the minimum path length significantly increased in the left
M/S1. This finding is interesting, considering that the primary mechanisms for anodal
tDCS-induced excitability is subthreshold membrane depolarization, resulting in an
increase of the spontaneous activity of the stimulated region (Bindman et al. 1964;
Purpura and McMurtry 1965). Thus it was speculated that the local increase of

Fig. 7.4 64 channel EEG recordings were acquired during simple right-hand finger tapping before
and after the application of 10 min anodal tDCS (red) over the left primary motor cortex.
Synchronization matrices were calculated (using the synchronization likelihood as a synchronization
index (Stam and Dijk 2002)) and transformed to undirected graphs thresholded at a mean connectivity
degree K = 10 (Polania et al. 2011a). a After the end of stimulation, functional connectivity
significantly increased in the left hemisphere in the high-gamma band (60–90 Hz). b Number of inter-
and intra-hemispheric connections were quantified and compared before and after real and sham
stimulation. The number of left intrahemispheric connections increases significantly in the left
hemisphere, whereas the number of inter-hemispheric connections significantly decreases after the
application of tDCS in the high-gamma band during right-hand finger tapping

140 R. Polanía et al.



spontaneous activity decreases the signal to noise ratio, and consequently decreases
synchronization of the stimulated area with long-distance functional connected brain
regions. When a seed connectivity analysis was carried out using the left M/S1 as seed
ROI, ipsilateral motor performance-related cortical areas (premotor, motor and
superior parietal areas) showed enhanced connectivity with the seed region (as com-
pared to the situation before tDCS), which might mimic task-related activation, thus
resulting in a decoupling of sparse distant functional connected regions—a decrease in
functional connectivity between left M/S1 region and contralateral cortical areas was
observed following tDCS. It is important to notice that the graph theoretical analysis
was solely based on resting state fMRI measurements.

The results of the studies presented in this section indicate that tDCS-induced
neuroplastic alterations might be related to changes in functional connectivity.
Moreover, we have shown that graph theory might be a powerful approach to track
for stimulation-induced functional alterations in the human brain. Nevertheless, we
believe that this technique should be accompanied with seed connectivity analysis,
and ICA to gain more information about the functional state of the brain.

7.4 Conclusions and Future Work

Taken together, the results of the above-mentioned studies show that long-lasting
synaptic modifications induced by tDCS, which result in behavioral improvements,
might include an alteration of associations among populations of neurons involved in
the respective task-relevant functional networks. So far, the influence of tDCS applied
over M1 on functional connectivity was studied during rest and the performance of
simple motor tasks. However, when tDCS is applied over M1 during task performance,
it has been shown to improve implicit and explicit motor learning (Nitsche et al. 2003b;
Reis et al. 2009) and when applied to other cortical areas e.g. dorso-lateral-prefrontal-
cortex (DLPFC) it has been shown to modulate working-memory task performance
(Fregni et al. 2005) and decision making (Fecteau et al. 2007; Hecht et al. 2010). Thus it
is tempting to speculate that tDCS-induced changes of functional connectivity are
causally related to alterations of cognitive functions generated by this stimulation. This
should be explored to a larger degree in future studies. Combining cognitive task
performance with tDCS and EEG/fMRI-based functional connectivity analysis might
be a promising approach. Apart from the presumed interactions in healthy humans, this
might also be important with regard to the clinical application of tDCS.

In clinical studies using graph theory, a functional connectivity loss has been
described in patients suffering from stroke, Alzheimer’s disease (AD), and mul-
tiple sclerosis (MS) (Helekar et al. 2010; Jelsone-Swain et al. 2010; Stam et al.
2007; Westlake and Nagarajan 2011). Interestingly, application of tDCS:

• over M1 enhances motor function in stroke patients (Hummel et al. 2005)
• over temporal cortex enhances working memory in AD (Boggio et al. 2009)
• over M1 modulates pain (Mori et al. 2010; Antal et al. 2010).
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Thus in future studies it should be explored whether tDCS would modulate func-
tional connectivity and induce synchronization changes in diseases that have been
demonstrated to have disrupted functional and structural networks relative to healthy
subjects using graph theory as a noninvasive tool to track for functional recovery and to
correlate these changes with behavioral improvements. Also here, revealing the
importance of tDCS-induced modulations offunctional connectivity will be important
to understand how tDCS improves cognitive and motor functions in these patients, and
help to develop optimized stimulation protocols. Hence, the establishment of func-
tional connectivity alteration measurements as a potentially important effect of brain
stimulation techniques might help to understand the effects of stimulation on functions
to a larger degree. Moreover, combination of brain stimulation with functional con-
nectivity analysis might also help to identify relevant functional networks in health and
disease, and their influence on behavioral outcomes.
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Chapter 8
Cortical Connections to Motor Cortex
and Their Modulation in Behavioural
Tasks

Giacomo Koch

Abstract Cortico–cortical connections that reach the primary motor cortex (M1)
are thought to transmit crucial information relevant to build the final motor output
required to perform a selected motor plan. These connections originate from key
areas of the parietal and frontal lobes, such as the posterior parietal cortex (PPC),
the supplementary motor area (SMA) and the ventral (PMv) and dorsal premotor
cortex (PMd). Multifocal transcranial magnetic stimulation (TMS) has been
recently investigated as a powerful method able to track within millisecond time
scale direct information on the causal functional connectivity of these non-primary
motor areas with the M1 that would explain how their activity may modulate the
spatial pattern of output from primary motor areas preceding execution of a
movement. A conditioning stimulus (CS) is first used to activate putative pathways
to the motor cortex from, for example, the PPC or the PMd, while a second, test
stimulus (TS), delivered over the M1 a few milliseconds later probes any changes
in excitability that are produced by the CS. When tested at rest, the activation of
these cortico–cortical projections may induce both a transient facilitation and a
inhibition in the M1 ipsilateral or contralateral to the site of conditioning. However
these interactions are not fixed, but may change critically during a certain motor
task, giving important information on how the strength of the connection changes
over time and during a specific task, and providing crucial information on the
causal effects that a specific cortical region exerts over the M1. Moreover, it is
possible to combine these measurements of functional connectivity together with
diffusion tensor magnetic resonance imaging (DTI) to obtain insight into the white
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matter pathways that mediate these interactions. Here, we review studies
describing the functional role of parallel cortico–cortical connections among the
PMd, PMv, PPC and M1 in specific motor tasks such as action selection, action
reprogramming, action observation and goal- directed reaching and grasping
movements, showing that the functional interplay between these areas is not fixed,
but is promptly activated depending on the behavioural state.

8.1 Introduction

Cortico–cortical connections that reach the primary motor cortex are thought to
transmit crucial information relevant to build the final motor output required to
perform a selected motor plan. For instance, reaching and grasping a cup to drink a
coffee seems to be almost an automatic process, but the final successful perfor-
mance requires a complex interaction of specific frontal and parietal brain net-
works to produce the optimum combination of arm and hand movement to
manipulate the object most efficiently (Jeannerod et al. 1995). Classically, this type
of action is supposed to involve cortical interconnected circuits including the
parietal cortex, the premotor cortex and the primary motor cortex (Rizzolatti and
Luppino 2001). Experiments in monkeys have shown that the inferior parietal
lobule (IPL) contains a rich variety of neurons that discharge in association with
reaching and grasping movements directed to specific goals (Sakata et al. 1995;
Murata et al. 2000). It has been postulated that the different subregions of the IPL
supply PMv with visual information on the attributes of objects (e.g., size, ori-
entation) that are needed to select appropriate grasp configurations (Murata et al.
1997; Rizzolatti and Luppino 2001). Such information would eventually converge
onto primary motor cortex (M1) for execution of the final motor plan (Rizzolatti
and Luppino 2001; Shimazu et al. 2004; Prabhu et al. 2009).

In other situations, one should be able to quickly select, which hand has to
move following a specific cue, such as when we have to plan sequence of
movements that involve both hands (i.e. preparing, and not drinking, a coffee). In
this case, single neuron recording and human neuroimaging studies indicate that
the premotor cortex has an important role in the selection of movements for
execution. Different parts of the premotor cortex may be related to the selection of
different types of movement (Crammond and Kalaska 1996; Rizzolatti and Lup-
pino 2001). The PMd seems to be involved particularly in the selection of
movements according to learned arbitrary associations (Rushworth et al. 2003), in
contrast to the ventral premotor areas that are involved in grasping movements
triggered by viewing natural objects and body parts. Dum and Strick (2005)
recently showed that M1, the PMd and the PMv form a dense ipsilateral inter-
connected network in which the direction of information flow is as likely to be
from M1 to the premotor areas as it is from the premotor areas to M1.
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While these studies reveal the contribution of the ventral (PMv) and dorsal
premotor cortex (PMd) and aIPS in generating specific movements, they do not
provide direct information about the functional connectivity of these non pri-
mary motor areas with the primary motor cortex that would explain how their
activity may modulate the spatial pattern of output from primary motor areas
preceding execution of a movement. Yet, important and complementary infor-
mation can be obtained by studying the physiology of the interactions occurring
between the brain regions that form part of this cortical network (Koch and
Rothwell 2009). Previous combined TMS/PET and TMS/fMRI investigations
have shown that transcranial magnetic stimulation (TMS) not only changes
neural activity at the site of stimulation, but also affects interconnected cortical
and sub-cortical areas (O’Shea et al. 2007a; Bestmann et al. 2008; Strafella
et al. 2003). This feature has allowed paired pulse TMS with two coils (bifocal
or twin-coil TMS) to probe inputs to the primary motor cortex from other areas
of the motor system.

In these paradigms, a conditioning stimulus (CS) is first used to activate
putative pathways to the motor cortex from the site of stimulation, while a
second, test stimulus (TS), delivered over the primary motor cortex a few
milliseconds later probes the changes in excitability that are produced by the
input. Depending on the intensity of the conditioning stimulus and the inter-
stimulus interval, both facilitation and inhibition may be detected in the M1,
ipsilateral or contralateral to the site of conditioning. Previous studies have
been conducted with the CS delivered over the contralateral M1 (Ferbert et al.
1992), the cerebellum, the premotor cortex (Civardi et al. 2001; Mochizuki
et al. 2004; Bäumer et al. 2006) and the posterior parietal cortex (Koch et al.
2007, 2008a, b, 2009) confirming the existence of pathways from these areas to
M1 in humans. For instance, Mochizuki et al. (2004) found that a conditioning
TMS pulse over the right PMd at 90 or 110 % of the resting motor threshold
(RMT) reduced the amplitude of motor evoked potentials (MEPs) in hand
muscles elicited by a second TMS pulse to the contralateral M1. The effect was
seen best if the interstimulus interval (ISI) was 8–10 ms. The opposite effect,
facilitation of contralateral MEPs, was found by Bäumer et al. when they
applied left PMd conditioning stimuli of lower intensity (80 % active motor
threshold (AMT)) at ISI = 8 ms (Bäumer et al. 2006). The advantage of
probing these pathways with TMS methods is that the response to a TMS
conditioning pulse depends on the excitability of the pathway at the time the
stimulus is applied. Thus, changes in the effectiveness of the conditioning pulse
give an indication of how the excitability of the connection changes over time
when the cortical networks become active during a specific motor task.
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8.2 Functional Connectivity of Premotor-Motor Connections
in Action Selection

In a recent study, we used these methods to test both the inhibitory and facilitatory
connections between the PMd and contralateral M1 during a behavioural task
requiring selection of action (Koch et al. 2006). We hypothesised that if they were
physiologically relevant they would show temporally specific changes in their
excitability at times when PMd contributes to task performance. In fact, previous
studies showed that the PMd in the left hemisphere is dominant for selection of
actions (Schluter et al. 2001; Rushworth et al. 2003), since the right PMd is active
only for movements made by the left hand, whereas the left PMd is active for
movements of either hand (Schluter et al. 2001). Furthermore, TMS of the right PMd
only disrupts the selection of left hand movements, whereas TMS of the left PMd
disrupts the selection of movements that will be made by either hand (Schluter et al.
1998). In both cases, TMS had the largest effect on performance if it was applied in
the earlier part of the task, in contrast, with the disruptive effect of TMS over the M1
which is maximally late in the reaction period. Thus, activity in the PMd seems
crucial during early decisional processes involved in selection of movements. In the
study by Koch et al. (2006), subjects were required to contract the right or left first
dorsal interosseus (FDI) muscle as quickly as possible, performing a rapid isometric
squeeze of the block of the left or the right hand as soon they heard a cue sound
(auditory choice RT task). The facilitatory and inhibitory PMd-M1 interactions were
tested 50, 75, 100, 125, 150 and 200 ms after the cue sound (see Fig. 8.1a, b).

Koch et al. (2006) demonstrated that the interhemispheric interactions between left
PMd and right M1 changed their excitability during the reaction period of the task.
Facilitatory connections were activated 75 ms after a tone that indicated subjects
should move the left hand, whereas inhibitory connections were more excitable
100 ms after a tone indicating a movement of the right hand (while the left hand
remained stationary). These connections were modulated only for muscles that might
be involved in the upcoming movement; no effects are observed in non-involved
muscles. In contrast, results obtained from right PMd conditioning left M1 were
slightly different, since the interhemispheric interactions between right PMd and left
M1 at rest were mainly inhibitory and a similar profile of transcallosal inhibition as for
left PMd-right M1 interactions was observed during the reaction period of the task, but
no facilitation was evident at any time (see Fig. 8.1c, d). The authors suggested that the
contribution of PMd to control of movements of the ipsilateral hand is due at least in
part to activity in these pathways: the left but not right PMd may facilitate movements
that are about to be made by the ipsilateral hand, while the PMd of both hemispheres
may suppress movements that have been prepared but are not used.

Similar results were obtained by O’Shea et al. (2007b), in a study testing
PMd-M1 inter-hemispheric interaction during action selection with visual cues.
PMd-M1 TMS facilitated MEPs when applied 75 ms after a cue to select a manual
response, confirming that a response selection signal evolves in PMd early during
the reaction period (75–100 ms).
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8.3 Functional Connectivity of Premotor-Motor Connections
in Action Reprogramming

A recent series of experiments investigated the functional role of the premotor–
motor connections during action reprogramming. In particular, these studies were
focused in circuits involving the pre-supplementary motor area (pre-SMA), the
PMv and the M1. Using bifocal TMS, Mars et al. (2009) investigated functional
connectivity between the pre-SMA and M1. The task required participants to
either execute a prepared response or switch to another response. A test TMS pulse
was delivered over left M1. On some trials it was preceded by a conditioning pulse
over pre-SMA.

Fig. 8.1 Functional connectivity between PMd and contralateral M1 during movement selection.
a Schematic representation of the choice reaction time task. Subjects were required to activate
right or left FDI muscle as quickly as possible, performing a rapid isometric contraction of either
hand as soon they hear a cue sound. TMS was delivered over left or right M1 at different delays
(50, 75, 100, 125, 150 and 200 ms) after the cue sound (test stimulus-TS). The intensity of TS
was adjusted to evoke an MEP of approximately 1 mV peak-to-peak in the relaxed left FDI. In
half of the trials M1 TMS was preceded by a conditioning stimulus (CS) delivered 8 ms before
over the contralateral PMd (b). Facilitatory connections (c) were evident 75 ms after a tone that
indicates subjects should move the left hand, whereas inhibitory connections (d) manifested
100 ms after a tone indicating a movement of the right hand. Methods and results adapted from
Koch et al. (2006)
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Mars et al. (2009) found that functional connectivity increased in a manner
dependent on cognitive context: pre-SMA facilitated the MEP elicited by M1
stimulation only during action reprogramming, but not when otherwise identical
actions were made in the absence of conflict. The results showed that pre-SMA
influences corticospinal excitability at a short latency of 6 ms. The effect was
evident 125 ms after movement instruction was anatomically specific to pre-SMA,
and occurred only during action reprogramming.

In another study, bifocal TMS was used to examine functional interactions
between human right PMv and contralateral M1 during the selection and repro-
gramming of a naturalistic goal-directed action (Buch et al. 2009). One of two
cylinders was illuminated on each trial. It was then grasped and picked up. On
some trials, however, subjects had to reprogram the action as the illuminated
cylinder was switched off and the other illuminated simultaneously with reach
initiation. At a neurophysiological level, the PMv effect on the M1 corticospinal
activity, was facilitatory after the initial target presentation and during movement
initiation. When reprogramming was required, however, it became strongly
inhibitory. This context-dependent change from facilitation to inhibition occurred
within 75–100 ms of the change of target (Buch et al. 2009). An attempt was also
made to assess the impact this inhibitory physiological effect had on behavior.
Indeed, the application of PMv-M1 TMS at the ISI of 75 ms caused a specific
delay in grasp aperture adjustments on small to large cylinder switch trials.
Although the applied stimulation was not optimised to disrupt performance, it still
caused a reduction in grasp aperture adjustments measured at the midpoint of the
movement on switch trials. The authors suggested that, under circumstances where
reprogramming is required, PMv generates a specific pattern of inhibition across
M1 that leads to decreased activity in M1 corticospinal neurons associated with the
initial movement.

Finally, magnetic resonance image scans were taken of each subject
Notably, it is possible to use diffusion tensor magnetic resonance imaging (DTI)

to obtain some insight into the white matter pathways that connect these areas in
humans. DTI can reconstruct in vivo white matter fibre bundles based on the
assumption that the principal direction of tissue water diffusion is parallel to the
main fibre direction in every voxel. Moreover, the orientation dependence of
diffusion can then be quantified by fractional anisotropy (FA) at each voxel. Other
authors have found an association between FA DTI values in certain white matter
tracts and measures of functional connectivity as measured by TMS. They suggest
that this increases the confidence that the physiological interactions observed were
produced by activity in that specific tract (Wahl et al. 2007; Boorman et al. 2007;
Mars et al. 2009; Koch et al. 2011). Intersubject differences in the facilitation–
inhibition contrast of PMv-M1 interactions were correlated with FA of white
matter in ventral prefrontal, premotor and intraparietal brain areas, with the largest
clusters emerging in the vicinity of PFv and IPS in the right hemisphere.

Neubert et al. (2010) used a combination of techniques to characterise the
interaction among different cortical regions during action reprogramming and to
study the underlying anatomical networks involved. They first used bifocal TMS to
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characterise the interactions between rIFG and pre-SMA with M1 during normal
action selection and action reprogramming. Whereas pre-SMA, on switch trials,
facilitates the unexpected and unprepared but correct response 125 ms after
instruction cue onset, rIFG inhibits the prematurely activated but incorrect
response 175 ms after cue onset. Then, they used a combination of ppTMS and
diffusion-weighted (DW) MRI to investigate the anatomical networks that support
these interactions. TMS was delivered at the postvisual cue time point of maxi-
mum interaction (125 for pre-SMA-M1 and 175 ms for rIFG-M1) with variable
interpulse latencies (IPLs = 3, 6, 9, 12 and 18 ms). To relate patterns of functional
connectivity to the anatomical white matter tracts by which they were mediated,
the authors correlated individual differences in ppTMS effect sizes with individual
differences in DTI-derived FA, to localise pathways mediating interactions
between pre- SMA/M1 and rIFG/M1 connectivity during action reprogramming
within the white matter. The results showed that the clusters significantly corre-
lated with TMS effects in the pre-SMA/M1 experiment with an IPL of 6 ms
generated tracts within dorsomedial frontal and parietal white matter connecting
pre-SMA and premotor areas with motor and parietal areas. However, tracts
derived from clusters significantly correlated with TMS effects in the pre-SMA/M1
experimentwith an IPL of 12 ms connected pre-SMA with ventral and dorsal
premotor areas; areas in the rIFG, M1, and parietal areas; and subcortical areas in
the vicinity of the subthalamic nucleus (STN), suggesting that longer latency
pathways might be mediated by the basal ganglia, including the STN. This is
important because it has been argued that STN is a particularly critical part of the
circuit for action inhibition and that a pathway running from the striatum via the
globus pallidus and STN might be critical for learning when to withhold actions
that are unrelated to reward.

8.4 Functional Connectivity of Premotor-Motor
and Parietal-Motor Connections in Planning
of Reaching and Grasping Movements

In a recent study, Davare et al. (2008) investigated PMv-M1 connections and
compared whether they were differentially modulated at rest, and during grasping.
The subjects had to perform either a precision grip (grasping a 20 mm plasticine
cube between the thumb and index finger) or a power grip (grasping a tennis ball).
TMS was applied over M1 either alone or after a CS delivered at different delays
over the ipsilateral PMv. The results showed that at rest, PMv exerts an inhibitory
influence on M1, as reflected in the suppression of MEPs evoked from M1 by
TMS. This interaction was selectively modulated during different types of grasp.
During power grip, inhibition was reduced while during precision grip—a task
known to be associated with a particularly strong activation of PMv (Ehrsson et al.
2000)—it turned into facilitation. These results suggest a causal role of PMv-M1
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interactions in precision grasping and support the view that connections between
PMv and M1 could be critically involved in conveying information used to adapt
hand posture appropriate for the object to be grasped (Shimazu et al. 2004).

In another study, the same authors investigated PMv-M1 interactions while
subjects were preparing to grasp different visible objects requiring either a pre-
cision grip or a whole hand grasp (Davare et al. 2009). While subjects prepared to
grasp, delivering a conditioning PMv pulse few milliseconds before a test pulse
over M1 strikingly facilitated MEPs in the specific muscles that were used in the
upcoming grasp. This degree of facilitation correlated with the amount of muscle
activity used later in the trial to grasp the objects. The present results demonstrate
that, during grasp preparation, the PMv-M1 interactions are muscle specific. The
authors argued that PMv appears to process the object geometrical properties
relevant for the upcoming grasp, and transmits this information to M1, which, in
turn, generates a motor command appropriate for the grasp.

Indeed, in a following related study, Davare et al. (2010) tested how PMv-M1
interactions and were modified by disrupting anterior intraparietal cortex (AIP)
function with continuous theta burst stimulation (cTBS). At rest, AIP virtual
lesions did not modify PMv-M1 interactions. In contrast, the usual muscle-specific
PMv-M1 interactions that appeared during grasp preparation were significantly
reduced following AIP cTBS without directly modifying corticospinal excitability.
Behaviourally, disruption of AIP was also associated with a relative loss of the
grasp specific pattern of digit muscle activity. These findings showed that dis-
ruption of AIP impairs the normal changes in task-related interactions between
PMv and M1 that prepare the hand muscles to grasp an object, suggesting that AIP
is critical in processing context- and grasp-dependent information, which enables
PMv to bias excitability levels in M1 hand representation during the preparation
for an upcoming grasp.

We recently developed a new method for investigating functional connections
between the posterior parietal cortex and ipsilateral motor cortex non-invasively in
humans, using a twin-coil or bifocal TMS paradigm (Koch et al. 2007). In this
method, a conditioning TMS pulse is applied over PPC shortly before a test pulse
over the hand area of M1. At rest, stimulation of the angular gyrus (AG) close to
the caudal intraparietal sulcus (cIPS) at specific intensities can facilitate ipsilateral
M1 while stimulation of the supramarginal gyrus (SMG) close to the anterior
portion of the IPS (aIPS) leads to suppression (Koch et al. 2007). In recent
experiments we tested how this connectivity depends on current motor plans,
applying TMS not only at rest, but also during the reaction time of a task requiring
reaching movements toward a left or right visual target (Koch et al. 2008a) (see
Fig. 8.2a, b). The results showed that the excitability of cortico–cortical connec-
tions between AG and M1 change at specific times during planning of reaching
movements in space (see Fig. 8.2c). After an auditory warning cue, subjects were
instructed to fixate a cross positioned in the middle of a panel. The reaction signals
were given randomly 1–3 s later and consisted of either a high or low frequency
tone pulse that indicated where to reach, according to the instructions given to the

152 G. Koch



subjects. Upon hearing the sound, subjects were required to point to a peripheral
target positioned in the left or right hemispace. To obtain the best activation of the
parieto-motor cortico–cortical interaction (Koch et al. 2007), a CS was delivered
over the ipsilateral cIPS at an intensity of 90 % RMT. After 4 ms a TS was applied
over the hand motor cortex with an intensity able to evoke MEP of approximately
1 mV peak-to-peak in the relaxed left FDI.

The same paired-pulse TMS during the planning phase of our reach task
revealed facilitatory influences only when planning a leftward but not a rightward
reach, at two specific time intervals after the auditory cue. The first phase occurred
50 ms after the acoustic cue, and was seen independently of whether subjects were
able to view the targets (see Fig. 8.2c). This phase of facilitation was followed by a
later peak at 125 ms that only occurred when subjects were able to see the target
but was absent when blindfolded or when they could see the stimuli only briefly.
The dependence of our later PPC-M1 facilitatory effect on vision of target loca-
tions may reflect a recursive cycle, in which initial motor intentions then lead to
reliance on visual information (Prado et al. 2005; Clavagnier et al. 2007).
Availability of visual input at this later stage of processing may be used by
PPC-M1 circuits to define the exact location of the peripheral visual target more
precisely. This could accord with the general idea that PPC is important for
integrating visual and motor information. More specifically, we proposed that the
early peak of PPC-M1 facilitation at 50 ms may reflect initial biasing of motor
intentions toward contralateral space, whereas the later peak at 125 ms that
depends on visual input may contribute to the spatial accuracy of motor planning
(Koch et al. 2008a). Therefore, we concluded that functional connectivity between
human parietal and motor cortex is enhanced during early stages of planning a
reach in the contralateral direction (Koch et al. 2008a). It appeared that infor-
mation on the location of the target was being sent to M1 very early in the reaction
period of the task. In classical terms this could therefore be viewed as contributing
to the reaching component of the task.

The previous task involved subjects reaching and pointing to the target with
their index finger. In a recent study, we used the same methods to investigate the
contribution of different subregions of the IPL, such as the more posterior AG and
the more anterior SMG, in planning of reaching and grasping actions. We studied
whether the interaction between these regions of the IPL in the left hemisphere and
the ipsilateral M1 would change when subjects were planning to reach and grasp a
single object in two different ways: a precision grip (PG) and whole hand grasp
(WHG). We decided to test the left hemisphere since these movements in everyday
life are performed with the dominant right hand. We also varied the position of
the object in space in order to test for specific reaching spatial components of the
task (Koch et al. 2008a). We hypothesised that the AG-M1 connection would
be involved in programming the upcoming grasp when the target object has to be
reached by a lateral movement (Castiello 2005; Karnath and Perenin 2005). On the
other hand, we predicted that the SMG-M1 connection would be involved in
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specifying specific parameters for grasp (i.e., WHG vs. PG) rather than reach,
given that the SMG can be considered part of the homologue region of the AIP
described in monkeys (Sakata et al. 1995; Murata et al. 2000; Binkofski et al.
1998; Culham and Valyear 2006; Olivier et al. 2007; Begliomini et al. 2007).

Fig. 8.2 Functional connectivity between PPC and ipsilateral M1 during preparation of ipsilateral
or contralateral reaching movements. a Conditioning TMS stimulus was applied at 90 % of RMT
over posterior parietal cortex (PPC) at a site corresponding to the AG near the caudal intraparietal
sulcus (cIPS). b Schematic representation of the reaching task. At trial onset subjects fixated the
central cross. After the imperative cue sound (occurring randomly 1–3 s later), they reached to the
left or right target with their left hand. TMS was delivered over M1 of the right hemisphere at
different delays (25, 50, 75, 100, 125 and 150 ms) after the cue sound onset, and thus prior to actual
reach initiation. In half of the trials, M1 TMS was preceded 4 ms earlier by a PPC TMS pulse
(intensity = 90 %RMT). c Effects of PPC conditioning on ipsilateral M1 excitability at different
delays after the cue signal, when subjects planned left hand reaches to visible targets on left or
right. The mean percentages of baseline MEP amplitude due to right PPC conditioning are shown
in panel C, with 100 % representing no change. Cortico–cortical PPC-M1 facilitation occurred
selectively at an early delay of 50 ms and at the later point of 125 ms after the auditory imperative
cue for a leftward reach (yellow points in C). There was no facilitation when a rightward reach was
planned (dark points in C). Methods and results adapted from Koch et al. (2007)
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We used an auditory choice RT task similar to that previously described by
Koch et al. (2008a) but adapted to emphasise reaching to grasp movements
according to our experimental hypotheses about PPC–M1 influences. The task was
to reach, grasp and lift with the right hand a cup located on a central or right lateral
position (targets visible throughout the experiment), as signalled by an auditory
tone, indicating symbolically how the subject should have grasped on that par-
ticular trial (see Fig. 8.3a). Depending on the tone, subjects were required either to
pinch the handle of the cup (precision grip-PG) or to grasp the whole cup from the
top (whole hand grasp-WHG). We examined the excitability of the AG-M1 and
SMG-M1 interactions in the reaction interval between the onset of the auditory
signal and the start of the grasping movement. Since no arm or hand movement
occurs in this period, the TMS responses are not contaminated by ongoing EMG
activity in the hand muscles. Bifocal TMS experiments revealed that in the left
hemisphere functional connectivity between the AG and the M1 was activated
during early preparation of reaching and grasping movements only when the
movement was made with a WHG toward objects in contralateral space. Cortico–
cortical AG–M1facilitation occurred selectively at an early delay of 50 ms after
the auditory imperative signal for a rightward WHG for both the FDI and the ADM
muscles (Koch et al. 2010a) (see Fig. 8.3b). In our previous study (Koch et al.
2008a) we found that the excitability of the interaction between AG and M1 was
modulated during the reaction period when subjects had to point to a target
positioned in contralateral space, but not if the target was in the midline. We
showed that this modulation is still present when subjects have to pick up an object
(cup), but only when they use a whole hand grip (WHG). If they are instructed to
use a PG then there is no change in excitability in the reaction period. We
interpreted this change as reflecting an early biasing of movement plans in the
contralateral direction that is specific for the WHG task. In effect, this connection
appears to process information relevant to both object position and grasp type.
Thus, the effect of object position observed for the AG–M1 connection may
indicate that this pathway is sensitive to the reach component of WHG task (Koch
et al. 2008a).

In contrast, a different pathway, linking a part of the SMG close to the anterior
intraparietal sulcus with M1, was sensitive only to the type of grasp required
(precision grasping) but not to the position of the object in space. These results for
the SMG–M1 interaction were quite different: it was modulated by grasp type but
not by position of the object (Koch et al. 2010a). This occurred at different delays
from the acoustic cue in comparison with AG stimulation. In reaching to the
central target, there was a specific peak of facilitation for the M1 output to FDI
some 75–100 ms after the imperative signal, but only if this instructed subjects to
use a PG. There was no effect if a WHG was specified (see Fig. 8.3c). These
results were similar when subjects were grasping the laterally placed object except
that the facilitation for PG was observed at 125 ms after the cue. We interpreted
this change in excitability of SMG to M1 as reflecting a transfer of information
that is relevant to prepare activation of those hand muscles needed to perform
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Fig. 8.3 Schematic representation of bifocal TMS coils placement and recordings during the
planning phase of the reaching to grasp task (a). In different experiments a conditioning stimulus
was applied over sub-regions of the PPC (AG and SMG), preceding by 4 ms in half of the trails
the test stimulus delivered over M1. Motor evoked potentials were recorded by the FDI and the
abductor digiti minimi (ADM) muscles. Depending on an acoustic cue, subjects were required to
perform either a precision grip or a whole hand grasp of a cup positioned in different blocks
centrally or laterally on the side opposite of the stimulated hemisphere. The effects of AG
conditioning on ipsilateral M1 excitability at different delays after the cue signal, when subjects
planned right hand reaches to grasp the cup are shown in panels B and C. Panels show mean
percentage of MEP amplitudes (with 100 % representing no change) due to left AG conditioning
recorded from the right FDI at different time points after the imperative auditory signal, when
central or rightward PG or WHG movements were planned. b Cortico–cortical AG-M1
facilitation occurred selectively at an early delay of 50 ms after the auditory imperative signal for
a rightward WHG for both muscles. c Cortico–cortical SMG-M1facilitation occurred selectively
during central PG and not WHG for the FDI muscle at delays of 75 and 100 after the auditory
imperative signal and again at 125 ms for a rightward PG. Methods and results adapted from
Koch et al. (2010b)
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precise grasping movements. This interpretation is in line with studies in patients
with circumscribed lesions of the anterior part of the PPC who have deficits in
hand pre-shaping during visually guided reach-to-grasp movements (with a rela-
tive preservation of reaching) (Binkofski et al. 1998) and also with the hypothesis
that these regions may represent the human homologue of AIP (Culham and
Valyear 2006). These results are also consistent with recent fMRI investigations,
revealing that the left SMG is active when subjects perform a PG to reach and
grasp a small object, with a negligible activity for WHG (Begliomini et al. 2007).
They are also in agreement with the idea that planning an accurate and precise
movement, such as PG, requires activity in a dorso-lateral circuit, which includes
the SMG but not the AG (Grol et al. 2007). Finally, these results may reflect
previous findings from animal studies, reporting that the neural coding of goal-
directed actions (i.e., grasping for eating and grasping for placing) is mainly
represented in the AIP (Murata et al. 2000).

Crucially, motor cortex excitability did not vary over the same period, sug-
gesting that the modifications in PPC–M1 connectivity reflect changes in the
excitability of the stimulated regions (SMG or AG) rather than M1 itself.

Previous animal data suggest that both AG and SMG have strong connections
with PMv, where neurons with similar functions have also been identified (Rozzi
et al. 2006). Since PMv has powerful connections with M1 (Shimazu et al. 2004;
Prabhu et al. 2009; Davare et al. 2008), we therefore asked whether the functional
effects that we had observed in the twin-coil TMS experiments would be affected
by a temporary interference with the function of PMv produced by a short period
of repetitive TMS. When cTBS was applied over the left PMv, the task related
PPC–M1 connectivity changes were substantially reduced. In particular, the peak
of facilitation observed following AG stimulation during planning of lateral WHG
at 50 ms disappeared. Similarly, the increase of excitability at 75 ms, which
occurred following AG stimulation during the reaction period of a central PG, was
abolished (Koch et al. 2010a).

Taken together, these results imply that the left PMv can be a crucial node in
the neural network linking AG and SMG with the ipsilateral M1. Therefore, we
may speculate that activation of cortico–cortical projections originating from AG
to SMG may synapse with neurons of the ipsilateral PMv or at least be influenced
by input from that structure.

Although bifocal TMS can provide reliable measures of the causal functional
interactions between the two areas (Koch and Rothwell 2009), it does not provide
any information on the possible anatomical pathways that might mediate the
responses. DTI tractography experiments (Koch et al. 2010a) revealed that AG and
SMG are connected with PMv by distinct fibres bundles of the superior longitu-
dinal fasciculus (SLF), likely corresponding to the SLF II (fibres form AG) and
SLF III (fibres from SMG) subdivisions (Makris et al. 2005). Analysis of the
strength of connectivity suggests that the SMG and AG are more likely to be
directly connected to PMv than M1. In fact, sparse direct connections between AG
and SMG to M1 were found (see Fig. 8.4). These findings are in agreement with
previous anatomical studies performed in monkeys (Rozzi et al. 2006), showing
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that most of the fibres originating from inferior parietal lobule, that form part of
the SLF, terminate in PMv (F5). In contrast, direct prominent anatomical con-
nections between the posterior parietal cortex and M1 have been described only for
the superior parietal lobule (area PE) (Matelli et al. 1998; Marconi et al. 2001). We
also found correlations between individual TMS and the strength of connectivity
(SoC) measures. There was a positive correlation between SoC of the SMG-PMv
tract and the amount of facilitation for the SMG-M1 interaction during planning of
PG; similarly, there was a positive correlation between the SoC of the AG-PMv
tract and the amount of facilitation for the AG-M1 interaction observed during
preparation of lateral WHG (see Fig. 8.4). These data seem to suggest that subjects
which have stronger anatomical representation of a certain white matter tract may
also have stronger neurophysiological interactions, supporting the notion that the
observed neurophysiological changes might be mediated by the anatomical path-
ways reconstructed by DTI analysis (Koch et al. 2010a).

8.5 Functional Connectivity of Premotor-Motor
and Parietal-Motor Connections During
the Observation of Reaching
and Grasping Movements

Finally, recent studies investigated these cortico–cortical circuits not only during
movement preparation but also during movement observation. In monkeys, neu-
rons of these areas become active also during the observation of movements
performed by others, especially for coding the goal of the action (mirror system)
(Rizzolatti et al. 2009). Using bifocal TMS in healthy subjects, Koch et al. (2010b)
tested whether the observation of goal directed reach-to-grasp actions may lead to
specific changes in the short-latency connections linking key areas of the mirror
system, such as the AIP and the PMv, with the M1. The authors found that AIP-M1
and PMv-M1 cortico–cortical interactions were specifically activated when
observing successful reaching to grasp goal-directed actions, in which the hand
posture was congruent with the goal of the action performed by the actor. On the
other hand, they were not modified when the same goal-directed actions were
performed wrongly with an inappropriate grasping posture. The current results
demonstrate that, in humans, the simple observation of successful goal-directed
actions is sufficient to activate short-latency cortico–cortical connections between
non-primary and primary motor areas. The excitability of cortico–cortical path-
ways originating from key areas of the mirror system, such as the AIP and PMv,
does not simply change in response to the observation of a specific hand posture,
but increases selectively only when both the hand posture and the goal of the
action performed by the actor are congruent. Furthermore, a similar profile of
activation was observed when testing a specific facilitatory intracortical circuit in
M1 that is known to reflect the activity in cortico–cortical pathways transmitting
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information from other cortical areas. Taken together, these data demonstrate that
observing others’ actions induces specific neurophysiological changes in short-
latency cortico–cortical circuits of the motor system.

Lago et al. (2010) evaluated the excitability of PMv–M1 connections during the
observation of videos showing a human hand reaching to grasp a ball (naturalistic

Fig. 8.4 The three main pathways connecting the IPS, PMv and M1 are shown in the figure, by
means of the overlap between subjects. The SMG-PMv connection (top panel) the AG to PMv
(middle panel) and the PMv-M1 connection were successfully reconstructed in all subjects and
show a relatively reproducible shape across individuals. Correlation analyses between individual
MEPs facilitation induced by PPC stimulation and tracts specific SoC provided further evidence
of the linkage between microstructure and function of these parieto-motor pathways. Changes in
MEP amplitude induced by SMG stimulation (individual values for peak of facilitation at 100 ms
delay during central PG preparation) correlated selectively with SoC of the SMG-PMv tract, but
not with FA of other tracts; changes in connectivity due to AG stimulation (individual values for
peak of facilitation at 50 ms delay during lateral WHG preparation) correlated with SoC of the
AG-PMv tract but not with FA of the other tracts. Results adapted from Koch et al. (2010a)
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grasping video) or a switched on soldering iron (noxious grasping video). The
results showed that the observation of the naturalistic grasping action increased the
M1 excitability and changed the strength of the PMv–M1 connections. The PMv–
M1 facilitation was modulated during the observation of the video that displayed a
hand reaching a ball. The facilitation found at the beginning of the video (when the
hand was static) turned into inhibition at the moment of the grasp. The observation
of a movement performed to grasp a noxious object did not induce any change in
the excitability of the PMv–M1 connection throughout the video, even when the
action and the kinematics of the hand observed in both reaching videos were
identical. However, the strength of PMv–M1 connectivity was reduced compared
to other conditions at the beginning of the video, when subjects were presented
with the potentially noxious object. These findings demonstrate that the PMv–M1
connections are modulated differently depending on whether the action observed
would or would not be performed in real life.

8.6 Conclusions

Multifocal TMS methods allow investigators to study the time course of
involvement as well as the functional connectivity of areas active during prep-
aration and execution of complex movement plans. They illustrate the time course
of operation of parallel intracortical circuits and cortico-cortical connections
between the PMd, PMv, PPC and M1, demonstrating that functional interplay
between these areas and the primary motor cortices is not fixed, but can change in
a highly task-, condition- and time-dependent manner (see Fig. 8.5). These
information is particularly useful to reveal the causal interactions ongoing
between the two areas investigated with the paired-pulse technique, reflecting the
activation of actual connections. Although the information detected by TMS
reveals ongoing functional interactions with high-temporal resolution, it does not
provide any specific anatomical detail on the white matter tracts supporting the
neurophysiological measures. Combining twin-coil TMS with neuroimaging
techniques such as DTI can be useful to obtain more complete anatomo-func-
tional knowledge (i.e. Wahl et al. 2007; Boorman et al. 2007; Mars et al. 2009;
Koch et al. 2011). Moreover, further studies could be made coupling such TMS
methods with dynamic causal modelling (DCM), that allows to estimate effective
connectivity in a stimulus-driven network using functional imaging data (Grefkes
et al. 2002). Finally, functional connectivity between two cortical regions
revealed by twin-coil TMS could also be explored following a virtual lesions of
another network related area (as in Davare et al. 2010 and Koch et al. 2010a), in
order to better investigate neurophysiologic interactions within complex inter-
connected networks.
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Chapter 9
The Functional Role of Interhemispheric
Interactions in Human Motor Control

Monica A. Perez

Abstract Interhemispheric interactions in the motor system have been extensively
examined using transcranial magnetic stimulation (TMS). Paired-pulse TMS and
the ipsilateral silent period (iSP) are the most widely used techniques to quantify
interhemispheric inhibitory interactions between primary motor cortices in
humans. This review will discuss the use of these techniques during unimanual and
bimanual actions. The available evidence provides a framework for understanding
the contribution of inhibitory interactions to the control of a resting limb during
unilateral actions, while their role in the control of a limb executing a motor action
remains poorly understood. Evidence shows that during bilateral actions voluntary
activity of one hand can influence interhemispheric inhibitory interactions
controlling the contralateral active hand. All studies point to the view that the
modulation of interhemispheric interactions in the motor system changes in a
task-dependent manner. These results might be of interest for patients with motor
disorders and emphasizes the need of a careful interpretation when extrapolating
results between different motor actions.

9.1 Introduction

During the last 20 years important insights have been gained into interhemispheric
interactions in the motor system in human subjects. Since the first extensive article
published by Ferbert et al. (1992), which demonstrated the feasibility of testing
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interhemispheric inhibitory processes between primary motor cortices by using
transcranial magnetic stimulation (TMS), a large number of studies have been
designed to study transcallosal output at rest and during motor behaviors. More
recently, studies used not only double but also triple pulses to learn about inter-
actions between both motor cortices and other more focal neuronal circuits within
each primary motor cortex (Reis et al. 2008).

This chapter will review the original evidence that led to the development of
paired-pulse TMS and the ipsilateral silent period (iSP) techniques used to
examine interhemispheric inhibitory interactions between primary motor cortices
in human subjects. Indirect and direct available evidence that support the transc-
allosal origin of the outcome variables examined by these techniques will be
described. Important insights can be gained from analysis of the original papers
that led to some of the most popular techniques used in human electrophysiology.
Evidence of changes in interhemispheric inhibitory interaction between motor
cortices during unilateral motor actions will be addressed. Specifically, modulation
of interhemispheric inhibitory processes targeting a resting limb during different
types of voluntary actions performed by the contralateral limb will be discussed.
Furthermore, studies examining interhemispheric inhibitory interaction during
different bilateral motor behaviors will be reviewed. The overall aim of this
chapter is to discuss which aspects of motor behavior can be influenced by
interhemispheric inhibitory interactions between primary motor cortices in human
subjects.

9.2 Quantification of Interhemispheric Interactions
in Humans

Ferbert et al. (1992), following pioneering studies by Cracco et al. (1989), pub-
lished the first extensive study that revealed powerful interhemispheric interactions
between primary motor cortices in intact humans by using TMS. Interhemispheric
inhibition (IHI) was tested by using two magnetic stimulators to investigate the
effect of a suprathreshold conditioning stimulus over one motor cortex on the size
of a test motor evoked potential (MEP, test MEP) elicited by suprathreshold
stimulation of the opposite motor cortex. The inhibition of the test MEP was
observed at conditioning-test intervals between 6 and 15 ms and even at longer
intervals when the conditioning stimulus intensity was increased. It was proposed
that the inhibitory effect on the test MEP occurred at the level of the cerebral cortex.
This suggestion was based on two main observations. First, in contrast to the
inhibition of the test MEP evoked by TMS, test MEPs evoked by electrical stim-
ulation were not inhibited by the contralateral magnetic conditioning stimulus.
Second, the size of H-reflexes in a relaxed upper limb muscle was unaffected by the
conditioning stimuli applied over the ipsilateral motor cortex. The view that this
inhibitory interhemispheric effect was mediated through transcallosal pathways
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was supported by later studies in patients with ischemic lesions affecting the
transcallosal pathway in whom IHI was absent (Boroojerdi et al. 1996).

Transcallosal projections are a major candidate for mediating interactions
between primary motor cortices at rest and during a motor behavior (Ferbert et al.
1992; Meyer et al. 1995; Franz et al. 1996). Callosal projections between arm-
related motor cortical representations exist (Pandya and Vignolo 1971; Pappas and
Strick 1981; Rouiller et al. 1994a, b). However, previous studies showed an uneven
distribution of callosal connections between motor cortices. While these projections
are more pronounced in the cortex representing movements of proximal compared
to distal body parts (Gould et al. 1986; Rouiller et al. 1994a, 1994b), some of the
representations of the distal limbs including the digits have dense callosal con-
nections and some have sparse callosal projections (Gould et al. 1986), which might
contribute to functional specialization of upper limb movements. It is important to
consider that the density of callosal connections varies among different monkey
species (Killackey et al. 1983) and may be more abundant in humans (Meyer et al.
1998). This difference may then reflect different functional levels of specialization
of hand motor function between humans and monkeys. Despite the potential role of
callosal pathways in mediating IHI measured by the paired-pulse TMS protocol, the
evidence supporting their cortical origin of this technique remained indirect and a
matter of controversy until the end of the twentieth century.

The direct evidence of the cortical origin of inhibition induced by the paired-
pulse technique was provided by Di Lazzaro et al. (1999), by recording descending
volleys with epidural electrodes in awake humans. In this study, corticospinal
volleys evoked by TMS and electrical stimulation over the primary motor cortex
were recorded from the high cervical spinal cord in three individuals with no
abnormality of the motor system. It is known that a suprathreshold TMS stimulus
results in multiple descending waves as recorded from epidural electrodes
positioned over the spinal cord (Amassian et al. 1989). A short latency direct wave
(D-wave) is followed by several longer latency indirect waves (I-waves). The D-
wave is thought to result from direct depolarization of the initial axon segment of
corticospinal tract neurons and is most effectively activated in human subjects by
high intensity TMS or by transcranial electrical stimulation. I-waves, which follow
the D-wave occur sequentially with a periodicity of approximately 1.5 ms and
reflect the delay required for synaptic discharge. The reason for the periodicity is
not completely understood at this time. It was proposed that it may depend on
reverberating activity of circuits within the cortex or, alternatively, on changes in
the membrane properties of corticospinal neurons which cause it to fire repeatedly
after the application of a synchronous depolarizing stimulus. The first I-wave (I1)
is thought to be generated through the depolarization of an axon synapsing
directly onto a corticospinal neuron (i.e. monosynaptically), and the following I-
waves (I2 and later) may require local polysynaptic circuits. Di Lazzaro et al.
(1999) demonstrated that the conditioning stimulus used during testing of IHI had
the largest inhibitory effect on the later (I3) descending volleys evoked by the test
MEP. The I2-wave was less affected, and no inhibition was observed on the I1
volley. The authors suggested that the preferred suppression of later I-waves was
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similar to the suppression observed in the intracortical inhibitory protocol (Di
Lazzaro et al. 1998) tested by Kujirai et al. (1993). A main difference between
these protocols is that in the intracortical protocol a subthreshold conditioning
stimulus suppressed the later I-waves evoked by the test MEP at interstimulus
intervals between 1 and 5 ms. This may imply that different cortical neurons are
involved in the generation of the early and late I-waves and that these can be
targeted differentially by conditioning procedures. It was proposed that the first
and later I-waves could be generated by inputs to different parts of the pyramidal
cell body. While the I1-waves may be produced by input to the basal dendrites, the
later I-waves may be produced by input to the apical dendrites. Another possibility
is that the later I-waves could originate from the activation of the pyramidal
neurons through a pathway separate from that involved in producing the I1-wave.
At present, it remains unknown whether transcallosal inhibition and intracortical
inhibition use the same set of inhibitory interneurons to suppress the latest I-3
wave.

Transcallosal inhibitory function can be also estimated in humans by quanti-
fying the iSP (Ferbert et al. 1992). Here, a single suprathreshold TMS pulse is able
to inhibit ongoing voluntary EMG activity when applied to the motor cortex
ipsilateral to the contracting arm. This inhibition lasts for around 30 ms and begins
10–15 ms after the minimum corticospinal conduction time to the muscle tested.
The cortical origin of this inhibition was suggested by Wassermann et al. (1991)
by demonstrating that H-reflexes elicited during the iSP were unchanged by the
suprathreshold conditioning pulse applied over the ipsilateral primary motor cor-
tex. Furthermore, the iSP is preserved in patients with subcortical cerebrovascular
lesions that interrupted the corticospinal tract but spared the corpus callosum
(Boroojerdi et al. 1996) and it is absent in patients with agenesis of the corpus
callosum (Meyer et al. 1995), supporting the view that this phenomenon is med-
iated via the corpus callosum.

Although the two techniques, such as IHI and iSP, reflect interhemispheric
inhibitory interactions between primary motor cortices, there are some differences
in the time course of the inhibitory process. For example, by increasing the
intensity of the conditioning pulse the magnitude of the paired-pulse TMS inhi-
bition increased while the duration of the silent period remained stable. Inter-
hemispheric inhibitory effects are much more variable and difficult to elicit in
proximal arm muscles (i.e., biceps) compared to more distal hand muscles (i.e.,
flexor digitorum interosseous) when testing the iSP relative to the paired-pulse
TMS protocol (Ferbert et al. 1992). Though in general there is a consensus that
these two inhibitory phenomena involve transcallosal glutamatergic pathways
linked with pyramidal tract neurons through GABAergic interneurons (Reis et al.
2008), the exact mechanisms mediating each of these two phenomena remain
unknown.
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9.3 Interhemispheric Interactions During Unilateral
Motor Actions

A number of studies have proposed that interhemispheric interactions between
primary motor cortices play an important role in the control of unilateral motor
actions (for reviews see Carson 2005; Cincotta and Ziemann 2008). Studies that
have used the paired-pulse TMS technique or the iSP to quantify transcallosal
output during a unilateral motor action will be discussed in this section. It is
important to note that most studies have measured transcallosal inhibitory function
in the resting limb, while the contralateral limb is performing a voluntary con-
traction. Thus, a question that will be addressed in this section is: What aspects of
unilateral motor actions may be influenced by interhemispheric inhibitory inter-
actions between primary motor cortices in humans?

The excitability of the corticospinal pathway targeting resting upper limb
muscles is influenced by the characteristics of the contralateral voluntary con-
traction. For instance, the sizes of MEPs tested in resting arm muscles are
increased by increasing levels of tonic isometric voluntary contractions of muscles
in the contralateral arm (Hess et al. 1986; Stedman et al. 1998; Tinazzi and Zanette
1998; Muellbacher et al. 2000; Hortobagyi et al. 2003; Perez and Cohen 2008,
2009a). This pronounced crossed facilitatory effect has been demonstrated in
homologous (Perez and Cohen 2008, 2009a) and non-homologous (Hortobagyi
et al. 2003) upper limb muscles. Whereas low levels of isometric forces have led to
conflicting results including facilitation, inhibition, or no changes in MEP size
tested in a resting limb (Hess et al. 1986; Stedman et al. 1998; Muellbacher et al.
2000). It is important to consider that during strong unilateral voluntary contrac-
tions muscle activity may not be restricted to the contracting arm and has also been
reported in the contralateral resting arm; this is referred to as mirror electro-
myographic (EMG) activity (Mayston et al. 1999). The pronounced crossed
facilitatory effect, reflected by an increase in the size of MEPs evoked by stimu-
lating the primary motor cortex ipsilateral to the contracting arm, has been
reported in the presence (Zijdewind et al. 2006) and also in the absence of mirror
EMG activity in the resting arm (Muellbacher et al. 2000; Hortobagyi et al. 2003;
Perez and Cohen 2008, 2009a). It is intriguing that similar changes are observed in
corticospinal excitability in the primary motor cortex that remains at rest
considering that both motor tasks are rather different. While in one task the
instructions to subjects are to avoid contracting the resting limb, and therefore to
intend to suppress unwanted voluntary activity in the resting arm, in the other task
feedback is only provided for the strong voluntary contraction and mirror EMG
activity is observed. This may imply that contraction of a muscle might provide
extra excitation to the contralateral stimulated motor cortex which is subthreshold
for the production of extra ongoing EMG activity, or that the increased cortico-
spinal output is in part related to the extra muscle activity generated by the
involuntary mirror EMG.
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Previous evidence has demonstrated that the pronounced crossed facilitation of
corticospinal drive involves changes in transmission at the cortical and spinal cord
level (Meyer et al. 1995; Muellbacher et al. 2000; Perez and Cohen 2008). It has
been proposed that one of the mechanisms contributing to the increase in corti-
cospinal excitability in the resting limb is changed in interhemispheric inhibitory
interactions between primary motor cortices. A study in healthy control subjects
demonstrated that the magnitude of IHI targeting the resting flexor carpis radialis
muscle decreases proportionally during contralateral 30 and 70 % of maximal
voluntary contraction (MVC) with the same muscle representation (Perez and
Cohen 2008). Figure 9.1 illustrates an example in a representative healthy control
tested in the study and the group data. Note that with matched conditioned and test
MEP across force levels, IHI measured in the resting flexor carpis radialis muscle
was decreased at 30 % compared to 10 % of MVC and also at 70 % compared to
10 % of MVC. Importantly, the authors also reported that when the sizes of MEPs
elicited by the conditioning stimulus were not adjusted to be matched across
conditions, the amount of IHI targeting a resting flexor carpis radialis muscle was
increased. This is in agreement with other studies that have demonstrated that the
magnitude of IHI is increased in a resting limb during contralateral isometric
voluntary contraction when measurements are not adjusted (Ferbert et al. 1992;
Vercauteren et al. 2008; Talelli et al. 2008; Hinder et al. 2010). On one hand, it is
important to note that, by adjusting the size of the conditioned MEP (MEP elicited
by the conditioning stimulus), IHI is normalized to the increase in corticospinal
excitability caused by the voluntary contraction. On the other hand, IHI mea-
surements without adjusting the intensity of the conditioning stimulus which will
elicit a larger MEP size in the contracting limb may be interpreted as a ‘true’
reflection of how IHI behaves during this motor context.

A more recent study expanded previous observations and reported that IHI
measured in the resting abductor pollicis brevis muscle increased not only during
increasing levels of contralateral tonic voluntary contractions but also during
contralateral ballistic voluntary contractions consisting of 5–30 % of MVC
(Hinder et al. 2010). In this study, it was reported that IHI modulation in the
resting abductor pollicis brevis muscle was most pronounced at the higher levels of
force production in contralateral homologous muscle, in both ballistic and tonic
contractions. This is in agreement with the results by Perez and Cohen (2008)
showing that without adjustments IHI increased proportionally to the levels of
contralateral force. Together, all these studies have shown activity-dependent
changes in IHI during performance of a force generation task by the opposite hand.

An intriguing question is what can be the role of these activity-dependent
changes in IHI in a resting limb during these different isometric conditions?
Previous studies have proposed that increments in IHI may contribute to suppress
mirror EMG activity or involuntary activation of the non-active limb (Danek et al.
1992; Leinsinger et al. 1997; Mayston et al. 1999). A recent study examined
systematically the hypothesis that IHI between the primary motor cortices con-
tributes to determine the extent to which mirror EMG activity occurs in healthy
controls (Hübers et al. 2008). The authors demonstrated in a first experiment that
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the magnitude of IHI and mirror EMG activity was inversely correlated. This
indicated that those individuals with less mirror EMG activity in the resting limb
during contralateral maximal voluntary force were those people who showed
stronger IHI values measured in the non-active limb. In a second experiment, using

Fig. 9.1 Interhemispheric inhibition (IHI) from left to right primary motor cortex during a
unilateral isometric contraction. a IHI from left to right primary motor cortex recorded from the
left flexor carpis radialis (FCR) of a representative subject during performance of different levels
of isometric right wrist flexion force (10, 30 and 70 %, gray squares). Test MEPs are shown in
solid lines and conditioned MEPs in dotted lines. Recordings from right FCR are shown to
demonstrate with solid lines the MEP evoked by the conditioning stimulus (for eliciting IHI) and
in light gray solid lines the raw EMG activity in right FCR at the time of application of the test
stimulus alone. Note the well defined IHI at 10 % and the progressive disinhibition shown at 30
and 70 % of maximal right wrist flexion force. b Group data (n = 10). The abscissa shows the
three levels of right wrist flexion force tested (10, 30 and 70 %). The ordinate indicates the
magnitude of IHI, in which the size of the conditioned MEP is expressed as a percentage of the
size of test MEP amplitude. Note the progressive attenuation in IHI at 30 and 70 % of maximal
right wrist flexion force (bars approaching the horizontal dotted line). c Relationship between IHI
and left FCR maximum MEP size expressed as a percentage of the maximal motor response
(M-max) at all three levels of maximal right wrist flexion force. Note that there is no relationship
between MEP size and IHI. Error bars indicate SEs; *p \ 0.05 [Modified from Perez and Cohen
(2008)]
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repetitive TMS (rTMS) over the primary motor cortex controlling the strong
voluntary contraction to increase IHI, this inverse correlation between both
measurements was confirmed. Importantly, in the same study, when rTMS was
applied over the motor cortex controlling the mirror EMG activity, the linkage
between mirror EMG activity and IHI was not present. These findings support the
view that transcallosally mediated IHI from the voluntary active motor cortex to
the contralateral motor cortex controlling the mirror EMG activity plays a func-
tionally relevant role in suppressing unwanted mirror EMG activity during planned
unimanual movements in intact humans.

Studies examining changes in interhemispheric interactions between primary
motor cortices during phasic voluntary movements have also quantified IHI in the
resting limb, while the contralateral limb is performing different isotonic actions.
Previous evidence has shown that the magnitude of IHI in a resting finger muscle is
increased during a metronome-paced phasic voluntary finger movement
(Kobayashi et al. 2003). This is consistent with a previous study showing that self-
paced finger movements suppress the size of MEPs elicited in distal and proximal
arm muscles tested in the resting limb at intervals of 35–70 ms after EMG onset
(Sohn et al. 2003). Similarly, it has been shown that phasic pinch (Liepert et al.
2001) and reaction time (Leocani et al. 2000) movements involving low force
significantly reduce MEP amplitudes of contralateral homologous muscles, sug-
gesting the contribution of a transcallosal mechanism for the inhibitory effect
observed in these studies. Duque et al. (2005) demonstrated that corticospinal
excitability of the resting first dorsal interosseous muscle was decreased to a dif-
ferent extent depending on the direction of the opposite index finger movement,
regardless of muscles engaged in the task. It was suggested that inhibitory inter-
actions preceding bilateral finger movements were determined by movement
kinematics possibly to counteract the default production of mirror motions.

In general, when considering the changes in interhemispheric inhibitory mea-
sures between primary motor cortices during isometric and isotonic unilateral
actions, it is most consistently reported that IHI is increased in both types of
unilateral actions. The most common interpretation is that the magnitude of IHI
contributes to control contralateral mirror EMG activity in the resting limb.
Although this interpretation of the results appears to be valid, there are some
considerations that also need to be taken into account when discussing the role of
IHI in unilateral motor actions. IHI measured in a resting limb has been reported to
be increased during a range of isometric voluntary contractions ranging from
values as low as 5 % of MVC to maximal force. Mirror EMG activity in a
resting limb is most commonly reported during 20 % of MVC and stronger forces
(Zijdewind and Kernell 2001; Shinohara et al. 2003; Sehm et al. 2010). If a
possible role of IHI is to suppress mirror EMG activity, what could be the role of
this mechanism at very low levels of unilateral force, when mirror EMG activity is
not found? Thus, it is important to consider that corticospinal inhibition on the side
not to be moved may imply that suppression of movement is an active process and
that this may be at least one of the sources for increments in the strength of
interhemispheric inhibitory interactions between motor cortices at this low level of
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force generation. Another consideration in this interpretation is that all the studies
which actually measured IHI in a resting limb during a contralateral voluntary
contraction reported no mirror EMG activity in the resting limb (Ferbert et al.
1992; Perez and Cohen 2008; Talelli et al. 2008; Vercauteren et al. 2008; Hinder
et al. 2010). Furthermore, the study that measured the relationship between IHI
and mirror EMG activity quantified IHI in a resting condition (Hübers et al. 2008),
thus it might be argued that the evidence is not as direct as the authors proposed.

In summary, the available data provide a framework for exploring the contri-
bution of interhemispheric inhibitory interactions between primary motor cortices
in human subjects that focus on their contribution to the control of a resting limb
during a contralateral unilateral voluntary action. Whereas understanding the role
of interhemispheric interactions in the control of the active limb, which is basically
executing the unilateral motor action, still remain poorly understood.

9.4 Interhemispheric Interactions During Bilateral
Motor Actions

Most bilateral motor tasks involve simultaneous activation of a diverse number of
muscle groups (for review see Scott 2000). While distal hand muscles are more
occupied in performance of fine movements, proximal arm muscles play an
important role in posture and stabilization (Hasan 2005; Gurfinkel et al. 2006).
This combination of mobility and stability in everyday motor activities relies to a
large extent on precise and coordinated muscle activation patterns. Bilateral
interactions between upper limb segments have been extensively examined at the
behavioral level (Kelso 1984; Carson et al. 2000; Swinnen 2002; Dounskaia et al.
2010). This section will discuss changes in physiological interactions between arm
muscles during bilateral isometric and isotonic voluntary actions.

Transcallosal connections are a major candidates for mediating interactions
between different arm muscles during bilateral voluntary contractions (Franz et al.
1996; Cardoso de Oliveira et al. 2001; Diedrichsen et al. 2003; Rokni et al. 2003;
Ridderikhoff et al. 2005). Despite the importance of callosal pathways in inter-
hemispheric communication, their functional role during bimanual actions remains
unknown (Cardoso de Oliveira et al. 2001; Diedrichsen et al. 2003; Ridderikhoff
et al. 2005). There are a few studies that describe the activity of identified motor
callosal neurons in behaving animals. Studies in rabbits and cats have demon-
strated low spontaneous firing rates (generally \1 spike/s) (Swadlow 1994) and
little modulation in activity during locomotion or a postural stabilization task
(Beloozerova et al. 2003a, b). Soteropoulos and Baker (2007) for the first time
demonstrated that identified callosal neurons in a behaving primate show a low
baseline firing rate of around 3.9 spike/s during a bimanual motor task. The low
baseline rate of callosal neurons in awake monkeys leads to the suggestion that
these cells might signal the discrete time of a motor event to the opposite
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hemisphere (Soteropoulos and Baker 2007). In agreement, patients with callosal
lesions show normal coupling of the hands during a discrete tapping task
(Kennerley et al. 2002) and when opening a drawer with one hand and retrieving
an object inside with the other (Serrien et al. 2001). However, when both hands
draw circles continually, callosal patients show impairments in intermanual cou-
pling that are similar to control subjects (Kennerley et al. 2002; Serrien et al.
2001).

Similarly, the functional role of IHI measured by the paired-pulse TMS tech-
nique remains poorly understood. Electrophysiological studies in humans con-
ducted at rest have suggested that interhemispheric inhibitory effects between
different motor cortical body representations interact closely. Ni et al. (2009)
examined IHI between motor cortices by positioning one of the TMS coils
(conditioning stimulus) over the hand, face, or more proximal arm representations
of one motor cortex and examined their effects on responses evoked from the
contralateral hand representation. It was reported that IHI was evoked from these
different stimulating points, suggesting that these cortical regions might all have
projections to the contralateral hand motor cortex. In agreement, a recent study
tested IHI during unilateral and bilateral isometric voluntary contractions of an
intrinsic distal hand muscle and a contralateral elbow flexor or extensor muscle
(Soteropoulos and Perez 2011). This study demonstrated that an isometric vol-
untary contraction with either a distal or a proximal arm muscle, but not a foot
dorsiflexor, decreases corticospinal output in a contralateral active finger muscle.
IHI effects were strong during bilateral activation of distal hand muscles and weak
during simultaneous activation of a distal and a proximal arm muscle, suggesting
that in intact humans, crossed interactions at the level of the primary motor cortex
involved different physiological mechanisms when bilateral distal hand muscles
are active and when a distal and a proximal arm muscle are simultaneously active.
Differences have been reported between IHI measurements taken at an inter-
stimulus interval of 10 and 40 ms (Chen et al. 2003; Kukaswadia et al. 2005; Lee
et al. 2007; Ni et al. 2009), including that IHI measured at an interval of 40 ms is
mediated by postsynaptic gamma-aminobutyric acid type B (GABAB) receptors.
The transmitter system mediating IHI measured at an interval of 10 ms remains
inconclusive (Irlbacher et al. 2007). In the study by Soteropoulos and Perez (2011),
IHI measured at an inter-stimulus interval of 10 and 40 ms was stronger during
simultaneous isometric activation of bilateral distal hand muscles. However, at the
same inter-stimulus intervals, IHI was decreased during simultaneous isometric
activation of a distal hand muscle and a proximal arm muscle (Fig. 9.2). This may
suggest that a possible functional role for IHI measured at these different inter-
stimulus intervals is to converge different information to a finger muscle from a
contralateral active distal or proximal arm muscle (Fig. 9.3).

Evidence has supported the view that during generation of bimanual isometric
forces transcallosal inhibition is modulated by the direction of the force
(Yedimenko and Perez 2010). For example, in this study, the magnitude of IHI
measured during a unilateral isometric index finger abduction task was increased
during contralateral isometric index finger abduction. This increment was even
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more pronounced when the contralateral hand performed isometric index finger
adduction, irrespective of the hand posture. Therefore, during generation of index
finger isometric force away from the body midline (adduction direction),

Fig. 9.2 IHI from left to right primary motor cortex during bilateral isometric contractions. a IHI
measured at a conditioning-test interval of 10 (IHI10) and 40 ms (IHI40) recorded from the left
first dorsal interosseous (FDI) of a representative subject during 10 % of left index finger
abduction while the right side performed 30 % of index finger abduction or elbow flexion or
extension. The specific muscle activated in the right arm is indicated as FDI, BICEPS, and
TRICEPS. Test MEP and conditioned MEP (Cond. MEP) are indicated by the arrows. b Group
data (n = 9). Abscissa shows the muscle activated in the right arm during testing of IHI10 (black
bars) and IHI40 (gray bars). Ordinate indicates the magnitude of the conditioned MEP expressed
as a percentage of the Test MEP. Horizontal dashed line represents the size of the Test MEP.
Note that IHI10 and IHI40 were decreased during activation of the right biceps and triceps brachii
compared with trials in which the right FDI was active. Also note there are no differences in the
magnitude IHI10 and IHI40 during activation of any of the right arm muscles tested. Error bars
indicate SEs. *p \ 0.05 [Modified from Soteropoulos and Perez (2011)]
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Fig. 9.3 IHI from left to right primary motor cortex during bilateral isometric contractions in
different directions. a Upper panel diagram showing the visual display presented to all subjects
during testing of unilateral and bilateral isometric index finger forces. Subjects were instructed on
a monitor to perform 10 % of left maximal isometric index finger abduction (10 % ABD) while
the right index finger remained at rest (0 % Rest) or performed 30 % of maximal isometric index
finger abduction (30 % ABD) or adduction (30 % ADD) while IHI was tested in the left index
finger. The condition in which the right hand remained at rest was used as baseline. The black
vertical bar is the cursor that subjects were instructed to move by performing left and right
isometric forces. The ‘GO’ signal (grey box located to the left or to the right of the cursor) was
the target to where subjects had to move the cursor. The distance between cursor and target is
related to the magnitude of force required to accomplish each task, normalized to the maximal
voluntary effort determined in each participant. Lower panel schematic of the experimental set-up
showing the posture of both hands during testing. The left hand was always positioned in prone
posture (palm down) while the right hand was positioned in prone or supine (palm up) posture.
Then, when the right index finger performed ABD in the prone position the FDI muscle was
acting as an agonist to the task, whereas when the right index finger performed ABD in the supine
position the FDI muscle was acting as an antagonist to the task. b Upper panel IHI recorded from
the left FDI of a representative subject during the motor task described above. Test MEP and
conditioned MEP (Cond. MEP) are indicated in all conditions tested. Lower panel group data
(n = 12). The abscissa shows the conditions tested during the assessment of IHI contractions in
prone (black bars) and supine (white bars) posture. The ordinate indicates the magnitude of the
conditioned MEP expressed as a percentage of the Test MEP (Conditioned MEP 9 100)/Test
MEP) during bilateral isometric forces. The horizontal dashed line represents the size of the Test
MEP. Note that IHI was increased to a larger extent during ADD forces regardless of the right
hand posture. Error bars indicate SEs. *p \ 0.05. Also note that IHI was significantly increased
with respect to the baseline in all conditions tested (ø indicates significant difference with respect
to baseline) [Modified from Yedimenko and Perez (2010)]
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regardless of the muscle engaged in the task, IHI in the contralateral active hand
was increased to a greater extent than during forces exerted toward the body
midline (abduction direction), suggesting that interhemispheric interactions
between primary motor cortices are driven by ‘extrinsic’ parameters related to the
hand action. In agreement, it has been also demonstrated that coupling of bilateral
isometric forces is greatly attenuated in patients with lesions of the corpus cal-
losum, suggesting that force coupling takes place at this level (Diedrichsen et al.
2003). This is also in agreement with a recent study demonstrating that an increase
in the magnitude of the iSP during bilateral compared to unilateral index finger
voluntary contractions might contribute to suppress unwanted muscle activity
(Giovannelli et al. 2009). Further evidence has shown that the iSP in the triceps
and biceps brachii was comparable during unilateral and bilateral contraction of
homologous muscles. However, during bilateral contractions of antagonist muscles
(Extension–Flexion and Flexion–Extension muscle activation), less inhibition in
the EMG was observed compared to bilateral contraction of homologous muscles
(Perez et al. 2009).

The next question is what physiological changes occur during bilateral isotonic
voluntary contractions. At present no studies have examined IHI or iSP mea-
surements during isotonic bilateral movements in humans. However, changes in
corticospinal excitability have been reported in the preparatory phase of bilateral
finger movements and in the movement phase of bilateral elbow flexion and
extension movements. Duque et al. (2005) demonstrated that corticospinal excit-
ability of the resting FDI was increased during bilateral isotonic finger movements.
Park and Perez 2010 showed that MEPs in the biceps and triceps brachii were
increased in size while tested during bilateral elbow flexion and extension com-
pared to a unilateral isolated movement. Several studies have shown that bimanual
coordination is more stable in motor tasks requiring mirror symmetrical rather than
nonsymmetrical contraction of homologous muscles (for reviews see Swinnen
2002; Swinnen and Wenderoth 2004). It is tempting to speculate that the facili-
tatory effect and the decreased inhibition observed in previous studies during
asymmetric bilateral muscle contractions might contribute to decouple arm
movements or, on the contrary, it might reflect a neural correlate of our inability to
completely decouple our arms. However, previous evidence has shown that
interactions between actively moving arms and those obtained when both arms are
engaged in isometric contractions differ (Carson 1995). Thus, caution must be
taken in extrapolation of the present results to a more dynamic task.

In summary, all these findings during bilateral isometric voluntary contractions
open the possibility of accessing the hand motor cortical representation by acti-
vating a contralateral arm-related cortical region. This is in agreement with the
view that the neural control of the hand can be influenced by activity originating at
proximal joints (Kalaska et al. 1997). This might be of interest for patients with
injuries affecting the central nervous system. The recovery of control of finger
movement is one of the main problems after a lesion of the corticospinal tract in
humans and nonhuman primates (Perez and Cohen 2009b). A change in the
magnitude of inhibitory interhemispheric effects might help to coordinate the arms
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during actions that require some degree of bimanual coupling (Rokni et al. 2003).
Whereas understanding the role of interhemispheric interactions between primary
motor cortices in the control of bilateral isotonic voluntary contractions still
remains poorly understood.
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Chapter 10
Functional Modulation of Primary Motor
Cortex During Action Selection

Sven Bestmann

Abstract Primary motor cortex plays an important role in the planning and exe-
cution of movement, and motor cortical functions depend on cortical excitability.
Here, we review how one can use transcranial magnetic stimulation (TMS) to study
the functional changes occurring in M1 during the preparation and selection of
actions. Specifically, we emphasise the idea that the brain is organised in a hierar-
chical way in which the boundaries between perception, cognition and action are
weak and these processes occur in parallel. This, in turn, predicts that the motor
system should be dynamically influenced by information about forthcoming actions
we want to perform; this information is flexible and dynamic, and should be con-
veyed to the motor system through different routes, depending on the current context
in which our actions occur. Using TMS, one can read out dynamic changes in M1
excitability in an effector-specific way, and study how such changes relate to the
information that guides our actions. In humans, this provides unique insight into the
physiological underpinnings and mechanism of action through which we prepare and
select our movements in an ever-changing and uncertain world.

Thinking is easy, acting is difficult, and to put one’s thoughts into action is the most
difficult thing in the world. Johann Wolfgang von Goethe

It has now been more than 140 years since Eduard Hitzig and Gustav Fritsch
performed their seminal experiments on the effect of electrical stimulation to the
cerebrum (Fritsch and Hitzig 1870, 2009), yet we are still puzzled by what
function the ‘motor strips’ identified in their experiments yield. For a long time the
prevailing idea was that motor cortex and the adjacent premotor cortices are solely
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concerned with the control of muscles of the body. Little recognition had thus been
given to whether the function of these regions may extend beyond connecting the
brain to the lower motor neurons via the spinal cord, and to signal which particular
muscles to contract. Part of this view originates from classical views of brain
organisation that have emphasised that motor control is part of a serially organised
system in which sensory information is transformed into neural signals for motor
planning and execution through different anatomically distinct stages (Flash and
Hogan 1985; Kawato et al. 1990; Bhushan and Shadmehr 1999). This transfor-
mation process ultimately culminates in M1, where descending motor commands
are generated.

Perception, cognitive processing (e.g. learning, attention and working memory)
and action selection have therefore traditionally been considered (and studied) as
largely independent processes. The brain, however, is unlikely to adhere to these
text book divisions, and while functional specialisation is critical, activity
deployment in the brain does not follow these strict boundaries (Cisek 2007b;
Pesaran 2010; Ledberg et al. 2007; Bullier and Nowak 1995; Hubbard et al. 2005;
Smid et al. 1991; Mesulam 1990). Studies from both human and non-human
primates have now, indeed, established that the premotor and motor regions of
cortex, rather than being merely concerned with generating muscle commands, are
intimately involved in the processing of higher order signals for action selection
(Romo et al. 2004; Cisek 2007b; Cisek and Kalaska 2010; Gold and Shadlen 2001,
2007). This body of work has thus led to challenge the view of strictly serial
processing as an organisational principle for brain function, and thus, our view on
the foundations of action selection. For example, decisions for actions are now
assumed to involve the parallel activation of multiple options, with the commit-
ment to a specific action when activity associated to that particular action reaches a
given threshold (Ivry and Spencer 2004; Cisek 2007a, b).

Studies in non-human primates, for example, show that responses of single
neurons in dorsal premotor cortex (PMd) and primary motor cortex (M1) correlate
with a variety of processes, such as prior expectation, time, reward, motivation or
uncertainty (Bastian et al. 1998; Roesch and Olson 2003, 2004, 2007; Weinrich
et al. 1984; Wise et al. 1983, 1986; Nakamura 2006; Cisek and Kalaska 2004;
Crammond and Kalaska 2000, 1994; Rubino et al. 2006; Renoult et al. 2006;
Requin et al. 1988; Roux et al. 2003, 2006). These signals do not directly reflect
the production of the actual descending signals required for movement. At the
same time, brain regions commonly regarded as specialised in, for example,
decision making, learning or attention also contain neurons responding to planning
and performing movements (Carello and Krauzlis 2004; Cisek and Kalaska 2005;
Coe et al. 2002; Gold and Shadlen 2001; Horwitz et al. 2004; Hoshi et al. 2000;
Platt and Glimcher 1999; Romo et al. 2004; Schall 2001).

The structures of the motor system are characterised by anatomical connections
with a number of areas concerned with higher level computations that could provide
routes through which information is transmitted to the motor system. These include
regions in parietal, prefrontal and cingulate cortex, and the basal ganglia:
for example, connections exist to different parietal areas (Rizzolatti et al. 1998)
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involved in the representation of probabilistic information (Yang and Shadlen 2007)
and reward (Platt and Glimcher 1999), but also in guiding decisions about hand
choice (Oliveira et al. 2010); regions of cingulate cortex (Van Hoesen and Solodkin
1993) encoding uncertainty about reward expectation and the value of actions
(Rudebeck et al. 2008); and regions of prefrontal cortex (Dum and Strick 2005; Lu
et al. 1994) and subcortical basal ganglia-thalamic circuits (Alexander et al. 1990)
involved in processing motivational decision variables (Schultz 2006). Within pre-
frontal cortex, value-based influences from ventromedial prefrontal cortex (Boor-
man et al. 2009) may reach the motor cortices via the anterior cingulate sulcus.

In this chapter, we address how one can usefully study the functional role and
neural underpinnings of signals that might influence and bias the selection of
actions in humans. How can we explain the apparent richness of signals observed
in the motor system that appear to be not strictly motor related, and how these can
studied in the complex and flexible behaviour only humans are capable of?

The advent of techniques for non-invasive stimulation of cortex has opened the
possibility to address such issues. These techniques complement direct recordings
and microstimulation approaches in animals and their impact on the functional
state of M1. In this chapter, we specifically ask how one can use transcranial
magnetic stimulation (TMS) to study the functional role of M1 (and PMD) for
action preparation and selection, and how activity in these regions might be
influenced by cognitive operations that ensure our flexible and accurate move-
ments in an uncertain and ever-changing world. This is of relevance because it not
only allows for novel insights into M1/PMd function, but also allows for infer-
ences about the hierarchical processing for action selection.

10.1 Using Motor-Evoked Potentials to Read-Out
the Functional State of M1/PMD During Behaviour

First, we briefly review how we can utilise cortical stimulation techniques such
as TMS to investigate the role of the human motor system in cognition. When applied
to M1, TMS can evoke descending cortico-spinal volleys that cause contralateral
muscle movement. This movement can be quantified using surface electromyogra-
phy and provides a direct measure of corticospinal excitability. TMS can therefore
be used in humans to non-invasively assess the functional state of the corticospinal
motor system (Box 10.1). The excellent temporal resolution of TMS allows for
measuring the excitability of the corticospinal system at various time points within a
task. Any task-specific change in the size of evoked electromyographic responses
reflects changes in the functional state or excitability of the motor output system at
the time of stimulation. This is a crucial asset of the technique because, in principle,
changes in the functional state can now be read out with millisecond precision.

Moreover, it is often neglected that this technique provides a causal measure in its
true meaning—the signal evoked in contralateral muscles is caused by the stimulation,
and nothing else. Changes in MEP size can have different origins, including noise,
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variations in wakefulness and attention, or even small variations in the precise stim-
ulation point and can have both cortical and spinal origins. Critically, however, when
carefully conducted, a significant proportion of variance will originate from changes in
the functional state of the motor system at the time the TMS pulse is applied.

TMS provides a unique and complimentary measure to other techniques because,
for example, the effector-specific changes in corticospinal excitability (CSE) are
not easily observed otherwise, e.g. with EEG or fMRI approaches. Moreover, the
possibility to assess systematic changes in intracortical inhibition and excitation
(Ziemann and Rothwell 2000; Di Lazzaro et al. 1999, 2004; Kujirai et al. 1993; Chen
2004) offers unprecedented non-invasive information about their specific role in
action control. Finally, as discussed in more detail elsewhere in this book, double-
coil approaches (Civardi et al. 2001; Mochizuki et al. 2004) can be used together with
complementary neuroimaging techniques (Bestmann et al. 2008b; Ruff et al. 2009)
to highlight the functional interactions among interconnected networks in the brain,
and how these may relate to the preparation and selection of action.

Box 10.1 Transcranial Magnetic Stimulation
in the Motor System

In humans, TMS can be used to monitor the functional state of the
corticospinal system. TMS induces an electrical current in underlying tissue,
which is short lived (*200 ls) and of similar amplitude to that produced by
a conventional stimulation applied directly to the surface of the brain. TMS
is thought to activate the axons of neurons in the cortex and subcortical
white matter underneath the stimulation coil. When applied to primary motor
cortex (M1), TMS can evoke activity in peripheral muscles contralateral to
the stimulation. These muscle responses, which are most readily evoked in
intrinsic hand muscles, can easily be quantified using surface electromyog-
raphy (EMG). The size of the evoked response is a direct measure of the
excitability of the corticospinal system. As such, both cortical as well as
spinal mechanisms contribute to the evoked response. This, in principle, can
make it difficult to dissociate cortical from segmental influences.

However, the lowest threshold elements in M1 have inhibitory actions on
motor output, likely to be mediated by GABAergic cortical interneurons. It
is, therefore, possible to dissociate these cortical influences from spinal
mechanisms, which are known to have higher thresholds. For example,
paired-pulse protocols (Kujirai et al. 1993) make use of this by applying a
low intensity conditioning pulse, and measuring its impact on the response
evoked by a subsequent higher intensity test pulse.

One important point is that changes in MEP amplitude during cognitive
tasks have a large contribution from such intracortical inputs. The MEP is a
summation signal that reflects the series of descending volleys elicited
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through cortical stimulation. An initial direct (D-) wave is evoked from the
initial segment of cortico-spinal axons close to the cell body, and is followed
by several successive indirect (I-) waves. Critically, the recruitment of
I-waves is due to activation of the axons of excitatory interneurons. TMS can
therefore activate the second-order excitatory connections possibly recruit-
ing relatively pure later I-wave activity. Direct fast connections from PMd to
the ipsilateral M1 are thought to significantly contribute to the generation of
later I-waves (Groppa et al. 2011; Ziemann and Rothwell 2000). The late
I-wave pathway is therefore under the control of inputs from premotor
cortex. This cortico–cortical pathway has been proposed to directly influence
I-wave generation in M1 cortico-spinal neurons (Sakai et al. 1997). There-
fore, such pathways might play a crucial role for context-dependent changes
of M1 excitability (i.e. MEP size) during action selection. Several pieces of
evidence from human studies provide evidence for this idea. First, CSE in
M1 during action preparation is influenced by direct inputs from PMd, as
assessed with double-coil TMS experiments (Liuzzi et al. 2010), and tran-
sient interference of PMd by means of repetitive TMS leads to slowed
responses (Terao et al. 2007). Moreover, there is abnormal intracortical
inhibition in chronic stroke patients with spared M1, suggesting that, at least
in part, inputs from other regions control this process (Hummel et al. 2009).

There are also several alternative ways to directly assess or rule out the spinal
involvement in any observed MEP changes. The amplitude of the Hoffmann reflex
depends upon spinal motoneuron excitability, and is evoked by stimulating the
afferent fibres in peripheral nerves. The so-called F-wave is a centrifugal discharge
recorded by EMG and evoked in spinal motoneurons by antidromic excitation of
the motoneuron axon–soma. Comparing these responses with the responses of the
TMS-evoked MEP allows for dissociating cortical from spinal effects.

10.2 Assessing the Functional State of M1 During Action
Execution/Voluntary Movement

One question TMS allows for addressing is how the functional state of M1 changes
during the execution phase of an action. This can be investigated by probing M1
excitability at different times immediately prior to, during and after the overt
response during simple or choice RT and stop-signal tasks (Chen et al. 1998;
Davey et al. 1998; Soto et al. 2010; Leocani et al. 2000; Hiraoka et al. 2010; Chen
and Hallett 1999; Hasbroucq et al. 2000; Romaiguere et al. 1997). Interestingly, as
discussed below, the specific changes in M1 during this period may differ from
those in the preceding period of action preparation.

One consistently observed finding is that CSE increases immediately before the
electromyographic burst in the agonist muscle that precedes the actual voluntary
movement (Hoshiyama et al. 1996a, 1997), which often corresponds to the period

10 Functional Modulation of Primary Motor Cortex 187



starting around 100 ms after the appearance of an imperative (‘Go’) stimulus.
Moreover, this effect is accompanied by a reduction in intracortical inhibition
preceding the voluntary movement by around 100 ms (Reynolds and Ashby 1999).
It, therefore, seems that intracortical inhibition is involved in simple and choice
RT tasks, even when there is no requirement to stop the movement (Burle et al.
2004). This increase is furthermore mirrored by a (usually much smaller) CSE
increase (Hoshiyama et al. 1996b; Duque and Ivry 2009; Koch et al. 2006; Leocani
et al. 2000), or even significant decrease (Michelet et al. 2010; Tandonnet et al.
2010; Liepert et al. 2001) in muscles not involved in an action. This latter pattern
may depend on whether a muscle is merely not involved, or an antagonistic to the
selected muscle. It is important to recall, however, that intracortical facilitation
(ICF) and ICI as well as different dynamic behaviours of ICF and pre-movement
facilitation may change simultaneously and influence one another. Depending on
their relative contribution in a specific task, and the specific time at which we
measure CSE, the specific pattern of CSE changes that can be observed thus may
vary significantly (see above). The consistent observation is that there are very
specific and mostly antagonistic changes in CSE between the selected and unse-
lected effectors during the execution of an action. Taken together, these results
show how TMS can provide unique insight into the physiological processes in M1
during the execution of selected actions.

10.3 Assessing the Functional State of M1 During
Action Preparation

It is generally thought that actions are prepared and selected before they are
executed. For example, we know from behavioural reaction time experiments that
prior information (such as visual cues) can be used to prepare actions (Rosenbaum
1980). One hallmark feature in these experiments is a shortening of reaction times
for more predictable stimuli, which has been taken as evidence that the respective
action has been ‘mentally’ prepared, and therefore a response can be made with
greater speed once the imperative stimulus is presented.

The most successful approach to study preparation experimentally are instructed
delay tasks, in which a cue stimulus provides information about the likely action,
which can only be executed after a delay when a subsequent imperative stimulus has
been presented. This period prior to an overt action is therefore unconfounded by
descending motor commands, and thus can provide useful insights into the physio-
logical mechanism that underpin the transformation of perceptual and cognitive
signals into action. The point is that under a parallel processing account, we expect to
see gradual changes in CSE in the period prior to action, when actions are prepared.

In non-human primates, neurons representing the selected action progressively
increase their firing rates during a delay period inserted between presentation of a
visual cue and the appearance of a visual stimulus. This increase depends, for
example, on the degree of predictability of the forthcoming movement—on
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average, more predictable sensory information leads to a stronger gradual activity
build-up in premotor and motor cortex (Roux et al. 2006; Wise et al. 1983; Tanji
and Evarts 1976; Bastian et al. 1998; Cisek and Kalaska 2005; Cisek 2005;
Crammond and Kalaska 2000, 1994; Nakamura 2006). This observation is seen as
a physiological correlate of action preparation.

In humans, TMS has been used to assess preparatory activity changes non-
invasively, using delayed-response or instructed delay tasks. A rich set of studies
have now established the general finding that CSE undergoes significant changes
during action preparation (Bestmann et al. 2008a; van den et al. 2007; Coxon et al.
2006; van Elswijk et al. 2007, 2008; Mars et al. 2008; Duque and Ivry 2009;
Duque et al. 2010; Hasbroucq et al. 1997, 1999a, b; Sinclair and Hammond 2008,
2009; Touge et al. 1998; Mars et al. 2007). These findings demonstrate that in
humans, TMS can serve as a non-invasive analogue to invasive direct recordings
of delay-period activity in non-human primates. TMS allows for differentiating
between different intrinsic muscles, and thus provides sufficient resolution to
distinguish the physiological underpinnings of action preparation and selection for
different unilateral finger movements (Bestmann et al. 2008a). Moreover, the
ability to assess intracortical inhibition and facilitation non-invasively through the
use of paired-pulse protocols (Kujirai et al. 1993; Di Lazzaro et al. 2004) provides
an additional window into the physiological interplay between intracortical exci-
tation and inhibition during the preparation and selection of different actions.

Box 10.2 It Is Up, It Is Down! What are the Specific
Physiological Changes in M1 During Action Preparation?

A general and consistent finding is that CSE is modulated during action
preparation in an effector-specific way, but it is less clear what direction such
changes should have. For example, both effector-specific increases and
decreases in CSE as well as increases and releases (disinhibition) from
intracortical inhibition during action preparation have been reported. This is
initially surprising—how can the same preparatory process lead to opposite
physiological changes in the motor system? One important factor that can
partly account for such discrepancies is how such increases or decreases are
measured. For example, CSE measures obtained at rest are often used as a
baseline for comparison with delay-period activity. This does not control for
task-related factors such as arousal, attention, or vigilance. In other words,
the motor system ‘at rest’ might indeed be very different in many ways other
than preparation or action selection from the motor system during a task.
Comparing CSE during a delay period with CSE at rest may simply tell us
that rest and task are different, but often precludes more specific inferences.
Comparing CSE changes between prepared versus unprepared responses
during a task provides a more controlled assessment compared to merely
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asking whether a change occurs relatively to a resting control period. For
example, delay-period CSE may be reduced relative to some neutral resting
baseline period, with effector-specific changes (e.g. a significantly larger
CSE for the selected versus unselected action) on top of this overall period of
relative inhibition. Moreover, the changes in preparatory activity may further
depend on whether one has to select one hand over the other, or whether
selection is required between different digits of the same hand. While the
former requires interhemispheric processes, the latter might predominantly
engage response competition processes within a hemisphere.

Cognitive models suggest that several types of behavioural inhibition take
place during action preparation. Selected actions need to be prepared, but at the
same time unselected and possibly conflicting actions need to be suppressed.
Moreover, any type of response needs to be withheld until the appropriate time
to respond is reached. At that point, prepared but withheld responses need to be
released, whereas inhibition for inappropriate responses needs to be main-
tained. From this, it becomes immediately evident that physiological correlates
of these processes can only be assessed, when one can isolate the specific type
of behavioural inhibition, and that changes in CSE can easily reflect a time-
dependent compound signal of several processes occurring at the same time
that may, in sum, lead to an increase or decrease in CSE.

Some of the discrepancies in the literature on action preparation may thus
stem from the different comparisons made across different studies. To this
author, the debate whether CSE increases or decreases during action prep-
aration seems to be slightly superfluous—the critical question is whether
there is a preparation-specific and effector-specific change in CSE. Both
increases and decreases (inhibition) could then be meaningful options
depending on the specific context in which CSE is measured, and may reflect
the different types of behavioural inhibition that are often required for
successful action preparation and action execution.

10.4 Studying Dynamic, Trial-By-Trial Changes in M1
Excitability During Action Preparation

A fundamental feature of human movement is that anticipatory knowledge of an
impending action improves the speed and accuracy of the response. This implies
that we learn about the predictability of sensory information, and modify activity
at the level of motor output accordingly, while preparing an action. For example,
although sensory information provides useful cues for guiding actions, it is also
inherently uncertain, and learning about this uncertainty can enable the nervous
system to prepare motor output for action prior to an event. There is a good deal of
information showing that, on average, predictable sensory information guiding
actions leads to a gradual activity build-up in premotor and motor cortex during
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preparation for action. This may also be reflected in specific excitability changes of
corticospinal projections, in line with a burgeoning set of studies demonstrating
quantifiable effects of visual information on the motor system, including the spinal
cord. Taken together, this implies that the predictability of sensory information is
learned and represented explicitly in the brain, and that its representation is
directed to the level of motor output for anticipatory action preparation.

The important point here is that predictability and prior expectations can only
be established through learning, and that the functional state of the motor system
should, therefore, reflect such learning. This interesting dynamic, however, cannot
be revealed by inspecting M1 excitability changes on average alone. Under-
standing how the brain uses the predictability of events to inform preparation for
action requires models of how, for example, the predictability of an event is learnt
and represented over time. One solution to this is the use of model-based
approaches (Mars et al. 2010; Corrado and Doya 2007; O’Doherty et al. 2007).
These can provide trial-by-trial predictions about the possible rules used by the
motor system to harness the probability of future events for action decisions.

In a first study investigating whether predictive (in this case, information theoretic)
models can explain a substantial amount of CSE changes during action preparation, we
previously measured CSE during an instructed delay task, in which an instruction cue
provided information about the forthcoming movement with varying degree of cer-
tainty (Bestmann et al. 2008a). Thus, participants had to respond to an imperative cue
stimulus but critically, in different blocks of trials, a preceding instruction cue pre-
dicted the identity of this imperative cue only with 85, 70 or 55% validity, respectively
(Fig. 10.1a). This, therefore, varied the uncertainty about the required action, given the
instruction cue. The important point here is that these probabilities were unknown to
the participants, and thus had to be learned over time in each block.

Behavioural data showed that participants reacted, on average, faster on trials in
which the instruction cue was more reliable, indicating some sort of learning that
enabled more efficient action preparation (Fig. 10.1b). But this does not reveal the
dynamics through which this learning may take place, and influence action prepa-
ration. We therefore quantified the uncertainty about the forthcoming movement on a
trial-by-trial basis for each block basis, using a simple information theoretic model
that quantified the uncertainties inherent in trial sequences. We therefore asked
whether these quantities might predict subject’s responses and their preparatory state
prior to these (as measured through CSE). RTs and muscle-specific CSE changes
were indeed influenced by both entropy and surprise: High uncertainty (high entropy)
about the upcoming imperative cue was associated with decreases in CSE during the
preparatory period (Fig. 10.1c). Moreover, a surprising imperative cue on the pre-
ceding trial resulted in a similar decrease in CSE. Thus, delay-period CSE, which
provides an index of the preparatory state of a subject was lower when preparatory
cues resolved less uncertainty (entropy), and when surprise in the preceding trigger
cues was large (Fig. 10.1c). This effect was mirrored in the behavioural reaction time
data—subjects were slower to respond when average uncertainty about the forth-
coming movement was high, and furthermore, when imperative stimuli were sur-
prising given the preceding cue (Fig. 10.1c).
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Fig. 10.1 Influence of uncertainty and surprise on corticospinal excitability during action
preparation. a Schematic of the task. On valid trials, a preparatory CS predicted the identity of a
subsequent IS, cueing a button press with the right thumb or little finger. On invalid trials, the
CS-IS mapping was invalid as the CS was followed by the alternative IS. The validity of the CS
varied across blocks of 105 trials between 85:15, 70:30 and 55:45%, respectively, creating blocks
with, low, medium and high uncertainty about imperative stimuli. A single TMS pulse was
applied during every trial, 200 ms before IS appearance, to read out changes in M1 excitability.
b Average behavioural and electrophysiological results. Reaction times (grey/black) are, on
average, significantly shorter for more predictable (i.e. more validly cued) actions. Average
changes in corticospinal excitability parallel this effect, with CSE being largest for prepared
actions in a predictable context. c CSE (top) for validly and invalidly cued trials from all subjects,
plotted against the average uncertainty (entropy; left) and trial-by-trial surprise (right). CSE was
generally higher when uncertainty (entropy) was low, and trials were preceded by surprising
events. Reaction times for validly and invalidly cued trials plotted against average uncertainty
(entropy; left) and trial-by-trial surprise (right). Reaction times were generally faster when
uncertainty (entropy) and surprise were low. These results suggest that predictions about events
based on both the average uncertainty, and trial-by-trial surprise conveyed by visual events can
modulate the voluntary motor system on a trial-by-trial basis. Furthermore, these results show
how measurements of corticospinal excitability with TMS can provide a window to examine
computational processes about how humans implement decisions in real time.
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One important aspect is the use of Bayesian model comparison, to test whether
the specific model chosen indeed provides a good explanation of the data, com-
pared to other competing models. This model comparison showed that there was
indeed more evidence supporting the specific information theoretic model (given
the observed RT and the CSE data), compared to a small group of alternative
models that did not, or not fully, account for the contextual uncertainty inherent in
the sequence of trials. The novel point made by these data is that human motor
cortex is dynamically biased according to (inferred or learned) representations of
contextual probabilities inherent in imperative visual events. These representations
are likely encoded in the brain upstream of M1, but dynamically influence action
preparation and selection. Recent support that this may reflect a general mecha-
nism through which representations for actions are shaped by current contextual
requirements comes from work on value-based decisions for actions (Klein-Flügge
and Bestmann 2012). If action selection in motor regions emerges from a com-
petitive process that is gradually biased by evidence signals originating in other
regions, then biases reflecting the evaluation of more or less valuable choice
options should be traceable in the motor system, before the decision process is
complete. Using TMS to read-out CSE changes during such value-based decisions,
Klein-Flügge and Bestmann (2012) found that excitability for chosen versus un-
chosen actions indeed distinguishes the forthcoming choice, but critically so could
demonstrate that this occurs before the decision process is complete. Importantly,
this required a trial-by-trial quantification of the value that participants assigned to
their choices. The subjective value that participants assigned to the options offered
on each trial was inferred using cumulative prospect theory (cf. Tversky and
Kahnemann 1992), which could then be regressed against the dynamic trial-by-
trial changes in CSE. Support for the idea that the observed dynamic changes in
CSE during the choice process were indeed value-driven comes from the finding
that both excitability and reaction times varied as a function of the subjective value
difference between chosen and unchosen actions, and that such a relationship does
not occur in the absence of a decision. This provides novel evidence in humans,
using non-invasive TMS as read-out of the functional state of motor cortex, that
internally generated value-based decisions influence the competition between
action representations in motor cortex before the decision process is complete.
More generally, these results demonstrate the importance of studying the dynamic,
trial-by-trial changes that guide the preparation and selection of movements in an
ever-changing world, and that such dynamics can now be usefully studied with the
combination of TMS and model-based approaches.

10.5 Frameworks for Action Selection

The studies reviewed above clearly show that the human motor system is
dynamically shaped by our prior expectations about forthcoming movements. Such
prior expectations can be instilled by variables that are currently relevant for action
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selection, such as the expected reward that can be obtained following an action, or
the likelihood of an event occurring. TMS can reveal the dynamic changes in the
functional state of M1 during and prior to actions, and how these relate to our prior
expectations.

However, these findings themselves do not yet provide a mechanistic account
that can explain the functional role of such modulations and influences, nor how
such signals actually reach the motor system. It is now established that M1 exhibits
responses to sensory signals in a variety of modalities including vision and
somatosensation (Hatsopoulos and Suminski 2011), and thus is likely to integrate
such signals for the selection and preparation of appropriate movements. Two
recent theories provide architectures and mechanistic accounts on how this may
actually happen—the affordance competition hypothesis (Cisek 2006, 2007a, b;
Cisek and Kalaska 2010) and active inference (Friston et al. 2009, 2011b). We
note that these two accounts are not competing or mutually exclusive—in fact, it is
the subject of intense ongoing research to explore their commonalities. We briefly
outline the core concepts of these accounts and how they help to explain the
findings reviewed above, but any discussion of these accounts in the present
chapter can only be brief, and the reader is referred to the original work for in-
depth details.

10.5.1 Affordance Competition

The key point of the affordance competition hypothesis (Cisek and Kalaska 2010)
is that sensory information is continuously used to specify potentially available,
and competing actions, whilst other kinds of information (such as motivation,
reward expectation, new sensory information) will be accumulated and provide
evidence that ultimately leads to selecting one action from the available set of
actions (Cisek 2006, 2007b; Cisek and Kalaska 2010). Potential actions therefore
‘compete’ with one another, and internal representations influence this competi-
tion. As initially introduced by (Gibson 1979), the concept of affordances reflects
the idea that these internal representations are opportunities, or affordances, for
action defined by the environment (Fig. 10.2).

These affordances for action are based on incoming sensory information and
internally represented decision variables (e.g. subjective reward, motivation,
wakefulness, hunger), which are continuously transformed into parameters of
action (Cisek and Kalaska 2010). This also implies that multiple actions might
initially be available, but competition between these alternative options ultimately
leads to the commitment to one specific action. This competition is thought to be
driven by mutual inhibition among cells with different tuning properties (Cisek
2006), and/or through differential selection in corticostriatal circuits as likely
physiological substrates.

Critically, the competition at the level of PMd/M1 is driven by inputs from
other regions, such as parietal and prefrontal cortex and the basal ganglia that
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contain information or evidence about the most appropriate action, given the
context. These regions therefore bias the competition among actions until some
(unspecified) threshold is reached and a commitment to an action is made.

The TMS work in humans reviewed above indeed provides strong support for
this idea. The observation that CSE changes relate to the prior expectation of an
event, for example, suggest that our expectation of what will happen (and con-
sequently what we will have to do) ‘biases’ the competition among available
actions. In humans, this bias can be quantified using TMS. For example, a recent
study by Michelet and co-workers shows that CSE during the reaction time of the
Eriksen flanker task increases gradually for the agonist muscle, and decreases for
the antagonistic muscle (Michelet et al. 2010). Critically, the opposite is initially
observed in an incongruent condition—when information about which action to
perform is misleading, the competition among two actions initially favours the
erroneous action, and only later reverses as sensory information provides sufficient

Fig. 10.2 Graphical illustration of the affordance competition hypothesis. Sensory information
(here illustrated for visual information flow) continuously influences the representation of
potentially available actions, which ‘compete’ with one another. Internal representations and
signals such as motivation, reward expectation, new sensory information provide additional
evidence that ultimately leads to selecting one action from the available set of actions. As shown
here, starting with the visual cortex, information is passed to the parietal lobe, where visual
information is likely transformed into representations of potential actions. These representations
are captured by different, and potentially competing neural populations in parietal cortex. This
competition is biased by additional input from e.g. the basal ganglia and prefrontal cortical
regions that accumulate and process additional information required for action selection (here
indicated by the red arrows). Once competition has led to the selection of an action over its
potential action alternatives, it is unleashed. This also caused feedback from the induced changes
in the environment (dotted blue arrow) and feedback caused by the predictive collateral via the
cerebellum. Modified with permission from Cisek and Kalaska (2010)
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evidence for the correct action. This is reflected in the observed CSE changes
which initially increase for the erroneous action, and then reverse gradually. These
findings elegantly show that the dynamic modulation in CSE resembles the
competition among alternative actions, which ultimately leads to the selection of
one response and the rejection of the other.

10.5.2 Active Inference and Predictive Coding

Active inference is a corollary of the free-energy principle and the predictive
coding account (Friston and Kiebel 2009). In short, this idea states that a self-
organising system like the brain should minimise the free energy of sensory states
it samples. Here, free energy itself is an upper bound on the surprise (prediction
error) associated with sensory signals, such as visual cues. Simply put, free energy
is the (Bayesian) evidence for the brain’s model of its world. This means that when
the brain minimises free energy, it reduces surprising exchanges with the world.
Equivalently, it means that it maximises the evidence for its own internal model of
its sensory world (see Fig. 10.3).

More specifically, predictive coding is based on the assumption that the brain
makes inferences about the causes of its own sensations and percepts (see Feldman
and Friston 2010; Friston 2006, 2009, 2010; Friston et al. 2010; Friston and
Stephan 2007). These inferences are driven (or inhibited) by bottom-up or feed-
forward sensory information (see Fig. 10.3). This information is conveyed to
higher brain areas in the form of prediction errors (Rao and Ballard 1999; Friston
et al. 2008). By contrast, top-down or backward connections signal the predictions
the brain makes about the information that will be received at the lower level.
These predictions aim at suppressing prediction errors. An ideal state would be
when predictions are optimal, and prediction errors therefore are minimal, i.e. the
brain would perfectly explain (predict) the world which it samples through its own
sensations.

One important concept is that of top-down first-order and contextual second-
order predictions. The former drive (or inhibit) neurons reporting prediction errors,
whereas the latter reflect the precision (or reliability) of these predictions errors.
Put simply, the precision can be regarded as representing the reliability, ambiguity,
or uncertainty about sensory signals, such as visual cues. As seen previously, there
is a rich body of work that shows that the motor system is highly sensitive to such
second-order effects, e.g. changes in the reliability of visual cues instructing
movement (Bestmann et al. 2008a; Brown et al. 2011; Mars et al. 2007). Top-
down predictions can therefore have a direct (first-order) or a modulatory (second-
order) effect on the responses of prediction error units that make the ensuing
predictions as efficient as possible.

Active inference (Brown et al. 2011; Friston et al. 2011b) extends this archi-
tecture, suggesting that exactly the same recursive message passing also applies to
the motor system. The only difference here is that prediction errors at the lowest

196 S. Bestmann



level (i.e. the cranial nerve nuclei and spinal cord) are suppressed by movement,
through classical reflex arcs. In this view, descending (corticospinal) signals are
not motor commands in the traditional sense per se, but predictions of the

Stimulus

Motor response

Deep pyramidal cells

Superficial pyramidal cells

Forward connections
bottom-up prediction error

Backward connections
top-down predictions

Exteroception

Classical reflex arc 

Proprioception

Movement representation 

Fig. 10.3 Active inference and predictive coding. Active inference is a generalisation of predictive
coding that covers motor behaviours and itself is a special instance of the principle of free energy
minimisation (cf. Friston et al. 2011b). Free energy is a statistical quantity that bounds the surprise
(self-information) associated with sensory signals. This surprise is quantified in relation to a
generative model of how those signals were caused. Predictive coding uses prediction error as a
proxy for free energy (cf. surprise) and rests on a hierarchical model, in which prediction errors are
passed up the hierarchy (red arrows) to optimise high-level representations that provide top-down
predictions (black arrows). In this schematic, prediction error units are portrayed in red and units
encoding the conditional expectations of the hidden causes of sensory input are shown in blue.
During perception, the best explanation for sensory input emerges when the top-down predictions
can explain as much of the prediction error (at each hierarchical level) as possible. Active inference
takes this one step further and notes that certain sensory modalities can use prediction errors to drive
motoneurons to eliminate prediction error directly (through classical motor reflex arcs). This is
shown schematically on the lower left, using units in the dorsal and ventral horns of the spinal cord.
Under active inference, a movement just fulfils the predictions afforded by percepts that predict both
exteroceptive (e.g. visual) and interoceptive (e.g. stretch receptor) consequences. This high-level
(sensorimotor) percept is activated by an exteroceptive (sensory) cue, and the ensuing top-down
predictions propagate to both sensory cortex (to suppress exteroceptive prediction error) and the
motor system. However, in the motor system, the predictions engender a prediction error that is
eliminated by movement (adapted from Brown et al. 2011)
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proprioceptive signals that arise from movement. The peripheral motor system,
through movement, therefore tries to fulfil its predictions about proprioceptive
signals (see Friston (2009, 2010) for an in-depth treatment). In this view, a sensory
cued movement is generated by a high-level (sensorimotor) representation that
predicts a particular pattern of proprioceptive and exteroceptive sensory signals.
This representation arises to explain prediction errors caused by, e.g., a visual cue,
while motor reflexes suppress the ensuing prediction errors in the proprioceptive
domain. This framework has been used to explain several features of the motor
system and a series of behaviours, from visual tracking (Friston 2009; Friston and
Kiebel 2009), motor preparation (Brown et al. 2011), to action observation (Friston
et al. 2010). An obvious appeal of this idea is that the same architecture and
principle about hierarchical message passing and integration can now be applied to
both sensory and motor systems. This has intuitive appeal because it assumes that
the brain does not use different approaches for dealing with similar problems.

In other words, this framework provides a unifying account for the organizational
principles underpinning sensory perception and action: if ascending sensory signals
are prediction errors and descending motor commands are predictions, then the
optimisation of predictions (and the resulting movements) should depend on opti-
mising precision (i.e. reliability) in exactly the same way as in sensory processing.
Initial modelling work and behavioural experiments (Brown et al. 2011) support this
view. These suggest that motor preparation (and selection) is ultimately directed
towards proprioceptive sensations, i.e., the predicted sensory feedback that will be
elicited from the anticipated motor response (Brown et al. 2011).

Importantly, both concepts can be brought together when considering that high-
level sensorimotor representations are often dynamic in nature. Time variant
neural dynamics represent prior beliefs or expectations about, for example, the
sequence of sensorimotor events or trajectories that will arise in the near future
(Friston et al. 2011a). One way of viewing these is as attractors that provide
proprioceptive and sensory predictions for sensorimotor integration. These, in
other words, are the representations of affordance. The selection of an action relies
on accurate bottom-up prediction errors conveying salient sensory information that
has yet to be explained. Or, phrased differently, the brain aims to select those
representations with an affordance that best explains sensory input, which is
equivalent to affordance competition. Put simply, bottom-up prediction errors bias
competition amongst high(er) level sensorimotor representations (attractors).

The key point here is that both accounts introduced here predict that our motor
system will be influenced by the predictions our brain makes about forthcoming
movements, and that they make specific statements on how such influences
originate. For example, the affordance competition model provides testable pre-
dictions about the likely routes through which specific types of information will be
conveyed to the motor system; this depends on the functional specialisation of
regions in parietal or frontal cortex, and the basal ganglia. Recent double-coil TMS
studies have indeed addressed how, for example, premotor and parietal regions
influence the functional state of M1 during different types of movement tasks, and
at rest (Koch et al. 2006, 2007, 2008). Active inference, and the hierarchical
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predictive coding account it is resting on, makes specific predictions about the type
of connections that convey the information that allows for an action to be chosen
and executed. Bottom-up sensory information (prediction errors) that has yet to be
explained by top-down predictions is generally associated with the activity of
superficial pyramidal cells (Mumford 1992; Friston et al. 2010; Brown et al. 2011).
With regards to action selection, descending (cortico-spinal) signals are not motor
commands in the traditional sense per se, but predictions of the proprioceptive
signals that arise from movement. In the future, it will therefore be of interest to
record from the different descending and ascending pathways, and to determine
whether information in these may indeed reflect movement-related predictions and
prediction errors, respectively. Both accounts vary in their specific aims, com-
plexity and architecture. However, they provide frameworks in which to address
how information influences our motor system to ensure that our actions remain
flexible and accurate in an uncertain and ever-changing world.

10.6 Summary

Transcranial magnetic stimulation (TMS) provides a window to examine com-
putational processes that the brain may use to implement actions in real time, and
their influence on output stage. In humans, TMS can thus be used to read-out the
functional state of motor system during action preparation and selection, and thus
provide insights into their physiological underpinnings in an unprecedented way.

Outstanding Questions

• The role of intracortical inhibition and excitation for action preparation
and selection remain poorly understood. What are their roles for speci-
fying selected versus unselected actions, and for withholding actions from
premature release? Moreover, what are the specific roles of different types
of intracortical inhibition? Previous work has largely focused on GABAA-
mediated short ICI, but paired-pulse TMS protocols allow for assessing
GABAB-type inhibition as well. More generally, what is the functional
role of various physiological signatures that can be assessed through
TMS?

• A system in which decision making, learning, attention, and action
selection and preparation occur in parallel clearly does not imply that no
more functional specialisation is required. But then an unresolved ques-
tion is how specialiszed brain regions interact, to convey evidence about
forthcoming actions. What are the physiological mechanisms through
which information is integrated in an action-specific way?
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• A large body of work has established how our motor cortex excitability
changes during preparation of movements, and the subsequent execution
of an action. Past attempts have failed, however, to find physiological
markers of the point when the commitment to an action occurs. In other
words, when has enough evidence for one versus another action been
accumulated, so that the final action is unleashed? Can TMS, for example,
be used to determine this point?
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Chapter 11
Enhancement of Normal Cognitive
Abilities Through Noninvasive Brain
Stimulation

Alvaro Pascual-Leone, Jared C. Horvath
and Edwin M. Robertson

Abstract The last several decades has seen a dramatic influx in the desire for and
research exploring neuroenhancement (the betterment of human cognition and/or
behavior via the direct manipulation of neural processes at the chemical and cellular
level). Although this movement has largely been predominated by pharmaceutical
intercession, recent literature concerning noninvasive electromagnetic (EM) stim-
ulation suggests these devices may contain strong neuroenhancement capabilities. In
this chapter, we review the EM literature with the aim of addressing the following
questions: 1) what might the mechanisms of EM neuroenhancement be?, 2) what
specific behaviors or cognitive abilities does research suggest may be amenable to
EM neuroenhancement?, and 3) what might EM neuroenhancement reveal about
basic human brain function? Following this review, we conclude that, although
certainly exciting, the field of EM neuroenhancement too young to engender any
definitive proclamations regarding efficacy. In addition, we make a series of sug-
gestions regarding research protocols which may aid in the future elucidation of EM
neuroenhancement mechanisms and effects.

11.1 Introduction

A desire for personal enhancement appears to be a defining trait of human beings.
Whether via education, training, or the development of unique tools and tech-
nologies, man has long attempted to overcome the physical and mental limitations
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of the human body. Take, for instance, the hammer: a device that increases the
force human beings can exert on a given target. Or the bicycle: a device that
increases the speed with which human beings can travel and work. These and other
tools allow people to achieve feats beyond natural ability and, accordingly, can be
defined as early enhancement technologies.

In our own times, the concept of human enhancement has shifted from external aides
and naturalistic manipulation to nascent scientific, body/brain-based intervention.
Genetic engineering, pharmaceutical development, synthetic biocultivation: tools origi-
nally designed for remediation are, today, being increasingly utilized for transcendence.
Unlike the above devices, these new technologies aim to enhance physical performance
not externally, but internally via chemical and cellular changes. Neuroenhancement—
betterment of human cognition and behavior via the direct manipulation of neural pro-
cesses, is an example of one such ‘internal’ approach, which has likely been encouraged
by (1) our greater understanding on the mechanisms of action of such ‘internal’ manip-
ulations, (2) the realization that human biology, more specifically the human brain, does
not optimize for any one given behavior but, rather, optimizes for behavioral flexibility
(Kapur 2011); and (3) the apparently insatiable social desire (and pressure) for ever
increasing human abilities (Farah et al. 2004; Chatterjee 2004, 2007).

Neuroenhancement can take varied forms and approaches (for review: Farah
et al. 2004). Here, we focus on the use of noninvasive electromagnetic (EM) brain
stimulation. Several promising EM devices, including Transcranial Magnetic
Stimulation (TMS) and Transcranial Direct Current Stimulation (tDCS), originally
developed to aid in the characterization of human brain physiology, the under-
standing of brain-behavior relations, and the mapping and healing of afflicted
brains (Wagner et al. 2007), are currently being utilized by people ranging from
simple at-home engineers to members of the US Armed Forces aiming to enhance
physical and cognitive performance (Fox 2011). Aside from the ethical issues
surrounding neuroenhancement, which have been well explored in the literature
(Farah et al. 2004; Chatterjee 2007; Dees 2007; Eastman 2007), other important
questions remain when considering EM-mediated neuroenhancement: How might
EM enhancement occur? In other words, how exactly can brain stimulation
translate into better performance? What aspects of human behavioral performance
or cognition may be amenable to EM enhancement? What has the research to date
revealed concerning these enhancement possibilities? If such neuroenhancement is
possible, what does it tell us about human brain function? What might be the cost,
side effects, and undesirable consequences of such EM enhancement? In the
present chapter we aim to address these questions.

11.2 Electromagnetic Enhancement: A Conceptual
Framework

EM stimulation is fundamentally a mode of modulation of activity in distributed
neural networks. As such, EM enhancement must be conceptualized in the context
of brain network effects and EM-induced behavioral effects as related to
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modulated activity across dynamic distributed brain networks. Figures 11.1 and
11.2 schematically illustrate a few key principles. Accounting for such variable
network effects of EM stimulation, one may conceive of three broad mechanisms
by which EM stimulation might enhance behavioral performance: zero-sum,
stochastic resonance, and entrainment enhancement.

11.3 Zero-Sum Enhancement

In game theory, the term ‘zero-sum’ refers to a situation whereby every gain is
counterbalanced by an equal yet opposing loss elsewhere (Fig. 11.3). For instance, in a
game of head’s up poker, the money one gains is necessarily a loss for another player—
although money has changed hands, there has been no overall quantitative shift.

Fig. 11.1 EM stimulation can serve to transiently modulate the activity of a discrete brain region
which, via trans-synaptic effects, can further impact any diffuse neural network with which the target
interacts. These distributed effects can vary according to stimulation parameters and functional
neural relationships. For instance, if the target node sends excitatory signals to a secondary node,
then excitatory stimulation will increase these afferences effectively enhancing activity in both
nodes and enhancing network activation (a). Conversely, if the target node sends inhibitory signals
to a secondary node, then excitatory stimulation will increase these inhibitory afferences effectively
suppressing activity in later node and shifting network activation in a more complex manner (b). If
the target node sends excitatory signals to a secondary node, then inhibitory stimulation will
decrease these afferences effectively inhibiting activity in both nodes (c). Interestingly, if the target
node sends inhibitory signals to a secondary node, then inhibitory stimulation will decrease these
afferences effectively enhancing activity in the later node (d). This form of enhanced distal activity
via local inhibitory stimulation is known as paradoxical facilitation
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When considering mental or performance enhancement, the term zero-sum
refers to a situation whereby every gain in neural processing power somewhere in
the brain is counterbalanced by an equal yet opposing loss of neural processing
power elsewhere in the brain. Put another way, the zero-sum theory supposes the
brain has a finite amount of processing power and that, in order for a physical or
mental trait to be enhanced, processing power must be ‘stolen’ from other physical
or mental traits. Assuming discrete neural regions interact to form functional
neural networks, it is possible that finite processing power is network-specific and
that EM stimulation serves to distribute this power within a given network

Fig. 11.3 Zero-Sum
enhancement posits a finite
but shifting amount of neural
processing power. Any power
gain to a discrete cerebral
region will be matched by an
equal power loss to one or
several cerebral regions

Fig. 11.2 Neuronal network interactions can change and shift across time and circumstance in a
state-dependent manner (Silvanto and Pascual-Leone 2008). These variations will alter the effects
and behavioral consequences of EM stimulation and are, accordingly, an important variable when
considering neural function and enhancement capabilities
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(increasing activity in several regions, decreasing it in others) thereby generating
measurable behavioral effects. In addition, concepts of correlated and anti-corre-
lated networks (Fox et al. 2012) posit that modulation of activity in a given
network may be mirrored in other, not-directly stimulated networks; the activity
across which would be driven in the opposite direction.

Perhaps the best example of zero-sum processing is the often studied speed/
accuracy trade off. Although there is some disagreement (Dutilh et al. 2011), many
researchers have demonstrated that enhanced accuracy in reaction time (RT) tasks
decreases response speed, and vice versa (van Veen et al. 2008; Bogacz et al.
2010). Although the majority of speed/accuracy research has utilized behavioral
tasks, several researchers have utilized fMRI to demonstrate that, under conditions
of emphasized speed, the pre-supplementary motor area (pSMA) demonstrates an
increased BOLD signal whereas the lateral prefrontal cortex (LPFC) demonstrates
a decreased BOLD signal. Conversely, under conditions of emphasized accuracy,
the LPFC increases and the pSMA decreases BOLD signal (Forstmann et al. 2008;
Ivanoff et al. 2008; Van Veen et al. 2008). Interestingly, functional connectivity
data reveals a strong bidirectional functional connection between the pSMA
and LPFC (Duann et al. 2009) suggesting the two regions are part of a singular
‘speed-accuracy’ neural network (Fig. 11.4). Accordingly, the differential activity
between speed-accuracy conditions may indeed represent a shifting of finite,
network-specific processing power.

As schematically represented in Fig. 11.1, a special instance of EM-mediated
zero-sum enhancement is known as ‘paradoxical facilitation’ (Najib and
Pascual-Leone 2011). Unlike a typical zero-sum protocol, whereby excitatory

Fig. 11.4 A Granger (G-)
causality analysis revealed a
reciprocal G-causality
relationship between the pre-
supplementary motor area
(pre-SMA) and the inferior
frontal cortex (IFC). Image
reprinted with permission of
author (Duann et al. 2009)
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stimulation is utilized to increase processing efficiency in a targeted neural region,
enhancement through paradoxical facilitation may result from inhibiting the targeted
region which, in turn, ‘releases’ a secondary, functionally connected neural site from
suppressive control thereby generating a behavioral gain (Fig. 11.1d). Such effects
can develop between nodes of a given network or across anti-correlated networks.
For instance, functionally significant transcallosal inhibition has long been postu-
lated between the bilateral parietal lobes in humans (see: Kinsbourne 2003). This
means that when one parietal lobe is active (say, the right) it sends inhibitory signals
to the contralateral parietal cortex (in this case, the left). Paradoxical facilitation
predicts that if EM stimulation were used to inhibit the right parietal cortex, then this
transcallosal inhibition would be broken and, as a result, the left parietal cortex would
demonstrate enhanced function. Indeed, Hilgetag et al. (2001) verified this hypoth-
esis. Following suppressive TMS to the parietal cortex, healthy subjects demon-
strated decreased stimuli detection in the visual hemi-field contralateral to
stimulation but enhanced stimuli detection in the hemi-field ipsilateral to stimulation
(mediated by the released, unstimulated parietal cortex). Ultimately, such para-
doxical facilitation illustrates the underlying principles of zero-sum enhancement.

An obvious difficulty when trying to determine if a functional enhancement is
zero-sum concerns the identification and characterization of an associated func-
tional detriment. Whereas some detriments are clearly related to the measured
enhancement and, as such, are easy to elucidate (such as the trade-off between
spatial and temporal resolution in visual tasks—Kortmann et al. 1999; Yeshurun
and Levy 2003), many more are not obvious and may prove too subtle to catch the
attention of researchers focused on a highly specific question. As an example, the
dorsal lateral prefrontal cortex (DLPFC) contains connections to a myriad of
neural regions (the orbitofrontal cortex, the thalamus, the hippocampus, the dorsal
caudate nucleus, etc.—see: O’Reily et al. 2010) and has been implicated in a
number of cognitive functions (working memory, intentionality, affect, decision
making, etc.—see: Duncan and Owen 2000). Whereas this diversity allows for
unique forms of enhancement, it also makes it quite challenging to determine if a
secondary skill or mental function has been impaired. For instance, a researcher
succeeding in improving a subject’s working memory load by targeting the
DLPFC may miss the fact that the same subject would now perform poorly on a
gambling task or emotive recall task. Accordingly, although we will examine
several possible examples of zero-sum enhancement later in this chapter, it is
simply impossible to confirm whether or not these are conclusively zero-sum
without the introduction of additional tasks or behavioral measures. Furthermore,
it is worth noting that EM effects on network dynamics and distributed network
activity may not necessarily lead to any measurable behavioral effects (Fox et al.
2012). In other words, zero-sum enhancement may not always be associated with
measurable behavioral losses, but there may nonetheless be ‘negative’ or unde-
sirable physiologic consequences that may manifest themselves in subsequent task
performance or later predisposition for behavioral disruption.
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11.3.1 Stochastic Resonance Enhancement

Typically, when excessive levels of extraneous ‘noise’ are injected into a processing
system, the result is an obfuscation of the original ‘signal’ and a concurrent impairment
or breakdown of the system’s function. However, small amounts of noise injected into
a system, typically below a measurable threshold, may actually enhance low-level
signals thereby improving stimuli detection within systems (Fig. 11.5; Gammaitoni
et al. 1998). This use of noise to enhance signal detection, arguably another instance of
paradoxical functional facilitation (Kapur 2011), is called stochastic resonance.

Any system with a measurable threshold is known as a bistable system. Put
simply, bistable systems can exist in one of two states: either on or off. Biologically
speaking, all known sensory modalities are bistable systems as, depending upon the
strength of the external stimuli, sensations will either be felt (on) or go unnoticed
(off). If a sinusoidal stimulus falls slightly below threshold (such as a quiet noise or
dim light), injected wide-band noise can interact with this stimulus and form a more
powerful cumulative signal. The amount of noise needed to optimally enhance sub-
threshold stimuli is dependent upon two factors: the periodicity of the original
sinusoidal signal and the Kramer’s rate (the inverse of the rate with which the noise

Fig. 11.5 Stochastic
resonance posits that a signal
which falls below sensory
threshold (top box) can
rendered identifiable with the
addition of a small amount of
random noise (middle box)
and uncomprehensible with
the addition of a lot of
random noise (bottom box).
Image reprinted with
permission of author
(Silvanto and Cattaneo In
Press)
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alone will switch the system from off to on). When these two temporal values match,
or ‘resonate’, the peaks of the original sub-threshold stimulus wave will increase to
at-threshold levels thereby generating a clear signal. As can be imagined, when too
much noise is added, the peaks of the original stimulus wave will grow to above-
threshold levels and distort any registered signal.

Stochastic resonance may explain recent observations showing that, whereas
high levels of TMS impair visual motion detection, low levels of stimulation
actually facilitate the detection of weak motion signals in humans not detected at
baseline measurements (Schwarzkopf et al. 2011). Reichenbach et al. (2011)
similarly found that TMS delivered within a certain dynamic range enhanced
neural reactivity to visual stimuli (as measured using electroencephalography)—
stimulation above this range served only to impair neural reactivity.

Unlike zero-sum theory, stochastic resonance does not posit a finite amount of
neural processing power. Instead, stochastic resonance enhances the power (or
saliency) of low level signals thereby effectively lowering a system’s threshold
value. Under this hypothesis, enhancement does not occur via shifted or ‘stolen’
processing power, rather, enhancement occurs because stimuli are detected that
would otherwise slip past recognition. Although experimental support for this
theory remains scarce, its theoretical mechanisms offer sensible accounts for the
findings of several studies examined later in this chapter.

An interesting implication of this conceptualization is that modified forms of
EM stimulation that deliver true sinusoidal stimulation which can be synchronized
to the stimulated person’s own electroencephalographic activity may be particu-
larly effective modes of enhancement. Methods such ‘‘synchronized EM stimu-
lation’’ have been developed (Jin et al. In Press) and may offer unique tools to
further examine concepts of stochastic resonance.

11.3.2 Entrainment Enhancement

In order for skills and memories to be available beyond initial acquisition, off-line
informational processing and consolidation must occur. Although the mechanisms
remain largely unknown, it has long been theorized that slow-wave sleep (SWS)
facilitates at least part of this off-line consolidation (for review: Diekelmann and
Born 2010). Electrophysiologically, SWS is characterized by global slow fre-
quency oscillation (*0.75 Hz) and an endogenous DC potential shift (Achermann
and Borbely 1998; Marshall et al. 2003). Although not identical, this type of neural
pattern can be mimicked, or ‘entrained’, utilizing EM stimulation. In this particular
instance, entrainment enhancement posits that if EM devices (for example tDCS)
can be used to generate SWS neural patterns, then the brain will have more time to
consolidate memories and, accordingly, memory will be enhanced.

Two studies have examined this supposition. Marshall et al. (2004) utilized
tDCS during periods of SWS to increase slow wave oscillations and, effectively,
prolong periods of SWS consolidation. They found that this entrainment led to a
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better retention of specified declarative memories (word-pairs memorized imme-
diately before sleep) with no detriment in the retention of a specified procedural
memory (mirror tracing figures also presented immediately before sleep). In a
separate study, Marshall et al. (2011) utilized tDCS during sleep to disrupt SWS
and entrain neural patterns similar to those generated during rapid eye movement
(REM) sleep. They found that strong tDCS during SWS led to a decreased
retention of specified declarative memories (word-pairs memorized immediately
before sleep).

Unlike zero-sum, which depends on a reallocation of neural resources within a
given network, and stochastic resonance, which adds noise to lower threshold
values, entrainment works by ‘mimicking’ neural oscillation (via external stimu-
lation) thereby ‘tricking’ the brain into a natural state known to correlate with
success in a particular skill or trait (Fig. 11.6). Although this type of enhancement
has been exclusively explored thus far using SWS memory consolidation, there is
no reason to assume EM stimulators cannot entrain brain states for any number of
physical and/or mental skills. EEG-guided EM stimulation may enable such
approaches (Thut and Pascual-Leone 2010) and, again, the use of synchronized
EM stimulation (Jin et al. In Press) might offer particularly advantageous features.

11.4 Electromagnetic Enhancement: Empirical Evidence

Despite numerous popular press articles and general science television segments
(Fox 2011; Hamzelou 2011; NOVA 2011), the totality of evidence supporting the
enhancement capabilities of EM devices is rather small and there is still great
debate concerning the true potential of enhancement using brain stimulation. To
date, slightly over 80 studies have been published (42 using TMS and 41 using
tDCS) aiming to enhance cognition or behavior in healthy subjects. In the fol-
lowing sections we summarize these studies and discuss their strengths and
weaknesses. Overall, the available empirical data suggest that the growing
excitement concerning EM neuroenhancement is somewhat premature, and that
carefully designed and properly controlled studies are critically needed.

Fig. 11.6 Entrainment enhancement posits specific neural oscillations and processing states can
be generated via external ‘mimicking’ by EM stimulation
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11.4.1 Motor Learning

Table 11.1 summarizes the 28 published studies applying EM stimulation to
enhance motor function and motor learning in healthy individuals. Motor function
constitutes the bulk of the published EM enhancement research to date. In 1989,
only 4 years after the first commercially available TMS device was developed,
Day et al. reported that a single TMS pulse delivered to the motor cortex imme-
diately before a voluntary motor response could significantly delay reaction time
(RT). Building upon this observation, Pascual-Leone et al. (1992a) found that
single TMS pulses, depending on timing and intensity, could also decrease RT.
The theory put forward by Pascual-Leone et al. was that the current induced by the
TMS pulse synergistically enhanced the pre-movement build-up of motor cortical
excitability and, thus, enabled earlier initiation of movement. Since then,
researchers have utilized various stimulatory paradigms and behavioral procedures
to demonstrate EM motor enhancement. However, experimental demonstration
remains elusive and careful control of non-specific factors, such as startle or inter-
sensory facilitation, is critical (Valldeoriola et al. 1998; Molinuevo et al. 2000).
The shortening of RT appears, at least in part, to be secondary to such effects,
which can be rather difficult to control for given the multi-modal nature of TMS or
tDCS and the limitations of sham interventions (Broadbent et al. 2011; Merabet
and Pascual-Leone 2010).

Much motor-related enhancement work has focused on applying TMS over the
primary motor cortex (M1) (see Table 11.1). Many studies have demonstrated
enhancement via the excitation of the motor output to a particular muscle in con-
tralateral M1 (e.g—Kim et al. 2004; Tecchio et al. 2010). However, other studies
demonstrate nearly identical enhancement via the inhibition of the motor output to
homologous muscles in ipsilateral M1 (e.g—Kobayashi et al. 2009; Bashir et al.
2011). Such findings provide empirical support for the earlier discussed zero-sum
‘paradoxical facilitation’. Ferbert et al. (1992) first demonstrated that stimulation of a
primary motor cortex induces suppression of motor cortical outputs from the con-
tralateral, unstimulated hemisphere. This interhemispheric inhibition is an example
of the type of network modulations we discuss above and suggests that, following
enhancement of activity in one motor cortex, there might be functional enhancement
within the contralateral hand and disruption of performance with the ipsilateral hand.
Such effects have indeed been reported (Chen et al. 1997; Cincotta et al. 2006).
However, physiologic modulation is not always linked to measurable behavioral
effects. In addition, Hanajima et al. (2001) demonstrated that interhemispheric
facilitation, rather than suppression, can also be induced, dependant on the intensity
of stimulation and the precise timing between stimuli. Therefore, as graphically
illustrated in Fig. 11.1, variations in stimulation parameters can lead to quite dif-
ferent behavioral effects. Furthermore, in the context of pathologies (e.g. following a
stroke), the balance of interhemispheric interactions can be shifted (Perez and Cohen
2009). Accordingly, the behavioral effects of such interventions may be altered or
even reversed. In any case, in all these instances, it seems reasonable to assume zero-
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sum mechanisms: ipsilateral motor behaviors are enhanced in balance with wors-
ening motor behaviors contralateral to the stimulated motor cortex (or vice versa).
Unfortunately, careful quantitative assessment of such relations are lacking in the
studies to date.

Interestingly, several studies are clearly not consistent with the zero-sum
principle. For example, Gregori et al. (2005) demonstrated a decrease in RT with a
50 Hz burst of TMS delivered at the ‘go’ signal over both contralateral M1,
premotor cortex, and the supplementary motor cortex. This location-independent
RT enhancement is suggestive of either strikingly complex network dynamics
(Fig. 11.2b) or stochastic resonance. In the later case, the ‘noise’ added by the
TMS burst, regardless of location, may serve to enhance the salience of the ‘go’
signal thereby generating quicker subject responses.

Regardless of the mechanisms at play, there does seem to be evidence suggesting
the motor enhancement potentialities of EM stimulation. However, the true functional
significance of this enhancement is debatable. First, a lot of the studies simply report a
speeding up of performance—whether or not this speed results in better or more
accurate performance is largely unknown. Furthermore, the reported effect size of
faster performance is often discrete. A simple average of all RT studies shows a mean
shortening of *32 ms. Under certain circumstances, 32 ms can mean the difference
between success and failure (consider a gunfight in the old west or a military pilot in a
dog-fight), but it is difficult to come up with many every day activities where 32 ms is
decisively important. Similarly, although several studies do demonstrate larger per-
formance enhancements (Friedhelm et al. 2010; Williams et al. 2010), both the overall
duration and sustainability of these enhancements is unknown.

Simply speeding up rather low-difficulty motor performance, while potentially of
interest, does not establish the feasibility of EM neuroenhancement for more com-
plex motor behaviors. Although some studies have explored these issues, assessing
the impact of EM stimulation on motor learning and visuomotor accuracy, the results
have been mixed and are somewhat difficult to interpret. For example, Reis et al.
(2009) reported increased offline motor learning effects following tDCS, however, no
effect remained at a 3-month follow-up. This leaves open many questions regarding
timing and duration concerns. To confound matters, although reporting varied per-
formance and error transformation scores, many researchers examining complex
motor learning do not report hard scores or values (see Table 11.1). As such,
determining true enhancement effect sizes is difficult at best, impossible at worst.
Additional studies geared toward examining non-RT motor enhancements are nee-
ded and should report of both duration and comprehensive raw-score measurements.

11.4.2 Language

Table 11.2 summarizes the 21 published studies examining the potential of EM
stimulation to enhance language abilities in healthy subjects. When considering
language and the brain, two neural regions typically stand out: Broca’s area (linked
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to speech production) and Wernicke’s area (linked to speech comprehension).
Accordingly, these two areas are the two most targeted by researchers hoping to
enhance language skills in healthy human subjects.

Stimulation over the speech production region can interfere with and even
arrest speech production (Pascual-Leone et al. 1991). However, several studies do
suggest that less intense stimulation, for example anodal tDCS over Broca’s area,
may actually increase language learning and production, most likely due to active
neural priming (De Vries et al. 2009; Cattaneo et al. 2011).

More robust and replicated results have come from stimulation over Wernicke’s
area. Several studies have demonstrated that stimulation over this region can
decrease picture naming speed (Mottaghy et al. 1999; Sparing et al. 2001; Cappa
et al. 2002). Similar to the above discussed motor paradigms, these faster RTs may
be attributable to increased neural processing power engendered by facilitatory
stimulation (zero-sum). In this case, as strong bi-directional connections have been
established (arcuate fasciculus; see Rilling et al. 2008), it might be that disruption
of Wernicke’s area serves to ‘free up’, or facilitate, function of Broca’s area
thereby leading to increased speech production. Despite this enhancement, how-
ever, the initial disruption to Wernicke’s area may prove detrimental to the
comprehension and online monitoring of the speech being produced. Conversely,
perhaps enhancement effects are being generated directly at Wernicke’s, whereby
faster interpretation and comprehension of the given task is the source of the
reduced RTs. Similarly, this increase in comprehension may require additional
processing power obtained via the ‘locking up’, or inhibition, of Broca’s thereby
leading to less intelligible vocal responses. Either way, it is feasible to envision
several scenarios whereby the reported enhanced RTs may be offset by concurrent
detriments. However, conclusively determining whether or not a zero-sum detri-
ment is present may prove a difficult task seeing as Wernicke’s region is func-
tionally connected to varied neural regions affecting varied behaviors (including
the inferior parietal lobule, implicated in emotional and sensory interpretation, and
the supplementary motor area, implicated in motor planning and bimanual con-
trol—Catani et al. 2005; Powell et al. 2006). Accordingly, a good first step for
future research would be to carefully monitor and assess unique aspects of lin-
guistic function (comprehension, production, monitoring, etc.), although this may
not always reveal a zero-sum relationship.

Several studies demonstrate a nearly identical RT speed improvement with sub-
threshold single pulses or pulse bursts delivered to Wernicke’s area shortly before
stimulus presentation (Topper et al. 1998; Mottaghy et al. 2006). This enhance-
ment might be perhaps more consistent with of stochastic resonance than zero-
sum.

Irrespective of mechanism, there does seem to be replicated evidence for EM
stimulation language enhancement. Stimulation over Wernicke’s area and other
frontal regions can decrease verbal RTs by *60 ms and, under certain circum-
stances, enhance verbal memory by several words. Unfortunately, as before, there
is no conclusive evidence regarding the duration of these effects. Accordingly, it
remains unclear if these enhancements would remain stable or if continuous
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stimulation would be required to maintain performance levels. In addition, as
many verbal tasks (e.g—learning a novel language) do not have an inherent per-
formance ceiling, it is difficult to deduce if the reported enhancements would be
important outside the laboratory. Finally, the importance of increased RTs with
regards to language production and comprehension remains uncertain. Although
certainly interesting, does the ability to speak faster truly confer enhancement?
Although not reported, it is not difficult to envision a scenario whereby enhanced
speed would come at the cost of other linguistic functions. Accordingly, without
systematic and careful assessment of complete linguistic processes following
stimulation, it remains unclear whether RT enhancement will prove to be bene-
ficial in a translational effort.

11.4.3 Working Memory

Table 11.3 summarizes the 12 published studies applying EM stimulation to
enhance working memory (WM). The neurobiological substrate of WM is an
ongoing topic of research; however, prefrontal regions are broadly believed to be
critically involved. As such, nearly all WM enhancement research has focused on
modulation of the dorsolateral prefrontal cortex (DLPFC).

Several studies have demonstrated and replicated enhanced n-back performance
following anodal tDCS over the left DLPFC (e.g—Ohn et al. 2008; Zaehle et al.
2011). In addition, high frequency TMS over the parietal cortex has been linked to
decreased RT and increased retention during visual delayed match-to-sample tasks
(e.g—Luber et al. 2007; Hamidi et al. 2008). These sets of studies, utilizing
facilitatory stimulation, certainly appear to fall under the zero-sum enhancement
theory, although no concurrent detriments were sought out or reported.

As in both the motor and language enhancement sections, several studies appear
to generate similar enhancement via stochastic resonance (Yamanaka et al. 2010;
Hannula et al. 2010; Savolainen et al. 2011). As before, these studies demonstrate
that single pulses or short pulse bursts delivered to varied neural regions shortly
following the presentation of a stimulus can enhance RTs comparable to the
enhancements generated following longer protocols.

Mechanisms aside, the WM enhancement effects appear largely to relate to
stimulus RTs. Although these decreased RTs are impressive, time is not paramount
when considering WM. Instead, WM tends to be defined by capacity. Accordingly,
it is somewhat disheartening to see only a handful of studies reporting an enhanced
WM capacity following stimulation, and the effect sizes of these studies are no
more than those found utilizing caffeine or other non-pharmaceutical stimulants
(Smillie and Gokcen 2010). Again, we are forced to ask, what importance does a
couple dozen milliseconds confer with regard to WM? Future experiments should
continue to explore issues of capacity and storage duration, as desired WM
enhancement would most likely involve remembering more information for a
longer period of time; not merely quicker RTs.

232 A. Pascual-Leone et al.



T
ab

le
11

.3
E

M
w

or
ki

ng
m

em
or

y
en

ha
nc

em
en

t
st

ud
ie

s

S
tu

dy
(n

)
R

eg
io

n/
s

st
im

ul
at

ed
P

ro
to

co
l

C
og

ni
ti

ve
do

m
ai

n
/

T
as

k
R

es
ul

ts
E

nh
an

ce
m

en
t

tD
C

S

F
re

gn
i

et
a.

l
(2

00
5)

15
A

—
L

ef
t

D
L

P
F

C
C

–
R

ig
ht

D
L

P
F

C
1

m
A

10
m

in
O

nl
in

e

V
is

ua
l

3-
B

ac
k

T
as

k
S

ti
m

in
cr

ea
se

d
nu

m
be

r
of

co
rr

ec
t

re
sp

on
se

s
*

10
%

co
m

pa
re

d
to

sh
am

(*
22

vs
*

20
).

S
ti

m
de

cr
ea

se
d

nu
m

be
r

of
er

ro
rs

*
28

%
co

m
pa

re
d

to
sh

am
(*

5
vs

*
7)

A
pp

ro
x

4
nu

m
be

rs
(o

ut
of

30
)

F
er

ru
cc

i
et

al
.

(2
00

8)
17

D
L

P
F

C
(n

o
sp

ec
ifi

ed
la

te
ra

li
ty

)
2

m
A

15
m

in
ut

es
O

ffl
in

e

N
um

er
ic

al
D

el
ay

ed
-M

at
ch

-
T

o-
S

am
pl

e
T

as
k

C
at

ho
da

l
st

im
de

cr
ea

se
d

R
T
*

6%
co

m
pa

re
d

to
sh

am
(*

62
5

m
s

vs
*

66
5

m
s)

A
pp

ro
x

40
m

s
R

T

O
hn

et
al

.
(2

00
8)

15
L

ef
t

D
L

P
F

C
1

m
A

20
m

in
O

nl
in

e

V
er

ba
l

3-
B

ac
k

T
as

k
A

no
da

l
st

im
in

cr
ea

se
d

co
rr

ec
t

an
sw

er
ac

cu
ra

cy
*

14
%

co
m

pa
re

d
to

sh
am

(*
24

vs
*

21
)

E
ff

ec
t

pr
es

en
t

30
m

in
po

st
-s

ti
m

A
pp

ro
x

3
L

et
te

rs
(o

ut
of

30
)

A
nd

re
w

s
et

al
.

(2
01

1)
10

L
ef

t
D

L
P

F
C

1
m

A
10

m
in

O
ffl

in
e

F
or

w
ar

d/
B

ac
kw

ar
d

D
ig

it
S

pa
n

T
as

k
A

no
da

l
st

im
(w

it
h

co
nc

ur
re

nt
n-

ba
ck

pr
ac

ti
ce

)
in

cr
ea

se
d

fo
rw

ar
d

di
gi

ts
pa

n
*

7%
co

m
pa

re
d

to
ba

se
li

ne
(*

14
vs

*
13

)
A

no
da

l
st

im
(w

it
h

co
nc

ur
re

nt
n-

ba
ck

pr
ac

ti
ce

)
in

cr
ea

se
d

ba
ck

w
ar

d
di

gi
t

sp
an

*
11

%
co

m
pa

re
d

to
ba

se
li

ne
(*

10
vs

*
9)

N
o

ef
fe

ct
s

co
m

pa
re

d
to

sh
am

A
pp

ro
x

1
nu

m
be

r
(s

pa
n)

M
ul

qu
in

ey
et

al
.(

20
11

)
10

L
ef

t
D

L
P

F
C

1
m

A
20

m
in

O
nl

in
e

V
is

ua
l

2-
B

ac
k

T
as

k
A

no
da

l
st

im
de

cr
ea

se
d

R
T

fo
r

co
rr

ec
t

re
sp

on
se

s
*

2%
co

m
pa

re
d

to
sh

am
(*

28
30

m
s

vs
*

28
80

m
s)

A
pp

ro
x

50
m

s
R

T

Z
ae

hl
e

et
al

.
(2

01
1)

16
L

ef
t

D
L

P
F

C
1

m
A

15
m

in
O

ffl
in

e

V
is

ua
l

2-
B

ac
k

T
as

k
A

no
da

l
st

im
de

cr
ea

se
d

R
T

fo
r

co
rr

ec
t

re
sp

on
se

s
*

35
%

co
m

pa
re

d
to

ba
se

li
ne

.
A

no
da

l
st

im
in

cr
ea

se
d

R
T

fo
r

in
co

rr
ec

t
re

sp
on

se
s

*
10

%
co

m
pa

re
d

to
ba

se
li

ne
.

N
o

H
ar

d
N

um
be

rs
A

va
il

ab
le

T
M

S

L
ub

er
et

al
.

(2
00

7)
44

M
id

li
ne

P
ar

ie
ta

l
C

or
te

x
5

H
z

7
se

co
nd

bu
rs

ts
10

0%
rM

T
O

nl
in

e

A
lp

ha
be

ti
c

D
el

ay
ed

-M
at

ch
-

T
o-

S
am

pl
e

T
as

k
S

ti
m

du
ri

ng
re

te
nt

io
n

ph
as

e
de

cr
ea

se
d

6-
le

tt
er

gr
id

R
T
*

11
%

co
m

pa
re

d
to

sh
am

(*
62

5
m

s
vs

*
70

0
m

s)
S

ti
m

du
ri

ng
pr

ob
e

ph
as

e
in

cr
ea

se
d

1-
le

tt
er

gr
id

re
ca

ll
ac

cu
ra

cy
*

7%
co

m
pa

re
d

to
sh

am
(*

31
vs

*
29

)

A
pp

ro
x

2
le

tt
er

s
(o

ut
of

32
)

an
d

75
m

s
R

T

(c
on

ti
nu

ed
)

11 Enhancement of Normal Cognitive Abilities Through Noninvasive Brain Stimulation 233



T
ab

le
11

.3
(c

on
ti

nu
ed

)

S
tu

dy
(n

)
R

eg
io

n/
s

st
im

ul
at

ed
P

ro
to

co
l

C
og

ni
ti

ve
do

m
ai

n
/

T
as

k
R

es
ul

ts
E

nh
an

ce
m

en
t

H
am

id
i

et
al

.
(2

00
8)

24
S

up
er

io
r

P
ar

ie
ta

l
L

ob
ul

e
10

H
z

3
se

co
nd

bu
rs

ts
11

0%
rM

T
O

nl
in

e

S
pa

ti
al

D
el

ay
ed

-M
at

ch
-T

o-
S

am
pl

e
T

as
k

S
ti

m
du

ri
ng

re
te

nt
io

n
ph

as
e

de
cr

ea
se

d
R

T
*

2$
co

m
pa

re
d

to
sh

am
(*

95
0

m
s

vs
*

97
0

m
s)

A
pp

ro
x

20
m

s
R

T

P
re

st
on

et
al

.
(2

00
9)

32
L

ef
t

D
L

P
F

C
5

H
z

25
0

pu
ls

es
10

0%
rM

T
O

ffl
in

e

A
lp

ha
be

ti
c

D
el

ay
ed

-M
at

ch
-

T
o-

S
am

pl
e

T
as

k
S

ti
m

de
cr

ea
se

d
co

rr
ec

t
re

sp
on

se
R

T
*

14
%

co
m

pa
re

d
to

sh
am

(*
87

4
m

s
vs

*
10

14
m

s)
A

pp
ro

x
14

0
m

s
R

T

H
an

nu
la

et
al

.
(2

01
0)

6
M

id
dl

e
F

ro
nt

al
G

yr
us

S
in

gl
e P
ul

se
12

0%
rM

T
O

nl
in

e

T
ac

ti
le

S
ti

m
ul

i
D

is
cr

im
in

at
io

n
W

M
T

as
k

S
ti

m
de

li
ve

re
d

30
0

m
s

po
st

fi
rs

t
st

im
ul

us
(o

ve
r

M
F

G
re

gi
on

s
w

it
h

st
on

g
co

nn
ec

ti
on

s
to

pr
im

ar
y

so
m

at
os

en
so

ry
co

rt
ex

)
de

cr
ea

se
d

R
T

*
15

%
co

m
pa

re
d

to
ba

se
li

ne
(*

73
0

m
s

vs
*

86
0

m
s)

A
pp

ro
x

13
0

m
s

R
T

Y
am

an
ak

a
et

al
.

(2
01

0)
52

R
ig

ht
P

ar
ie

ta
l

C
or

te
x

5
H

z
6

se
co

nd
bu

rs
ts

10
0%

rM
T

O
nl

in
e

S
pa

ti
al

D
el

ay
ed

-M
at

ch
-T

o-
S

am
pl

e
T

as
k

S
ti

m
du

ri
ng

re
te

nt
io

n
ph

as
e

de
cr

ea
se

d
R

T
*

7%
co

m
pa

re
d

to
sh

am
(*

80
0

m
s

vs
*

86
5

m
s)

A
pp

ro
x

65
m

s
R

T

S
av

ol
ai

ne
n

et
al

.(
20

11
)

12
M

id
dl

e
F

ro
nt

al
G

yr
us

S
in

gl
e P
ul

se
12

0%
rM

T
O

nl
in

e

T
ac

ti
le

S
ti

m
ul

i
D

is
cr

im
in

at
io

n
W

M
T

as
k

S
ti

m
de

li
ve

re
d

30
0

m
s

po
st

fi
rs

t
st

im
ul

us
(i

n
th

e
pr

es
en

ce
of

a
ta

ct
il

e
di

st
ra

ct
or

)
de

cr
ea

se
d

R
T

*
4%

co
m

pa
re

d
to

ba
se

li
ne

(*
77

0
m

s
vs

*
80

0
m

s)

A
pp

ro
x

30
m

s
R

T

234 A. Pascual-Leone et al.



11.4.4 Executive Functions

Table 11.4 summarizes the 9 published studies in which EM stimulation has been
applied to enhance executive functions. Executive functions (EF) can be loosely
defined as a collection of neural processes influencing cognitive planning, flexi-
bility, motivation, will-power, self-control, and self-regulation, and all are tied
largely to the prefrontal lobes and their connected distributed brain networks.
Nearly every reported study examining EF has targeted the DLPFC in a bid to
enhance focused attention, willpower, or self-control. Every study reported in
Table 11.4 has utilized facilitatory stimulation, most likely in a zero-sum attempt
to increase local processing efficiency. However, as we have seen before, other
theoretical mechanisms are worth considering and thus other experimental designs
with less restricted conceptual frameworks should be conducted.

A look at Table 11.4 reveals a small consensus concerning the ability of EM
stimulation to enhance inhibitory processes. Jacobson et al. (2011), Hsu et al.
(2011) have both shown offline tDCS can reduce RT and increase inhibitory
control during a clinical stop-signal task, and Fecteau et al. (2007) demonstrated a
similar effect utilizing a a gambling task more akin to everyday decision making
and risk taking. However, beyond this, there has not been much data replication or
consensus.

11.4.5 General Memory and Learning

Table 11.5 summarizes the 14 published studies applying EM stimulation to
enhance learning capacity in more generic terms. A diversity of approaches has
been utilized thereby making it rather difficult to unearth a pattern regarding
stimulatory condition, mechanisms, and outcome. Furthermore, some studies
appear to directly contradict others. For instance, Boggio et al. (2009) reported
decreased ‘false memories’ utilizing excitatory tDCS over the temporal lobe
whereas Gallate et al. (2009) reported a nearly identical effect utilizing inhibitory
TMS over the same region. (Schutter and van Honk 2006) reported an increase in
visual memory utilizing a long-term (zero-sum) modulation whereas Sauseng et al.
(2009) reported similar findings utilizing short burst (stochastic resonance) inter-
ference. We mention this not to diminish anyone’s findings, but to call attention to
the fact that several seemingly disparate approaches appear to be generating
similar results. Perhaps this is reflective of a stochastic resonance-like effect: in
these cases, simply adding noise or energy into the system, no matter the form,
might be enough to generate enhanced behaviors. Unfortunately, we are left with
far too many unanswered questions, highlighting the need for better powered and
controlled experiments.

The study by Marshall et al. (2004) deserves special mention as the first (and,
sadly, only) utilization of entrainment enhancement logic we were able to find.
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Utilizing tDCS to mimic pre-REM oscillatory patterns during sleep, these
researchers were able to enhance declarative memory consolidation. Although not
yet replicated, this study demonstrates that neural oscillatory pattern mimicking is
not only feasible but also seemingly efficacious.

11.4.6 Savant Skills: ‘Global Neuroenhancement’

Table 11.6 summarizes two interesting cases of enhancement focusing of overall,
‘global’ capacities, and creativity. Snyder et al. (2003, 2006) have twice used TMS
to induce so-called ‘‘savant skills’’ in healthy subjects. As defined by Snyder,
savants are ‘‘rare individuals who, although severely brain impaired, display
islands of astonishing excellence in specific areas including drawing, memory,
music, calendar calculations, and arithmetic’’. Rather than ascribing to the repet-
itive practice or enhanced learning capability theories, Snyder advances the theory
that savantism arises from paradoxical network facilitation (zero-sum) engendered
by impaired function of the fronto-temporal lobes. More explicitly, Snyder
believes the heavily networked frontal lobes are responsible for sending inhibitory
signals to various neural regions, including those responsible for language pro-
duction and processing, mathematical processing, and emotional processing.
Accordingly, impaired function of the frontal lobes would diminish the number of
inhibitory signals sent out thereby generating increased functionality of these
correlated areas.

To test this hypothesis, Snyder utilized suppressive TMS over the left fronto-
temporal lobe in a bid to paradoxically facilitate the functional networks within
which the frontal lobes serve as inhibitory mediators. Although not present in
every subject, impressive enhancements in mathematical and proofreading were
reported for several subjects. In addition, artistic ‘‘scheme’’ shifts were reported
for several subjects, suggesting both visual and mental object representations were
affected by this protocol.

These findings are certainly exciting; however, they have gone largely unre-
plicated in the literature. Conclusive and reliable enhancement of this type will
require additional, carefully controlled trials with larger numbers of subjects and
objectively quantitative measurements of effect. In addition, as these studies rely
on baseline comparison, future studies should remain cognizant of test–retest bias
and employ a mixed condition design.

11.4.7 Considerations

When reviewing the above tables, one cannot help but feel a sense of excitement.
It appears EM stimulation may indeed offer enhancement effects that could
increase productivity, bolster performance, and better the lives of healthy

240 A. Pascual-Leone et al.



T
ab

le
11

.6
E

M
sa

va
nt

-s
ki

ll
en

ha
nc

em
en

t
st

ud
ie

s

S
tu

dy
(n

)
R

eg
io

n/
s

st
im

ul
at

ed
P

ro
to

co
l

C
og

ni
ti

ve
do

m
ai

n
/

T
as

k
R

es
ul

ts
E

nh
an

ce
m

en
t

T
M

S
S

ny
de

r
et

al
.

(2
00

3)

11
L

ef
t

F
ro

nt
o-

T
em

po
ra

l
L

ob
e

0.
5–

1 H
z

15
m

in
90

% rM
T

O
ffl

in
e

S
av

an
t

A
bi

li
ti

es
:

D
ra

w
in

g
an

d
P

ro
of

re
ad

in
g

ta
sk

s
4

su
bj

ec
ts

ad
ju

st
ed

sh
if

te
d

dr
aw

in
g

sc
he

m
es

/
co

nv
en

ti
on

s.
2

su
bj

ec
ts

in
cr

ea
se

d
nu

m
be

r
of

de
te

ct
ed

pr
oo

fr
ea

di
ng

er
ro

rs
*

20
0%

co
m

pa
re

d
to

ba
se

li
ne

(*
3

er
ro

rs
de

te
ct

ed
vs

*
1

er
ro

r
de

te
ct

ed
)

A
pp

ro
x

2
w

or
d

er
ro

rs
(o

ut
of

4)

S
ny

de
r

et
al

.
(2

00
6)

12
L

ef
t

F
ro

nt
o-

T
em

po
ra

l
L

ob
e

1
H

z
15

m
in

90
% rM

T
O

ffl
in

e

S
av

an
t

A
bi

li
ti

es
:

D
is

cr
ee

t
O

bj
ec

t
E

st
im

at
io

n
T

as
k

S
ti

m
in

cr
ea

se
d

nu
m

be
r

of
co

rr
ec

t
nu

m
er

ic
al

–t
ot

al
gu

es
se

s
*

66
%

co
m

pa
re

d
to

sh
am

(*
5

co
rr

ec
t

vs
*

3
co

rr
ec

t)

A
pp

ro
x

2
co

rr
ec

t
gu

es
se

s
(o

ut
of

20
)

11 Enhancement of Normal Cognitive Abilities Through Noninvasive Brain Stimulation 241



individuals. However, before fantasy overshadows reality, there are several issues
that must be addressed regarding the cited studies.

Small n. There is possibly nothing more difficult than recruiting healthy subjects
for an unproven EM enhancement protocol. Accordingly, the n for many studies is
rather small. Whereas it is true that small groups can yield large results, it is always
prudent to remain cautious when extrapolating statistics to real-world populations.

Young Participants. As many of the above studies were conducted in a uni-
versity setting, the majority of subjects were relatively young. Because it is well
known that the neural networks change with advancing age (for a review, see
Pascual-Leone et al. 2011), questions regarding the enhancement effects of EM
devices on older and elderly subjects still remain largely (if not completely)
unanswered. For instance, Reuter-Lorenz et al. (2000) utilized PET to demonstrate
younger subjects display left-lateralized frontal activation during a WM task while
older adults display bi-lateral frontal activation. This differential recruitment
suggests that either right DLPFC inhibitory mechanisms sent by the left DLPFC
fall apart in older adults or that a network connection between the two regions
arises only with advancing age. Whichever supposition is true, utilizing an
excitatory WM enhancement paradigm (as outlined above) may generate a
bi-lateral over-activation in older adults thereby generating no or detrimental WM
effects. Furthermore, it is also important to remember that the effects of EM
stimulation may be different in older populations due to the impact of differences
in scalp-brain distance, atrophy, shifts in effective connectivity, etc.

Small Effects. The majority of enhancement effects outlined above concern
RTs, and many fall within the 30–70 ms range. Whereas 50 ms may be a large
quantity during expedient RT tasks, it is difficult to qualify this effect outside the
laboratory. In fact, when considering activities of daily living it is difficult to
envision a scenario where 50 ms would constitute a relevant ‘‘enhancement’’.

Baseline versus Sham. Several studies determine enhancement effects by comparing
post stimulation results to baseline measurements (as opposed to sham measurements).
Whereas this is a perfectly valid measurement, it can sometimes be misleading. For
example, even well designed studies can seem to generate internal contradictions, such
as when baseline and sham measurements provide seemingly inconsistent data. These
situations are challenging and, accordingly, it is important to note which comparative
values researchers utilize and the justifications behind said decision.

Zero-Sum Detriment. If, as seems to be the case, many enhancement effects
depend upon zero-sum shifting of network specific processing power, there will
undoubtedly be secondary behavioral detriments. Although no concomitant det-
riments were reported in the above studies, it is important to note no detriments
were explicitly sought out. If it comes to pass that enhancement can only come
with detriment, cost-benefit questions become infinitely more difficult to answer.

Publication Bias. It is a sad but true fact that many unsuccessful or no-effect
experiments are simply left out of the published literature. Accordingly, there is
little to no data regarding failed trials or replication attempts. Without this data, it
is difficult to conclude if many enhancements are simply one–off occurrences or
representative of larger potentials.
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11.4.8 Final Thoughts

EM neuroenhancement is certainly an exciting prospect. However, the field is nascent
and, accordingly, the research is rather sparse. Although the conceptual mechanisms
for enhancement appear to be feasible under a number of circumstances, whether or not
the resultant effects would be useful in any typical, real-world setting remains unclear.
For instance, although many studies have reported shortened RTs during performance
tasks following stimulation, rarely is RT the cognitive aspect people are interested in
enhancing. Future researchers might do well to select assessment tasks with a strong
focus on modality-specific features: such as capacity when examining WM or com-
prehension when examining language. Additionally, as many measurements of
enhancement may appear with concurrent detriments, a thorough review of targeted
network connections and dynamics should be made prior to experimentation and
relevant tasks should be utilized in an attempt to systematically explore said potential
detriments. Finally, it is essential that future results be reported in detail, including raw
numerical data. Although transformative statistics are helpful in determining signifi-
cance, they leave open many questions regarding actual effect and effect sizes. We
certainly feel there is ample evidence to warrant further exploration in this field, and by
utilizing focused, between-subject, randomized, placebo-controlled designs, we feel
we can begin to better elucidate EM stimulation effects in order to leverage network
dynamics for healthy performance enhancement.
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Chapter 12
Changes in Cortical Circuits in Movement
Disorders

Zhen Ni and Robert Chen

Abstract Transcranial magnetic stimulation (TMS) can be used to investigate the
intracortical circuits within the primary motor cortex (M1) and connections from
other cortical areas to the M1. Repetitive TMS (rTMS) is able to modify the
cortical excitability and can be used to test the cortical plasticity. In Parkinson’s
disease (PD), there are impairments in intracortical circuits, indicating abnormal
modulation of M1 excitability by intrahemispheric and interhemispheric inputs.
Organic and psychogenic dystonia may have similar impairment in intracortical
circuits but may have differences in cortical plasticity. Essential tremor and PD
tremor respond differently to a resetting stimulus applied to different sites along
the pathway for tremor generation and transmission, suggesting that they have
different pathophysiological origins. Intracortical circuits may be impaired in
Tourette’s syndrome but tend to normalize during task performance. Repeated
applications of rTMS may induce long-term changes in cortical excitability. It is
being developed as a potential treatment to normalize cortical excitability and
intracortical circuits for movement disorders.
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D-wave Direct wave
DBS Deep brain stimulation
EMG Electromyogram
ET Essential tremor
GABA Gamma-aminobutyric acid
I-wave Indirect wave
ICF Intracortical facilitation
ISI Interstimulus interval
LAI Long latency afferent inhibition
LICI Long interval intracortical inhibition
LIHI Long latency interhemispheric inhibition
M1 Primary motor cortex
MEP Motor evoked potential
PAS Paired associative stimulation
PD Parkinson’s disease
RMT Rest motor threshold
rTMS Repetitive transcranial magnetic stimulation
SAI Short latency afferent inhibition
SICF Short interval intracortical facilitation
SICI Short interval intracortical inhibition
SIHI Short latency interhemispheric inhibition
SP Silent period
TMS Transcranial magnetic stimulation
TS Test stimulus

12.1 Introduction

Transcranial magnetic stimulation (TMS) is a noninvasive and painless method to
stimulate the human brain (Barker et al. 1985). The current flow in the coil creates
a magnetic field that is perpendicular to the coil and induces an electrical current in
the underlying brain tissue parallel to the current flow in the coil. If stimulation is
applied to the primary motor cortex (M1), it activates facilitatory interneurons and
produces descending volleys in the corticospinal pathway. This in turn discharges
spinal motoneurons and generates motor evoked potential (MEP) in the target
muscles (Hallett 2007). In addition to activation of corticospinal neurons, TMS
also activates intracortical inhibitory and excitatory neural circuits within or
outside the M1. Repetitive TMS (rTMS) refers to application of trains of regularly
repeating TMS pulses. These pulses temporally summate to cause greater changes
in neural activity than a single-pulse. Such effects lead to the modulation on
cortical excitation and inhibition that can outlast the stimulation by minutes to
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hours (Wassermann 1998), which could be used as therapeutic tools in neurologic
and psychiatric disorders. In this chapter, we will discuss the use of TMS in the
investigation of cortical circuits in movement disorders and its potential thera-
peutic applications.

12.2 Parkinson’s Disease

Parkinson’s disease (PD) is associated with functional deficits in multiple brain
areas. It has been hypothesized that deficient activation of the basal ganglia in PD
patients leads to excessive beta-band oscillations and alters thalamocortical input
to the M1. Many TMS studies have been performed to investigate the patho-
physiologic mechanisms and to develop new therapies in PD.

12.2.1 Motor Evoked Potential

12.2.1.1 MEP Latency

MEP latency refers to the time from TMS delivery to MEP onset. Central motor
conduction time (CMCT) is the conduction time from the M1 to the motoneuron
pool in the spinal cord or brainstem. CMCT can be measured with TMS by
substracting the peripheral conduction time from the MEP latency. The peripheral
conduction time can be obtained by spinal stimulation or F-wave measurement
(Chen et al. 2008). MEP latency and CMCT are normal in PD, suggesting that the
conductions in the cortex and along the corticospinal axon are not affected by the
disease. However, patients with multiple system atrophy may show abnormal
lengthening in CMCT, which may be useful for establishing the diagnosis
(Abbruzzese et al. 1997). In addition, patients with autosomal recessive parkin
show longer CMCT than healthy controls while asymptomatic carriers do not
show such abnormality (Schneider et al. 2008). It should be noted that shortened
MEP latency in PD has been reported. The results should be interpreted cautiously
because tremor and rigidity are common in PD and they can cause background
electromyographic (EMG) activities which may shorten the rest MEP latency by
several milliseconds (Rothwell 1997).

12.2.1.2 Motor Threshold

Motor threshold is an important parameter of motor cortical excitability. Rest and
active motor thresholds (RMT and AMT) are defined as the minimum TMS
intensities that elicit small but reproducible MEPs at rest and during voluntary
muscle contraction, respectively (Rossini et al. 1994). The motor threshold reflects
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the excitability of the most sensitive group of neurons in the stimulated area in M1.
Most studies have reported that RMT is normal in PD. Involuntary contraction
caused by tremor and rigidity may also contaminate the measurement of RMT in
PD. In PD patients with rigidity, Cantello et al. (1991) showed that RMT was
lower on the more affected side compared to the less affected side and to healthy
controls, but most studies reported no change in RMT in PD (Chen et al. 2008).
AMT in PD appears to be normal although correlation between the degree of
bradykinesia and AMT has been reported (Ellaway et al. 1995). In addition, AMT
does not change with the levodopa (Ridding et al. 1995a) or deep brain stimulation
(DBS) of the internal globus pallidus (Chen et al. 2001) or the subthalamic nucleus
(Cunic et al. 2002).

12.2.1.3 MEP Amplitude and Recruitment Curve

MEP amplitude reflects the global excitability of cortical excitatory and inhibitory
interneurons, large corticospinal neurons, and spinal motoneurons. Recruitment
curve, also referred to as input–output curve, depicts the rise of MEP size with
increasing TMS intensities. The curve is usually sigmoid shaped and slope of the
curve reflects the strength of corticospinal projections in the target muscle (Chen
et al. 1998). Increased MEP amplitude and recruitment curve at rest in PD patients
has been reported in some studies (Cantello et al. 1991; Valls-Sole et al. 1994).
Patients with internal globus pallidus DBS also showed larger MEP amplitude than
controls whether the DBS was turned on or off (Chen et al. 2001). This increased
MEP amplitude in PD may suggest that there is an imbalance toward disinhibition
in the motor pathway that may include both cortical and spinal motoneurons. This
is consistent with the observation that spinal motoneurons in PD are hyperexcit-
able as shown by increased amplitudes of F-waves and H-reflexes compared to
healthy controls (Sax et al. 1977; Valls-Sole et al. 1994). On the other hand,
enhancement in MEP amplitude and recruitment curve caused by muscle con-
traction may be less significant in PD patients than that in controls, and this may be
related to increased motor excitability in PD at rest condition (Valls-Sole et al.
1994).

12.2.2 Silent Period

When TMS is applied during voluntary contraction, a silent period (SP) can be
recorded in the ongoing EMG following the MEP. The first part of the SP is partly
due to decreased spinal excitability that involves motoneuronal refractoriness and
Renshaw inhibition. The latter part of the SP mainly involves inhibitory effects at
the cortical level, mediated by gamma-aminobutyric acid type B (GABAB)
receptors (Siebner et al. 1998; Werhahn et al. 1999). Shortening in SP in PD
(Cantello et al. 2002) has been confirmed by many studies. However, such
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abnormality in PD may not be pronounced at low stimulus intensities (Ridding
et al. 1995a). Dopaminergic medication normalizes the shortened SP in PD (Priori
et al. 1994; Ridding et al. 1995a). High doses of levodopa may even lengthen the
SP duration beyond the normal range (Chen et al. 2001).

12.2.3 Tremor Reset

An asymmetric 4–6 Hz resting tremor is a cardinal symptom of PD (Lang and
Lozano 1998). Many PD patients also have postural tremor that may be more
prominent and disabling than rest tremor, and may be the first manifestation of the
disease (Jankovic et al. 1999). When stimulation is applied to the motor pathway,
the tremor may be transiently disrupted. The reoccurrence of the tremor is then
time-locked to the stimulation and this phenomenon is referred to as tremor reset
(Fig. 12.1). Tremor reset can be used to assess whether the stimulated brain area is
involved in the generation or transmission of tremor (Pascual-Leone et al. 1994).
A previous study showed that mechanical perturbation which modulates spinal
reflex pathways has very little effect on postural tremor in PD, suggesting that spinal
circuits may not be involved in generating PD postural tremor (Lee and Stein 1981).

Fig. 12.1 Tremor reset in Parkinson’s disease. Raster plots of five tremor bursts preceding and
following the stimulations are shown. Tremor bursts were recorded from the flexor carpi radialis
muscle in a Parkinson’s disease patient with surface EMG. Each row represents a single trial. The
vertical lines (time 0) represent the time of TMS. Note that, the tremor bursts before TMS were
not related to the time of TMS delivery. After M1 TMS in both rest and arm extension conditions
(left panels), tremor bursts were time-locked to TMS. For cerebellar stimulation with arm at rest
(right upper panel), the tremor bursts after TMS were not time-locked but they were time-locked
with arms extended (right lower panel). M1 primary motor cortex; TMS transcranial magnetic
stimulation. Modified from Ni et al. (2010)
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Subsequent investigations found that TMS applied to M1 completely resets
postural tremor in PD (Britton et al. 1993; Pascual-Leone et al. 1994). A recent
study showed that PD rest tremor can also be reset by motor cortical TMS,
suggesting that the M1 is involved in both resting and postural tremor in PD. In
addition, cerebellar TMS is effective in resetting the PD postural tremor but not rest
tremor (Fig. 12.1), suggesting that the cerebellum is involved in the generation or
transmission of postural tremor but not rest tremor in PD (Ni et al. 2010). However,
it is possible that stronger cerebellar stimulation could reset PD rest tremor (Hallett
and Deuschl 2010).

12.2.4 Intracortical Circuits

The excitability of intracortical circuits can be investigated by a paired-pulse TMS
paradigm. The effect of the first conditioning stimulus (CS) on the MEP elicited by
the second test stimulus (TS) depends on the intensities of the stimuli, the inter-
stimulus interval (ISI), and where the CS was applied. Using these paradigms, the
intracortical circuits in PD have been extensively studied and the results have
contributed to the current knowledge of the pathophysiologic mechanisms of PD.

12.2.4.1 Short and Long Interval Intracortical Inhibitions

Short interval intracortical inhibition (SICI) and facilitation (ICF) can be tested
with both CS and TS delivered to the M1 through the same coil, with a sub-
threshold CS followed by a suprathreshold TS. The test MEP is inhibited at ISI of
1–5 ms, and facilitated at ISI of 7–30 ms (Kujirai et al. 1993). SICI is likely
mediated by GABAA receptors. The mechanism mediating ICF remains unclear.
The first study of SICI in PD showed that SICI is reduced in PD patients and
levodopa partly normalizes this impaired inhibition (Ridding et al. 1995a)
(Fig. 12.2a). DBS of the subthalamic nucleus increased the reduced SICI both in

bFig. 12.2 Short and long interval intracortical inhibitions in Parkinson’s disease. The
conditioned MEP amplitudes were expressed as a ratio to the MEP amplitude of test stimulus
alone (control). Values below 1 indicate inhibition and those above 1 indicate facilitation. a SICI
tested in 11 PD patients and 10 healthy controls. SICI was decreased in PD patients in the off
medication state. The decreased SICI was partly normalized in the on medication state. b LICI at
ISIs of 100 and 150 ms tested in 11 PD patients and 9 healthy controls. LICI at both ISIs was
decreased in PD patients in both off and on medication states. c Interaction between SICI and
LICI tested in 11 PD patients and 9 healthy controls. The ISI for testing SICI was 2 ms. ISI for
testing LICI was 100 ms. SICIalone represents SICI with the test MEP of *1 mV. SICIalone,
represents SICI with test stimulus intensity able to generate MEP of *1 mV in the presence of
LICI. SICILICI represents SICI in the presence of LICI. Note that, SICILICI was weaker than
SICIalone and SICIalone, in healthy controls. The reduction in SICI in the presence of LICI was
absent in PD patients in both medication off and on states. ISI interstimulus interval; LICI long
interval intracortical inhibition; PD Parkinson’s disease; SICI short interval intracortical
inhibition. Modified from Ridding et al. (1995a) and Chu et al. (2009)
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the on and off medication states (Cunic et al. 2002; Dauper et al. 2002) while DBS
of the internal globus pallidus has little effect on SICI (Chen et al. 2001). However,
other studies reported that SICI was normal in PD patients either on or off med-
ication (Chu et al. 2009) and decreased SICI was found only at high CS intensities
(MacKinnon et al. 2005). These findings led to the argument that increased MEP
amplitude detected in SICI measurement may be caused by increased facilitation
rather than decreased inhibition. Since ICF is normal in PD patients (Ridding et al.
1995a), enhancement in other cortical facilitatory circuits such as short interval
intracortical facilitation (SICF) may be considered especially since the stimulus
parameters to elicit SICI and SICF partly overlap (Peurala et al. 2008).

Long interval intracortical inhibition (LICI) is elicited when a suprathreshold
CS is applied 50–200 ms prior to the TS (Valls-Solé et al. 1992; Wassermann et al.
1996). LICI is likely mediated by GABAB receptors. Some studies found that LICI
at ISIs of 100 and 150 ms is decreased in PD (Chu et al. 2009) (Fig. 12.2b),
consistent with shortened SP (GABAB receptors mediated) in PD. However, other
studies reported opposite results of increased LICI in PD and tendency to nor-
malize with levodopa (Valzania et al. 1997), and another study showed normal
LICI in both on and off mediation states in PD (Sailer et al. 2003). One possibility
that leads to inconsistency in LICI in PD is that these studies used different
stimulus parameters, including the CS intensity and ISI. In addition, observation of
LICI in PD at rest (Chu et al. 2009) and under slight muscle contraction (Berardelli
et al. 1996) may be different.

Using a triple-pulse TMS paradigm, it has been found that LICI inhibits SICI in
a manner consistent with presynaptic inhibition (Sanger et al. 2001). The sup-
pressive effect of LICI on SICI seen in healthy controls is absent in PD patients
(Fig. 12.2c). Dopaminergic medications did not normalize this deficit. The results
suggest that presynaptic inhibition is impaired in PD and the impairment may be a
nondopaminergic feature of PD (Chu et al. 2009).

12.2.4.2 Interhemispheric Inhibition

Interhemispheric inhibition (IHI) can be measured by two coils placed on opposite
M1s. Both CS and TS are suprathreshold. Short and long latency IHI (SIHI and
LIHI) peak at ISIs of *10 and 50 ms. IHI is likely produced by interhemispheric
inputs largely mediated through the corpus callosum (Ferbert et al. 1992; Ni et al.
2009). There is less LIHI in PD patients with mirror movement than those without
mirror movement, suggesting that deficits in transcallosal function may contribute
to mirror activity in PD. Such abnormality is found for LIHI from both the less
affected to more affected side and vice versa. There is no significant abnormality in
SIHI in PD patients (Li et al. 2007).
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Fig. 12.3 Afferent inhibition in Parkinson’s disease. The conditioned MEP amplitudes were
expressed as a ratio to the MEP amplitude of the test stimulus alone (control). The value below 1
indicates inhibition and that above 1 indicates facilitation. Data obtained from 10 PD patients and
10 healthy controls. The white columns represent data from healthy controls. The black columns
represent data from PD patients off medications and the hatched columns represent data from PD
patients on mediations. a Afferent inhibition tested at different ISIs. Note that, SAI tested at ISI of
20 ms was comparable for PD off and controls. With medication on, SAI became weaker in PD
patients. LAI tested at ISI of 200 ms was reduced in PD patients whether on or off medications.
b LICI in the presence of LAI tested with a triple-pulse paradigm. ISI for LICI was 100 ms and
that for LAI was 200 ms. LICI alone was similar for the PD on, off, and control groups. In the
presence of LAI, LICI was reduced in healthy controls. Such modulation of LICI by LAI was
absent in PD patients whether on or off medications. *P \ 0.05, **P \ 0.01, comparison
between different groups. ISI interstimulus interval; LAI long latency afferent inhibition; LICI
long interval intracortical inhibition; PD Parkinson’s disease; SAI short latency afferent
inhibition. Modified from Sailer et al. (2003)
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12.2.4.3 Afferent Inhibition

Afferent input activated by electrical peripheral nerve stimulation inhibits the
contralateral M1. Short (Tokimura et al. 2000) and long (Chen et al. 1999) latency
afferent inhibition (SAI and LAI) refer to the inhibitory phases at ISIs of *20 and
*200 ms. Cholinergic (Di Lazzaro et al. 2000) and GABA (Di Lazzaro et al.
2005) mediated pathways are involved in generating SAI, whereas transmitter
involved in LAI is not known. A previous study showed that SAI is normal in PD
off dopaminergic medications, but it is reduced on medication state (Fig. 12.3a).
SAI probably represents a direct interaction between the sensory inputs and the
M1. This pathway is unaffected by PD but is altered by dopaminergic medication
and may contribute to the side effects of dopaminergic drugs. LAI is reduced in PD
patients independent of their medication status. LAI probably involves indirect
interactions between sensory inputs and the M1 via the basal ganglia or other
cortical areas. This defective sensorimotor integration may be a nondopaminergic
manifestation of PD (Sailer et al. 2003). In addition, reduced SAI in the on
medication state in PD could be restored by subthalamic nucleus DBS and reduced
LAI was partially normalized by DBS in the on medication state (Sailer et al.
2007).

The modulation of intracortical circuits by afferent inputs can also be tested
with a triple-pulse TMS paradigm. While LICI is reduce in the presence of LAI in
healthy subjects, such modulation of LICI by the afferent inputs is impaired in PD
patients in both off and on medication states (Fig. 12.3b), which is manifested as
similar degree of LICI in the presence of LAI compared to LICI alone (Sailer et al.
2003).

12.2.4.4 Cerebellar Inhibition

Cerebellar inhibition (CBI) refers to the phenomenon that stimulation over the
cerebellum suppresses the response to subsequent stimulation of the contralat-
eral M1. CBI is mediated by the cerebellothalamocortical pathway. Cerebellar
TMS likely activates cerebellar Purkinje’s cells that inhibit the deep cerebellar
nuclei, which has an excitatory projection to the motor cortex via the ventral
thalamus. Therefore, the net result of cerebellar stimulation is inhibition of the
M1 5–7 ms later (Ugawa et al. 1995; Pinto and Chen 2001). CBI is decreased
in PD patients. Moreover, decreased CBI correlated with the degree of reset of
postural tremor caused by cerebellar stimulation, suggesting that the deficits on
the cerebellothalamocortical pathway may be related to the generation or
transmission of PD postural tremor (Ni et al. 2010). In addition, this cerebellar
dysfunction in PD might be improved by dopaminergic mediation as CBI
became normal in PD patients on medications (Shirota et al. 2010).
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12.2.4.5 Connectivity Between the Basal Ganglia and the Primary
Motor Cortex

Inputs from the basal ganglia modulate M1 excitability. In PD patients with
subthalamic nucleus DBS, cortical evoked potential studies showed that subtha-
lamic nucleus DBS led to potentials with peak latencies of about 3 and 20 ms
(Ashby et al. 2001; Kuriakose et al. 2010). In order to investigate whether the
evoked potentials are associated with changes in cortical excitability, studies with
single-pulse subthalamic nucleus DBS followed by TMS to the M1 found two
phases of cortical facilitation at ISIs of 2–4 ms and 21–24 ms. Therefore, the times
of cortical facilitation coincide with latencies of cortical evoked potentials from
subthalamic nucleus DBS. Antidromic stimulation of the corticosubthalamic
pathway likely mediates the early phase of facilitation while the late phase is likely
mediated by synaptic transmission through the basal ganglia-thalamo-cortical
circuit (Kuriakose et al. 2010).

12.2.5 Cortical Plasticity in PD

Cortical plasticity can be tested by paired associative stimulation (PAS). PAS
involves an electrical peripheral nerve stimulation followed by TMS to M1 applied
repetitively. Heterosynaptic, spike-timing dependent plasticity is considered the
most likely underlying mechanism for PAS. If median nerve stimulation precedes
TMS by about 25 ms, the two stimuli arrive at the M1 at about the same time and
lead to facilitation in M1 (Stefan et al. 2000). While PAS at ISI of *25 ms
significantly increases MEP size in healthy subjects, such cortical plasticity is
impaired in PD patients off medication. In addition, dopaminergic medications
restored the potentiation of MEP amplitudes induced by PAS in the nondyskinetic
PD patients but not in the dyskinetic PD patients (Morgante et al. 2006),
suggesting that the development of dyskinesia is associated with disturbance of
cortical plasticity.

On the other hand, plasticity at the postsynaptic terminal generated by
homogenous inputs can be tested by rTMS. A recent study found increased MEP
amplitude after intermittent theta burst stimulation in PD patients (Benninger et al.
2011), similar to the effects seen in healthy controls (Huang et al. 2005). A further
study confirmed the increases in MEP amplitude over the course of 60 min in PD
patients whether the medication status was on or off (Zamir et al. 2012). In
addition, changes in intracortical circuits induced by intermittent theta burst
stimulation were also similar for PD on, PD off, and healthy controls. These results
suggests that spike-timing dependent heterosynaptic plasticity may be more
impaired in PD than homosynaptic plasticity because PAS but not theta burst
stimulation induced plasticity is impaired in PD patients. However, another study
reported that theta burst stimulation applied to a group of PD patients with more
severe symptoms did not produce MEP facilitation either with on or off medication

12 Changes in Cortical Circuits in Movement Disorders 263



(Suppa et al. 2011). In addition, a short train of continuous theta burst stimulation
followed by physical practice generated MEP facilitation in both PD patients
without dyskinesia while on medication and in healthy controls. A second short
train of theta burst stimulation following this facilitatory protocol produced
depotentiation like effects which canceled the MEP increase in both subject
groups. In PD patients with dyskinesia, the former facilitatory protocol produced
similar MEP facilitation when the patients took half the dose of their usual
medication. However, the later depotentiation protocol no longer had effect in the
dyskinetic group. These result are consistent with the notion that the development
of dyskinesia in PD patients is associated with impairment in motor cortical
plasticity (Huang et al. 2011).

12.2.6 Repetitive Transcranial Magnetic Stimulation

Repetitive transcranial magnetic stimulation (rTMS) involves trains of TMS pulses
delivered with durations from hundreds of milliseconds to several minutes at
various frequencies and intensities. The effects of the pulses temporally summate
to cause a greater and longer duration changes in neural activity than a single-
pulse. Since the effects of a single session of rTMS can last for several hours and
repeated sessions may last for months, it is a potential treatment for many
neurologic disorders, including PD. Generally, high-frequency rTMS potentiates
MEP and low-frequency rTMS suppresses MEP when delivered to the M1 (Hallett
2007). High-frequency rTMS of the cortex leads to dopamine release in the basal
ganglia both in healthy controls (Strafella et al. 2003) and PD patients (Strafella
et al. 2006). While many studies investigated the effects of rTMS on PD symp-
toms, the results are variable (Edwards et al. 2008). A large placebo effect with
sham stimulation has been observed (Okabe et al. 2003). A meta-analysis found
that high-frequency rTMS improved motor symptoms in PD patients while low-
frequency rTMS had little benefit (Elahi et al. 2009). In one study, improvement in
motor symptoms after rTMS was found only when the patients were on medica-
tion, suggesting that dopaminergic medication may influence the effects of rTMS
in PD (Buhmann et al. 2004). Since the previous rTMS studies in PD only involve
a small number of patients and many of them are only of short duration, a large
randomized, controlled trial is needed to establish the efficacy of high-frequency
rTMS in the treatment of PD motor symptoms. In addition to regular rTMS,
intermittent theta burst stimulation has also been used to treat PD motor symp-
toms. However, a study used eight sessions of intermittent theta burst stimulation
over 2 weeks did not find long-term effect on PD symptoms but there was benefits
on mood (Benninger et al. 2011).

Low-frequency rTMS has been used to treat levodopa induced dyskinesia. 1 Hz
rTMS over the M1 with a 2-week course may produce short-term improvement in
levodopa induced dyskinesia (Wagle-Shukla et al. 2007). Similar improvement
was confirmed by a placebo-controlled study. However, significant improvement
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in dyskinesia after rTMS was only found when compared to baseline and the
difference between real and sham stimulations was not significant (Filipovic et al.
2009).

Stimulation of other areas outside the M1 may also be effective. In particular, a
sham-controlled study with a relatively large sample size reported that 5 Hz rTMS
applied to the supplymentary motor area significantly improved the clinic rating
scores and bradykinesia in PD patients (Hamada et al. 2008). Continuous theta
burst stimulation, a type of inhibitory rTMS, delivered to the cerebellum improved
peak-dose levodopa induced dyskinesia in PD (Koch et al. 2009). While it was
reported that a 5 Hz rTMS applied to M1 produced MEP facilitation in healthy
controls but not in PD patients whether on or off medications, a conditioning train
of 5 Hz rTMS delivered to dorsal premotor cortex potentiated the subsequent
rTMS to the M1 and produced MEP facilitation in PD patients but only when they
were on medications (Suppa et al. 2010). The application of dorsal premotor
cortical stimulation alone for PD patients has also been reported. Five Hz rTMS
over premotor cortex facilitates MEP in healthy controls but not in PD patients off
medications. After levodopa administration, the facilitatory effect of premotor
cortical stimulation was restored (Mir et al. 2005). On the other hand, 1 Hz rTMS
over dorsal premotor cortex decreased the SICI in healthy controls but increased
SICI in PD off medications. Single dose of levodopa normalized the post-stimu-
lation effect in PD patients (Buhmann et al. 2004). Although none of these studies
reported significant improvement in motor symptoms by dorsal premotor cortical
rTMS either in on or off medication states, these findings suggest that it is worthy
of further investigations in the treatment of PD.

12.3 Dystonia

Most TMS studies in dystonia were carried out in focal dystonia. They have
revealed pathophysiological abnormalities in the motor cortical areas in dystonia.

12.3.1 Motor Evoked Potential

12.3.1.1 MEP Latency and CMCT

MEP latency and CMCT are normal for focal dystonia both in hand (Schwenkreis
et al. 1999) and cranial muscles (Hanajima et al. 1998). These results suggest that
conduction in the motor pathways is not impaired in focal dystonia. On the other
hand, shortened MEP latency has been found in the sternocleidomastoid muscles
on both the affected and unaffected sides for cervical dystonia (Odergren et al.
1997).
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12.3.1.2 MEP Threshold and Amplitude

Rest motor threshold (RMT) and active motor threshold (AMT) are normal in
dystonia, and are unchanged after rTMS (Siebner et al. 1999a). MEP amplitude is
normal at rest but during muscle contraction the slope of the recruitment curve
may be steeper in dystonia patients than in controls (Ikoma et al. 1996).

12.3.2 Silent Period

Silent Period (SP) duration induced with high stimulus intensity is shorter in focal
hand and arm dystonia patients than in healthy controls (Mavroudakis et al. 1995;
Chen et al. 1997). In patients with writer’s cramp, the shortened SP is more
pronounced during dystonic contraction than that during voluntary contraction
with comparable EMG activity (Filipovic et al. 1997). In addition, bilateral
reduction of SP duration has been found in patients with unilateral symptoms
(Rona et al. 1998). In patients with blepharospasm or oro-mandibular dystonia, the
shortened SP duration has been recorded in the orbicularis oculi and perioral
muscles. The SP is even shorter in patients with dystonia affecting both upper and
lower facial muscles (Curra et al. 2000).

12.3.3 Intracortical Circuits

12.3.3.1 Short and Long Interval Intracortical Inhibitions

Bilateral reduction of SICI has been reported in patients with writer’s cramp
(Ridding et al. 1995b). Similar reduction in SICI was found in other types of
dystonia affecting upper limb muscles and this reduction is normalized by botu-
linum toxin at 1 month after injection (Gilio et al. 2000). However, the effect of
botulinum toxin on SICI was not confirmed in pure writer’s cramp (Boroojerdi
et al. 2003). In addition, TMS current in the reversed (anterior–posterior) direction
may not detect reduced SICI in focal hand dystonia patients while SICI measured
with both the regular (posterior–anterior) and the reversed current directions in
cortical myoclonus is weaker than that in controls (Hanajima et al. 2008). These
findings suggest that different sets of cortical interneurons may be impaired in
focal dystonia and cortical myoclonus because TMS in different current directions
activates separate subgroups of interneurons in the M1 (Di Lazzaro et al. 2004; Ni
et al. 2011). Active LICI is impaired in writer’s cramp (Chen et al. 1997). Inter-
estingly, reduction in SICI and LICI was also found in patients with psychogenic
dystonia (Espay et al. 2006).
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12.3.3.2 Interhemispheric Interaction and Afferent Inhibition

Reduced SIHI and LIHI have been reported in writer’s cramp. Figure 12.4 shows
the results from a group of writer’s cramp patients without mirror dystonia with the
right hand affected. Resting SIHI and LIHI from unaffected side to the affected
side were decreased compared to the same measurements from the affected to the
unaffected side. During a pen holding task there was no difference in either SIHI or
LIHI between patients and healthy controls (Nelson et al. 2010). In contrast, it was
reported that SIHI was reduced in focal hand dystonia patients with mirror dys-
tonia during premovement phase of a motor task (Beck et al. 2009). Modulation of
cortical excitability by contralateral dorsal premotor cortex stimulation is also
impaired in focal hand dystonia. A stimulus with intensity of 90–130 % RMT
applied to the contralateral premotor cortex inhibits the M1 8 or 10 ms later in
healthy controls. Such modulation was reduced in focal hand dystonia. However,
the facilitation induced by a stimulus with 70–90 % AMT to the contralateral
premotor cortex 6 or 8 ms prior to M1 stimulation did not change in dystonia
(Koch et al. 2008). SAI is normal in both psychogenic and organic dystonia
(Quartarone et al. 2009).
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Fig. 12.4 Interhemispheric inhibition in writer’s cramp. SIHI and LIHI were investigated with
paired-pulse TMS at interstimulus intervals of 10 and 50 ms in seven writer’s cramp patients with
right hand symptoms. Conditioned MEP amplitude was expressed as a ratio to the MEP
amplitude generated by test stimulus alone (control). The values are below 1, indicating
inhibition. Both SIHI and LIHI in the affected hand (black columns) were reduced compared to
unaffected hand (striped columns). LIHI long latency interhemispheric inhibition; SIHI short
latency interhemispheric inhibition. *P \ 0.05, comparing right hand to the left hand. Modified
from Nelson et al. (2010)
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12.3.4 Cortical Plasticity in Dystonia

PAS induced plastic changes are exaggerated in organic dystonia. The increase in
MEP amplitude induced by PAS was larger in organic dystonia than in healthy
controls (Fig. 12.5). On the other hand, the increase in MEP amplitude with PAS
was similar for psychogenic dystonia and healthy controls (Quartarone et al. 2009)
(Fig. 12.5), suggesting that the pathophysiologic mechanisms for organic and
psychogenic dystonia are different. The response to PAS may be able to distinguish
between organic and psychogenic dystonia because measurements of intracortical
circuits including SICI, LICI (reduced) and SAI (normal) are similar in organic and
psychogenic dystonia, but this needs to be evaluated further. In this regard, it has
been argued that the steeper MEP recruitment curve in organic dystonia may
explain the difference between two patient groups (Rosenkranz 2010) since the
slope of the recruitment curve may be steeper in dystonia patients than in controls
during muscle contraction (Ikoma et al. 1996). The abnormal plasticity induced by
PAS in organic dystonia may be normalized by internal globus pallidus DBS. It was
reported that the effects of DBS occurred within 1 month of DBS before the
achievement of full clinical benefit but there was considerable individual variation
in the long-term effects of DBS on PAS (Ruge et al. 2011).

Fig. 12.5 Cortical plasticity in psychogenic and organic dystonia. The cortical plasticity
generated by PAS was tested in 10 patients with organic dystonia (gray column), 10 patients with
definite or probable psychogenic dystonia (white column), and 10 healthy controls (black
column). The ordinate indicates the MEP amplitude after PAS expressed as a percentage of the
MEP amplitude before PAS (baseline, shown in dash line). The effect of PAS on motor cortical
excitability was measured immediately after PAS (T0) and 30 min after PAS (T30). The asterisk
indicates a significant interaction between time and group with P = 0.003. PAS paired
associative stimulation. Modified from Quartarone et al. (2009)
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12.3.5 Repetitive Transcranial Magnetic Stimulation
in Dystonia

One study showed that subthreshold 1 Hz rTMS transiently improved dystonic
symptoms in writer’s cramp with reduced writing pressure (Siebner et al. 1999b).
This improvement is companied by normalization of SICI, SP duration, and MEP
intensity recruitment curve. In contrast, superthreshold 1 Hz rTMS increases MEP
size in writer’s cramp while the same protocol decreases MEP size in healthy
controls (Siebner et al. 1999a), indicating that the response to rTMS is abnormal in
dystonia. The abnormal response to inhibitory rTMS in writer’s cramp was also
confirmed by continuous theta burst stimulation applied to dorsal premotor cortex.
Continuous theta burst stimulation decreased MEP amplitudes in healthy subjects
but not in patients with writer’s cramp. Interestingly, such stimulation normalized
the decreased SICI and improved the motor symptoms and writing speeds in
patients (Huang et al. 2010).

12.4 Essential Tremor

The origin of essential tremor (ET) is unknown. One hypothesis is that abnormal
oscillations originate in the inferior olive. The output of inferior olive is trans-
mitted to the cerebellum via the climbing fibers. The abnormal oscillations may
then be transferred to the cortex via the cerebellothalamocortical pathway
(Deuschl et al. 2000; Pinto et al. 2003).

12.4.1 Single- and Paired-Pulse TMS Measurements

Patients with ET have normal CMCT, SP duration, SICI and LICI (Romeo et al.
1998). CBI is also normal in ET (Pinto et al. 2003), suggesting that the cerebellar
output pathway is normal in ET but the findings are consistent with abnormal input
to the cerebellum.

12.4.2 Tremor Reset

ET is reset by mechanical perturbations (Lee and Stein 1981). PD postural tremor
is not reset by this type of stimulation and this may be useful for distinguishing
these two types of tremor. TMS applied to M1 resets both PD postural tremor and
ET. However, the time to reoccurrence of rhythmic EMG activity varied with the
duration of tremor burst in PD postural tremor but not with that of ET. TMS
shortened the duration of tremor burst in PD postural tremor but had no influence
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on the duration in ET (Britton et al. 1993). In addition, TMS over the cerebellum
did not reset ET (Pinto et al. 2003).

12.4.3 Repetitive Transcranial Magnetic Stimulation in ET

Low-frequency superthreshold rTMS of the cerebellum has been reported to
induce short lasting (less than 1 h) improvement in ET with both clinical and
accelerometric measures (Gironell et al. 2002). However, it has been argued that
some of the effects may be mediated by activation of peripheral nerves and
muscles (Gerschlager et al. 2002).

12.5 Tourette’s Syndrome

Tourette’s syndrome is a neuropsychiatric disorder in which cortical disinhibition
has been proposed as a pathophysiologic mechanism involved in the generation of
tics. Tics are typically reduced during task performance and concentration.

The motor threshold is normal in Tourette’s syndrome, suggesting that motor
cortical membrane excitability is unchanged. The slope of MEP recruitment curve
is shallower in untreated patients than in the healthy controls at rest. During
voluntary muscle contraction, the slope becomes normal in patients (Orth et al.
2008). SIHI from the left to right M1 (CS on left M1, TS on right M1) is weaker in
this group of patients compared to control but SIHI measured in the opposite
direction is normal. In addition, the significant correlation between SIHI and
fractional anisotropy from left to right M1 seen in healthy controls was not
observed in untreated patients with Tourette’s syndrome (Baumer et al. 2010).
SP is shortened and SICI is reduced in Tourette’s syndrome, suggesting that
synaptic connectivity may be impaired. These abnormalities were found in
untreated patients in whom the tics involved the target muscle used for TMS
(Ziemann et al. 1997). The normal motor threshold and reduced resting SICI in
Tourette’s syndrome have been confirmed by a recent study with a well-designed
protocol (Heise et al. 2010). These measurements were also tested in a functional
context when subjects performed a simple reaction time task. During the pre-
movement period MEP amplitude was lower in the patient than that in the control
group (Fig. 12.6a). More importantly, reduced SICI at rest in patients increased
quickly and achieved the normal range at about 50 % of reaction time (Fig. 12.6b).
These results are consistent with the findings in Tourette’s syndrome that tics are
pronounced at rest and are reduced during task performance because the increased
SICI during the task performance restores normal cortical inhibition. The reduced
MEP amplitude during task performance may be explained by the very quick
increase in SICI that inhibits the corticospinal output.
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Fig. 12.6 Motor cortical excitability and short interval intracortical inhibition in Tourette’s
syndrome. The abscissa indicates the time points during the premovement period when the
subjects performed a simple reaction time task. The data from 11 patients with Tourette’s
syndrome (filled points with solid line and black columns) were compared to 11 healthy controls
(open points with dash line and white columns). Time points T1–T6 refers to 40, 50, 60, 70, 80,
100 % of reaction time. The measurements at these time points were compared to measurements
at rest (columns on the left side). Reaction time was measured without applying TMS. a MEP
amplitude elicited with single-pulse TMS. There was no difference between patients and controls
at rest. However, MEP amplitudes were lower in patient group than that in the control group at
time points T3–T5 during the premovement period. b SICI elicited by paired-pulse TMS. It is
expressed as the difference between conditioned MEP amplitude and test MEP amplitude and this
difference was normalized as a percentage of the test MEP amplitude. Negative values indicate
inhibition. There was significantly less SICI in patients than in healthy controls at rest and at the
early phase (T1) during reaction time. SICI at the late phases during reaction time in the patients
was normal. *P \ 0.05, comparison between patients and healthy controls. The significant
differences are emphasized in the panels. SICI short interval intracortical inhibition. Modified
from Heise et al. (2010)
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12.6 Future Directions

In this chapter, we reviewed the changes in motor cortical functions demonstrated
with TMS which helped to elucidate the pathophysiology of movement disorders.
Several important points should be taken into account in the interpretation of the
results. First, studies with single-, paired-, and triple-pulse TMS usually compared
MEP amplitudes between patients and healthy controls. Findings in patients that
are different from controls are considered abnormal. However, if the MEPs are
mediated by different neural elements in patients and controls, single pulse TMS
studies may not distinguish the abnormality in patients. Second, most paired- or
triple-pulse TMS studies assumed that the same cortical circuits are used to
activate corticospinal neurons and produce MEP in patients and controls. How-
ever, if TMS activates different cortical circuits in patients and controls (e.g.
circuits responsible for I1 vs. I3 waves) that have different susceptibility to cortical
inhibition, this may result in apparent abnormalities in cortical inhibition without
any ‘‘real’’ change in cortical inhibition caused by the disease. In addition, many
TMS studies investigated intracortical circuits only at a single ISI and stimulus
intensity which may miss potential changes. Therefore, future studies using a
range of stimulus intensities, ISIs, and current directions, and different recording
methods such as epidural or single motor unit recordings that can test different
direct and indirect waves will address some of these issues and further improve our
understanding of pathophysiology of the underlying diseases.

While rTMS within established guidelines is safe for the patients with move-
ment disorders, the benefit is generally short-lived with single sessions of rTMS.
Multiple sessions of rTMS may extend the clinical benefit but whether this can
achieve the magnitude of benefit seen with pharmacologic treatments remains to
be established. rTMS will most likely be used as an adjunctive therapy for
movement disorders but is not likely to alter the underlying pathologic processes.
Future studies will need to develop rTMS into a practical treatment with large,
sham-controlled studies, introduce new stimulus parameters and examine whether
rTMS can be combined with other treatments to generate long-term therapeutic
benefits for movement disorders.
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Chapter 13
Stroke

Cathy M. Stinear and Winston D. Byblow

Abstract Stroke causes lesions that affect both grey and white matter in the brain,
typically in one hemisphere. The resulting impairments are due to loss offunction at the
site of the lesion, as well as loss of functional connectivity between the lesion site and
other parts of the central nervous system. Stroke, therefore, perturbs networks
responsible for a range of functions, in both the ipsilesional and contralesional hemi-
spheres. This chapter reviews the effects of stroke on networks responsible for vol-
untary motor activity, language and spatial attention. Asymmetric interhemispheric
inhibition between homologous cortical network nodes is a common theme across
these functional domains. Recovery after stroke requires reorganisation within the
affected networks, and is limited by the extent of damage to connections between
essential network nodes. Recruitment of existing or new nodes in the network, in either
hemisphere, influences recovery of function, particularly at the sub-acute stage.
However, the best recovery of function occurs with normalisation of network activity.
After stroke, non-invasive brain stimulation can be used to either enhance or suppress
activity of specific cortical nodes, and the functional connectivity between target and
remote areas. The effective use of stimulation techniques with individual patients can
be guided by measures of the activity and connectivity in the network of interest.

13.1 Introduction

Stroke is a leading cause of adult disability and mortality (Mackay et al. 2004),
affecting one in six people at some point in their lives (Seshadri et al. 2006). Most
strokes are ischaemic, causing infarction of grey and white matter in the territory
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supplied by the blocked artery. Each episode of stroke typically produces a lesion
that is lateralised to one hemisphere or the other. This disrupts the functional
connectivity of networks within both the ipsilesional and contralesional hemi-
spheres, and between the two hemispheres. Stroke can affect networks responsible
for various functions, and the resulting impairments can reveal much about rela-
tionships between the nodes of these networks. This chapter reviews how stroke
affects the function of motor, language and attention networks and the potential
application of non-invasive brain stimulation techniques to modify the connec-
tivity in these networks for therapeutic benefit.

13.2 Motor System

13.2.1 Ipsilesional Connectivity

In humans, the predominant descending motor pathway is the lateral corticospinal
tract (CST), connecting primary motor cortex (M1) with alpha motoneurons in the
spinal cord, two vital nodes of the central nervous system network for voluntary
movement. The importance of the lateral CST is most clearly understood in terms
of upper limb impairment and recovery after stroke. The lateral CST is considered
to be a crossed pathway, in keeping with the clinical findings that unilateral
damage leads to a contralateral paresis and, in some cases, paralysis. Most patients
are unable to carry out fine motor activities with the affected hand after complete
injury of the lateral CST (Davidoff 1990).
The functional integrity of the CST can be assessed by using transcranial magnetic
stimulation (TMS) to elicit motor evoked potentials (MEPs) in paretic limb
muscles, and this might provide useful prognostic information early after stroke,
but the optimal timing of assessment is unclear (Catano et al. 1996; Heald et al.
1993; Trompetto et al. 2000). The structural integrity of the CST can be assessed
with diffusion-weighted MRI (DW-MRI) measures such as fractional anisotropy,
which is sensitive to white matter disruption. These techniques are complementary
in that measures from both relate to upper limb impairment (Jang 2009; Schaechter
et al. 2009; Stinear et al. 2007; Ward et al. 2007). These neurophysiological and
neuroimaging measures of the CST can be added to clinical assessments of motor
function in a step-wise manner to improve prediction of individual patients’
recovery (Stinear 2010, Stinear et al. 2012).

A recent study used DW-MRI and tractography to identify a distinct descending
pathway intermingled with the lateral CST at the level of the internal capsule,
which then deviates toward the posterior pons (Lindenberg et al. 2009). This
pathway may represent the cortico-reticulo-spinal or cortico-rubro-spinal tracts
known to exist in mammals. Greater disruption of this pathway by stroke is
associated with greater upper limb impairment, highlighting the potential impor-
tance of this ‘‘alternate’’ motor pathway. This finding indicates that brainstem
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nuclei may be critical nodes in the voluntary motor network, with a putative role in
motor recovery after damage to the lateral CST (Jankowska and Edgley 2006).

There is currently no strong consensus regarding the importance of the lateral
CST in recovery of walking after stroke. One study has used DW-MRI to show
that some patients with complete lesions to the lateral CST regain walking ability
within 6 months of stroke (Ahn et al. 2006). However, this study did not examine
functional integrity of the CST with TMS of leg motor cortex, so the extent to
which the CST or alternate pathways between cortical and spinal nodes contrib-
uted to recovery of gait was not determined. In contrast, Pirion and colleagues
found that TMS-evoked MEPs in tibialis anterior could predict walking outcomes
for patients with complete lower limb palsy immediately after stroke. Patients with
no recordable MEPs 1 month post-stroke never regained walking ability, whereas
patients with MEPs regained independent gait at discharge (Piron et al. 2005).
These findings indicate the importance of functional integrity of the CST for
recovery of lower limb function.

While these examples are by no means exhaustive, they clearly show that the
functional integrity of the CST is a primary determinant in outcomes related to
motor recovery after stroke. Cortical reorganisation also plays an important role in
recovery of both upper and lower limb function. The extent to which cortical
reorganisation is lateralised to the ipsilesional hemisphere, occurs bilaterally, or is
restricted to the contralesional hemisphere, probably depends in part on the degree
of damage to the ipsilesional CST, as described below.

In addition to M1, the dorsal and ventral premotor cortex (PMd, PMv), sup-
plementary motor areas (SMA) and cingulate cortex are motor network nodes with
direct connections to upper limb alpha motoneurons via the anterior CST.
Although the distribution of direct projections from secondary motor cortical
regions is greater for proximal than distal muscle representations (Turton et al.
1996), there is evidence that cortical reorganisation in premotor and supplemen-
tary motor areas can contribute to recovery of hand function, perhaps via disin-
hibition-mediated plasticity (Clarkson et al. 2010; Sanes and Donoghue 2000).
TMS mapping studies have shown that hand muscle representations in M1 are
displaced posteriorly in patients with near-complete recovery of hand function at
the chronic stage after subcortical stroke (Byrnes et al. 2001; Rossini et al. 1998).
There was a strong positive correlation between the magnitude of the map shift
and grip strength in the patients’ affected hands, indicating that cortical reorga-
nisation after subcortical stroke is functionally significant (Byrnes et al. 2001).
These shifts in cortical representations, which have also been observed using fMRI
(Pineiro et al. 2001), indicate that cortical areas adjacent to M1 can contribute to
the recovery of hand function, presumably through a long-term process involving
unmasking of latent connections (Nudo 2003).

However, expansion of cortical representations through disinhibition processes
may not always be desirable, and can also lead to poor outcomes. For example,
Yao and colleagues examined brain connectivity with EEG, and upper limb
kinematic and torque profiles, in patients at the chronic stage. They found that the
degree of overlap between elbow and shoulder cortical representations correlated
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with a loss of independent joint control (Yao et al. 2009). The extent to which
disinhibition-mediated functional reorganisation may be adaptive or maladaptive
is not completely understood, and may depend on the time frame of intracortical
changes within the first few months after stroke (Swayne et al. 2008).

Another intriguing hypothesis is that upper limb recovery after stroke may be
facilitated by an up-regulation of drive from corticospinal neurons in the ipsile-
sional premotor cortex to propriospinal neurons at the 3rd and 4th segments of the
cervical spinal cord (C3/4). A relatively greater component of the descending
command to paretic upper limb muscles is transmitted via presumed C3/4 pro-
priospinal neurons in recovering stroke patients, compared to the unaffected limb
(Mazevet et al. 2003; Stinear and Byblow 2004). Descending pathways to C3/4
neurons may originate in PMd, and this may explain why shifts in activation
toward ipsilesional PMd might occur with affected hand task performance in fMRI
studies (Calautti et al. 2010; Grefkes et al. 2010; James et al. 2009; O’Shea et al.
2007; Rehme et al. 2011a). In a recent study, activation strength within the ip-
silesional PMd node scaled negatively with the functional integrity of the M1 CST
assessed using TMS-derived MEPs in affected hand muscles, and residual grip
strength (Ward et al. 2007). Based on the notion that ipsilesional PMd has a
relatively large proportion of corticospinal neurons which exert control over alpha
motoneurons innervating the proximal upper limb, the authors contended that the
ipsilesional PMd activation might reflect activity in a new node contributing to
upper limb recovery via the C3/4 propriospinal pathway.

13.2.2 Contralesional and Interhemispheric Connectivity

The primary motor cortex has sparse direct uncrossed connections to alpha moto-
neurons innervating ipsilateral distal hand muscles. Their functional importance is
not well understood in adults, but their terminal branches are a readily available
source from which sprouting could enhance actions of these neurons after injury to
the crossed CST (Dum and Strick 1996; Jankowska and Edgley 2006). After stroke,
the interplay between ipsilesional and contralesional M1 has been most extensively
examined in the context of interhemispheric competition, or interhemispheric
imbalance in M1 excitability. An increase in excitability of the contralesional M1,
and reduced excitability of the ipsilesional M1, is common after stroke and most
readily measured using TMS (Duque et al. 2005; Murase et al. 2004; Nowak et al.
2009; Traversa et al. 1998). There is also evidence from fMRI that increased con-
tralesional hemisphere activity can occur during paretic upper limb movement,
particularly in patients with greater damage to the ipsilesional CST and more severe
upper limb impairment (Cramer et al. 1997; Lotze et al. 2006; Stinear et al. 2008;
Ward et al. 2003, 2006, 2007). In patients with a severely impaired upper limb,
excitability of contralesional M1 gradually increases with motor recovery, indicating
that reorganisation towards the contralesional hemisphere may be an adaptive
response in severely affected patients (Gerloff et al. 2006; see Fig. 13.1).
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Fig. 13.1 After stroke, patterns of reorganisation within the motor network are constrained by
the remaining functional connectivity between essential nodes, such as M1 and the spinal cord.
a This is illustrated by data from two right hemisphere stroke patients who were scanned at 15
and 24 months, respectively, after subcortical infarction (Stinear et al. 2007). b Functional
connectivity between M1 and the alpha motoneuron pool was assessed with single-pulse TMS.
Patient X had no MEPs in the paretic forearm muscles, while Patient Y had MEPs that were
smaller in amplitude compared to the non-paretic forearm. Calibration bars: 0.2 mV and 25 ms.
c Diffusion weighted MRI data were used to reconstruct tracts seeded in the hand area of M1 and
passing through the posterior limb of the internal capsule, indicating greater tract damage for
Patient X than Patient Y, but with remaining connectivity for both. d BOLD signal during paretic
hand opening/closing before 1 month of daily motor practice with the paretic upper limb. e After
intervention, upper limb impairment decreased in both patients by the same amount (+4 points on
the Fugl-Meyer scale). In Patient X, this improvement was accompanied by greater recruitment of
contralesional motor network activity during paretic hand movement. In Patient Y, this
improvement was accompanied by a shift towards more focal activity in the ipsilesional M1 node.
Patient Y achieved a higher score at the study endpoint. Normalisation of motor network activity
is more likely when functional connectivity between M1 and the spinal cord is largely preserved;
however, widespread reorganisation of network activity can also result in beneficial
compensation
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The contralesional PMd has been implicated in assuming partial control over
affected hand function in well-recovered stroke patients (Lotze et al. 2006), as well as
in patients with greater impairment (Johansen-Berg et al. 2002). Both studies used a
virtual lesion model, observing behavioural deficits arising as a result of single-pulse
TMS of contralesional PMd. The extent to which upregulation of contralesional PMd
is adaptive is not completely understood. The formation of new, or unmasking of
latent, functional connections between the contralesional uncrossed anterior CST
and the spinal cord may be maladaptive. For example, the descending commands
through these weaker pathways may interfere at the level of the spinal cord with
descending commands from the crossed lateral CST, particularly for proximal upper
limb musculature. There is indirect evidence of this from Schwerin and colleagues,
who demonstrated a positive correlation between the prevalence of ipsilateral MEPs
from contralesional hemisphere TMS in the affected pectoralis major and upper limb
impairment for patients at the chronic stage (Schwerin et al. 2008). For well-
recovered patients, it seems unlikely that contralesional PMd activation reflects
solely the formation of a new node with direct uncrossed projections to the spinal
cord via the anterior CST. Instead, for these patients the contralesional PMd may
become an important node in a cortico–cortical network (Dum and Strick 2005; Wise
1985), with functional connectivity to paretic limb alpha motoneurons via transc-
allosal pathways to the ipsilesional M1 (Bestmann et al. 2010; Grefkes et al. 2008).

The motor network has dense interhemispheric connectivity via the corpus
callosum connecting premotor, motor and parietal nodes through cortico–cortical
pathways (Strens et al. 2004). Disruption of these pathways can lead to specific deficits
in motor planning or execution depending on the nodes affected. Re-organisation along
these pathways can shape recovery. The connectivity between nodes can be assessed in
the resting state or during motor tasks after stroke, and compared to healthy adults.
After stroke there is evidence of disturbed neural activity in regions distant to the lesion
which impacts on motor function (Alstott et al. 2009; Seitz et al. 1999) and the extent of
network disturbance has been shown to correlate with impairment level and upper limb
recovery (Grefkes et al. 2008). For example, the predominant functional influence of
each M1 on the other is mutual inhibition, a phenomenon readily demonstrated using
dual-coil TMS, and found to be disrupted after stroke (Murase et al. 2004; Shimizu
et al. 2002). The disruption of mutual inhibition between the left and right M1, assessed
with TMS, relates to upper limb impairment (Murase et al. 2004) and its restoration
with recovery of function (Stinear et al. 2008). Similarly, disruptions in functional
connectivity between ipsilesional and contralesional nodes of the motor network have
been assessed using fMRI and dynamic causal modelling (DCM), to identify tempo-
rally correlated activity across network nodes from measures of effective connectivity.
The advantage of whole-brain fMRI over dual-coil TMS is that a larger number of
network nodes can be examined simultaneously. Interestingly, however, the pre-
dominant and consistent finding from fMRI and DCM analyses is also that of disrupted
mutual M1 inhibition after stroke. Reduced facilitation between ipsilesional M1 and
SMA, and a de-coupling of contralesional SMA, has also been observed in chronic
subcortical stroke patients with upper limb weakness (Grefkes et al. 2008).
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The number of longitudinal studies examining network level dynamics after
stroke is limited. Using fMRI has shown that neural activity associated with
affected hand movement tends to increase bilaterally in the initial months after
stroke, perhaps indicative of immediate disinhibition and reorganisation, followed
by consolidation of a new network for task performance (Ward et al. 2003). At the
time of the study, dynamic causal modelling approaches were not in use and a
causal relationship between nodes could not be determined. More recently, Rehme
and co-workers used DCM to examine network dynamics in 12 patients with
subcortical lesions and upper limb impairment within 72 h, and 1–2 weeks post-
stroke (Rehme et al. 2011b) and then 3–6 months later at the early chronic stage
(Rehme et al. 2011a). In brief, patients performed an fMRI task requiring opening
and closing of the paretic hand. Changes in effective connectivity were correlated
with recovery maps using DCM analyses. The results indicated an increase in
positive coupling between ipsilesional premotor areas and M1 at the acute stage
compared to healthy controls, followed by a decrease in functional connectivity
between these areas after 3 months. Patients who maintained abnormal inhibitory
coupling between the contralesional and ipsilesional M1 tend to have greater
impairment after 3 months. A potential limitation of these studies was a lack of
control over mirror activity in the unaffected hand to ensure contralesional acti-
vation (or coupling to contralesional areas) was correctly ascribed to affected hand
control. This is a common limitation of fMRI studies of manual performance that
do not monitor hand EMG and kinematics bilaterally. Conversely, studies which
demonstrate parametric modulation of the BOLD signal with task performance are
probably better suited to eliminating this potential bias (Ward et al. 2007). The
generalisability of the results from Rehme and colleagues is limited, because the
majority of patients scored near maximum on the Action Research Arm Test at the
acute stage. Therefore, recovery profiles were limited by ceiling effects, and based
on a very small number of patients with moderate or severe initial impairment.
Even so, the studies by Rehme and colleagues provide an indication of early versus
late changes in motor network function after stroke resulting in upper limb
weakness, which overall seem biased toward ipsilesional network activity in
patients who make a good recovery, and perhaps inevitably, a strengthened
bilateral network for affected upper limb control in patients with greater impair-
ment. Importantly, these findings indicate that beyond a certain level of impair-
ment, there will be no functional advantage gained by suppression of nodes within
the contralesional hemisphere. This has implications for the use of non-invasive
brain stimulation (NIBS) in conjunction with rehabilitation.

13.2.3 Brain Stimulation to Modify Connectivity

In the past decade, there have been several relatively small-scale studies that have
examined the efficacy of NIBS for assisting motor recovery after stroke (for recent
review see Hummel et al. 2008). The premise for the use of NIBS after stroke is
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based on the interhemispheric competition model. For example, NIBS might
facilitate motor recovery by increasing the excitability of neurons within the ip-
silesional hemisphere, such as surviving ipsilesional corticospinal neurons mainly
in M1, to maximise the extent of ipsilesional cortical control over the paretic side
via the lateral CST. The second approach is to reduce excitability of the con-
tralesional M1 using suppressive NIBS, in an attempt to restore balanced excit-
ability between the hemispheres. In this model, it is thought that hypo-excitability
of ipsilesional M1 may result, at least in part, from increased tonic inhibition in
perilesional neurons (Donoghue et al. 1990). The ipsilesional M1 then exerts less
inhibition via the corpus callosum to the contralesional M1 (Shimizu et al. 2002).
This may account for the hyperexcitability of contralesional M1, which in turn
exerts a greater inhibitory influence over the ipsilesional M1 (Murase et al. 2004).
This tonic inhibitory drive acting on ipsilesional M1 may impede neural plasticity
and reorganisation (Clarkson et al. 2010). This positive feedback cycle leads to a
persistent imbalance in hemispheric excitability and is associated with poor motor
outcomes (Traversa et al. 1998). Therefore, NIBS may be used to break down this
cycle and facilitate hemispheric re-balancing (Hummel and Cohen 2006).

The most common approach has been to examine the effects of NIBS on brain
activation, motor cortex excitability and motor function in single-session studies. Kim
and colleagues found that for 15 chronic patients with upper limb weakness after stroke,
a single application of 10 Hz rTMS to ipsilesional M1 increased the size of MEPs
elicited in a paretic hand muscle, presumably due to an increase in ipsilesional M1
excitability. The patients’ accuracy on a sequential motor learning task also improved.
Importantly, the extent of facilitation in paretic side MEPs after rTMS positively cor-
related with improvements in task performance. Similarly, anodal transcranial direct
current stimulation (a-tDCS) of the ipsilesional M1 increases its excitability and
improves paretic hand function in a correlated manner for patients at the chronic stage
after subcortical stroke (Hummel et al. 2005). In this study, there was an accompanying
decrease in ipsilesional M1 intracortical inhibition after a-tDCS. This reduction of
presumed GABAergic inhibition is an indication that a-tDCS might enhance LTP-like
plasticity through disinhibition, perhaps unmasking functional pathways with latent
synapses to intact descending CST or cortico-reticulo-spinal neurons. Therefore, ip-
silesional NIBS that enhances excitability through reduced inhibition may result in the
functional integration of a new ipsilesional cortical node that can produce descending
output to alpha motoneurons, at least in well-recovered patients.

There have been several studies that have applied 1 Hz rTMS to the con-
tralesional M1 in an attempt to improve motor function of the paretic limb (for
example, Dafotakis et al. 2008; Khedr et al. 2009; Takeuchi et al. 2005). Takeuchi
and colleagues applied 1 Hz or sham rTMS to contralesional M1 in 20 chronic
subcortical stroke patients and examined paretic hand function, M1 excitability
and interhemispheric inhibition (IHI). Paretic hand function improved after con-
tralesional M1 rTMS and improvements scaled with a decrease in IHI between the
contralesional and ipsilesional M1 (Takeuchi et al. 2005). This shows that NIBS
applied to the contralesional M1 can reduce the abnormally high IHI acting on
ipsilesional M1 observed after stroke (Murase et al. 2004).
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There has been recent interest in the use of patterned rTMS in the form of theta
burst stimulation (TBS) to facilitate motor recovery after stroke (Ackerley et al.
2010; Di Lazzaro et al. 2008, 2010; Talelli et al. 2007a). TBS of human motor
cortex typically involves delivering bursts of three stimuli separated by 20 ms with
an inter-burst frequency of 5 Hz (theta). Delivered intermittently (iTBS) in 2 s
trains with an 8 s inter-train interval, 300–600 stimuli produce facilitatory effects
on M1 which outlast the stimulation period. Conversely, bursts delivered contin-
uously (cTBS) can suppress M1 excitability, at least in healthy participants (Huang
et al. 2005, but see also Gentner et al. 2008). At the acute stage the excitability of
ipsilesional M1 can be facilitated by both iTBS of the ipsilesional M1 and cTBS of
the contralesional M1 (Di Lazzaro et al. 2008). In patients at the chronic stage,
iTBS of ipsilesional M1 increased excitability and improved reaction time of the
paretic hand, whereas cTBS had a suppressive effect when applied to contrale-
sional M1 but did not affect behaviour (Talelli et al. 2007b). TBS has also been
combined with upper limb therapy to determine if it facilitates the behavioural
effects (Ackerley et al. 2010). Intermittent TBS had the expected effect of
increasing ipsilesional M1 excitability and improving measures of paretic hand
precision grip, compared to sham stimulation. Interestingly, cTBS of contrale-
sional M1 produced an unexpected decrease in ipsilesional M1 excitability, pre-
sumably through interhemispheric pathways, although these were not examined
directly. Across the group, the decrease in ipsilesional M1 excitability after con-
tralesional cTBS correlated with a decrement in upper limb function during the
session. These results indicate that the effects of iTBS, like those of a-tDCS, may
be robust and predictable when applied in the context of voluntary motor training,
whereas the neurophysiological aftereffects induced by cTBS may interact with
voluntary activity in unpredictable or undesirable ways.

The examples above demonstrate local and remote effects of NIBS on either
M1, assessed with TMS, and how these effects relate to motor function. Another
approach is to use NIBS to explore altered connectivity across a wider network of
brain areas in relation to motor function after stroke. In a concurrent rTMS-fMRI
study, Bestmann and colleagues examined state-dependent interactions between
remote, but interconnected regions across the brains of 12 chronic patients with
upper limb impairment (Bestmann et al. 2010). High or low intensity rTMS (5
pulses at 11 Hz) was delivered to contralesional PMd during a paced isometric
hand grip task performed with the affected hand. In a separate experiment, func-
tional connectivity between contralesional PMd and ipsilesional M1 was assessed
with dual-coil TMS. The fMRI data indicated that activation peaks in ipsilesional
and contralesional PMd and SMA increased after high-intensity compared to low-
intensity rTMS during affected hand grip. Importantly, the extent of increase in
contralesional activation scaled negatively with paretic upper limb function as
observed previously (Ward et al. 2007). Not surprisingly, those patients with larger
activation peaks in ipsilesional M1 had better function. Patients with worse
function tended to have smaller and posteriorly shifted peaks in ipsilesional M1
activation. The dual-coil TMS study indicated that patients with better function
maintained inhibition between contralesional PMd and ipsilesional M1, akin to
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healthy adults (Mochizuki et al. 2004), but patients with worse function tended to
show facilitation between these nodes. Interestingly, the extent of activation in this
novel interhemispheric network identified with concurrent TMS and fMRI posi-
tively correlated to the extent of contralesional PMd—ipsilesional M1 facilitation
obtained from dual-coil TMS in the same patients. In other words, patients with
worse function tend to rely upon facilitatory inputs between contralesional PMd
and ipsilesional M1 to a greater extent, whereas patients with better function
maintain a more normal inhibitory network between these two nodes.

In a similar study, 11 sub-acute patients with mild upper limb impairment were
scanned 1-3 months after stroke while performing paretic hand closure, and DCM
analysis of effective connectivity was performed (Grefkes et al. 2010). Suppressive
rTMS of contralesional M1 significantly improved the motor function of the
paretic hand. The connectivity analysis revealed that the behavioural improve-
ments in response to rTMS correlated with a reduction of the suppressive influ-
ences of contralesional M1 on ipsilesional M1 during paretic hand movements.
Concurrently, connectivity between ipsilesional SMA and M1 increased after
contralesional M1 1 Hz rTMS. The results suggest that rTMS of contralesional M1
can produce both a reduction of maladaptive transcallosal inhibitory influences
(originating from contralesional M1) and a restitution of ipsilesional effective
connectivity between SMA and M1. For patients with mild impairments, this may
lead to improved motor function of the paretic hand , but this would need to be
tested with repeated applications and by using clinical assessments of function.

Remote effects of NIBS across multiple sessions have not been investigated
widely. In a sham controlled study of 52 sub-acute stroke patients, Khedr and
colleagues found that 10 daily applications of 3 Hz rTMS to ipsilesional M1 led to
less disability in patients at 3 months post-stroke (Khedr et al. 2005). The sug-
gestion was that rTMS may have facilitated M1 plasticity in response to physical
therapy, however, ipsilesional M1 excitability did not change after the interven-
tion, and remote effects on cortical excitability were not assessed. In a later study
(Khedr et al. 2009), the effects of 1 Hz rTMS of contralesional M1 and 3 Hz rTMS
of ipsilesional M1 were compared in 36 patients treated over 5 consecutive days.
Interestingly, contralesional M1 1 Hz rTMS caused local and remote effects
producing more balanced M1 excitability across both hemispheres, whereas 3 Hz
rTMS of ipsilesional M1 increased its excitability without changing contralesional
M1 excitability. Patients who received suppressive rTMS of contralesional M1 had
better outcomes at 3 months than patients who received facilitatory rTMS of
ipsilesional M1, or sham stimulation. A similar finding was reported in patients at
the chronic stage after five daily sessions of 1 Hz rTMS (or sham) was applied to
contralesional M1. The protocol promoted more balanced M1 excitability across
hemispheres, with a remote increase in ipsilesional M1 excitability that correlated
with improvement in a reaction time task performed with the paretic hand (Fregni
et al. 2006). Recently, bi-hemispheric tDCS plus upper limb therapy was shown to
produce greater improvements than therapy alone, in 15 chronic patients with
upper limb impairment (Lindenberg et al. 2011). Interestingly, the extent of
functional improvements after tDCS-assisted therapy scaled positively with
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ipsilesional CST integrity as observed previously (Lindenberg et al. 2009; Stinear
et al. 2007), as well as with the integrity of M1–M1 corpus callosum pathways
(Lindenberg et al. 2011).

Overall these results indicate that non-invasive stimulation of a cortical target
applied once, or over a number of sessions, alters excitability of the target node, as
well as other network nodes distant from the site of stimulation. For the motor
system, remote effects are mainly seen in the opposite M1 and premotor areas
including SMA. Generally, approaches that produce more balanced excitability
across the primary motor cortices tend to produce more favourable outcomes, but
the caveat is that patients with greater levels of impairment rely more heavily on
contralesional cortical areas (perhaps PMd in particular). It is worth remembering
that down-regulation of contralesional M1 excitability with NIBS after stroke may
be advantageous for well-recovered patients (Grefkes et al. 2008), but contrain-
dicated for more impaired patients (Ackerley et al. 2010; Bradnam et al. 2011).
The target of NIBS and its functional connections to remote nodes in the motor
network needs to be considered carefully, perhaps especially when considering
suppressive NIBS to contralesional nodes.

13.3 Language System

13.3.1 Ipsilesional Connectivity

Stroke lesions affecting the left frontal and temporal cortices, and adjacent white
matter, can impair language function. In general, speech production is impaired by
lesions affecting the inferior frontal gyrus (Broca’s area), speech comprehension is
impaired by lesions affecting the posterior temporal lobe (Wernicke’s area), and
speech repetition is impaired by lesions affecting white matter tracts connecting
these two cortical nodes (arcuate fasciculus and superior longitudinal fasciculus)
(Kreisler et al. 2000).

The importance of preserved left hemisphere language nodes and perilesional
cortex for the recovery of language function has been demonstrated by a number of
neuroimaging studies (Crinion and Leff 2007; Fridriksson 2010; Meinzer et al.
2008; Menke et al. 2009). Suppressing left IFG activity with rTMS impairs lan-
guage function in most patients at the sub-acute stage, confirming its essential role
in the language network (Winhuisen et al. 2005).

The integration of left hemisphere nodes outside the ‘classical’ language net-
work is also commonly observed (Turkeltaub et al. 2011), and may be a result of
intrahemispheric collateral disinhibition (Heiss and Thiel 2006). For example,
better naming performance is linearly related to greater activity in left middle
frontal and inferior occipital gyri in chronic stroke patients (Fridriksson et al.
2010). These areas are in close proximity, but not strictly within, the ‘classical’
frontal and temporal language nodes, and their increased activity during naming
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may reflect expansion of these functional nodes into preserved cortex. However,
this ipsilesional reorganisation may not always support better function. When
patients with chronic receptive aphasia perform a spoken word memory task, they
exhibit significantly less left superior temporal gyrus (STG) activation compared
to control subjects. As might be expected, greater impairment is related to less left
STG activity (Breier et al. 2004). Interestingly, impairment may also be greater in
patients with more activity at other ipsilesional sites, such as adjacent middle and
inferior temporal gyri, indicating that the recruitment of ipsilesional nodes of the
language network may reflect incomplete compensation (Breier et al. 2004) or a
non-compensatory remote disturbance in language network activity.

Lesions affecting the left arcuate fasciculus (AF) and superior longitudinal fas-
ciculus reduce the functional connectivity between the frontal and temporal cortices
(Breier et al. 2008). Traditionally, this is thought to produce conduction aphasia,
characterised by impaired speech repetition (Kreisler et al. 2000). Alternatively, the
AF may form an important functional connection for motor elements of speech
production, by connecting the temporal lobe and pars opercularis via the ventral
premotor cortex (Kaplan et al. 2010). Impairment due to stroke affecting the AF may
therefore reflect a deficit in speech motor planning and sequencing, rather than a
deficit in language comprehension or production (Bernal and Ardila 2009), high-
lighting the importance of pathways that link the language and motor networks.

13.3.2 Contralesional and Interhemispheric Connectivity

The cortical network for language function is bilaterally distributed across the
frontal and temporal lobes. Typically, the activity in this network is strongly
lateralised to the left hemisphere (Kreisler et al. 2000), which is thought to sup-
press the activity in homotopic right hemisphere nodes via inhibitory transcallosal
connections (Hamilton et al. 2011; Thiel et al. 2006). After stroke affecting the left
hemisphere language network, the suppression of right hemisphere homologues is
thought to be lifted, possibly allowing their latent capacity for language processing
to contribute to recovery of function (Andoh and Martinot 2008). There is con-
vincing evidence that right hemisphere nodes are activated during language tasks
after stroke, in addition to preserved left hemisphere nodes (Hamilton et al. 2011;
Turkeltaub et al. 2011). Furthermore, right hemisphere fronto-temporal sites are
connected by white matter pathways homologous to those in the left hemisphere
(Kaplan et al. 2010), supporting the idea that the recruitment of right hemisphere
nodes contributes to recovery of function. However, this idea continues to be
debated (Meinzer et al. 2011).

The evolution of language network activity over the weeks and months fol-
lowing stroke is similar to that observed for motor network activity. Longitudinal
functional imaging has shown that at the acute stage, language network activity is
markedly suppressed bilaterally during attempted language tasks in patients with
aphasia (Saur et al. 2006). At this stage, greater left IFG function is associated
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with better language function, as might be expected. Upregulation of bilateral
network activity is observed at the sub-acute stage, particularly at the Broca’s area
homologue in the right IFG. The extent of activation at this node is related to the
degree of improvement in language function during the sub-acute stage (Saur et al.
2006). Disruption of right IFG activity with repetitive TMS impairs language
function in patients with less left IFG activity at this stage of recovery (Winhuisen
et al. 2005). These findings, and those of other studies, indicate that up-regulation
of right hemisphere nodes may play a limited compensatory role in the recovery of
language function (Heiss and Thiel 2006).

At the chronic stage, better recovery is associated with a reversion to left
lateralised network activity (Saur et al. 2006; van Oers et al. 2010), though per-
sistent right IFG activity does not preclude recovery of function (Winhuisen et al.
2007). Improvements in speech production are associated with increased structural
connectivity between right language nodes in more severely impaired patients who
receive therapy aimed at facilitating right hemisphere cortical activity (Schlaug
et al. 2009). The functional connectivity between motor and language networks is
also altered at the chronic stage. For example, left M1 excitability is reduced when
healthy adults read aloud, but not when they make meaningless sounds. This effect
is observed in the right hemisphere of chronic aphasia patients, which supports the
idea that right hemisphere language nodes become more functionally integrated in
the language network after stroke (Meister et al. 2006). Increased functional
connectivity between left and right anterolateral superior temporal cortex is also
related to better auditory word and sentence comprehension in stroke patients with
receptive aphasia at the chronic stage (Warren and Crinion 2009). However,
patients’ positive response to constraint-induced language therapy is only tem-
porary if they have initially high levels of right hemisphere language activity
(Breier et al. 2009). Together, these studies indicate that a greater contribution of
right hemisphere nodes to language network activity may play a role in improving
language function after stroke. However, these improvements are likely to be
temporary or incomplete, and reintegration of left hemisphere nodes is an essential
feature of favourable recovery (Heiss and Thiel 2006).

An alternative theory is that increased activity in right hemisphere nodes may
be maladaptive, possibly disturbing language network activity by suppressing left
hemisphere nodes via inhibitory transcallosal connections. For example, there is
some evidence that naming errors are specifically related to activity in right IFG in
chronic aphasia patients (Postman-Caucheteux et al. 2010), though this activity
may reflect non-linguistic cognitive processing rather than a maladaptive response
(van Oers et al. 2010).

13.3.3 Brain Stimulation to Modify Connectivity

Given the clear evidence of the left hemisphere’s essential role in recovery of
language function, applying facilitatory brain stimulation to left hemisphere
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language nodes may be a useful adjunct to speech language therapy. The potential
benefits of applying facilitatory or suppressive brain stimulation to right hemi-
sphere language nodes are less predictable, and may depend on the extent of
impairment and stage of recovery.

Single applications of repetitive TMS to language network nodes have shed light
on their roles in language function after stroke, as described in previous sections.
Repeated applications, with or without concomitant speech language therapy, may
produce long-term benefits. Ten daily applications of facilitatory rTMS to left IFG
have been shown to improve fluency in a small group of patients at the chronic stage
of stroke fMRI (Szaflarski et al. 2011). These behavioural effects were accompanied
by a leftward shift in language network activity, detected with fMRI. While these
results are promising, there was no control group or sham stimulation condition, so
further investigation is required. Facilitatory a-tDCS of left IFG (Baker et al. 2010)
and perilesional cortex (Fridriksson et al. 2011) has been found to improve naming
accuracy and speed respectively in chronic stroke patients. In these sham-controlled
studies, patients received five daily applications of a-tDCS while they undertook
computer-based naming therapy. The benefits were maintained for at least 1 (Baker
et al. 2010) and 3 weeks (Fridriksson et al. 2011).

Repetitive TMS has also been used to suppress activity in right hemisphere
language nodes. Chronic stroke patients experienced a greater improvement in
language function after 10 daily speech language therapy sessions, when each
session is preceded by suppressive rTMS of right IFG, compared to sham rTMS
(Weiduschat et al. 2011). Furthermore, patients who received sham rTMS and
therapy exhibited a rightward shift in IFG activity, detected by PET, which was not
observed in patients who received suppressive rTMS of this site. These results
indicate that suppressive rTMS may reduce the recruitment of right hemisphere
language nodes, and this may be associated with a better response to therapy,
however, no specific correlation was found (Weiduschat et al. 2011). Similar
studies have found the benefits of suppressive rTMS of right IFG can be main-
tained for at least 2 months (Barwood et al. 2011; Naeser et al. 2005).

Suppressive cathodal tDCS of right IFG, delivered in five daily sessions during
word retrieval therapy, has been shown to improve picture naming, compared to
therapy combined with sham stimulation (Kang et al. 2011). Cathodal tDCS of
right STG, delivered in 10 daily sessions during speech language therapy, has also
been found to improve auditory verbal comprehension to a greater extent than a-
tDCS or sham stimulation of left STG, in patients at the sub-acute stage of
recovery (You et al. 2011). Unfortunately, neither of these studies included a
follow-up evaluation to determine whether these benefits were sustained.

These studies indicate that facilitating left hemisphere activity, or suppressing
right hemisphere activity, with NIBS during speech language therapy might be
beneficial. This fits with the interhemispheric competition model (Andoh and
Martinot 2008). However, the few studies conducted in this area are often limited
by small sample sizes, no sham control, and short follow-up periods. Further work
is required to address these limitations, and to optimise protocols for individual
patients. For example, if the right hemisphere plays an important role in language
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recovery at the sub-acute stage (Crinion and Leff 2007; Saur et al. 2006), sup-
pressing its activity at this stage may be deleterious. While You et al. (2011)
observed an immediate benefit of suppressing right STG in sub-acute patients, the
long-term effects are unknown.

13.4 Spatial Attention System

13.4.1 Ipsilesional Connectivity

Spatial neglect refers to the failure to detect, attend or respond to stimuli contralateral
to a brain lesion, most commonly of the right hemisphere (Bartolomeo 2007;
Corbetta and Shulman 2011). The neural mechanisms of attention, and their func-
tional lateralisation, are the subject of ongoing debate (Doricchi 2008). One theory is
that the predominance of right hemisphere lesions in patients with neglect reflects
differences in the lateralisation of the dorsal and ventral attention networks. The
dorsal network is involved in spatial attention and voluntary visuomotor behaviour
through the top-down selection of salient stimuli on the basis of goals, and is thought
to be bilaterally distributed. In contrast, the ventral network contributes to vigilance
and re-orients attention to detected stimuli, particularly when they are unexpected or
behaviourally relevant. The ventral network is thought to be right lateralised, and to
provide excitatory input to the dorsal network that triggers a shift in attention
(Corbetta and Shulman 2002). Lesion mapping has shown that stroke patients with
spatial neglect typically have lesions affecting right frontal, parietal and temporal
cortices and insular cortex. A more detailed factorial analysis has revealed that
damage to each of these nodes is associated with specific components of the spatial
neglect syndrome. Right inferior parietal lobe lesions are related to visuospatial
neglect; right dorsolateral prefrontal cortex lesions are related to impaired explor-
atory behaviour and visuomotor neglect; and right temporal lobe lesions are related
to object-centred neglect (Verdon et al. 2010). Neglect can also result from damage
to white matter pathways such as the inferior and superior occipitofrontal and
superior longitudinal fasciculi, resulting in disconnection of frontal and parietal
nodes (Bartolomeo et al. 2007; Karnath et al. 2009; Urbanski 2011). Stroke lesions,
affecting ventral right hemisphere nodes and white matter pathways, can both
directly affect the ventral attention network, and indirectly impair processing in the
dorsal attention network (Corbetta and Shulman 2011).

Evidence in support of this model comes from fMRI studies, showing that at the
acute stage after stroke, patients with neglect exhibit markedly reduced right dorsal
posterior parietal and dorsolateral prefrontal cortex activity during a visual orienting
task, even if these nodes are intact (Corbetta et al. 2005). This is thought to occur due
to a lack of excitatory input to the dorsal network from the lesioned ventral network,
possibly via the right middle frontal gyrus (MFG) which appears to be a shared node
that links the ventral and dorsal attention networks (He et al. 2007). Functional
connectivity between right MFG and posterior intraparietal sulcus (pIPS), measured
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with fMRI, is disrupted at the acute stage of stroke and the degree of disruption is
related to the degree of impairment (He et al. 2007). The right frontal eye field (FEF)
also provides crucial input to the posterior parietal cortex via the superior longitu-
dinal fasciculus. When the right FEF and its posterior projections are intact, patients
exhibit an attentional bias to task-relevant stimuli in ipsilesional space. In contrast,
when this frontal node is disconnected from the dorsal posterior parietal node,
patients exhibit an attentional bias to all stimuli in ipsilesional space, regardless of
their relevance (Ptak and Schnider 2010). This indicates that the FEF in the dorsal
attention network plays an important role in selecting which stimuli are attended to,
on the basis of current goals.

Neurophysiological studies have confirmed the important role of the right parietal
cortex in spatial attention in healthy adults (Sack 2010). For example, contralateral
neglect of visual and tactile stimuli can be mimicked in healthy volunteers with
single pulse (Fierro et al. 2001), paired pulse (Koch et al. 2005; Oliveri et al. 2000a)
and repetitive TMS (Cazzoli et al. 2009; Fierro et al. 2000; Nyffeler et al. 2008) of
right parietal cortex. Interestingly, rTMS of right parietal cortex also produces a
rightward bias in the mental number line (Gobel et al. 2006), a phenomenon often
observed in patients with right hemisphere lesions and spatial neglect. Contralateral
neglect can also be mimicked with rTMS of right frontal cortex (Brighina et al. 2002),
confirming the right lateralisation of the spatial attention network.

13.4.2 Contralesional and Interhemispheric Connectivity

The interhemispheric competition model is a prevailing theory for the functional
connectivity between posterior parietal lobes (PPLs). This model proposes that the
PPLs mutually inhibit each other, via transcallosal white matter connections. Stroke
affecting either lobe can disrupt the balance of this mutual inhibition, resulting in
relative contralesional overactivity. This model emphasises the role of the con-
tralesional hemisphere in the resulting attentional imbalance, and is supported by
studies that have used TMS to suppress parietal cortex activity in healthy adults (Sack
2010). For example, suppressive rTMS of right PPL improves detection of ipsilateral
visual targets, suggesting a facilitation of activity in the left PPL, possibly due to
suppression of interhemispheric inhibition from the stimulated right PPL (Hilgetag
et al. 2001). Similarly, the detection of a visual target is impaired when contralateral
parietal cortex is disrupted with single pulse TMS delivered 150 ms after target
presentation. This effect is greater for right than left parietal disruption (Dambeck
et al. 2006). Interestingly, simultaneous disruption of both parietal lobes had no net
effect on target detection, presumably because the balance of interhemispheric
inhibition between the stimulated nodes was unchanged (Dambeck et al. 2006).

Patients with neglect exhibit an imbalance in the activation of dorsal posterior
parietal node activity during a visual orienting task, which evolves over the course
of recovery. Activity in the right intra-parietal sulcus (IPS) and superior parietal
lobule (SPL), measured with fMRI, is markedly reduced at the acute stage, and
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increases with recovery. Conversely, activity in the homologous areas of the left
hemisphere is increased at the acute stage, and decreases with recovery (Corbetta
et al. 2005). This imbalance in cortical activity may be due to decreased functional
connectivity between these parietal nodes (He et al. 2007), resulting in reduced
right-to-left inhibition via transcallosal pathways. Furthermore, greater activity in
the left parietal nodes and lower functional connectivity between the parietal
nodes, are associated with greater impairment, particularly at the acute stage
(Corbetta et al. 2005; He et al. 2007). Interestingly, the dorsal parietal nodes are
the only ones to exhibit this imbalance, as activity in frontal nodes increases in
both hemispheres during recovery (Corbetta et al. 2005) and reduced interhemi-
spheric functional connectivity between other nodes of the dorsal attention net-
work does not relate to the severity of visuospatial neglect (He et al. 2007).

Functional connectivity can also be assessed with TMS. Using two TMS coils,
conditioning left posterior parietal cortex (PPC) 4 ms prior to stimulation of left
M1 facilitates the amplitude of the resulting MEP recorded from the right hand, in
healthy adults (Koch et al. 2007). This facilitatory effect is stronger in sub-acute
stroke patients with visuospatial neglect than similar patients without neglect, or
healthy adults. Furthermore, the degree of excessive PPC-M1 facilitation is pos-
itively related to the severity of visuospatial neglect symptoms (Koch et al. 2008).
These findings extend the inter-hemispheric competition model, by providing a
measure of functional connectivity between left hemisphere nodes that seems to
reflect overactivity in the left hemisphere attention network.

Patients with right hemisphere stroke lesions can also exhibit extinction, where
contralateral targets are not perceived when they are presented simultaneously
with ipsilateral targets. Extinction of visual targets in the left hemifield can be
mimicked in healthy adults with a single pulse of TMS delivered to right parietal
cortex 150 ms after bilateral target presentation (Dambeck et al. 2006). In sub-
acute stroke patients with right hemisphere lesions, extinction of tactile stimuli
delivered to the left hand can be reduced by TMS of left hemisphere nodes of the
attention network. Extinction is reduced by single and paired pulse TMS delivered
to left frontal cortex 40 ms (Oliveri et al. 1999, 2000b) after bilateral tactile
stimulation, and by paired pulse TMS of left parietal cortex 30 ms after bilateral
tactile stimulation (Oliveri et al. 2000b). These studies support the interhemi-
spheric competition model for extinction, in two sensory modalities, and under-
score the distributed nature of the spatial attention network.

13.4.3 Brain Stimulation to Modify Connectivity

The dorsal attention network may be a better target for brain stimulation than the
ventral attention network, which is more commonly damaged by stroke in patients
with neglect. Furthermore, there is some evidence that functional connectivity in
the lesioned ventral attention network remains disrupted at the chronic stage of
recovery, even though visuospatial attention improves (He et al. 2007). This
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indicates that the restoration of functional connectivity and rebalancing of cortical
activity in the dorsal attention network, particularly the parietal nodes, is largely
responsible for improvements in neglect symptoms. Brain stimulation protocols
that promote rebalancing of cortical activity in the IPS and SPL, particularly at the
sub-acute stage, may therefore have therapeutic benefit.

To date, most of the studies that have used NIBS to modify visuospatial
attention network activity in stroke patients have been aimed at reducing activity
in contralesional parietal cortex (Cazzoli et al. 2010). In sub-acute stroke patients,
visuospatial neglect significantly improves after suppressive rTMS of left PPC
delivered in 10 daily sessions, compared to a matched patient group (Song et al.
2009), and a sham control patient group (Koch et al. 2012). Suppressive rTMS of
left PPC has also been found to normalise functional connectivity between left
PPC and left M1 in sub-acute patients, by reducing the excitability of this facil-
itatory pathway (Koch et al. 2008). However, the observed improvements in
visuospatial neglect were not related to these neurophysiological effects. Further
work is needed to continue exploring this approach. In a sham-controlled study of
11 chronic stroke patients, the number of visual targets perceived in the left visual
field improved after two applications of suppressive rTMS to the left parietal lobe,
delivered 15 min apart. This beneficial effect was maintained for 8 h, and was
extended to 32 h if four trains of stimuli were delivered on the same day (Nyffeler
et al. 2009). These studies indicate that patients may benefit from rTMS protocols
that decrease left parietal cortex activity, even at the chronic stage of recovery.

The effects of tDCS on visuospatial neglect have also been explored. In a sham-
controlled study of 10 sub-acute stroke patients, both suppressive c-tDCS of left
parietal cortex and facilitatory a-tDCS of right parietal cortex temporarily improved
performance on a line bisection task. The degree of improvement after suppression of
left parietal cortex was negatively related to lesion size (Sparing et al. 2009), indicating
that over-activity in the contralesional attention network may be more functionally
disabling in patients with greater damage to the right hemisphere attention network.

The potential benefits of combining therapy and brain stimulation have been
explored in an open-label pilot study, comparing the outcomes with a control
group who received therapy only (Lim et al. 2010). Line bisection performance
tended to improve after 10 daily sessions of suppressive rTMS applied to the left
parietal lobe immediately prior to 30 min of occupational therapy, relative to the
comparison group (Lim et al. 2010). While these results are promising, further
studies with sham control, and larger, more homogeneous patient groups, need to
be conducted before any conclusions can be drawn.

13.5 Conclusions

Stroke produces motor, language and attention impairments via direct and remote
effects on the networks responsible for these functions. Restoring these functions
involves reorganisation of these networks, in terms of the activity of existing
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nodes, the possible integration of new nodes, and changes in the functional con-
nectivity between nodes. Rehabilitation can be viewed as an opportunity for the
brain to find new patterns of activity that restore as much function as possible.
However, the range of patterns available is limited by the anatomical connectivity
between remaining nodes in the network, and potential new nodes. For example, it
seems that damage to the CST is an important limiting factor in the motor system,
as reorganisation of the cortical network cannot compensate for a loss of functional
connectivity with the spinal cord.

The motor system is bilaterally lateralised, in that each side of the body is
predominantly controlled by the opposite hemisphere. While the interhemispheric
competition model predicts that suppressing contralesional activity is likely to be
beneficial after stroke, this seems to be more likely if the ipsilesional M1 is still
functionally connected to the spinal cord. With more damage to the ipsilesional
CST, contralesional nodes may play an important compensatory role, via both
cortico–cortical connections to ipsilesional nodes, and corticospinal connections to
ipsilateral alpha motoneurons. Therefore, the choice of NIBS target and intended
modulation of neural activity needs to be carefully considered, accounting for
functional connectivity within the motor network of individual patients.

In contrast, the language and spatial attention systems are more strongly lat-
eralised to one hemisphere. Stroke affecting the left hemisphere language network
seems to result in disinhibition of contralesional nodes. Re-integration of ipsile-
sional nodes is essential for good recovery, though as for the motor system, per-
sistent activity of the right hemisphere network does not preclude recovery. Stroke
affecting the right hemisphere ventral attention network also results in disinhibi-
tion of contralesional nodes. Evidence of interhemispheric inhibition is perhaps
clearest in the spatial attention system, and suppressive NIBS of contralesional
nodes may have therapeutic benefit.

As we expand our understanding of the effects of stroke on these functional
networks, we will move closer to the possibility of modifying activity and con-
nectivity within these networks, with the aim of helping the brain to establish new
patterns of activity that support the best possible recovery of function.
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Chapter 14
Multiple Sclerosis

Mathias Wahl

Abstract Changes of connectivity and function occur at all stages and in all
phenotypes of Multiple Sclerosis. In the early phase of the disease, these changes
may remain clinically occult and undetectable by conventional MRI and estab-
lished electrophysiologic methods. Connectivity in the MS brain can be assessed
by modern neuroimaging techniques such as Diffusion Tensor Imaging and
functional MRI as well as by neurophysiologic tools, namely Electroencepha-
lography, Magnetoencephalography, and paired-coil Transcranial Magnetic
Stimulation. These techniques allow quantitative assessment of anatomic con-
nectivity, functional connectivity, and effective connectivity. Abnormalities
revealed in the brains of patients with MS by these techniques include decreased
regional white matter connectivity as well as task-related functional changes,
namely overactivation of areas normally recruited by healthy individuals,
increased and decreased connectivity between these areas, and recruitment of
additional cortical areas. The main value of connectivity research in MS lies in its
potential to capture sub- and premacroscopic pathology, which cannot be revealed
by conventional MRI.

Abbreviations
CMCT Central motor conduction time
CC Corpus Callosum
DTI Diffusion tensor imaging
EDSS Expanded disability status scale
EEG Electroencephalography
FA Fractional anisotropy
fMRI Functional magnetic resonance imaging
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GM Gray matter
ICC Intracortical connectivity index
ICM Interhemispheric coherence measure
IHI Interhemisperic inhibition
iM1 Ipsilateral motor cortex
MD Mean diffusivity
MEG Magnetoencephalography
MEP Motor evoked potential
MRI Magnetic resonance imaging
MS Multiple sclerosis
MTR Magnetization transfer ratio
NAWM Normal appearing white matter
PASAT Paced auditory serial addition task
PET Positron emission tomography
QEEG Quantitative EEG analysis
RRMS Relapsing remitting multiple scleroseis
SI Primary somatosensory cortex
SMC Sensorimotor cortices
TMS Transcranial magnetic stimulation
TBSS Tract-based spatial statistics
WM White matter

14.1 Introduction

In the developed world, multiple sclerosis (MS) is the most frequent neurological
disease causing sustained disability in young adults. Previously, MS was consid-
ered an inflammatory demyelinating disease. However there is now evidence that
axonal disconnection is already present in the earliest stages (Ferguson et al. 1997;
Kuhlmann et al. 2002).

In the brains of patients with MS, changes in connectivity occur at all stages and
types of the disease (Au Duong et al. 2005a; Audoin 2005; Helekar et al. 2010;
Mainero et al. 2004). Research interest in the assessment of connectivity in the MS
brain is rather intuitive as it is widely accepted that especially in the beginning of the
disease inflammatory activity is high, a finding which has provoked a paradigm shift
towards an early commencement of anti-inflammatory therapy. With increasing
availability of anti-inflammatory agents yielding different levels of effectiveness but
also different risk profiles, indices of early disease activity are needed to allow
adjustment of treatment. In the field of neuroimaging, the vast majority of MS
research has focused on white matter (WM) macrostructural pathology. Yet a great
deal of early MS related changes might be found in the grey matter (GM) com-
partment of the brain and might be primarily functional in nature.
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Connectivity in the MS brain can be assessed by modern neuroimaging tech-
niques such as diffusion tensor imaging (DTI) and functional MRI (fMRI) as well
as by neurophysiologic tools, namely Electroencephalography (EEG), Magneto-
encephalography (MEG), and paired-coil transcranial magnetic stimulation
(TMS). These techniques allow quantitative assessment of anatomic connectivity
(strength of WM wiring), functional connectivity [temporal correlation of a neu-
rophysiologic index measured in different brain areas (Friston et al. 1993)], and
effective connectivity [influence that the activity of one neuronal system exerts
directly or indirectly on the activity of another system (Friston et al. 1993)].

14.2 Conventional MRI-Disconnection Studies in MS

Until the establishment of structural and functional quantitative MRI techniques,
connectivity research in MS was limited to study the behavioral consequences of
T1 and T2 macroscopic lesions as detected by conventional MRI. To reveal clear
behavioral/structural relations, lesions had to be located in strategic positions and
cause well definable behavioral abnormalities, which were then characterized as
‘‘disconnection syndromes’’.

For example, a large WM lesion underlying the left supramarginal gyrus was
detected by conventional MRI in one MS patient with clinical presentation of
conduction aphasia (Arnett et al. 1996). Furthermore, a case of initial MS
manifestation with right homonymous hemianopsia and alexia without agraphia,
associated with concomitantly emerging lesions in the left occipital subcortical WM
and the splenium of the corpus callosum (CC) was reported (Mao-Draayer and
Panitch 2004). Also, conventional MRI revealed a lesion of the body of the CC in a
left-handed male MS patient, who presented with peripheral agraphia, meaning that
left-handed writing was neologistic, while oral spelling, typing, and spelling with the
right hand were intact (Varley et al. 2005).

However, due to the high interindividual variability of lesion location, discon-
nection studies are typically limited to case reports and may reveal aspects of
functional neuroanatomy rather than advancing knowledge of MS pathophysiology.

On a group analysis level, conventional MRI has been used to relate certain
neurophysiologic and behavioral abnormalities to atrophy of defined WM struc-
tures such as the CC. As an indirect measure of interhemispheric disconnection,
significant CC atrophy has been shown to be present even in mildly disabled
patients (Barkhof et al. 1998; Pelletier et al. 1992; Rao et al. 1989). Atrophy of the
splenium of the CC was associated with left ear extinction in the dichotic listening
test and impaired name learning (Pelletier et al. 1992; Rao et al. 1989).

However, the promise of connectivity research in MS lies in its potential to
capture sub- and premacroscopic pathology, which cannot be revealed by con-
ventional MRI.
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14.3 Anatomical Connectivity in MS

The study of anatomical connectivity in the brain using DTI has emerged as a
useful tool also in MS research.

Based on diffusion weighted (DW) information, DTI measures molecule
movement in several directions in space. In the human brain, molecular motion of
free water is restricted by various physical barriers, e.g. cells, fibers and their
microstructural components such as cell walls and membranous structures, resulting
in higher molecular mobility alongside than perpendicular to the orientation of the
main fiber bundle. DTI yields a map of directionality (anisotropy), which provides
information about the microstructural organization and thus the connectivity of
brain tissue (Le Bihan et al. 2001). The DTI measure most frequently used in the
experimental setting is the fractional anisotropy (FA), which by measuring intra-
voxel fiber coherence appears to be especially qualified to assess the strength of WM
connections (Basser and Pierpaoli 1996; Pierpaoli et al. 1996) (Fig. 14.1).

DTI has been used to quantify connectivity changes within T1- and T2-visible
lesions and also in the normal appearing white matter (NAWM) of patients with
MS (Cercignani et al. 2001a, b; Droogan et al. 1999; Filippi et al. 2001; Horsfield
et al. 1996; Iannucci et al. 2001; Werring et al. 2000). Consistently, the most
severe diffusion changes have been found in T1-hypointense lesions (Droogan
et al. 1999; Filippi et al. 2001; Werring et al. 1999). The heterogeneity of diffusion
characteristics across different lesion subtypes might relate to different degrees of
intralesional ‘‘dysconnectivity’’, with most severe chronic fiber degeneration
within T1-hypointense lesions (van Walderveen et al. 1998).

Using whole brain FA-statistics, recent studies reported spatially widely dis-
tributed correlations of structural connectivity changes in patients with MS with
clinical disability (Cader et al. 2007; Cercignani et al. 2001b). Dineen et al. (2009)
employed tract-based spatial statistics (TBSS) to detect structural connectivity
changes in WM tracts associated with cognitive dysfunction. The DTI-derived
probabilistic WM connectome arising from regions of reduced FA was only par-
tially related to areas of high FLAIR lesion probability, emphasizing the role of
NAWM structural abnormalities in MS-related cognitive dysfunction. The close
link between tract-specific DTI-derived measures and cognitive dysfunction shown
in this study exemplarily indicates that DTI structural connectivity analysis might
help to overcome the ‘‘MRI/Clinical paradox’’ which characterizes the repeated
failure of conventional MRI to detect specific structural correlates of clinical
disability in MS.

It is important to note that any result produced by whole brain DTI analysis will
comprise areas of crossing fibers and complex fiber geometry and thus be highly
contaminated by these non-biologic influences (Beaulieu 2002; Le Bihan 2003;
Moseley et al. 1990). In other words, FA does not correlate linearly with the
strength of WM wiring in areas where crossing fibers are present. For this reason
interpretation of DTI connectivity data is less ambiguous when focusing on
structures where fibers run parallel and crossing fibers are absent, such as the CC
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and the pyramidal tract. In the latter, FA and probabilistic tractography showed
reduction in corticospinal connectivity in MS patients with a history of hemipa-
resis caused by lesions of the contralateral pyramidal tract (Gorgoraptis et al.
2010). Higher corticospinal tract connectivity inversely correlated with the degree
of disability. An inverse correlation between FA and mean diffusivity (MD) in the
cerebral peduncle with the pyramidal function score implemented as part of the
expanded disability status scale (EDSS) to estimate motor impairment has also
been demonstrated in MS patients (Ciccarelli et al. 2001).

In the CC, diffusion abnormalities are present early in the course of the disease,
before any evidence of atrophy or macroscopic lesions (Ranjeva et al. 2003) or
diffusion abnormalities in NAWM elsewhere in the brain (Ge et al. 2004). Yet,
with regard to the possible interpretations of such findings, there is ambiguity as to
whether these abnormalities reflect on site injury of the structure under investi-
gation, or the secondary retrograde disconnection resulting from lesions in remote
but connected brain areas and consecutive Wallerian axonal degeneration

Fig. 14.1 This figure shows examples of the relation between macrostructural (MRI, DTI),
microstructural (FA), and effective connectivity (Interhemispheric Inhibition = IHI) of callosal
motor fibers (CMFs) of one healthy control (upper row of diagrams) and one RRMS patient
(lower row of diagrams). Left panels: MRI shows individual hand CMFs as dissected in vivo by
DTI fiber-tractography (coronal plane). Middle panels: the corresponding FA of the hand CMFs
(red lines) are shown in relation to the mean ± 95 % CI (black lines and gray areas) of the
healthy control group. Right panels: corresponding IHI (1 - conditioned MEP/unconditioned
MEP) 9 100 %, y-axis) is plotted against S1 intensity (in %RMT, x-axis) in relation to the mean
IHI intensity curve (white circles), and 95 % CI (gray area) of the healthy control group. In the
RRMS patient, normal CMF macroscopic appearance, but reduced FA and IHI was revealed
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(Ciccarelli et al. 2003). To address this question, DT-imaging can be used to
perform tractographic dissection of specific fiber systems, as done for example for
interhemispheric motor fibers (Wahl et al. 2011) in a group of patient with early
RRMS. Patients with T1- and T2-visible lesions affecting this fiber system were
excluded from FA analysis. A significant reduction of FA was revealed, providing
evidence of ‘‘real NAWM degeneration’’, independent from directly co-localized
or remotely related macroscopic pathology. The concept of tract-specific structural
connectivity assessment is further supported by a study that revealed a significant
correlation between abnormalities of the DTI apparent diffusion coefficient in the
corticospinal tract and CC, with the pyramidal function system score and perfor-
mance in the paced auditory serial addition task (PASAT). There was no corre-
lation between corticospinal tract and CC T2 lesion load and the previously
mentioned clinical scores, suggesting that DTI-based measures of microstructural
connectivity are more strongly related to neurological dysfunction than conven-
tional MRI parameters (Lin et al. 2005).

Using a voxel-based approach, (Ceccarelli et al. 2008) recently revealed
regional differences in the distribution of MD changes in the NAWM patients with
relapsing-remitting MS (RRMS) and benign MS (Ceccarelli et al. 2008). However,
no between-group differences were detected when the average diffusivity was
measured in the NAWM of the whole brain. These findings suggest that similar to
T2-visible lesions, submacroscopic neurodegenerative pathology has certain foci
rather than being globally and equally distributed in the brain.

In summary, DTI quantitative assessment offers a unique possibility to char-
acterize patterns of submacroscopic dysconnectivity in MS as related to specific
clinical deficits, especially when combined with DTI tractography.

14.4 Functional Cortical Activity, Functional Connectivity,
and Effective Connectivity in MS

The vast majority of MS research has focused on WM structural changes whereas a
great deal of early pathology might actually be occurring in the GM compartment and
might have functional consequences. Especially, in the assessment of the correlates
of cognitive impairment, which is highly prevalent in MS patients and significantly
influences their everyday life (Chiaravalloti and DeLuca 2008; Patti 2009),
conventional MRI seems to be insufficient. Originally used in basic Neurosciences to
describe the spatio-temporal interactions of the neuronal activity in distributed
neuronal networks, the term ‘‘Neuronal coordination’’ (Singer 1999; Uhlhaas and
Singer 2006) has also emerged in MS-related research as a fundamental concept to
describe higher cognitive functions (Ziemann et al. 2011). To assess and quantify
basic measures of neuronal coordination, such as functional connectivity and
effective connectivity, fMRI, EEG, MEG, and paired-coil TMS have been used.
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14.4.1 FMRI Studies

Abnormalities of cognitive task-related fMRI activation and functional or effective
connectivity have been shown in all stages and phenotypes of MS (Au Duong et al.
2005b; Audoin et al. 2005; Filippi and Rocca 2009; Helekar et al. 2010). The task-
related abnormalities revealed in the MS brain are stronger activation of areas
normally recruited by healthy individuals, increased connectivity, and recruitment
of additional cortical areas (Au Duong et al. 2005b; Audoin et al. 2005; Giorgio
et al. 2010; Rocca et al. 2005b, 2007; Staffen et al. 2002). Evidence for all three of
these components was provided in a single cross-sectional fMRI study (Rocca
et al. 2005a). Increased ‘‘orthotopic’’ activation of the primary sensorimotor cortex
(SMC) and the supplementary motor area during performance of a given motor
task was present at the earliest stage of the disease followed by bilateral activation
patterns of these regions. At later stages widespread activation of additional areas,
which in healthy people are usually recruited to perform novel/complex tasks, has
been found (Rocca et al. 2005a).

From the behavioral perspective, enhanced cortical activation and recruitment of
additional cortical areas might serve the purpose of limiting the behavioral mani-
festations of disease-related injury by supporting performance with a more widely
distributed network. This view is supported by a longitudinal study, which revealed
that increased levels of activation in the right lateral prefrontal cortices (LPFC) were
associated with improved individual working memory and processing speed per-
formance in patients with early MS after 12 months (Audoin et al. 2008).

In contrast, decreased task-related fMRI activity has been demonstrated in spe-
cific attention-related networks of MS patients with declining cognitive perfor-
mance (Penner et al. 2003). In these patients, neither orthotopic overactivation nor
recruitment of additional areas was found as opposed to mildly affected patients
where increased and extended frontal and posterior parietal activation was revealed.
These findings suggest that the capacity to integrate additional cortical nodes and to
keep up a certain level of connectivity within this network might be exhausted
during the course of the disease as cognitive decline becomes more evident. In line
with these results, reduction of fMRI resting state activity in the anterior components
of the default-mode network has been shown to be associated with cognitive deficits
as assessed by the PASAT and word list test scores (Rocca et al. 2010).

While the available evidence supports the notion that neuronal overactivation,
recruitment of additional cortical resources, and increased connectivity are
effective compensatory mechanisms to maintain performance, whether or not these
changes are associated with a beneficial outcome on the long run remains to be
established. In fact there is evidence that short term recruitment of additional
cortical resources may be beneficial if it is transient and followed by reallocation
in the primary task-related areas. Following acute motor relapse secondary to
pseudotumoral lesions, persistent recruitment of the primary SMC of the unaf-
fected hemisphere was associated with poor clinical outcome, while re-
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lateralization of movement-associated cortical activity in the primary SMC of the
affected hemisphere predicted good clinical recovery (Mezzapesa et al. 2008).

The early and frequent involvement of the CC demonstrated by conventional
MRI in MS provides the rational for extensive scrutiny of changes of interhemi-
spheric functional interactions. Several recent fMRI studies revealed either
reduced deactivation or increased activation of the ipsilateral M1 when an uni-
manual motor task was executed by MS patients (Lee et al. 2000; Manson et al.
2006, 2008; Mezzapesa et al. 2008; Pantano et al. 2002a, b; Reddy et al. 2000,
2002; Rocca et al. 2004; 2005b). However, due to the methodical limitations of
fMRI, none of these studies prove that abnormal activation of the ipsilateral M1 is
indeed attributable to dysfunctional interhemispheric motor inhibition rather than
reflecting the consequence of adaptive reorganization of the cortical motor net-
work, e.g., by unmasking ipsilateral corticospinal pathways. None of the studies
mentioned above employed electrophysiological measures of interhemispheric
effective connectivity.

14.4.2 Studies Employing Transcranial Magnetic Stimulation

One of the preferred sites to measure intercortical effective connectivity is the CC
as it is known to be a focus of early disease activity. As a measure of transcallosal
effective connectivity between M1, transcallosal inhibition has been measured in
two different ways in MS patients. One way of testing transcallosal inhibition is
the ipsilateral silent period (iSP) (Ferbert et al. 1992; Meyer and Roricht 1995;
Meyer et al. 1998), which refers to a short attenuation or interruption of tonic
voluntary EMG activity in a target muscle ipsilateral to the motor cortex stimu-
lated by focal TMS. The duration and depth of iSP increases with the intensity of
the magnetic stimulus. Several studies showed abnormally lengthened onset
latency and/or prolonged duration of the iSP, suggestive of (Boroojerdi et al. 1998;
Hoppner et al. 1999; Schmierer et al. 2000) but not specifically demonstrating a
motor callosal conduction deficit in MS patients (Jung et al. 2006).

For example, Schmierer et al. (2000) demonstrated a higher frequency of iSP
abnormalities compared to corticospinal conduction deficits. This indicates that
functional cortico-cortical connectivity measures may be of superior sensitivity in
detecting MS-related pathology compared to the established neurophysiologic
markers such as central motor conduction time (CMCT) (Schmierer et al. 2000).
Furthermore, a significant positive correlation between the degree of iSP prolon-
gation and the burden of periventricular MRI detectable lesion load was revealed
and transcallosal conduction deficits were therefore attributed to the heavy con-
centration of WM lesions in callosal and paraventricular locations. This study
shows how MS-related abnormalities, not detectable by established neurophysio-
logic techniques, become accessible by the use of measures of cortico-cortical
effective connectivity.
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Another protocol probing interhemispheric motor connectivity in MS tests
interhemisperic inhibition (IHI) by using paired pulse TMS. With this protocol, the
inhibitory effect of a focal conditioning stimulus over the M1 hand area on
the amplitude of the motor evoked potential (MEP) elicited by a test stimulus over
the contralateral M1 hand area is tested (Ferbert et al. 1992). This protocol has
recently been used to study two different phases of interhemispheric inhibition
(short interval IHI and long interval IHI) in patients with early RRMS (Wahl et al.
2011). While IHI at short intervals was reduced in these patients, it was unaffected
at long intervals, suggesting that besides the known differential structural vul-
nerability, certain functional systems may also be preferentially injured in the MS
brain. Going beyond the investigation of interhemispheric M1–M1 connectivity,
reduced functional excitatory connectivity between the dorsal premotor cortex
(PMd) and the contralateral M1 was demonstrated in MS patients even in the
absence of clinical disability (Codeca et al. 2010). With the manifestation of
clinical disability in more advanced stages of the disease, the excitatory and
inhibitory transcallosal connections originating from the PMd were compromised
lending further credit to the perspective that there is a differential degree of vul-
nerability of distinct functional systems which can be affected at different time
points in the course of the disease.

14.4.3 MEG and EEG Studies

Studies of brain connectivity based on hemodynamic principles (PET, fMRI) can be
complemented by more direct measures of brain activity to complement their find-
ings. Thus, the use of electrophysiological techniques has experienced an increase in
the field of functional neuroimaging. Oscillatory electrical activity of the brain
provides spatial and temporal information that might be crucial for the understanding
of interaction and integration between neural networks (Basar et al. 1999).

MS is known as a ‘‘disconnection syndrome’’ and therefore, changes in different
features of oscillatory neuronal activity provide evidence of impaired cortico-
cortical and cortico-subcortical connectivity. There have been several studies
investigating possible relationships between brain activity measured with EEG and
MEG, and different MRI and clinical disease markers.

Quantitative EEG analysis (QEEG) has shown that RRMS patients display
higher amplitudes in the beta and gamma frequency bands in the occipital bilateral
and right frontal regions compared to benign MS patients and a group of healthy
subjects (Vazquez-Marrufo et al. 2008). The observed changes in beta and gamma
bands did not correlate with either disability scores or cognitive performance. The
fact that RRMS and benign MS patients manifested different patterns of oscillatory
brain activity suggests that reorganization processes may occur as a reaction to the
more drastic brain injury in RRMS patients (Vazquez-Marrufo et al. 2008;
Waxman 1997). These processes can be interpreted as an activation of compen-
satory mechanisms of the brain against impairment of cognitive functions
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(Vazquez-Marrufo et al. 2008). Conversely, a high correlation between subcortical
lesion load and reduction of EEG coherence was found in MS patients with
cognitive impairemnt, suggesting that disconnection of cortical associative areas
due to both axonal damage and demyelination in the subcortical WM might
determine the degree of cognitive dysfunction (Leocani et al. 2000).

In RRMS patients, Cover et al. (2006) reported a decrease in the interhemi-
spheric coherence measure (ICM) in the alpha band. Interestingly, ICM obtained
using MEG was unrelated to clinical disability scores and to lesion load. Since
neither alpha band power nor its distribution was significantly different between
patients and the control group, it is plausible that the decrease in coherence
indicates loss of connectivity as a consequence of demyelination and axonal
degeneration (Cover et al. 2006). These results seem to support the idea that the
neural architecture determines brain function, and hence that each particular neural
process is the product of a distinct alliance between different cerebral cortical
regions (Schmahmann and Pandya 2008). The functional connectivity of S1 and
M1 has been assessed with MEG and using the Morf_SM1 parameter that quan-
tifies morphological distortions of topographical MEG maps (Dell’Acqua et al.
2010). It was found that even though S1 activation was not altered, the resulting
somatosensory evoked field (SEF) was heavily distorted in RRMS patients.
Moreover, the S1–M1 interaction was impaired, clearly indicating an intracortical
network disruption. These changes were associated with a decreased volume of the
left thalamus in the patient group, possibly related to wallerian degeneration of the
corresponding fiber tracts (Houtchens et al. 2007).

In accordance with these findings, in a MEG study from the same group, a
decreased intracortical connectivity index (ICC) in the primary somatosensory
cortex (SI) was reported for RRMS patients. At the functional level, these changes
were linked to a loss of functional specialization of the hand area as studied by
electrical finger stimulation. Although a low positive correlation with lesion load was
found, disease duration did not correlate with ICC alterations (Tecchio et al. 2008).

So far, the investigation of functional connectivity through EEG and MEG is
proving to be a valuable tool in unraveling the mechanisms underlying the
interaction of neural networks and information processing. Furthermore, assess-
ment of brain activity with EEG and MEG is expected to yield new measures and
indicators of the physiological alterations that are characteristic of the disease.

14.5 Combining Structural and Functional Connectivity
Measures

Whether GM and WM abnormalities are parallel, or directly related processes—
one causing the other—remains a matter of investigation. There are now a number
of studies investigating the relationship between structural and functional con-
nectivity in MS. Most of these studies are supportive of the view that changes of
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functional or effective connectivity are secondary adaptive to structural disinteg-
rity. These studies show that the task-related abnormalities detected in MS
patients, namely overactivation of orthotopic areas, activation of additional areas,
and increased connectivity (Au Duong et al. 2005a, b; Forn et al. 2007; Giorgio
et al. 2010; Rocca et al. 2005a, 2007; Staffen et al. 2002) correlate with the extent
of MRI measures of structural damage and disconnection (Au Duong et al. 2005a,
b; Bobholz et al. 2006; Bonzano et al. 2009; Giorgio et al. 2010; Lowe et al. 2008;
Rocca et al. 2007). Performing the PASAT, a widely used paradigm to assess
working memory function, larger activations in bilateral Brodmann area 45
(BA45) were found in MS patients compared to controls. These activations
inversely correlated with the mean NAWM magnetization transfer ratio (MTR)
and the peak position of MTR in the GM. While the early multimodal studies
correlated network-related fMRI activation in certain cortical nodes with global
structural parameters, more recent approaches extracted DT-derived metrics from
selected WM fiber bundles previously dissected by DTI tractography. In this way,
network-specific correlations between functional and structural connectivity were
revealed. For example, increased functional connectivity between the right pri-
mary SMC and the right cerebellum, and the left SMA and the left primary SMC
inversely correlated with DTI indices of tissue damage of the corticospinal and the
dentatorubrothalamic tract (Rocca et al. 2007). Again, changes of functional
connectivity alongside with structural disconnection were demonstrated even in
patients with normal behavioral performance, suggesting an adaptive role of
functional connectivity changes to maintain normal cognitive or motor perfor-
mance in the presence of structural damage. Clearly, in line with this assumption,
another study showed increased task-related fMRI connectivity between several
cortical areas of the sensorimotor network with the right inferior frontal gyrus and
the right cerebellum, as well as decreased connectivity strengths with the anterior
cingulate cortex in a group of patients with benign MS. A significant correlation of
the coefficients of changed fMRI connectivity with structural MRI metrics of
tissue damage was found within the tractographically dissected task-related WM
network, but not with non-task-related WM fiber bundles. As correlations between
functional and structural connectivity are not global, but specific for the network
under investigation, the authors concluded that functional changes are specifically
driven by damage within the related WM fiber bundle.

Since according to the definition of benign MS, patients had little or no clinical
impairment even after a minimum disease duration of 15 years, this data may
suggest that the severity of the disease course might be determined by the individual
ability of limiting clinical manifestations by continued plastic adaptation of
neuronal coordination within the GM compartment (Rocca et al. 2009).

While the studies mentioned above support the view that changes in GM func-
tional connectivity follow WM disconnection, one recent study suggests a reciprocal
if not converse causality. In this study, dissection of the WM working memory
network using DTI tractography was performed to assess network-specific quanti-
tative DWI metrics. While reduced FA and increased MD indicated structural dis-
integrity in the executive subsystem of the working memory, interthalamic structural
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connectivity was increased in MS patients compared to control subjects suggesting
presence of possible reactive WM structural plasticity (Audoin et al. 2007).

Due to the known pericallosal focus of disease activity in MS, the relation
between functional and structural connectivity changes has also been studied in the
interhemispheric motor network (Lenzi et al. 2007; Wahl et al. 2011). In a sample of
relatively advanced RRMS patients, a multimodal approach comprising measures of
fMRI activation, TMS effective connectivity, and DTI structural integrity was
employed. In patients, increased MD and reduced FA were detected in the body of
the CC along with a prolonged iSP duration and an increased (BOLD) activation in
bilateral motor areas. A significant direct correlation between the MD of the CC and
the amount of ipsilateral motor cortex (iM1) activation (fMRI) was found. There was
an inverse correlation regarding the duration of iSP and the amount of iM1 activation
(Lenzi et al. 2007). Functional changes in iM1 in patients with MS were interpreted
as a consequence of the loss of transcallosal inhibitory connections. In line with
these results, another recent study reported a significant correlation between FA of
the transcallosal motor pathway and resting state functional connectivity of the
bilateral primary sensorimotor cortices (SMC) as indicated by low-frequency BOLD
fluctuations (LFBFs) in patients with MS (Lowe et al. 2008).

However, all of the studies mentioned hitherto showed correlations between
GM functional connectivity changes and WM indices of structural disintegrity.
Yet, one recent study performed dissection of the fiber system interconnecting M1
of the two hemispheres using DTI tractography and measured effective inter-
hemispheric connectivity between M1 using paired pulse TMS (Wahl et al. 2011)
Although this study showed reduction of both FA and IHI, it failed to show
significant statistical relation between the microstructural connectivity marker FA
and the functional connectivity marker IHI. This suggests that pathology in the MS
brain cannot be entirely explained by the reciprocal reactive changes, but that
processes in the GM and WM compartment are running parallel and independent
from each other at least to some degree. Also, sensitivity analysis showed that IHI
abnormalities were present in a higher percentage of patients compared to FA
reduction, indicating that effective functional connectivity changes can be present
before any detectable WM structural injury.

The combination of functional connectivity measures with indices of structural
damage to specific WM fiber tracts is likely to advance our knowledge about the
relationship between structural and functional abnormalities in MS.
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Chapter 15
Transcranial Magnetic Stimulation
and Spinal Cord Injury

Monica A. Perez

Abstract During the last decades electrophysiological studies using transcranial
magnetic stimulation (TMS) have demonstrated significant reorganization in the
corticospinal system after human spinal cord injury (SCI). Evidence has shown
that the latency and thresholds of motor evoked potentials (MEPs) elicited by TMS
in upper and lower limb muscles are increased after SCI regardless of the time of
injury. Electrophysiological studies indicated that corticospinal reorganization
may contribute to aspects of functional recovery after SCI. Repetitive TMS has
been used to induce long-lasting changes in corticospinal excitability and
improvements in functional outcomes but their effect remains limited and incon-
sistent. Together, these studies revealed a large plastic capacity of the corticospinal
system after SCI. Increasing our knowledge of the role of corticospinal plasticity
in functional restoration after SCI may support the development of more effective
therapeutic strategies.

15.1 Introduction

Spinal cord injury (SCI) affects around 12,000 individuals per year in the United
States. These patients have limited motor function resulting in serious disability.
During the past decades numerous experimental strategies—from neuroprotection
to cell transplantation—have aimed at restoring SCI. However, these efforts have
not resulted in an effective treatment for SCI. Currently rehabilitation strategies are
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the only available treatment. The success of rehabilitation strategies following SCI
likely depends on the involvement of descending and spinal cord axonal pathways
including the corticospinal system. Indeed, recent studies have demonstrated that
aspects of corticospinal function can provide relevant information about the
recovery of motor deficits after SCI.

TMS has been used most extensively for studying the corticospinal system,
since the output of the primary motor cortex can be easily assessed in the form of
motor evoked potential (MEP) by using electromyographic (EMG) recordings.
This review will examine relevant studies that have used TMS in humans with SCI
to examine aspects of motor cortical and corticospinal reorganization after injury.
The possible role of transcranial magnetic stimulation (TMS) outcomes including
MEPs latencies and thresholds as possible tools for clinical diagnosis and clinical
research studies will be discussed. In addition, studies examining corticospinal
function during different motor behaviors in patients with SCI will be reviewed.
The overall aim of this chapter is to highlight the main aspects of motor cortical
and corticospinal reorganization that are present at rest and during a motor task
after human SCI.

15.2 Cortical and Corticospinal Reorganization After SCI

The corticospinal pathway undergoes reorganization after SCI (for review see
Raineteau and Schwab 2001). Animal studies have shown that corticospinal
neurons exhibit an extensive capacity for spontaneous sprouting (Fouad et al.
2001; Rosenzweig et al. 2010) and that axotomized axons can integrate into cir-
cuitries of intact spinal cord segments (Ghosh et al. 2010). Indeed, it has been
demonstrated that injured corticospinal neurons are able to sprout rostral (Fouad
et al. 2001) and caudal (Weidner et al. 2001) to a spinal cord lesion. Even some
corticospinal tract collaterals rostral to the lesion can connect onto spared pro-
priospinal interneurons and form new intraspinal circuits (Bareyre et al. 2004) that
might be functionally meaningful (Vavrek et al. 2006). Sprouting and anatomical
reorganization has also been shown to occur in unlesioned descending tracts such
as the rubrospinal tract after transection of the corticospinal tract which is referred
to as a collateral sprouting (Raineteau et al. 2002).

TMS has emerged as an important non-invasive tool to investigate the contri-
bution of the corticospinal tract to human motor control. Evidence has shown that
TMS can access direct corticomotoneuronal cells as well as disynaptic pathways
that may contribute to the size of MEPs (for reviews see Petersen et al. 2003,
2010). It was not until the late twentieth century that the first studies using TMS in
humans with SCI were published (Levy et al. 1990; Topka et al. 1991; Brouwer
et al. 1992), providing evidence that this method can be a useful tool to contribute
to understanding mechanisms involved in cortical and corticospinal reorganization
after SCI. Levy and collaborators (Ghosh et al. 1990, 2010) demonstrated in two
quadriplegic patients who regained some voluntary control in proximal arm
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muscles while the distal muscles remained paretic that MEPs could be elicited in
proximal muscles from a much wider area of the scalp than in control subjects.
Similarly, Topka et al. (1991) showed that MEPs recorded from muscles in the
abdominal wall rostral to the injury site were elicited from a larger number of scalp
positions compared to controls. Brouwer et al. (1992) demonstrated that the short
latency facilitation of MEPs in lower limb muscles, reflecting activation of the fast
corticospinal pathway, was present in patients with acute and chronic injuries at
delayed latencies. Since 1992, a large number of studies have proposed that TMS
outcomes, including MEPs latencies and thresholds, can be used as possible tools
for clinical diagnosis and clinical research studies (for reviews see Kirshblum et al.
1998; Ellaway et al. 2004, 2007). In addition, TMS has also been used to decrease
spasticity and improve motor function after SCI (Belci et al. 2004; Kumru et al.
2010).

MEP latencies after SCI. One of the important pathological processes affecting
the white matter after SCI is a chronic and progressive demyelination of long
motor axons (Griffiths and McCulloch 1983; Bunge et al. 1993; Totoiu and
Keirstead 2005). Histological examination in animal and human tissue has shown
that after SCI myelin loss is more pronounced in large diameter fibers (Blight and
Young 1989; Quencer et al. 1992). In humans, transmission in large diameter fast
conducting fibers can be assessed by using TMS (Brouwer et al. 1992). Therefore,
changes in MEP onset latency can provide an estimate of the impairment of the
fastest conducting corticospinal neurons. It is important to consider that the latency
of EMG responses to TMS applied over the primary motor cortex depends on
several factors including the stimulus intensity, size of response, voluntary pre-
activation of the muscle and intactness of the corticospinal system. The MEP
latency on voluntary active muscles are shorter (as much as 4 ms) than those
recorded in relaxed muscles for a given stimulus intensity (for review see Rothwell
et al. 1999), which may be in part related to the size principle of motor unit
recruitment, the existence of a synaptic relay, and the presence of multiple
descending volleys.

The majority of studies using TMS in patients with incomplete SCI have
reported delayed MEP latencies in partially paralyzed muscles regardless of the
time after injury. For example, Curt et al. (1998) demonstrated in a mixed group of
cervical and thoracic SCI patients that MEP latencies were delayed by around
10 ms compared to controls and these values did not change from the initial
assessment on the day of injury in a 6-month follow-up period. Studies in which
the SCI post-injury time ranged from 19 days to just over a year have reported that
the onset latency of distal arm and leg muscles is delayed by around 10 ms
(Alexeeva et al. 1998; Davey et al. 1998; Smith et al. 2000). Alexeeva et al. (1998)
conducted a comprehensive study looking at MEP onset latencies after cervical
SCI in individuals ranging from 1 day to 6.5 years post-injury in several upper and
lower limb muscles. The authors reported that in the acute and chronic phase of
SCI the MEP latency was delayed by approximately 2–15 ms in all muscles tested.
Comparisons of MEPs latencies taken at different time points after injury in the
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same patients did not reveal consistent differences despite the fact that patients
improved their EMG recruitment patterns.

Investigations including muscles other than that of the upper and lower limb,
but with the same post-injury time, have also revealed delay times in MEP latency
in patients with SCI. Lissens and Vanderstraten (1996) examined MEP latency in
primary inspiratory and expiratory muscles (diaphragm, scalene, and parasternal)
in 4 cervical SCI patients. During inspiration and expiration, MEPs were delayed
by approximately 2–3 ms in patients compared to the control group. However, no
latency delays were found in the diaphragm at either stage of respiration. Cariga
et al. (2002) recorded MEPs from paravertebral muscles at 12 thoracic levels of
thoracic SCI patients (time post-injury: 0.3–19.9 years). The authors found onset
latency delays of around 7–8 ms below the level of the injury and also in muscle
representations located above the injury level. It was suggested that the severe
axonal damage caused a reduction in conduction velocity of the surviving central
component. Recent studies continue to report similar delayed latencies of 7–8 ms
in lower limb (Barthelemy et al. 2010) and upper limb muscles (Roy et al. 2011) in
a mix of thoracic, cervical, and lumbar SCI patients, with a post-injury average
time of [1 year.

Methodological aspects make it difficult to compare latencies across injury time
since several studies combined the results from individuals with acute and chronic
SCI and used different stimulus intensities to perform the testing. However, the
published evidence together suggests that after SCI delays in MEP latency can
vary from 2 to 10 ms depending on the muscle representation tested.

MEP threshold after SCI. According to the international federation of clinical
neurophysiology guidelines (Rothwell et al. 1999), resting motor threshold is
defined as the minimum stimulus intensity required to elicit MEPs greater than
50 lV peak-to-peak amplitude in at least 5 out of 10 consecutive trials in the
relaxed muscle. During this measurement the initial cortical elements activated by
TMS are likely to be large diameter myelinated axons but it is important to
consider that MEPs are evoked after a sequence of synaptic relays that can occur at
the level of cortex and spinal cord. Therefore, even though the threshold of the
cortical axons is likely to depend on the level of synaptic activity in the cortex, the
MEP threshold will also depend on the excitability of synaptic relays. Threshold is
probably best measured during active muscle contraction, when synaptic activity is
better defined. The active motor threshold is defined as the minimal stimulus
intensity able to evoke MEPs bigger than 100–200 lV peak-to-peak amplitude in
at least 5 out of 10 consecutive trials during *10 % of MVC. During voluntary
activity, the motor threshold is affected by administration of CNS acting as drugs
that affect membrane excitability, whereas drugs that affect synaptic transmission
have little influence (Ziemann et al. 1996a, b).

Most studies using TMS have reported that resting and active motor thresholds
are increased in individuals with incomplete SCI regardless of the time since the
injury, possibly as a result of reduced numbers of corticospinal axons reaching the
pool of motoneurons. Smith et al. (2000) completed a longitudinal study in 21
patients with incomplete SCI and demonstrated that the motor thresholds tested at
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rest or during a small voluntary contraction were significantly increased in patients
with injury times varying from around 1 to 300 days. Similarly, in patients with
cervical SCI with a post-injury time from 90 to 852 days, resting and active motor
thresholds were increased compared to controls in finger muscles (Davey et al.
1998, 1999). It is important to consider that the motor threshold may be also
related to the degree of impairment; patients with small motor impairment can
show thresholds that are similar to controls (Bunday and Perez 2012).

Motor cortical inhibition after SCI. In humans, GABAergic intracortical inhi-
bition can be examined using a paired-pulse TMS protocol (Kujirai et al. 1993).
A subthreshold, conditioning TMS pulse decreases the size of an MEP elicited by
a later suprathreshold test stimulus when applied over the primary motor cortex.
This effect can be observed at conditioning time intervals between 1 and 5 ms. The
intensity of the conditioning stimulus was below the threshold for activating
motoneurons, therefore, it was suggested that this effect was occurring at the
cortical level. Later evidence (Di Lazzaro et al. 1998) confirmed the cortical origin
of short-interval intracortical inhibition (SICI) demonstrating that a subthreshold
conditioning stimulus which itself did not evoke motoneuronal activation pro-
duced a clear suppression of late I-waves if the interval between the stimuli was
between 1 and 5 ms. Subsequent studies have shown that administration of a single
oral dose of a GABAa agonists increases the amount of SICI and also increases the
inhibition of later descending I-waves (for review see Reis et al. 2008).

Only a few studies have used the paired-pulse TMS protocol to examine SICI in
patients with SCI. The findings demonstrated that although the magnitude of SICI
is reduced in patients with incomplete SCI compared to control subjects (Shimizu
et al. 2000; Saturno et al. 2008; Roy et al. 2011), the relative excitability profile of
cortical inhibitory circuits is unchanged (Roy et al. 2011). Some important con-
siderations need to be taken into account when examining these studies. First,
Shimizu et al. (2000) and Saturno et al. (2008) only tested SICI in one single
patient with SCI and observed different results. Shimizu et al. (2000) showed the
presence of SICI, but to a lesser extent than controls, only at 3 ms conditioning test
interval using an intensity of 80 % of resting motor threshold for the conditioning
pulse. Saturno et al. (2008) reported no inhibition in the patient with SCI compared
to controls at any conditioning test interval tested by using an intensity of 95 % of
resting motor threshold for the conditioning pulse. Second, since in both studies
control experiments were not conducted for the intensities used for the test and
conditioning pulse, it cannot be excluded that the parameters used for testing
recruited a mixture of inhibition, facilitation, or were not effective (Ortu et al.
2008). Roy et al. (2011) controlled for testing parameters during the examination
of SICI in patients with SCI. While only four patients were tested (testing was
done bilaterally), SICI was present at a conditioning test interval of 3 ms in a hand
muscle. Importantly, here no control data was reported in the same muscle rep-
resentation for comparison. However, in a leg muscle, SICI was less pronounced
than in a hand muscle and it was also decreased in SCI patients compared to
controls.

15 Transcranial Magnetic Stimulation and Spinal Cord Injury 327



Stimulus intensities below threshold can reduce the ongoing EMG activity
during a voluntary contraction (Davey et al. 1994). It is thought that suppression of
ongoing corticospinal excitation to motoneurons occurs by activation of intra-
cortical inhibitory circuits. Recent data demonstrated that low-intensity cortical
stimulation inhibits ongoing EMG activity in fast-conducting corticospinal axons
through an oligosynaptic pathway (possibly disynaptic), and that this activity
contributes to drive the motoneurons during voluntary contractions (Butler et al.
2007). In patients with SCI, the latency of such inhibition was increased compared
to controls (Davey et al. 1998; Smith et al. 2000), suggesting that the early portion
of the inhibitory process became weaker or absent after injury. Specifically, in
patients with SCI, the onset of EMG suppression is around 25 ms longer than the
latency of the MEP, while the latency difference is only around 13 ms in controls
(Davey et al. 1998; Smith et al. 2000). An alternative possibility is that a greater
involvement of slow conducting corticospinal axons during voluntary activity after
SCI may also contribute to the increased latency in the EMG suppression elicited
by subthreshold TMS. Therefore, even though all these studies together suggests
that after SCI there is an impaired modulation of intracortical inhibitory pathways,
it is also clear that more evidence needs to be accumulated to ensure the extent to
which SICI is affected by an injury to the spinal cord.

15.3 Motor Actions and Corticospinal Reorganization
After SCI

A few studies have examined cortical and corticospinal reorganization in patients
with SCI during a motor task. Corticospinal reorganization associated with
recovery of motor function may be reflected by changes in recruitment order of
motoneurons. Davey et al. (1999) tested the effect of increasing levels of isometric
voluntary contraction with thenar muscles on the size of MEPs elicited in the same
contracting muscle. All patients tested had a SCI rostral to C8-T1 segments, which
supply the thenar muscles. It was found that patients showed a less pronounced
increase in MEP size with increasing TMS stimulus intensity and also with
increasing amount of voluntary contraction compared to controls. Specifically, at
stimulus intensities of 120 % resting motor threshold and above, patients with SCI
showed significantly smaller MEPs relative to the maximum ulnar nerve M-wave
response than controls. In addition, patients showed a less steep pattern of
increments in MEP size with increasing levels of voluntary contraction compared
to controls. While in patients MEP size continued to increase up to 50 % of
maximum voluntary contraction, MEP size reached a plateau around 10 % of
maximum voluntary contraction in control subjects (see Fig. 15.1). It is possible
that, after SCI, for a muscle to function over its entire effective range, changes in
reorganization of connections within the corticospinal system are needed. This
might be accomplished by inputs from other descending or segmental inputs that
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contribute to increase the drive to spinal motoneurons while the remaining corti-
cospinal output contributes to modulate the voluntary contraction.

Another study used TMS during locomotion in patients with chronic incomplete
SCI. It was reported that parameters such as MEP amplitude at rest and MEP
latency during a voluntary contraction correlated with the degree of foot drop in
patients with SCI (Barthélemy et al. 2010). This suggests that transmission in
corticospinal drive to lower limb spinal motoneurons of the muscles tested is of
functional importance for lifting the foot during the early swing phase of the gait
cycle. Importantly, these results demonstrated a linkage between electrophysio-
logical measurements of corticospinal function examined by TMS and a behav-
ioral deficit observed during locomotion in patients with SCI. This is also in
agreement with a previous study (Thomas and Gorassini 2005) demonstrating that
3–5 months of locomotor training can enhance measurements of corticospinal
function, such as the size of the maximal MEP tested by TMS and the slope of
input–output excitability recruitment curves of lower limb muscles in patients with
incomplete SCI. Although a correlation does not prove causality, an important
finding in this study was that the percentage changes observed in MEP size in
lower limb muscles was correlated to the improvements in locomotor ability

Fig. 15.1 Average rectified responses of thenar muscles to TMS, evoked at four different
stimulus intensities, in a control subject and a patient with SCI while maintaining a voluntary
contraction of 15 % of maximal voluntary contraction (MVC). The active motor threshold (T) for
a MEP response at 15 % of MVC was 30 % of the maximal stimulator output in the control and
40 % of the maximal stimulator output in the patient. Each record is an average of between 10
and 20 responses. Note the smaller y-axis scaling in the patient. Also note that the increase in the
MEP size with increasing stimulus strengths is less marked in the patient compared to the control
subject. (Modified from Davey et al. 1999)
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observed in these patients. This suggests that the recovery of locomotion was, at
least in part, mediated by changes in corticospinal function.

A more recent study tested MEPs in a resting hand muscle during increasing
levels of isometric voluntary contraction by a contralateral finger muscle and a
more proximal arm muscle (Bunday and Perez 2012). In this study 14 patients with
chronic cervical incomplete SCI were tested and it was shown that the size of
MEPs measured in the resting hand remained unchanged during increasing levels
of voluntary contraction with a contralateral distal or proximal arm muscle. In
contrast, MEP size in a resting hand muscle was increased during the same motor
tasks in controls. Figure 15.2 shows the raw and group data in patients with
cervical SCI and in control subjects demonstrating that MEP size was increased in
a resting hand muscle during contralateral 70 % of maximum voluntary contrac-
tion exerted by either a finger muscle or the biceps brachii in controls but not in
patients with cervical SCI. To examine the mechanisms contributing to the
increase in MEP size, in the same study the authors examined SICI and moto-
neuronal behavior by testing F-waves and cervicomedullary MEPs (CMEPs). SICI
during contraction of the contralateral arm muscles were unchanged after cervical
SCI and decreased in healthy controls (Fig. 15.3). F-waves amplitude and per-
sistence, and CMEPs size remained unchanged after cervical SCI and increased in
healthy controls. It is suggested that impairments in GABAergic intracortical
inhibition and excitability of index finger motoneurons are neural mechanisms
underlying, at least in part, the lack of crossed corticospinal facilitation observed
after chronic cervical SCI. Overall, the results from these studies have increased
our understanding of how the reorganized corticospinal pathway responds to
voluntary activity during a motor task. However, it is also clear that a better
understanding of involvement of the reorganized corticospinal pathways in func-
tionally relevant tasks is especially important for elucidating its role in recovery
after human SCI.

15.4 Effects of Repetitive Non-Invasive Brain Stimulation
After SCI

Repetitive TMS (rTMS) after SCI. A large number of studies have examined the
effects of rTMS on the excitability of the hand and leg motor representations in the
primary motor cortex in control subjects. The nature of the after-effects of rTMS
depends on the number, intensity, and frequency of stimulation. Stimulation of the
primary motor cortex at a subthreshold intensity and at a frequency of 1 Hz for
about 25 min (1,500 total stimuli) in general reduced the size of MEPs evoked in
finger muscles for the next 30 min (Chen et al. 1997), while stimulation at fre-
quencies higher than 1 Hz tend to increase corticospinal excitability. The after-
effects of rTMS also depend on the pattern of the individual TMS pulses. Huang
et al. (2005) used theta-burst stimulation (TBS), a protocol in which three 50 Hz
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pulses are applied regularly five times per second for 20–40 s. In this protocol, low
intensities of stimulation produces suppression of motor cortex excitability as
measured by MEP size. However, if each TBS burst is applied for only 2 s fol-
lowed by a pause of 8 s and is repeated, after the effect becomes facilitatory.

While previous studies have been successful in demonstrating that rTMS
applied over the motor cortex results in significant improvements in aspects of
hand motor function in patients with motor disorders including stroke, Parkinson’s
disease, multiple sclerosis, and dystonia, the effects of rTMS after SCI are less
explored and more controversial. Belci et al. (2004) demonstrated for the first time
in subjects with chronic ([1 year) incomplete SCI that application of rTMS over
the motor cortex altered cortical inhibition and improved clinical and functional
outcomes, suggesting the potential beneficial effect of this technique in this patient

Fig. 15.2 Motor evoked potentials (MEPs). Subjects were instructed to keep one hand at rest
while the other side remained at rest or performed 30 and 70 % of their maximal voluntary
contraction (MVC) for index finger abduction or elbow flexion by activating the first dorsal
interosseous (FDI) and biceps brachii muscles, respectively. The condition in which both arms
remained at rest was used as a baseline. MEPs recorded from the resting first dorsal interosseous
(FDI) of a representative healthy control (a) and in a patient with cervical SCI (b) while the other
side remained at rest or performed 30 or 70 % of index finger abduction or elbow flexion. Group
data (c, Healthy controls, n = 10; d, Cervical SCI, n = 14). The abscissa shows the MVC levels
tested (30 % of MVC, black bars; 70 % of MVC, white bars). The ordinate shows the size of the
FDI MEP as a percentage of the baseline FDI MEP. Note the increase in FDI MEP size during
contralateral index finger abduction and elbow flexion in healthy controls and after thoracic but
not cervical SCI. Error bars indicate SEs. *P \ 0.05. (Modified from Bunday and Perez 2012)
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population. In this study four stable patients with incomplete SCI were tested and
received 5 days of sham rTMS delivered over the occipital cortex followed by
5 days of therapeutic stimulation delivered over the primary motor cortex. rTMS
consisted of double TMS pulses applied separated by 100 ms (10 Hz) at a fre-
quency of 0.1 Hz (10 s interval), over five consecutive days with each session
lasting for 1 h (a total of 360 doublet pulses) at an intensity of 90 % of the resting
motor threshold. After rTMS, the contralateral silent period, a measurement that in
part reflects cortical changes, was decreased compared to pre-intervention values
and returned to baseline after a follow up of 3 weeks. It was reported that these
cortical changes were associated with improvement in clinical measures of motor
and sensory function.

More recently, Kuppuswamy et al. (2011) tested the effect of 5 Hz rTMS in 23
adults with chronic ([9 months), stable complete or incomplete SCI, and a lesion

Fig. 15.3 Short-interval intracortical inhibition (SICI). SICI recorded from the resting FDI of
representative healthy control (a) and in a patient with cervical SCI (b). The test MEP (black
traces) and conditioned MEP (Cond. MEP, red traces) are indicated by black arrows. Group data
(c, Healthy controls, n = 8; d, Cervical SCI, n = 8). The abscissa shows all conditions tested
(rest, black bars; 70 % of MVC, green bars). The ordinate shows the magnitude of the
conditioned MEP expressed as a percentage of the test MEP. The horizontal dashed line
represents the size of the Test MEP. Note that SICI decreased during index finger abduction and
elbow flexion of the contralateral arm in healthy controls but not after cervical SCI. Error bars
indicate SEs. *P \ 0.05. (Modified from Bunday and Perez 2012)
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level of T1 or above with residual hand and arm motor function. rTMS was
delivered at 5 Hz and 2 s trains were separated by 8 s for 15 min, at an intensity of
80 % of the active motor threshold over five consecutive days. Sham stimulation
was provided using a circular sham coil placed over the vertex. These authors
reported that the stimulation parameters used in this study produced no changes in
the clinical neurological assessment of patients with SCI. There were only modest
functional gains that were not significantly different from sham treatment. The
active motor threshold was the only test conducted using single pulse TMS that
showed differences after the rTMS protocol.

rTMS has also been used with the goal of decreasing spasticity in patients with
motor disorders. Indeed, previous studies have shown that high-frequency rTMS
applied over the motor cortex can decrease the size of the H-reflex in control
subjects (Valero-Cabre et al. 2001; Perez et al. 2005) and decreases spasticity in
patients (Centonze et al. 2007; Valle et al. 2007). Centonze et al. (2007) observed
an improvement in lower limb spasticity after 2 weeks of daily rTMS sessions
consisting of 5 Hz stimulation at intensity of 100 % of the resting motor threshold
over the leg representation of the primary motor cortex in patients with multiple
sclerosis. In agreement, in the same patient population, rTMS applied over the
thoracic spine showed also some effects in decreasing spasticity (Nielsen et al.
1996). Valle et al. (2007) showed in children with spastic quadriplegia a clinically
significant effect of rTMS in decreasing spasticity. More recently, it was dem-
onstrated that after 1 week of daily sessions of 20 Hz rTMS stimulation at 90 % of
resting motor threshold over the leg representation of the primary motor cortex,
spasticity was decreased and the effect was maintained for at least 1 week after
stimulation in patients with incomplete SCI (Kumru et al. 2010).

Although most of these data point toward a beneficial effect of rTMS on
spasticity further systematic studies are needed to examine more in-depth mech-
anistic insights underlying the effects of rTMS in humans with incomplete SCI to
explore their possible clinical benefits for patients with spasticity.
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Chapter 16
Examining the Cortical Phenomena
of Psychiatric Disorders using
Transcranial Magnetic Stimulation

Lakshmi N. Ravindran, Natasha Radhu and Zafiris J. Daskalakis

Abstract Transcranial magnetic stimulation (TMS) is used to index several
neurophysiological processes including inhibition, excitability, and plasticity to
better understand psychiatric illnesses. Assessing such cortical phenomena using
TMS provides valuable insights into the neurobiological substrates underlying
psychiatric disorders. The purpose of this chapter is to focus on TMS studies which
have enhanced our understanding of schizophrenia (SCZ), major depressive dis-
order (MDD), bipolar disorder (BD), and obsessive–compulsive disorder (OCD).
Although the evidence base is still limited, research to date suggests that disorders,
such as SCZ, MDD, BD, and OCD are characterized by deficits in cortical inhi-
bition and by abnormalities in cortical excitability. In this chapter, such findings
will be reviewed and their importance discussed vis à vis healthy and diseased
states. We will conclude by highlighting the limitations of this literature and
discuss their potential future applications for the development of biomarkers in
psychiatric conditions.

16.1 Introduction

Transcranial magnetic stimulation (TMS) is an important neurophysiological
experimental tool that allows researchers to non-invasively study the cortex in
healthy individuals and in patients with neuropsychiatric disorders (Barker et al.
1985). TMS can be a useful method to better understand the neurobiology of
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cognitive function, behavior, and emotional processing (McClintock et al. 2011). It
involves the generation of a magnetic field through the use of an electromagnetic
coil connected to a TMS device which induces an electrical current in the brain
(Wagner et al. 2007). Barker et al. demonstrated that a single TMS pulse applied to
the motor cortex could activate cortical tissues associated with the hand or leg
muscles and this activation could elicit motor evoked potentials (MEP) at the
periphery captured through electromyography (EMG) recordings (Fig. 16.1a)
(Barker et al. 1985). TMS is used as an investigational tool as it assesses a variety
of cortical phenomena including cortical inhibition (CI), excitation and plasticity
(Classen et al. 1998; Kujirai et al. 1993). Assessing such cortical phenomena using
TMS provides valuable insights into the neurophysiological substrates underlying
psychiatric disorders. This chapter aims to focus on TMS studies which have
enhanced our understanding of psychiatric diseases including, schizophrenia
(SCZ), major depressive disorder (MDD), bipolar disorder (BD), and obsessive–
compulsive disorder (OCD). A literature search was performed using PubMed
from 1990 through July 2011, Ovid Medline from 1990 through July 2011, Em-
base Psychiatry from 1990 through July 2011, and PsycINFO from 1990 through
July 2011. The following search terms were used: transcranial magnetic stimu-
lation, TMS, TMS–EEG, psychiatry, mental disorder, psychiatric disorder,
schizophrenia, depression, major depressive disorder, bipolar disor-
der, mania, obsessive–compulsive disorder, anxiety disorder, cortical inhibition,

Fig. 16.1 Surface electromyogram recordings from a right hand muscle. a A single test stimulus
(TS) applied to the left motor cortex producing a motor evoked potential (MEP). b The cortical
silent period (CSP) induced following a 40 % suprathreshold TS applied to the left motor cortex
while the right hand muscle is tonically activated. The CSP starts at the onset of the MEP and
ends with the return of motor activity. c Short interval cortical inhibition (SICI), a conditioning
stimulus (CS) precedes the TS by 2 ms to and inhibits the MEP produced by the TS. d Long
interval cortical inhibition (LICI), the CS precedes the TS by 100 ms and inhibits the MEP
produced by the TS. e Intracortical facilitation (ICF), the CS precedes the TS by 20 ms,
facilitating the MEP produced by the TS
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short interval cortical inhibition, long interval cortical inhibition, cortical silent
period, resting motor threshold, active motor threshold, cortical excitability, motor
evoked potential amplitude, plasticity, paired-associative stimulation, and use-
dependent plasticity.

16.2 Schizophrenia

SCZ is a severe mental illness which is characterized by delusions, hallucinations,
disorganized thinking, and often life-long disability (van Os and Kapur 2009).
SCZ is a debilitating disorder that exacts enormous personal, social, and economic
costs (van Os and Kapur 2009). It is estimated that patients with SCZ occupy 10 %
of all hospital beds and despite treatment efforts, as many as 15 % of those
diagnosed with SCZ eventually commit suicide (Kaplan et al. 1994). Despite some
treatment successes, up to 45 % of patients remain treatment resistant (Pantelis
and Lambert 2003). This section will review SCZ studies using TMS on the
following topics, CI in motor and non-motor regions, plasticity, connectivity, and
the neural basis of social functioning.

16.2.1 TMS Paradigms to Assess Cortical Inhibition
and Excitation

Abnormalities in CI have been proposed as an important pathophysiologic
mechanism in SCZ. CI refers to a neurophysiologic process, whereby c-amino-
butyric acid (GABA) inhibitory interneurons selectively attenuate the activity of
other neurons (e.g., pyramidal neurons) in the cortex (Daskalakis et al. 2007).
GABAergic interneurons elicit inhibitory postsynaptic potentials (IPSPs) to
modify cortical output (Krnjevic 1997). Research suggests evidence for neuro-
physiological impairments related to GABAergic deficits in SCZ. For example,
Benes et al. (1991) first reported that patients with SCZ have morphologic
changes in cortical GABA interneurons, by demonstrating a decreased density of
non-pyramidal cells (i.e., interneurons) in anterior cingulate layers II-VI and in
prefrontal cortex layer II. The above evidence suggests a neurophysiological
impairment in SCZ. TMS can be used for further understanding of the neuro-
physiological mechanisms involved to then develop biological markers and novel
treatment approaches in the future. TMS represents a non-invasive method which
assesses inhibitory circuits that are mediated, in part, through GABA inhibitory
interneurons. These inhibitory paradigms include cortical silent period (CSP),
short interval cortical inhibition (SICI), and long interval cortical inhibition (LICI)
(Cantello et al. 1992; Kujirai et al. 1993). Studies suggest that CSP and LICI are
related to GABAB receptor-mediated inhibitory neurotransmission (Siebner et al.
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1998; Werhahn et al. 1999), whereas, SICI is related to GABAA receptor-mediated
inhibitory neurotransmission (Ziemann et al. 1996). CSP duration (Fig. 16.1b) is
obtained in a moderately tonically active muscle (i.e., 20 % of maximum con-
traction) by stimulating the motor cortex with intensities of 110–160 % of resting
motor threshold (RMT). RMT is defined as the minimal intensity that produces a
MEP of [50 lV in 5 of 10 trials in a relaxed muscle (Kujirai et al. 1993). CSP
duration is measured from MEP onset to the return of any voluntary EMG activity
referred to as absolute CSP, ending with a deflection in the EMG waveform
(Tergau et al. 1999). In SICI, a subthreshold conditioning stimulus (CS), which is
set at 80 % of RMT precedes a suprathreshold test stimulus (TS), which is adjusted
to produce an average MEP of 0.5–1.5 millivolt (mV)-peak-to-peak amplitude in
the contralateral muscle (Kujirai et al. 1993). To measure SICI conditioning
stimuli are applied to the motor cortex before the TS at interstimulus intervals
(ISIs) between 1 ms (ms) to 4 ms (Fig. 16.1c). LICI refers to the pairing of a
suprathreshold CS followed by a suprathreshold TS at long ISIs (e.g., 100 ms),
which inhibits the MEP produced by the TS (Fig. 16.1d) (Claus et al. 1992;
Valls-Sole et al. 1992). Another paradigm which measures CI is transcollosal
inhibition (TCI) defined as a suprathreshold CS applied to the right motor cortex
several ms prior to a suprathreshold TS applied to the left motor cortex which
inhibits the size of the MEP produced by the TS by 50–75 %. Stimuli are set to
produce MEPs of 0.5–1.5 mV peak to peak amplitude in the contralateral muscle
(Ferbert et al. 1992), the CS occurred at about 2, 6, 10, 15, and 20 ms before the
TS. A paired pulse paradigm can also be used to examine the phenomenon of
cortical excitability through intracortical facilitation (ICF), whereby, conditioning
stimuli are applied to the motor cortex before the TS at ISIs usually between
7–20 ms (Fig. 16.1e). It has been shown that ICF originates from excitatory
postsynaptic potentials transmitted by N-methyl-D-aspartate (NMDA) glutamate
receptors (Nakamura et al. 1997). TMS also permits assessment of RMT which is a
global measure of corticospinal excitability and depends on the excitability of
axons activated by the TMS pulse, as well as the excitability of synaptic con-
nections at both the cortical and spinal level (Paulus et al. 2008). The RMT
depends on glutamatergic synaptic excitability (Paulus et al. 2008). The active
motor threshold (AMT) is defined as the lowest intensity that produces an MEP
of [100 lV in 5 of 10 trials in a moderately active muscle (Chen et al. 1998b).
The AMT is measured during muscle contraction, where corticospinal neurons and
spinal motor-neurons are very close to firing threshold (Paulus et al. 2008).

16.2.2 Examining Neurophysiology in Schizophrenia

One of the first neurophysiological studies using TMS to evaluate psychiatric
disorders was by Abarbanel et al. (Abarbanel et al. 1996) who studied cortical
excitability using TMS in 10 medicated patients with MDD, 10 medicated patients
with SCZ, and 10 non-age-or gender-matched healthy control participants as a
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comparison group. The dependent variables included total conduction time (cal-
culated from TMS onset to MEP onset), central conduction time (calculated by
subtracting peripheral conduction time from total conduction time), MEP ratio
(obtained from TMS and peripheral nerve root stimulation), and motor threshold
(MT). MEP ratio and MT represent measures of cortical excitability where MT is
defined as the minimum intensity of the stimulator output needed to elicit a
minimal MEP response in the target muscle. By contrast, MEP size is obtained by
stimulating the cortex with intensities above the MT and its size is typically
measured by recording peak-to-peak amplitude. This study demonstrated that the
MT was lower and MEP amplitudes were larger in SCZ patients compared with
MDD patients and healthy controls; the latter two groups did not differ signifi-
cantly. There were no significant differences in conduction time or left–right
differences in MT or MEP amplitude between groups. These findings provided
initial evidence for increased cortical excitability in patients with SCZ.

In another early study, Puri et al. (Puri et al. 1996) found that the MEP latency
was significantly shorter in unmedicated patients with SCZ compared with healthy
age- and gender-matched control participants. In contrast to the findings of
Abarbanel et al. (Abarbanel et al. 1996), they found no differences in MT or MEP
amplitude. Davey et al. (1997) compared unmedicated SCZ patients to medicated
SCZ patients evaluating MT, MEP latency, MEP amplitude, CSP, and EMG
suppression for the early and late part of the CSP. They found that medicated
patients showed a weaker period of EMG suppression after the MEP and a longer
latency to maximum EMG suppression than drug-naïve patients. They did not
detect any differences in MT or MEP latency. These earlier studies constitute the
first use of TMS as an investigative technique and provide a neurophysiological
demonstration of motor CI dysfunction in SCZ.

There are some limitations to consider when comparing results of the earlier
studies. For example, a majority of TMS studies examined the neurophysiology of
the motor cortex with a figure-of-8 shaped coil, however, Puri et al. (1996) and
Davey et al. (1997) applied TMS over the vertex using a circular coil. Further-
more, Abarbanel et al. (1996) examined medicated patients, Puri et al. (1996)
examined unmedicated patients and Davey et al. (1997) studied both medicated
and unmedicated patients but with no control group. Finally, these three studies
had relatively small sample sizes.

Consistent with Abarbanel et al. several studies have since demonstrated
decreased MT (i.e., increased cortical excitability) in SCZ. In particular, two
studies reported a reduced left hemisphere RMT in unmedicated patients.
Daskalakis et al. (Daskalakis et al. 2002b) reported a significantly lower RMT in
unmedicated patients compared with medicated patients and healthy controls.
There were no differences between medicated patients and healthy controls. These
findings are consistent with Eichhammer et al. (Eichhammer et al. 2004) as they
reported a lower RMT in drug-naïve first-onset patients with SCZ. However, in
contrast, Pascual-Leone et al. (Pascual-Leone et al. 2002) observed a significantly
higher RMT (in both left and right hemispheres) in medicated patients compared
with unmedicated patients and healthy controls without an RMT difference
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between the latter two groups. Furthermore, medicated patients had significantly
higher RMT in the left hemisphere than unmedicated patients and controls,
whereas controls demonstrated a higher RMT in the right than the left compared to
both medicated and unmedicated groups. Additionally, several studies demon-
strated no RMT differences between SCZ patients and controls (Bajbouj et al.
2004; Boroojerdi et al. 1999; Daskalakis et al. 2008b; Fitzgerald et al. 2002a;
Fitzgerald et al. 2002b; Fitzgerald et al. 2003; Herbsman et al. 2009; Koch et al.
2008; Liu et al. 2009; Oxley et al. 2004; Reid et al. 2002; Wobrock et al. 2009;
Wobrock et al. 2008). Many factors may contribute to the inconsistent findings
such as, sample size, differing coil types (i.e., circular vs. figure-of-8), illness
duration, and treatment with antipsychotic medication.

Additional studies have characterized CI abnormalities in SCZ. For example,
Daskalakis et al. (2002a) measured MT, SICI-ICF, CSP and TCI in 15 unmedi-
cated patients with SCZ (14 medication-naïve and 1 medication-free for longer
than 1 year), 15 medicated SCZ patients, and 15 healthy controls. They found that
unmedicated SCZ patients had significantly lower CI compared with healthy
controls in measures of SICI, CSP, and TCI providing TMS evidence for deficient
GABAergic neurotransmission in SCZ. Similarly, Pascual-Leone et al. (2002)
found that medicated SCZ patients demonstrated significantly decreased SICI
(average ISIs of 1, 3, and 4 ms) relative to unmedicated patients and control
participants. The difference was more pronounced for the right than the left
hemisphere. ICF (average ISIs of 12 and 20 ms) was significantly greater in
medicated patients relative to unmedicated patients and healthy controls. The
authors concluded striking abnormalities in medicated patients used in this study
relative to control and unmedicated patients. Fitzgerald et al. (2002c) evaluated 20
patients with SCZ treated with olanzapine and 20 with risperidone compared to 22
healthy controls. They found significantly higher MT in risperidone patients
compared to olanzapine and significantly lower CSP and TCI (reduction in MEP
size) in risperidone and olanzapine treated groups versus healthy controls. No
differences in SICI were found. Further, Fitzgerald et al. in 2002 (Fitzgerald et al.
2002b) found comparable results in 22 medicated patients with SCZ compared
with 21 healthy controls. They demonstrated significantly lower SICI and CSP
within SCZ group versus healthy controls. Finally, Fitzgerald et al. (2002a)
evaluated TCI in 25 patients with SCZ and 20 healthy controls. Similarly, they
demonstrated a significant decrease in TCI in patients independent of medication
dose. More recently, Hoy et al. (2008) measured TCI and transcollosal facilitation
(TCF) using paired-pulse TMS in 15 medicated SCZ patients and 15 control
participants. TCF and TCI involves stimulation of the contralateral motor cortex
several ms before stimulation of the ipsilateral motor cortex, inhibiting or
enhancing the size of the MEP produced by ipsilateral stimulation as a function of
the interval between them (Hanajima et al. 2001). They found that patients with
SCZ exhibited significantly less TCI than controls and there was no significant
difference in TCF. This finding supports the alterations in CI mechanisms, dem-
onstrated in several previous studies with SCZ patients. In contrast to these
findings, five studies measuring TCI (ipsilateral silent period) in patients with SCZ
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found that it was significantly longer compared with healthy controls (Bajbouj
et al. 2004; Boroojerdi et al. 1999; Fitzgerald et al. 2002a; Fitzgerald et al. 2002c;
Hoppner et al. 2001). Taken together, these studies provide evidence to suggest
that patients with SCZ show deficits in CI of the motor cortex.

More recent studies also suggest a deficit in CI using TMS in patients with SCZ.
For example, Daskalakis et al. (2008b) reported that 10 clozapine treated patients
with SCZ had significantly longer CSPs compared with 10 healthy participants and
6 unmedicated SCZ patients. A later study by Liu et al. (2009) with a large sample
of 78 SCZ patients and 38 healthy controls confirmed that clozapine treated SCZ
patients demonstrated a longer CSP and reduced SICI compared with healthy
control participants (Liu et al. 2009). However, patients treated with other anti-
psychotics and unmedicated patients demonstrated a significantly shorter CSP
duration. These findings suggest that CI is involved in the pathophysiology of SCZ
and that clozapine may potentiate GABAB receptor-mediated inhibitory neuro-
transmission. Across all SCZ patients in this study, CSP was inversely related to
negative symptoms, and SICI was inversely associated with positive symptoms,
highlighting the role of both GABAB and GABAA receptor-mediated inhibitory
neurotransmission in SCZ. Also, Wobrock et al. (2008) evaluated CI in 29 med-
icated SCZ patients compared with 28 healthy controls. They found a significantly
reduced SICI in SCZ patients but equivalent ICF in patients and healthy controls.
The same group of investigators (Wobrock et al. 2009) subsequently demonstrated
a reduced SICI in 29 first episode SCZ patients compared with 44 healthy controls.
They found a significant prolongation of the CSP using stimulation intensities of
120 %, 140 %, 160 %, and 180 % of the RMT of the left motor cortex compared
to controls. The authors concluded that a reduced SICI in first-episode patients
points toward a GABAA deficit in SCZ while the prolonged CSP could reflect
compensatory increased GABAB neurotransmission induced by the hyperactivity
of the dopaminergic system. Consistent with this, Bajbouj et al. (2004) found an
increase in the CSP duration with 16 SCZ patients (11 medicated, 5 unmedicated)
compared to 16 age- and gender-matched healthy participants. Furthermore,
Wobrock et al. (2010) then examined 12 first-episode SCZ patients with a history
of comorbid cannabis use and 17 without. They found that patients with a history
of comorbid cannabis use had a lower SICI and increased ICF but no significant
differences were found in RMT and CSP. Comorbid cannabis abuse was suggested
to potentiate the reduced intracortical inhibition and enhanced ICF observed in
first episode SCZ patients. This finding is consistent with a previous study,
whereby Fitzgerald et al. (2009) also found that heavy and light users of cannabis
demonstrated significantly decreased SICI compared to healthy controls. Finally,
Soubasi et al. (2010) evaluated 51 medicated SCZ patients and 51 age and sex-
matched healthy controls. They measured CSP, RMT, MEP amplitude, MEP
latency, and the stimulus intensity to produce a maximum MEP (SI-max) for both
the left and right motor cortex. They found a significantly higher RMT, SI-max,
CSP, and MEP-latency in patients compared to healthy controls in both left and
right motor cortices. In particular, patients treated with ziprasidone demonstrated
the highest SI-max for both hemispheres, and the highest RMT for the left
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hemisphere, while patients treated with olanzapine demonstrated the lowest RMT
for the left hemisphere while patients on quetiapine showed intermediate values.
The authors concluded that the observed TMS changes could be interpreted as
alterations of intracortical excitability and defects of CI which may be attributed to
the illness, antipsychotic medication or the interaction.

TMS has also been used to investigate effects of electroconvulsive therapy
(ECT) with SCZ patients. A recent treatment study was conducted using CI
measures before and after ECT. Dresler et al. (2010) investigated one patient with
severe catatonic SCZ treated with ECT after pharmacological approaches did not
result in clinical improvement. They measured SICI (2 ms) and ICF (15 ms)
before and after nine sessions of ECT; they found a significant increase in SICI and
significant decrease in ICF after ECT complemented with clinical improvements
such as, reduced symptoms of catatonia and the enhancement of social compe-
tency. These findings suggest that the therapeutic effects of ECT may be related to
the potentiation of GABA inhibitory neurotransmission.

LICI refers to the pairing of a suprathreshold CS followed by a suprathreshold
TS at long ISIs (e.g., 100 ms), which inhibits the MEP produced by the TS
(Fig. 16.1d) (Claus et al. 1992; Valls-Sole et al. 1992). LICI is reportedly optimal
at an ISI of 100 ms (Sanger et al. 2001). It is likely that LICI is mediated by slow
IPSPs via activation of GABAB receptors similar to the CSP (Werhahn et al.
1999). In this regard, Fitzgerald et al. (2003) evaluated LICI in 9 medicated and 9
unmedicated patients with SCZ compared with 8 healthy controls. They also
evaluated RMT and I-wave facilitation. I-wave facilitation and I-wave production
has also been shown to be closely associated with GABAergic inhibition in the
motor cortex (Ziemann et al. 1998). Through a modified paired-pulse protocol,
I-waves can be recorded from the peripheral hand muscles, I-wave facilitation
arises following the presentation of a paired stimulation with a suprathreshold CS
followed by stimulation with a subthreshold TS (Ziemann et al. 1998). Both
medicated and unmedicated patient groups had significantly enhanced I-wave
facilitation than healthy participants, with the effect most prominent in the med-
icated patients. They found no significant differences between the three groups on
measures of LICI or RMT. It was concluded that this study found differences
between SCZ patients and healthy participants in I-wave facilitation and these
differences were not due to medication due to comparison to an unmedicated
group. They suggested that an increase in I-wave facilitation related to a deficit of
inhibitory function in SCZ patients and is consistent with previous studies.

16.2.3 Evaluating Cortical Inhibition in Non-Motor Regions

Recently published literature demonstrates that LICI can be measured using a
combination of paired-pulse TMS and electroencephalography (EEG) to study
how GABAB receptors modulate oscillations in the brain (Daskalakis et al. 2008c;
Fitzgerald et al. 2008) in both the motor cortex and DLPFC with high test–retest
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reliability (Farzan et al. 2010b). LICI using TMS–EEG is defined using the area
under rectified unconditioned and conditioned waveforms for the averaged EEG
recordings between 50 and 150 ms post-TS. This interval was chosen as it rep-
resents the earliest artifact free data (-50 ms post TS) and reflects the duration of
GABAB receptor-mediated IPSPs (-250 ms post CS) (Deisz 1999). Farzan et al.
(2010a) demonstrated that overall LICI using TMS-EEG in SCZ patients did not
differ significantly in any region compared with BD patients and healthy controls.
However, when the evoked EEG response was filtered into different frequency
bands, they found a significant deficit in the inhibition of gamma (30–50 Hz)
oscillations in the DLPFC of SCZ patients relative to BD patients and healthy
controls but no inhibition deficit was found within the motor cortex. The authors
concluded that this selective deficit in the inhibition of gamma oscillations dem-
onstrates that the DLPFC is a region in the brain closely related to the patho-
physiology of SCZ (Fig. 16.2). An earlier study provided additional support for
this finding in SCZ patients compared to healthy controls. For example, Ferrarelli
et al. (2008) also demonstrated a decrease in EEG-evoked responses in the gamma
band when TMS was applied directly to the frontal cortex, suggesting frontal
gamma deficits in SCZ patients.

16.2.4 The Role of Plasticity

Plasticity in the human cortex involves the functional reorganization of synaptic
connections in an effort to change or to adapt throughout life. It is characterized by
processes involved in learning, memory, and neural repair (Hallett 2000). Evi-
dence suggests that neural plasticity may also be a corollary of CI. That is, the
mechanisms mediating plasticity include unmasking existing cortico-cortical
connections (Schieber and Hibbard 1993) by removing cortical inhibitory neuro-
transmission (Jacobs and Donoghue 1991). For example, in humans the

Fig. 16.2 Illustration of combined TMS and EEG applied to the DLPFC. This figure
demonstrates that patients with schizophrenia have selective deficits in inhibition of c oscillations
in the DLPFC compared to healthy participants using combined TMS and EEG. (Farzan et al.
2010a)
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administration of a drug that enhances GABAergic neurotransmission disrupts
plasticity (Butefisch et al. 2000). However, plasticity following a lower-limb
amputation may occur through reduced cortical GABAergic inhibition (Chen et al.
1998a). Abnormalities in brain plasticity, possibly related to abnormal CI, have
been proposed to underlie the pathophysiology of SCZ (Fitzgerald et al. 2004b;
Oxley et al. 2004). The following section will review literature on repetitive TMS
(rTMS), paired-associative stimulation (PAS), and use-dependent plasticity as
TMS studies have been useful in elucidating abnormal plasticity in SCZ.

16.2.5 Repetitive TMS

The application of repeated TMS pulses at a specific rate or frequency is known as
rTMS which can be used to modulate cortical plasticity, excitability, and inhibi-
tion. Two treatment studies were conducted that assessed CI before and after
rTMS treatment sessions with SCZ patients. Fitzgerald et al. (2004b) applied 900
rTMS stimuli with a frequency of 1 Hz and intensity of 110 % of the RMT over
the primary motor cortex. It was demonstrated that healthy participants showed an
increase in the RMT after rTMS, whereas medicated and unmedicated patients
demonstrated an RMT decrease. Furthermore, there was a significant increase in
the AMT in healthy participants whereas unmedicated patients demonstrated an
AMT decrease. Finally, the CSP was decreased in healthy participants after rTMS,
and neither patient group displayed such changes. In a similar study, Oxley et al.
(2004) examined changes in TMS measures after rTMS of the supplementary
motor cortex in 12 SCZ patients and 12 healthy controls. They found that although
there was no difference in RMT between groups at baseline, the patient group had
noticeably less CI than the control group at baseline. Following rTMS the change
in both MEP size and RMT between groups was significant. After rTMS, MEP size
was suppressed in the control group and increased in the patient group, whereas
RMT increased in the control group and decreased in the patient group. Patients
with SCZ demonstrate abnormal brain responses to rTMS applied to the premotor
cortex that appear to relate to reduced motor CI. These findings of abnormal
excitability responses to rTMS in SCZ may reflect altered GABA or NMDA
receptor-meditated transmission. The above evidence suggests that the decreased
neural plasticity is even more pronounced in patients with impaired CI providing
additional support for the theory that dysfunctional neural plasticity is a patho-
physiological mechanism in SCZ.

16.2.6 Paired-Associative Stimulation

PAS represents a neurophysiologic paradigm that involves peripheral nerve stim-
ulation (PNS) of the median nerve, followed by TMS of the contralateral motor
cortex. PAS has been shown to result in long-term potentiation-like activity (PAS-
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LTP) if PNS precedes TMS by 25 ms (PAS-25) (Stefan et al. 2000). Rajji et al.
(2011) demonstrated MEP potentiation after PAS-25 was associated with enhanced
motor learning at 1-week post-PAS in healthy participants. Further, Frantseva et al.
(2008) demonstrated that SCZ patients showed deficits in MEP facilitation indi-
cating disrupted LTP-like plasticity associated with impaired motor skill learning
compared to healthy participants. This study highlighted the role of PAS–TMS in
the motor regions to assess synaptic plasticity in SCZ patients. The authors con-
cluded that patients with SCZ demonstrated impaired LTP-like plasticity which
may underlie deficits in learning and memory associated with this illness.

16.2.7 Use-Dependent Plasticity

Use-dependent plasticity is a TMS paradigm which can measure neural plasticity
in the cortex (Classen et al. 1998). Use-dependent plasticity is measured through
the following tasks. The spontaneous direction of TMS-induced thumb movements
are measured in two axes (x and y). Individuals are then trained to perform a
simple motor task opposite to the direction of TMS-induced thumb movement.
TMS is reapplied to the cortex while evaluating the direction of induced thumb
movement, and directional changes in thumb movements are evaluated over time.
Classen et al. (1998) found that immediately after training, the direction of TMS-
induced movements followed the direction of training. Both GABA and NMDA
receptor-mediated neurotransmission play an important role in use-dependent
plasticity (Butefisch et al. 2000).

Daskalakis et al. (2008a) evaluated use-dependent plasticity in 14 medicated
and six unmedicated patients with SCZ compared with 12 healthy participants. A
significant reduction of use-dependent plasticity was demonstrated in SCZ com-
pared with healthy participants. That is, SCZ patients demonstrated significantly
small angular deviations in the 5–10 min post-training period versus pretraining
compared with controls. The authors concluded that such abnormalities may be
related to dysfunctional neurophysiological brain processes, including LTP, that
exist as a result of disturbances of GABA, NMDA, and dopamine neurotrans-
mission. These findings potentially account for the aberrant motor performance
demonstrated in SCZ. Taken together, these studies provide preliminary evidence
for a diminution of the neurophysiological process that mediate neural plasticity in
SCZ. The evidence suggests that the decreased neural plasticity is even more
pronounced in patients with impaired CI.

16.2.8 Exploring the Disconnection Hypothesis

Current pathophysiological theories of SCZ emphasize the role of altered brain
connectivity (Friston 1998; Stephan et al. 2006). This disconnectivity may man-
ifest anatomically, through structural changes of association fibers at the cellular
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level, and/or functionally, through aberrant control of synaptic plasticity at the
synaptic level (Stephan et al. 2006). Recently, Koch et al. (2008) examined the
connectivity between posterior parietal cortex (PPC) and motor cortex in SCZ
patients using a new method with paired pulse TMS. A CS was applied to the PPC
adjusted to be either suprathreshold (110 % RMT) or subthreshold (90 % RMT)
and the TS was set to 1 mV peak to peak at the motor cortex. ISIs were 2, 4, 6, 8,
10, and 15 ms. They demonstrated that when a CS was applied to the PPC in
healthy participants, excitability of the ipsilateral motor cortex was increased;
however, medicated and unmedicated patients with SCZ failed to show any
facilitatory parieto-motor interaction, suggesting a cortico-cortical disconnection
in SCZ. Additionally, to study connectivity in the brain, Herbsman et al. (2009)
combined TMS with neuroimaging tools such as, magnetic imaging resonance and
diffusion tensor imaging in 12 SCZ patients and 5 healthy controls. They found
that the anterior-posterior trajectory of the corticospinal tract and the skull-to-
cortex distance were highly correlated with MT, while fractional anisotropy, age
and SCZ status were not. The skull-to-cortex distance and the anterior component
of the corticospinal tract were highly predictive of MT in a linear regression
model, and accounted for 82 % of the variance observed (R2 = 0.82, P \ 0.0001)
and the corticospinal tract’s anterior–posterior direction alone contributed 13 % of
the variance explained. Finally, Voineskos et al. (2010) evaluated TMS-evoked
potentials using single-pulse TMS and studied its effects on interhemispherically
homologus regions in healthy participants. They found an inverse relationship
between microstructural integrity of callosal motor fibers with TMS-induced
interhemispheric signal propagation (ISP) from left-to-right motor cortex. Also,
they demonstrated an inverse relationship between microstructural integrity of the
fibers of the genu of the corpus callosum and TMS-induced ISP from left-to-right
DLPFC. These findings support a role for the corpus callosum in preservation of
functional asymmetry between homologous cortical regions in healthy partici-
pants. The authors concluded that delineation of the relationship between corpus
callosum microstructure and ISP in neuropsychiatric disorders, such as SCZ, may
reveal a novel neurobiological mechanism of pathophysiology. Taken together,
these studies above provide evidence for the abnormal functional integration of
neuronal systems associated with SCZ.

16.2.9 Investigating the Neural Basis of Social Functioning

Enticott et al. (2008) used TMS to investigate the neural basis of social cognitive
functioning in SCZ, as this phenomenon is not well understood in this population.
Recent theoretical accounts propose a central role for the mirror neuron system in
social cognition. Mirror neurons become active during both the action and
observation of an activity. Fifteen SCZ or schizoaffective medicated patients and
15 healthy controls participated. Measurements included MEP amplitude (120 %
of RMT) at baseline and in combination with presenting emotionally neutral visual
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stimuli (demonstrating motor activity) such as, a lateral thumb movement, a pen
grasp, or handwriting. No baseline between-group difference was observed in MEP
amplitude. However, individuals with SCZ or schizoaffective disorder showed
reduced MEP facilitation during the observation of action within the stimulated
muscle, whereas healthy controls demonstrated a significant increase in MEP
amplitude for all conditions. The authors suggested that the absent facilitatory
effect may be due to a reduced mirror neuron activity in the premotor cortices of
patients with SCZ or schizoaffective disorder. This study highlights the neuro-
physiological mechanisms associated with abnormal intracortical motor excitatory
activity and deficits in CI which may be related to SCZ and the effects of anti-
psychotic medication.

CI may represent an important neurophysiologic mechanism responsible for the
symptoms observed in patients with SCZ. Taken together, an extensive amount of
evidence has been generated to support the use of TMS as a measurement of
cortical function and as a treatment of psychiatric symptomatology. Future studies
are necessary to advance current knowledge by identifying biological markers of
both illness and treatment response to developing a deeper understanding of the
neurophysiological mechanisms underlying SCZ.

16.3 Major Depressive Disorder

MDD is one of the most prevalent psychiatric disorders, and is estimated to affect
16.6 % of individuals in their lifetime (Kessler et al. 2005). It not only affects
physical and cognitive functions but also has a profound impact on psychosocial
well-being (Kessler et al. 2005). A number of therapeutic tools, including both
medications and psychotherapy, have been developed to treat this disorder, but our
understanding of its biological underpinnings remains incomplete. However,
burgeoning evidence from different investigational modalities, including TMS,
suggest depression may be associated with abnormalities in cortical excitability,
and more specifically deficits in CI processes. This evidence is reviewed below.

Early studies focused on post-exercise effects on MEP amplitude. For example,
neurophysiological evidence suggests that after a period of muscle activation,
MEP amplitudes in healthy controls increase (termed ‘‘post-exercise MEP facili-
tation’’) for a period of time before eventually, decreasing back to baseline.
However, if activation continues to the point of fatigue, MEP amplitudes are
observed to then decrease (termed ‘‘post-exercise MEP depression’’) (Samii et al.
1996b). Speculating that because depressed patients complain of overall levels of
lower energy and fatigue, there may be an underlying neurophysiological expla-
nation, Samii et al. (1996a) examined the above phenomena in three unmedicated
populations: MDD, chronic fatigue syndrome (CFS), and healthy participants.
Both clinical populations had impairments in post-exercise MEP facilitation.
While CFS subjects had the greatest degree of impairment, the authors reported
that MDD patients showed MEP responses that were initially within normal range
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but which then decayed faster than normal. Using a similar experimental para-
digm, Shajahan et al. (1999a) found medicated MDD patients had overall lower
MEP amplitudes during post-exercise facilitation compared to healthy participants
(131 % vs. 211 %) and further showed that in MDD subjects the initial facilitation
was brief and quickly followed by amplitudes returning to baseline levels. This
evidence suggests that MDD was associated with an earlier and greater degree of
post-exercise depression. They concluded that these findings pointed to localized
deficits in motor cortex excitability in depressed individuals. To examine whether
this impairment in post-exercise facilitation was a reflection of disease state,
Shahjahan and colleagues (1999b) subsequently examined the phenomena in three
specific groups: medicated depressed, medicated euthymic, and healthy controls.
They were able to demonstrate that post-exercise MEP facilitation was similar in
euthymic and control participants but significantly reduced in the actively
depressed group, suggesting that the impaired facilitation observed in depressed
individuals is reversible with recovery. Exploring whether these findings were
unique to depression or more generalizable to other psychiatric conditions, Reid
et al. (2002) used the paradigm to evaluate differences between individuals with
MDD, SCZ (both groups medicated), and control participants. They found that
both clinical groups had decreased facilitation compared to the control group
suggesting that reduced post-exercise facilitation may be a feature of both MDD
and SCZ, each of which have motor function abnormalities as part of their
symptom spectrum. Among the limitations of the study, it should be noted that
there were significant baseline differences in the three groups with respect to age
and gender composition.

Subsequent studies of TMS in MDD have explored a greater variety of neu-
rophysiologic parameters in an attempt to characterize differences between clinical
and healthy populations. RMT, a commonly evaluated TMS parameter, is thought
to reflect membrane excitability of cortical motor neurons (Ziemann et al. 1996).
Potential differences in RMT have been investigated between healthy and MDD
populations. For example, in one early study that compared 19 MDD patients and
13 healthy subjects, Grunhaus et al. (2003) failed to find differences in baseline
RMT between groups.

Several studies subsequently examined laterality differences in a variety of
TMS parameters, including RMT. These studies were initially predicated on
findings from imaging studies suggesting hemispheric asymmetries in individuals
suffering from MDD (Baxter et al. 1989; Abou-Saleh et al. 1999; Bench et al.
1992). TMS findings of laterality in depression are mixed. In an early study,
Maeda et al. (2000) found that individuals with MDD (N = 8) had significantly
higher RMT on the left hemisphere compared to the right whereas the converse
was true for healthy controls (N = 8). Using paired-pulse TMS they were also able
to show greater right sided but lower left sided motor cortex excitability, as
measured by SICI and ICF at an ISI of 6 ms, in MDD subjects compared to
healthy participants. In line with this, Bajbouj et al. (2006b) detected a lower RMT
in the right hemisphere of 20 unmedicated MDD subjects versus matched controls,
but were unable to detect group differences in RMT on the left. They also found

350 L. N. Ravindran et al.



evidence of deficient CI in MDD subjects noting that, although no laterality dif-
ferences were found, overall CSP duration was significantly shorter and SICI
decreased in the clinical population, suggesting deficits in both GABAA and
GABAB neurotransmission are implicated in MDD. Similarly, Lefaucheur and
colleagues (Lefaucheur et al. 2008) found that depressed individuals had increased
RMT on the left compared to the right, both within the group (N = 35) and
compared to healthy individuals (N = 35), but after statistical correction the dif-
ferences were no longer significant. Within the MDD group, CSP was shorter and
SICI and ICF were both decreased on the left side, but only the latter two measures
remained significant after correction; no hemispheric asymmetry was seen within
the healthy group. When these measures were compared directly between the two
groups CSP was shorter in the left hemisphere and SICI reduced bilaterally in
MDD subjects. These results suggest that depression is associated with abnor-
malities in both glutamatergic and GABAergic pathways, particularly in the left
hemisphere.

Levinson et al. (2010) examined CI in 25 medicated individuals with treatment
resistant depression (TRD), 19 medicated euthymic subjects, 16 unmedicated
depressed patients, and 25 healthy controls. RMT was found to be significantly
higher in the left motor cortex of the TRD group compared to the other three
subgroups. Similar to the studies above, the investigators found that CSP was
significantly longer in control participants compared to all three depressed popu-
lations, but no differences in CSP were detected between depressed subgroups. In
contrast, SICI was significantly reduced only in the TRD population. The findings
above all held true after controlling for benzodiazepine use which has been shown
to affect TMS parameters. Since all MDD patients showed CSP abnormalities but
only TRD subjects additionally demonstrated SICI reductions, the authors con-
cluded that the depressed state may be overall associated with GABAB deficits.
However, severe symptomatology, as seen in TRD, may be associated with greater
deficits in GABAergic neurotransmission such that both GABAA and GABAB are
affected.

These findings of RMT in the four studies above suggest decreased cortical
excitability of the left hemisphere. Fitzgerald et al. (2004a) investigated laterality
differences in cortical excitability of 60 subjects with TRD. In contrast to the
studies above, they detected a trend for lower RMT in the left hemisphere
(p = 0.09), but did not include a control group for comparison. No laterality
differences were found for CSP or ICF. Consistent with earlier studies finding
decreased excitability of the left hemisphere, SICI was significantly less on the
right side at an ISI of 1 ms; however, this difference was not present at an ISI of
3 ms. Finally, a more recent study by Navarro et al. (2009) failed to detect
hemispheric asymmetry in RMT within their sample of 91 MDD patients, but
similarly did not have a comparison group. However, they found that benzodi-
azepine use was associated with greater RMT bilaterally.

In addition to trying to assess baseline differences between populations,
researchers have also explored whether therapeutic interventions can affect TMS
measures. In 12 depressed subjects who received a single right unilateral ECT
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treatment, no effect was seen on RMT (Bajbouj et al. 2003). However, ECT was
associated with prolonged post-excitatory inhibition as well as increased SICI but
decreased ICF, all of which suggested that ECT facilitates an increase in inhibitory
transmission, thus providing support for the idea that GABAergic mechanisms
may underlie the therapeutic effects of ECT. This investigation was extended when
10 MDD subjects, medicated with either venlafaxine or tranylcypromine, received
10 right unilateral ECT treatments; cortical parameters were measured pre- and
post- treatments (Bajbouj et al. 2006a). As previously, no changes were seen in
RMT while CSP duration and SICI were both increased. However, in this study,
ICF remained unchanged following repeated ECT. The findings provided further
evidence to support the idea that ECT induces its therapeutic benefit though
changes in both GABAA and GABAB neurotransmission.

Changes in cortical excitability following treatment with rTMS have also been
explored. Christayakov and colleagues (2005a) randomized 59 medication-free
depressed inpatients to 2 weeks of left or right rTMS to the prefrontal cortex, each
provided at either low or high frequencies (3 Hz and 10 Hz) and compared results
of these four groups to those obtained with clomipramine treatment (150 mg
daily). Following treatment, an increased RMT was found but only in the two
groups assigned to high frequency (10 Hz) rTMS. The other measured parameter,
CSP, was not affected by any of the five treatments. The same investigators then
examined cortical excitability changes in MDD subjects derived from either
bilateral ECT or sham rTMS (N = 10) or combined ECT and rTMS (N = 12) to
the right prefrontal cortex over 3 weeks (Chistyakov et al. 2005b). Overall clinical
improvement did not differ between groups, but when the groups were combined
for analysis responders showed decreased AMT and reduced SICI on the left. The
authors speculated that ECT and rTMS might function to restore impaired excit-
ability in the left hemisphere of depressed individuals. By contrast, the effects of
rTMS on RMT was explored in 50 antidepressant-free MDD individuals and no
overall effect was seen even after controlling for age and benzodiazepine use
(Zarkowski et al. 2009). However, it should be noted that the number of rTMS
treatments provided to subjects was variable since the dataset was part of a larger
sham-controlled rTMS trial.

Many of the above trials have included subjects already on psychotropic agents.
However, it is necessary to parse out whether the phenomena observed are related
to disease state or to medication effects, and ideally how different classes of
medications may affect cortical excitability in depressed individuals. Manganotti
and colleagues (Manganotti et al. 2001) administered a single dose of 25 mg
intravenous (IV) clomipramine in six medication-free depressed subjects with
measures taken before and at 4, 8, and 24 h after administration. Drug adminis-
tration resulted in significant increases in SICI, RMT, and AMT at 4 h which were
rendered non-significant by 8 h. By contrast, ICF was significantly decreased at
4 h but no longer at 8 h. These temporary but significant effects of clomipramine
on both SICI and ICF suggest that it works by effecting changes in both GABA
and glutamate cortical transmission respectively. The authors speculated that the
motor threshold effects could be due to clomipramine-induced changes in neuronal
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membrane excitability but could not exclude the possibility that the sedating
qualities of clomipramine could also have affected these measures which have
been shown to be increased by drowsiness (Rossini et al. 1994).

More recently, Minelli et al. (2010) attempted to replicate and expand the above
results in a randomized placebo-controlled trial comparing the effects of two IV
antidepressants, clomipramine, and citalopram in 30 unmedicated subjects with
TRD. TMS parameters were measured pre-drug administration and at 3.5, 8, and
12 h afterward. The two groups that received active drugs had significant increases
in RMT at 3.5 h but the effect disappeared by 8 h in the citalopram group. Clo-
mipramine was also found to enhance SICI, even at the 8 h mark, but citalopram
effects on SICI were only observed at the trend level (p = 0.057) by 8 h. By
contrast, both drugs showed significant decreases in ICF at 3.5 h although these
effects were no longer present at 8 h. No changes in TMS measures were seen at
any time point within the placebo group. The authors concluded that both IV
citalopram and clomipramine produced temporary but noteworthy suppression of
cortical excitability in subjects with TRD, as measured by changes in RMT, SICI,
and ICF, with slightly more prolonged effects favoring clomipramine.

Cortical excitability effects of mirtazapine, an antidepressant which enhances
both serotonin and norepinephrine neurotransmission, were investigated by
Munchau et al. (2005). They administered a single oral dose of 30 mg to subjects
with a primary diagnosis of epilepsy and comorbid major depression (N = 7), all
on at least one antiepileptic drug, and to healthy controls (N = 6). Measures were
taken before and 24 h after drug administration. Depressed patients were then
provided a further 3 weeks of mirtazapine therapy at the same dose at which time
measures were repeated. At baseline, patients were observed to have significantly
greater RMT, AMT, and ratio of CSP duration to MEP area. In patients, a single
dose of mirtazapine was associated with a reduction in AMT but not RMT at 24 h,
but had no effect on CSP duration or MEP area, even after 3 weeks of treatment.
However, in control participants, mirtazapine was not associated with any effect on
AMT or RMT but did result in a significantly longer CSP and a trend toward
increased MEP amplitude (p = 0.076). Neither SICI nor ICF were different
between groups either before or after medication. Based on the findings, the
authors suggested that, in both populations, mirtazapine enhances excitability of
pyramidal tract neurons in an activated state (muscles voluntarily contracted) as a
result of its actions on noradrenaline and/or serotonin.

Taken together, these findings suggest that MDD is associated with deficits in
GABAergic inhibitory neurotransmission and abnormalities in excitatory functions
in the motor cortex. Future studies are needed to explore regions of the cortex that
are more closely associated with the pathophysiology of this disorder (i.e., the
DLPFC) before and after medication or brain stimulation treatments to determine
whether changes in CI are mechanistically related to treatment response.
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16.4 Bipolar Disorder

BD is a serious neuropsychiatric illness with prevalence estimates of 2.4 %
worldwide (Merikangas et al. 2011). It is characterized by periods of mania or
hypomania alternating with phases of depression (Benazzi 2007) and is associated
with an early age of onset, usually between 16 to 26 years (Javaid et al. 2011;
Manchia et al. 2008). Suicide and suicide attempts are significant contributors to
premature mortality and disability within this mental illness (Goodwin et al. 2003).
Despite these sobering statistics, relatively little work has been done to understand
the neurophysiological underpinnings of this disease. Limited neuroanatomical
evidence suggests that BD patients have impaired cortical inhibitory neurotrans-
mission (Benes et al. 1998). Benes and Berretta found that the density of cortical
GABA interneurons, which mediate CI, is reduced in the anterior cingulate cortex
among patients with BD (Benes and Berretta 2001) and also found a 30 %
decrease in cortical inhibitory GABAergic interneurons in BD, compared with a
16 % decrease in patients with SCZ (Benes and Berretta 2001). The data suggests
a loss of GABAergic interneurons in both BD and SCZ. However, there is little in
vivo neurophysiological evidence supporting such impairments in BD. Levinson
et al. (2007) used TMS to evaluate SICI, CSP, and IHI in 15 BD patients (13
medicated with a single mood stabilizer and two unmedicated) compared to 15
healthy controls. Their results demonstrated that BD patients demonstrated sig-
nificant deficits in SICI, CSP and IHI compared with healthy volunteers. It was
concluded that GABAergic inhibitory neurotransmission is deficient in the cortex
of patients with BD. Furthermore, a majority of patients were medicated; the
evidence suggests that these inhibitory deficits are attenuated with treatment.
Additional studies are needed with an unmedicated sample and with larger sample
sizes as it would be anticipated that the inhibitory deficits would be magnified in
the absence of these medications.

16.5 Obsessive–Compulsive Disorder

Estimated to affect up to 2.5 % of the world’s population (Karno et al. 1988;
Kessler et al. 2005), OCD is a serious mental illness characterized by the presence
of recurrent, intrusive and thoughts, impulses or images (obsessions) that are often
also accompanied by repetitive rituals or Behaviors designed to counteract the
associated anxiety. As obsessive thoughts and/or rituals may cause great distress
and take up significant time during the day, OCD often leads to pronounced
psychosocial impairment (Eisen et al. 2006). Although its pathophysiology
remains to be fully elucidated, it has been speculated to involve inhibitory deficits
in orbitofrontal striatal circuits (Menzies et al. 2008).

Several neuroimaging and genetic studies of OCD have been published to date,
but TMS studies of OCD are limited. One preliminary study found decreased SICI
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in patients with OCD without a history of either comorbid tic’s or Tourette’s
syndrome compared to controls (Greenberg et al. 1998), implicating a role for
GABAA receptor-mediated inhibitory neurotransmission in OCD. These results
were expanded when they compared 16 individuals with OCD (N = 9 medicated)
to 11 healthy participants (Greenberg et al. 2000). In this case, both RMT and
AMT were found to be significantly lower in OCD patients compared to controls.
Similarly, SICI was lower in OCD patients relative to controls and this difference
remained significant even when the same comparison was made using only
unmedicated OCD patients; no differences were found for SICI between unmed-
icated and medicated OCD patients. By contrast, there were no differences in ICF
or CSP detected between patient and control groups. When the OCD group was
subdivided into those with comorbid tics (N = 5) and those without (N = 11), the
former group was associated with a greater degree of SICI. The authors concluded
that OCD, in the presence or absence of comorbid tics, was characterized by
deficient SICI, and that although both tic-related and non-tic related OCD might
have some common pathophysiology they could still be distinguished.

More recently, Richter et al. (2012) also tried to characterize TMS parameters
in a larger sample of OCD patients. They compared 34 patients (N = 23 medi-
cated) to 34 healthy individuals. In contrast to the previous study, no overall
difference was found in RMT between OCD and healthy groups. However, RMT
was significantly lower in the medicated compared to the unmedicated OCD
population. Furthermore, CSP was also found to be noticeably shorter in OCD but
no further differences were detected between the OCD subgroups. Finally,
although this study failed to detect differences in SICI between OCD and healthy
individuals, OCD subjects were found to have a significantly greater ICF,
regardless of medication status. No correlations were found between illness
severity and TMS parameters in either medicated or unmedicated OCD popula-
tions. In this case, the results suggest that OCD is associated with deficient CSP
and excessive ICF, regardless of medicated state, reflecting abnormalities in
GABAB, and NMDA-mediated neurotransmission. The authors suggested that
differences between their results and those previously published could be due to
the greater number of unmedicated OCD patients and their elevated symptom
severity or to the different TMS stimulation intensities used. The discrepant
findings in the limited number of studies highlight the need for further research to
better characterize the potential abnormalities seen in OCD.

16.6 Conclusions and Future Directions

In summary, TMS is a powerful tool that allows researchers to investigate cortical
phenomena in both motor and non-motor regions to better understand the patho-
physiology of psychiatric disorders. Although the evidence is still limited, research
to date suggests that disorders, such as SCZ, MDD, BD, and OCD are charac-
terized by abnormalities in cortical excitability with particular deficits in CI.
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However, the published studies are not entirely consistent. Factors that may play a
role in the discrepant results and limit ability to make comparisons include small
sample sizes, differences in TMS parameters used, use of heterogeneous popula-
tions, and presence of comorbid illness. Further, medications may affect outcomes
of TMS measures and it is likely that different classes of psychotropics may do this
in unique ways. As such, the inclusion of medicated individuals on various classes
of psychotropic agents in these studies is a significant confounder of results.
Addressing these issues systematically in future research would allow greater
confidence in results and provide a more stable evidence base for elucidating
biological markers and mechanisms involved in psychiatric illnesses. In future, the
ability to evaluate physiological response profiles of different oscillatory fre-
quencies in response to TMS (combined with EEG) may ultimately serve as key
neurophysiological features of psychiatric illness. In conclusion, TMS and EEG
will continue to provide a deeper insight into the neurobiological underpinnings of
psychiatric disorders. Future research is needed to identify biological markers for
the facilitation of early identification of illness and targeted treatment approaches.
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