
Struct Bond (2012) 149: 159–186
DOI: 10.1007/978-3-642-32753-7_5
# Springer-Verlag Berlin Heidelberg 2012

Application of Reactivity Indices Within Density

Functional Theory to Rationale Chemical

Interactions

Abhijit Chatterjee

Abstract Chemistry is the science based on that all process involving bond

making and bond breaking. Chemical interactions will determine the activity of

the interacting species. If this reaction process can be mimicked by a handy and

simple theory to test the validity this can be revolutionary. Reactivity index is

that theory which was developed at the right time to rationalize chemical

bonding. Density functional theory (DFT) has given precision to chemical

concepts such as electronegativity, hardness, and softness and has embedded

them in a perturbation approach to chemical reactivity. Since the majority of

the reactions can be analyzed through the electrophilicity/nucleophilicity of

various species involved, a proper understanding of these properties becomes

essential. The hard soft acid–base (HSAB) principles classify the interaction

between acids and bases in terms of global softness. In last few years the

reactivity index methodology is well established and had found its application

in a wide variety of systems. This study is to revisit the definition of reactivity

index using DFT, within the domain of HSAB principle and then to discuss its

application to rationale chemical interactions; in combination with intra- and

intermolecular reactivity in materials.
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1 Introduction

Chemistry is the science based on that all process involving bond making and bond

breaking. Chemical interactions will determine the activity of the interacting

species. This had been long recognized that acids and bases theory remains the

most important theory within the space of chemical bond and bonding. The history

begins with the pioneering works of Lémery and Boyle in the early 1800 which

introduced the “Solubility theory” and the associate principle of reactivity. Next,

the major contribution of Rouelle came up, which prescribed the base concept as

the complement of that of an acid, with his pneumatic theory of reactions, being

culminated by the Lavoisier’s contribution according to which the oxygen is

directly related to the acidic character of matter. In 1900 Volta, Gay-Lussac and

Liebig have preformed the historic physico-chemical experiments in elucidating the

fact that acids have to contain hydrogen to be exchanged with a metal and a

“radical” of different nature; they established the famous principle:

acidþ base $ saltþ water: (1)

The first overall concept of acid–base was formulated by the Arrhenius, Van’t

Hoff, and Ostwald in the 1880s, leading to a picture where acids and bases release

hydrogen and hydroxide ions, respectively, their interaction being responsible for

the acid–base reactions. In the twentieth century, the acid and base definitions get a

leap of the century when it happened to link with newly emerging quantum theory

of atoms and molecules. The first theory belongs to Brønsted and Lowry [1] (1923),

which assumes the proton as the particle, never free, which intermediates between

an acid (the donor) and a base (the acceptor) compounds during chemical reactions.

Within this framework the new acid–base interaction paradigm looks like:

acid1þ base2 $ acid2þ base1: (2)

Although efficient, this theory excessively enhanced the role of proton; fortu-

nately, Lewis’ intuition (1916) [2], the electron pair was soon recognized as a more
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general conceptual tool in defining acids, bases, and their chemical bonding remov-

ing the unnecessary emphasis on protons. Worth noting, the Lewis base definition

seems to superimpose on the Brønsted–Lowry theory while the acidic Lewis

definition covers more general cases. The acid–base theory was refined again on

the ground of the molecular orbital theory, derived by Pearson [3–8].

In this context, the chemical bonding and reactions were described in two steps:

one step regards the Coulomb interaction, being quantified by the electronegativity

index w, seen as the negative of the chemical potential of the interacting systems [9],

and by the associated equalization principle [10]; in the second step, the stability of

the newly formed chemical bond is regulated by the so-called chemical hardness

index �, seen as the second-order effect, consequently defined as the chemical force

(i.e., the gradient of the chemical potential) acting on the bonding species [11–13].

In molecular orbital terms, the middle point of the HOMO–LUMO gap is associated

with the chemical potential (i.e., minus electronegativity), while the weight of the

gap is taken as the double of the chemical hardness of that molecule. With these, the

acids and bases are further classified as soft (“s”) and hard (“h”): a soft species has
electrons easy to be transferred in the vacant orbital (LUMO) whereas the chemical

reactions are more favorable as the HOMO level of one species vertically

approaches the LUMO of the other. From now on, the molecular systems are

recognized as hard and soft acids and bases (HSAB), in the sense that each

molecule can be seen as hard–hard, soft–soft, hard–soft or soft–hard bonding

combinations between acids and bases. The associate HSAB principle of chemical

reactivity was formulated as well, providing that “hard acids prefer hard bases and

soft acids prefer soft bases” [14, 15]:

h1� s1þ s2� h2 $ h1� h2þ s2� s1: (3)

Despite the qualitative character [16–25] of the HSAB principle, an appropriate

quantum index to smoothly distinguish between the soft and hard character of acids,

bases, and their bonding, would switch HSAB toward a quantitative theory. A unified

picture of the hard-and-soft-acids-and-bases and maximum hardness principles was

approached through introducing the maximum hardness indexP. It provides partic-

ular chemical hardness ranges where the chemical bonding behaves like hard–hard,

soft–soft, and hard–soft or soft–hard acid–base interaction characters and furnishes

the key to analytical classification of acids and bases in an intrinsic structural manner.

The reliability of the present recipe and index was tested by the chemical hardness

ordering predictability and chemical bond nature characterization on a particular

series of molecular Lewis acids and bases within various computational and experi-

mental atomic chemical hardness scales. Although a consistent chemical hardness

principles and related indices picture was furnished in all cases, considerable

differences were noted with respect to the old-fashioned Pearson classification,

which is one of the excellent work done by Putz et al. [26–34].

In the heterolytic cleavage of a bond, the electron pair lies with one of the

fragments, which becomes electron-rich, while the other fragment becomes

electron-deficient. An electron-rich reagent gets attracted to the center of the
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positive charge and forms a bond with an electron-deficient species by donating

electrons. The electron-rich species is known as a nucleophile, and the electron-

deficient one, as an electrophile [35–38]. Free radicals are generated through a

corresponding homolytic process where an equal share of one electron is obtained

by each fragment. Even radicals are designated as electrophilic/nucleophilic

depending on their tendency to attack the reaction sites of relatively higher/lower

electron density. Moreover, nucleophiles (electrophiles) are Lewis bases (acids) as

well as reducing (oxidizing) agents since they donate (accept) electrons, implying a

connection among electrophile–nucleophile chemistry, acid–base chemistry, and

oxidation–reduction chemistry.

The chemical potential, chemical hardness and softness and reactivity indices

have been used by a number of workers to assess a priori the reactivity of chemical

species from their intrinsic electronic properties. The concept of electrophilicity has

been known for several decades, although there has not been a rigorous definition of

it until recently, Parr et al. [39] proposed a definition did they inspired by the

experimental findings of Maynard et al. [40]. The revolution begins, with this

simple index which has the ability to connect the major facets of chemical sciences.

Perhaps, one of the most successful and best-known methods is the frontier

orbital theory of Fukui [41, 42]. Developed further by Parr and Yang [43], the

method relates the reactivity of a molecule with respect to electrophilic or nucleo-

philic attack to the charge density arising from the highest occupied molecular

orbital (HOMO) or lowest unoccupied molecular orbital (LUMO), respectively.

According to the definition of global hardness, it is the second derivative of energy

with respect to the number of electrons at constant temperature and external

potential, which includes the nuclear field, whereas global softness is the inverse

of global hardness. The hard soft acid–base (HSAB) principle [44], which was

proposed by Pearson, classifies the interaction between acids and bases in terms of

global softness. This HSAB principle can be applied successfully for various

systems [6, 12, 17, 43, 45–54]. Furthermore, Pearson also suggested another

principle of maximum hardness (PMH) [55]. It states that, for a constant external

potential, the system with the maximum global hardness is most stable and also

studied extensively to further probe into both inter- and intramolecular interactions

[56–64]. Incorporation of HSAB concept into the DFT structure has several

consequences, such as the hardness scale generated through the HSAB principle

classifies chemical species in accordance with their behavior and in a good agree-

ment with experimental values for a large number of cations, atoms, radicals and

molecules [65]. On the other hand, Vela et al. suggested a linear relationship of

global softness with dipole polarizability and consistent with empirical evidence

[66]. In recent days, DFT has gained widespread interest in quantum chemistry.

Some DFT-based local properties, e.g. Fukui functions and local softness as

reactivity index have already been used for the reliable predictions in various

types of electrophilic and nucleophilic reactive species involving in the chemical

reactions [67, 68]. Moreover, the reactivity index scale can expand its domain

successfully not only to predict the interaction between heteroatom and zeolite

framework [69], but in various other fields [70–75].
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This produces reliable results for the chemical properties of molecules and solids.

DFT calculations are also fairly computationally inexpensive [75], making this the

method of choice for accurate calculations on large molecular and solid-state

systems. Finally, DFT programs for periodic systems are now widely available

[76], making this the method of choice for modeling chemical reactivity on surfaces

or within lattices. Such periodic calculations eliminate the uncertainties introduced

by using finite-sized cluster approximations. In applications like the ones cited above,

the magnitudes of the Fukui Functions (FFs) are correlated with the reactivity of

various sites in a molecule. These FFs can be condensed to atomic-centered indices

that can be used to predict which sites are most likely to react with electrophiles or

nucleophiles. This can be used to compare the activities of sites within a molecule, or

can be used as a measure of how various side groups alter the reactivity of a molecule.

The study of material properties based on the experiment is a difficult task because

it is a complicated process. Theoretically, quantummechanics is too simple to predict

them. Hence, the application of reactivity index is an advanced and wise choice.

Regarding material designing, prediction of the excited state has been considered a

challenging and intricate problem as there is not much focus on chemical reactivity

involving excited state [76]. In particular, the investigation of excited state properties

are generally computed using time-dependent density functional theory (TD DFT).

However, the disadvantages of TD DFT are notorious, which does not allow more

accurate ab initio approaches than random phase approximation (RPA) and configu-

ration interaction with single substitutions CIS. There is no privileged direction for

improvement in DFT except changing the parameterized potential, which is not very

promising alternative, considering the past experience with semi-empirical methods

[77]. Moreover, the computational costs and the complexity experiences are compa-

rable with RPA and CIS method. Hence, the calculation of excited state remains a

challenging problem in DFT without involving perturbation. This provoked us to (1)

revisit the fact that ground state DFT can reproduce the singlet excited state and (2)

verify the process, until which extent the reactivity results can be reliable to explain

the excited state behavior by comparing with experimental results. The reactivity

index calculation of the ground state and excited state has been performed on closed

systems such as methane, benzene and their chlorine substituted compounds.

A comparison was made between the geometry of ground state and the excited

state for those moieties through configuration interaction (CI) method with Austin

Model 1 (AM1) Hamiltonian over the optimized geometry of DFT at the ground

state. Results obtained through these two methodologies suggested that in terms of

polarizability and heat of formation, DFT can reproduces the trend of excited state

qualitatively. Again, those results can be further validated through UV spectral

numbers, generated using CI method. The reactivity index proposition based on

ground state was comparable with the excited state calculations and has potential to

simulate the available experimental numbers.

With this background in this review we will now talk about the basic theory of

the reactivity index including definitions of local and global softness along with

relative nucleophilicity and electrophilicity. We will as well cover the role of

response function in deriving the excited state reactivity index theory, followed
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by specific examples on chemical interactions with emphasis on cases where

molecular interactions are detrimental for a chemical process.

2 Theory

In density functional theory, hardness (�) is defined as [13]

� ¼ 1

2

d2E
dN2

� �
vðrÞ ¼ 1

2

dm
dN

� �
v; (4)

where E is the total energy, N is the number of electrons of the chemical species and

the chemical potential.

The global softness, S, is defined as the inverse of the global hardness (�):

S ¼ 1

2�
¼ dN

dm

� �
v: (5)

Using the finite difference approximation, S can be approximated as

S ¼ 1

IE� EAð Þ ; (6)

where IE and EA are the first ionization energy and electron affinity of the

molecule, respectively.

The Fukui function f(r) is defined by [14]:

f ðrÞ ¼ dm
dv

ðrÞ
� �

N

¼ drðrÞ
dN

� �
v

: (7)

The function “f” is thus a local quantity, which has different values at different

points in the species, N is the total number of electrons, m is the chemical potential

and v is the potential acting on an electron due to all nuclei present. Since r(r) as a
function of N has slope discontinuities, Eq. (4) provides the following three reaction

indices [14]:

f�ðrÞ ¼ drðrÞ
dN

� �
v� governing electrophilic attackð Þ;

fþðrÞ ¼ drðrÞ
dN

� �
vþ governing nucleophilic attackð Þ;

f 0ðrÞ ¼ 1

2
fþðrÞ þ f�ðrÞ½ � for radial attackð Þ:
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In a finite difference approximation, the condensed Fukui function [14] of an

atom, say x, in a molecule with N electrons is defined as:

fxþ ¼ qxðN þ 1Þ � qxðNÞ½ � for nucleophilic attackð Þ; (8)

fx� ¼ qxðNÞ � qxðN � 1Þ½ � for electrophilic attackð Þ;
fx0 ¼ qxðN þ 1Þ � qxðNÞ½ �

2
for radical attackð Þ;

where qx is the electronic population of atom x in a molecule.

The local softness s(r) can be defined as

sðrÞ ¼ drðrÞ
dm

� �
v

: (9)

Equation (6) can also be written as

sðrÞ ¼ drðrÞ
dN

� �
v
dN
dm

� �
v

¼ f ðrÞS: (10)

Thus, local softness contains the same information as the Fukui function f(r) plus
additional information about the total molecular softness, which is related to the

global reactivity with respect to a reaction partner, as stated in HSAB principle.

Thus the Fukui function may be therefore is thought of as a normalized local

softness. Atomic softness values can easily be calculated by using Eq. (7), namely:

sx
þ ¼ qxðN þ 1Þ � qxðNÞ½ �S; (11)

sx
� ¼ qxðNÞ � qxðN � 1Þ½ �S;

s0x ¼
S qxðN þ 1Þ � qxðN � 1Þ½ �

2
:

In a recent work, Fitzgerald et al. [78] have shown that fractional charges as

opposed to continuum charges can reduce the error in Fukui Index values up to 5 %.

DFT is well-suited for use with noninteger occupations. Fractional occupations of

orbital are commonly employed in the use of charge smearing to improve self-

consistent field (SCF) convergence [79, 80]. Using fractional occupations, the

partial derivatives are approximated as

f�ðr_Þ ¼
@rðr_Þ
@N

 !
v

�

ffi 1

DN
rN þ Dðr_Þ � rðr_Þ
� �

; (12)

fþðr_Þ ¼ @rðr_Þ
@N

 !
v

þ
ffi 1

DN
rN þ Dðr_Þ � rðr_Þ
� �

: (13)
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There are some anomalous cases in which a specific atom shows both high

electrophilicity and nucleophilicity due to the limitation of various basis

set-dependent charge calculation procedures, and hence it is more appropriate to

rationalize this concept of relative electrophilicity/nucleophilicity. Relative nucle-

ophilicity is the nucleophilicity of a site relative to its own electrophilicity, and vice

versa for relative electrophilicity. The idea of relative nucleophilicity/electrophilic-

ity was first proposed by Roy et al. [81] to predict intramolecular reactivity

sequences of carbonyl compounds. We have used a similar ratio for the first time

to find the best di-octahedral smectite for nitrogen heterocyclics adsorption in terms

of intermolecular interaction [82] and as well for the adsorption property of para
and meta substituted nitrobenzene [83].

As the nuclear charge increases for a same number of electrons, the system become

harder and more polarizable. A many particle system is completely characterized by

total number of electrons (N) and the chemical potential v(r) while w and � describe the
response of the system when N changes at fixed v(r); the linear density response

function R(r, r0) depicts the same for the variation of v(r) for constant N [76]:

Rðr r0Þ ¼ rdðrÞ
dvðr0Þ
� �

N: (14)

This response function can be expressed as

Rðr r0Þ ¼ sðrÞsðr0Þ
S

� �
� sðr r0Þ; (15)

where s(r, r0), s(r) and S are the softness kernel, local softness, and global softness.

The linear response of the chemical species is measured in terms of static electric

dipole polarizability in presence of weak external electric field.

It is important to note that the Fukui function and the related quantities may not

provide proper reactivity trends for hard–hard interactions. Hard–hard interactions are

charge-controlled since they are ionic in nature, whereas soft–soft interactions are

frontier-controlled because of their covalent nature. The charge-based descriptors

would be better suited to tackle the hard–hard interactions. During an electrophile–

nucleophile interaction process, when two reactants approach each other from a large

distance, they feel only the effect of the global electrophilicity of each other and not its

local counterpart. Moreover, the numerical values of any condensed-to-atom quantity

and the resulting trends should be analyzed with caution as they are empirical in

nature owing to their dependence on the density partitioning scheme used.

3 Calculation Methodology

In the present study, all calculations have been carried out with DFT [84, 85] using

DMol3 code of Accelrys. A gradient-corrected functional BLYP [43, 86] and DNP

basis set [87] was used throughout the calculation. Basis set superposition error
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(BSSE) has also been calculated for the current basis set in nonlocal density

approximation (NLDA) and the theories for reactivity index calculations were

mentioned elsewhere in details [88]. Single-point calculations of the cation and

anion of each molecule at the optimized geometry of the neutral molecules were

also performed to evaluate Fukui functions as well as global and local softness. The

condensed Fukui function and atomic softness was evaluated using Eqs. (8) and

(11), respectively and the gross atomic charges were evaluated by the technique of

electrostatic potential (ESP) driven charges. Geometries were optimized using

analytic gradients and an efficient algorithm, which used delocalized internal

coordinates so that the change of energy and the change of the maximum force

was 2 � 10�5 Ha, and 0.004 Ha/Å, respectively. The studied molecule with a fixed

symmetry was subjected to the electric field of 0.02 Hartree/Bohr parallel to the

planar direction of the molecule. A field of ~1 V/Å has been applied to the

molecules to calculate the response function.

Local Fukui Functions and global Softness were computed by finite differences

with DN ¼ 0.01, 0.1 and 1.0. For each system, the DFT energy was converged to

self-consistency. Atomic point charges were computed as described below. The SCF

calculation was repeated using charges of DN ¼ 0.01, 0.1 and 1.0, and the atomic

point charges were again computed, and condensed FFs were evaluated. DMol3, the

program employs partition functions to divide space into regions associated with an

atomic centre. Atomic charges were computed by integrating the charge density over

all grid points while applying an appropriate partition function [78]:

qHk ¼ Zk �
X
i

rðr_iÞ rkðr
_
iÞ

rTðr_iÞ
; (16)

where Zk is the nuclear charge and r is the charge density of the isolated atom k,

rTðr^iÞ ¼
X
j

rjðr^iÞ: (17)

The sum over i runs over all numerical integration points in the molecule and the

sum over j includes all atoms. This yields the Hirschfield atomic charges. We

designate this type of atomic charge as qHk .

4 Application Examples

The reactivity index theory has been developed for the cause of chemical bonding

and hence applied to all branches of chemical activity. There are different forms of

describing the reactivity index, where the idea is to find the donor/acceptor capa-

bility of an atom present in a molecule interacting with another molecule or the

interaction is within itself. This is the main concept, now depending on the

interaction that is taking place; one can look into local softness of the atom,

which is approaching the other interacting species or the group of atoms together
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approaching the active site. It has also been mentioned that if one wishes, one can

describe the interaction between atoms for an intermolecular interaction through

the concept of an equilibrium using the idea of reactivity index. Hence the concept

reactivity index tells you the activity of atom center and its capability to interact

with other species in its localized/nonlocalized neighbor. In recent years, various

applications of reactivity index theory and its detailed description were studied

[89]. According to the literature, two main issues are dealt with chemical reactivity

index: (1) the chemical reactivity theory approach and its application for resolving

chemical concern of importance within the helm of DFT and (2) application of DFT

on resolving structure–property relationship in catalysis, reactions, and small

molecules. With that background, this is the time again to show that how this

theory can be applicable to address issues in industry and our main concerned

industries are chemical, pharmaceutical, drug, semiconductor, and also polymers

where people wanted to design molecule or material for a specific inter- or

intramolecular interaction. Following are the few examples where chemical reac-

tivity index can efficiently apply to shade light on the chemical interactions and

rationalize scientific issues.

4.1 Scaling the Activity of Fluorophore Molecules

Anthracenes bearing aliphatic or aromatic amino substituent, which behave as

molecular sensors, have shown their potential to act as photon-induced electron

transfer (PET) systems. In this PET, the fluorophore moieties are responsible for

electron release during protonation and deprotonation. The principle of HSAB deals

with both intra- and intermolecular electron migration. It is possible to calculate the

localized properties in terms of Fukui functions in the realm of DFT and thus

calculate and establish a numerical matchmaking procedure that will generate an a

priori rule for choosing the fluorophore in terms of its activity. We calculated the

localized properties for neutral, anionic, and cationic systems to trace the course of

the efficiency. A qualitative scale is proposed in terms of the feasibility of intramo-

lecular hydrogen bonding. To investigate the effect of the environment of the

nitrogen atom on protonation going from mono- to diprotonated systems the partial

density of states has been calculated and compared the activity sequence with

reactivity indices. The results show that location of the nitrogen atom in an aromatic

ring does not influence the PET, but for aliphatic chains it plays a role. Furthermore,

the protonation/deprotonation scenario has been explained. The results show that

the reactivity indices can be used as a suitable property for scaling the activity of

fluorophore molecules for the PET process [73].

4.2 Adsorption of Ozone-Depleting Chlorofluorocarbons

Adsorption of ozone-depleting chlorofluorocarbons (CFC) over zeolite is of major

global environmental concern. To investigate the nature of CFCs including fluoro,
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chlorofluoro, and hydrofluoro/chloro carbons (CF4, CF3Cl, CF2Cl2, CFCl3, CHF3,

CHCl3) adsorption first-principle calculation was performed on faujasite models

[88, 89]. Experimentally it is observed that separation of halocarbons is possible

using Na–Y, though the cause is unknown. Reactivity index within the realm of

HSAB principle was used to monitor the activity of the interacting CFCs using DFT

to propose a qualitative order. The importance of both H-bonding and cation–F–Cl

interactions in determining the low-energy sorption sites were monitored and

rationalized. The host–guest interactions show a distinctive difference between

the adsorption phenomenon between H–Y and Na–Y and as well for Cl and F. It

is observed that Cl has more favorable interaction with hydrogen of H–Y compared

to Na–Y and for F, the situation is reversed. To validate this trend periodic

optimization calculations were performed. The interaction energy as obtained

matches well with the reactivity index order resulted from cluster calculations.

This study is a combination of DFT and periodic calculation to rationalize the

electronic phenomenon of the chemical interaction process.

4.3 Designing of Stable Clay Nano-Composite

Resorcinol forms a novel nano-composite in the interlayer of montmorillonite. This

resorcinol oligomer is stable inside the clay matrixes even above the boiling point

of the monomer. A periodic ab initio calculation was performed with hydrated and

nonhydrated montmorillonite before and after intercalation of resorcinol [90]. For

the most feasible dimer- and tetramer-shaped oligomer of resorcinol, the intramo-

lecular and intermolecular hydrogen bonding feasibility has been tested using the

DFT-BLYP approach and the DNP basis set in the gas phase and in the presence of

aqueous solvent. After locating the active site through Fukui functions within the

realm of the HSAB principle, the relative nucleophilicity of the active cation sites in

their hydrated state has been calculated. A novel quantitative scale in terms of the

relative nucleophilicity and electrophilicity of the interacting resorcinol oligomers

before and after solvation is proposed. Besides that, a comparison with a hydration

situation and also the strength of the hydrogen bridges have been evaluated using

mainly the dimer and cyclic tetramer type oligomers of resorcinol. In terms of

localized reactivity index, the same atomic center of the resorcinol molecule

produces the maximum electrophilicity and nucleophilicity. The electrophilicity

is increasing after hydration and favors the interaction with the clay lattice with

higher nucleophilicity. The monomers of resorcinol therefore can combine in the

presence of water. As the monomers combine to form dimers or higher oligomers,

their activity toward interaction with the clay interlayer increases. Localized reac-

tivity calculation thus can propose the path of the interaction and its feasibility.

Using periodic ab-initio calculations, the formation mechanisms were traced: (1)

resorcinol molecules combine without any interaction with water or (2) resorcinol

oligomerizes through water. Both the mechanisms are compared and the effect of

water on the process is elucidated. The results show that resorcinol molecules
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combine after hydration only and hence they are stable at higher temperature. The

fittings of the oligomers were also tested as well by periodic calculation to compare

the stability of the oligomers inside the newly formed clay nanocomposite.

4.4 Effect of Dopants on Bronsted and Lewis Acid Site

The influence of both bivalent and trivalent metal substituent from a range of metal

cation (Co, Mn, Mg, Fe, and Cr) on the acidic property (both Brönsted and Lewis)

of metal-substituted aluminum phosphate MeAlPOs is monitored [91]. The influ-

ence of the environment of the acid site is studied both by localized cluster and

periodic calculations to propose that the acidity of AlPOs can be predictable with

accuracy so that AlPO material with desired acidity can be designed. A semiquan-

titative reactivity scale within the domain of HSAB principle is proposed in terms

of the metal substitutions using DFT. It is observed that for the bivalent metal

cations Lewis acidity linearly increases with ionic size, whereas the Brönsted

acidity is solely dependent on the nearest oxygen environment. Intramolecular

and intermolecular interactions show that once the active site of the interacting

species is identified, the influence of the environment can be prescribed. Mg+2-

doped AlPO-34 exhibits highest Brönsted acidity, whereas Cr+3-doped species

shows lowest acidity. Fe+2–Fe+3-doped AlPO-34 shows highest Lewis acidity,

whereas Mn+2, Mg+2 shows lowest acidity.

The cluster calculations were formed on localized cluster generated from the

AlPO-34 structure with the terminal Al or P. Two independent clusters of the

formula (1) M+2AlP2O12H9 and (2) M+3AlP2O12H8 generated by replacing one P

by a M2+ or M3+ to represent the bivalent and trivalent dopant incorporated clusters

respectively as shown in Fig. 1. The proton is included at the bridging oxygen

where the dopant is incorporated for electrical neutrality for bivalent substitution.

The terminal Al or P was replaced by hydrogen at that distance to mimic the real

situation. It is observed that for the bivalent dopants the local environment is a

distorted tetrahedral. For all the cases the M–OH distance is the longest. The M–O

distances are considerably longer than the Al–O distance when the AlPO material is

undoped, showing that the dopants introduce a considerable amount of distortion in

the system. There is a drastic change in the M–O–P and angle values, ~1350

compared to the Al–O–P ~1480, which show that the observed structural distortion

is not local and can be propagated beyond the nearest neighbor to the undoped

region, which is in sharp contrast to the earlier results of Saadoune et al. [92]. To

correlate the activity of dopants, hence we performed localized reactivity index

calculation for the bivalent dopants using M+2AlP2O12H9 cluster. The Fukui func-

tion and local softness for the hydroxyl proton is presented both in terms of

nucleophilic and electrophilic activity. Relative electrophilicity (sx
+/sx

�) and rela-

tive nucleophilicity (sx
�/sx

+) can be defined as the electrophilicity of any site as

compared to its own (nucleophilicity for the first term and vice versa). The results

are shown in Table 1. The cluster chosen was shown in Fig. 1.
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The results show that the relative nucleophilicity is highest for Mg2+ and is

lowest for Cr2+, which is opposite to the trend observed in terms of substitution

energy. Fukui functions were used to monitor the dopant’s activity in terms of

Lewis acidity. For bivalent cation this order is totally different form the order

obtained in terms of substitution energy and that obtained from the Bronsted acidity

trend. For the trivalent dopant the highest and the lowest is for Mn3+; the results

match with the trend of substitution energy. The trend for Bronsted acidity is

Cr2+ < Mn2+ < Fe2+ < Co2+ < Mg2+, whereas the trend for Lewis acidity mainly

for trivalent metal dopant is Fe3+ > Co3+ > Cr3+ > Mn3+. This optimistic result

Fig. 1 Two independent

cluster with the formula

(a) M+2AlP2O12H9 and

(b) M+3AlP2O12H8 to

represent the bivalent and

trivalent dopant incorporated

clusters

Table 1 Local softness and relative nucleophilicity for the bivalent dopants calculated in terms of

the hydroxyl proton using ESP charges by DFT to monitor Bronsted acidity trend

Metal ion sx
+ sx

� sx
+/sx

�

Mg2+ 0.20 0.53 2.555

Mn2+ 0.37 0.32 1.156

Cr2+ 0.43 0.44 0.977

Co2+ 0.53 0.36 1.478

Fe2+ 0.53 0.44 1.204
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encourages us to monitor a mixed valence situation, which may ideally exist during

calcinations for the cations with variable oxidation state.

4.5 Effect of Solvation on the Interaction of Chromophore

Amino-functional silanol surface is mostly used for the immobilization of inorganic

ions, molecules, organic, or biochemical molecules onto the mesopore surface. In

analytical chemistry, the metal ion uptake was visualized through colorimetric

sensors using chromophore molecules. One needs to know the structure–property

correlation between the chromophore and silylating agent while choosing chromo-

phore, which is very important to design the sensors. We have used two chromo-

phores representative of hydrophobic and hydrophilic type and used density

functional calculation on all the interacting molecules in both the unsolvated

phase and solvated medium within the domain of HSAB principle to look at the

localized activity of the interacting atoms of these reacting molecules to formulate a

rule to choose the best chromophore. The mechanism of interaction between

chromophore and the silylating agent has also been postulated. The results were

compared with experiment and it is observed that solvation plays a detrimental role

in the binding of chromophore with silylating agent. The results also show that the

range of reactivity index can be used as a suitable property to scale activity of

chromophore molecules suitable for the sensing process. It is observed that the

hydrophobic chromophore binds stronger with both the metal and the silylating

agent whereas for the hydrophilic one, it binds only with the silylating agent when

solvated and in all cases the metal ion binding is weaker compared to that of the

hydrophobic one [93].

In terms of global softness the order of activity for the chromophores both when

solvated and unsolvated is as follows: PAR > ZINCON. PAR shows much higher

global softness than ZINCON, even compared to that of TMAC. In terms of dipole

moment ZINCON shows greater hydrophilicity compared to TMAC when

unsolvated. But TMAC is more hydrophilic than the ZINCON when solvated. At

the same time it shows the greater hydrophobicity for PAR. We will now compare

the atomic center of the silylating agent with highest relative electrophilicity/

nucleophilicity to match with the counter active atom from chromophore with

highest nucleophilicity/electrophilicity for pseudo bond formation. Based on

these results one can foresee the interaction between the molecules as shown in

Fig. 2 to propose the intramolecular chemical interaction.

4.6 Prediction of Interaction Between Metal Clusters with Oxide
Surface

The HSAB principle classifies the interaction between acids and bases in terms of

global softness. In last few years, the reactivity index methodology is well
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established and had found its application in a wide variety of systems. This study

deals with the viability of the reactivity index to monitor metal–cluster interaction

with oxide. Pure gold cluster of a size between 2 and 12 was chosen to interact with

clean alumina (100) surface. A scale was derived in terms of intra- and intermolec-

ular interactions of gold cluster with alumina surface to rationalize the role of

reactivity index in material designing [94].

We have calculated the relative nucleophilicity and electrophilicity for the

clusters in the middle of the table, left hand side is for pure clusters and right

hand side is for the clusters adsorbed over alumina surface.

Fig. 2 Interaction between

N-trimethoxysilylpropyl

N,N,N-trimethyl ammonium

chloride (TMAC) and

4-(2-pyridylazo)-resorcinol

(PAR). (a) Unsolvated.

(b) Solvated
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From the results of Table 2 it is observed that the relative electrophilicity

decreases with increase in the cluster size. That means that intramolecular interac-

tion decreases with increase in cluster size as also justified by localized directive

Fukui function numbers from the same table. The relative nucleophilicity really

produces a very opposite trend with alumina clusters. The activity is increasing with

the size now, which is just opposite to the trend for the pure gold cluster activity.

This proposes that the clusters with bigger size will remain active after adsorbing

over alumina surface.

4.7 Study on CDK2 Inhibitors Using Global Softness

The reactivity index is as well popular in pharmaceutical and drug applications. In

particular, one problem of drug design is that one has to synthesize and screen

thousands, sometimes millions, of candidate chemicals in developing one success-

ful drug. There was a very successful study with reactivity index long back on

human immunodeficiency virus (HIV) [95]. The cyclin-dependent kinases (CDKs)

are a class of enzymes involved in the eukaryotic cell-cycle regulation.

A recent theoretical study on a series of CDK2 inhibitors used a set of global

reactivity indices defined in terms of the density of states [96]. The related series

were classified on the basis of the correlations obtained for the complete set of

compounds and the sites targeted within the active site of CDK2. The comparison

between the biological activity and the electronic chemical potential obtained

through Fermi level yields poor results, thereby suggesting that the interaction

between the hinge region of CDK2 and the ligands may have a marginal contribu-

tion from the charge transfer component. The comparison between the biological

activity and global softness shows a better correlation, suggesting that polarization

effects dominate over the CT contribution in the interaction between the so-called

hinge region and the ligand. This result is very encouraging to show that the role of

reactivity index in the intermolecular interaction, which can be further extrapolated

to the intermolecular region to study the occupied states.

Table 2 The relative electrophilicity and nucleophilicity of the individual atom centers in the

gold cluster (left) before adsorption and the gold cluster after adsorption over alumina surface

(right)

sx
+/sx

� sx
�/sx

+ M sx
+/sx

� sx
�/sx

+

9.23 0.30 Au5(Td) 3.79 0.26

7.56 0.67 Au5(C4V) 3.73 0.27

6.91 0.14 Au6 4.43 0.22

5.38 0.18 Au7 4.11 0.24

5.30 0.19 Au8 5.36 0.19

5.76 0.17 Au9 6.86 0.15

5.66 0.15 Au10 8.71 0.11

5.37 0.16 Au11 11.51 0.09

5.17 0.11 Au12 15.00 0.07
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4.8 Molecular Interaction in Polymerization Reaction

Indeed, despite its many good characteristics, such as its long lifetime and the fact

that this material is easy to process, the low thermal stability of PVC caused by the

occurrence of side reactions in the polymerization process remains a problem.

These side reactions lead to structural defects within the polymer, which have a

great impact on the characteristics of the product. Better insight into the mechanism

of these side reactions and their degree of reversibility would be helpful for

improving the industrial production processes or, for PVC in particular, to reduce,

for instance, the addition of environment-affecting thermal stabilizers during

processing. A detailed investigation of the kinetic irreversibility–reversibility con-

cept is presented on the basis of the analysis of four side reactions occurring in the

polymerization of poly(vinyl chloride), the intramolecular 1,5- and 1,6-backbiting

and 1,2- and 2,3-Cl shift side reactions. Density functional theory-based reactivity

indices combined with an analysis of the reaction force are invoked to probe this

concept. The reaction force analysis is used to partition the activation and reaction

energy and characterize the behavior of reactivity indices along the three reaction

regions that are defined within this approach. It has been observed that in the

reactant and product regions mainly geometric rearrangements take place, whereas

in the transition state region changes in the electronic bonding pattern occur; here

most changes of the electronic properties are observed. The kinetic irreversibility–

reversibility of the reactions is confirmed and linked to the differences in the Fukui

function and dual descriptor of the radical centers associated with the initial and final

species [97].

Allyl monomers are known as poor monomers to yield high molecular weight

polymers via polymerization reactions [98]. The abstraction of the reactive allylic

hydrogen of the monomer causes chain transfer reactions, which yield decreased

molecular weight polymers [99]. Although allyl compounds are not good

monomers for polymerization, their difunctional analogs can be polymerized

through cyclopolymerization. In a recent work [100], various descriptors, defined

within the framework of density functional theory (DFT), are used to explain the

regioselectivity of the radical cyclizations preceding the intermolecular propaga-

tion step in the cyclopolymerization reactions. The transition states and the activa-

tion barriers for both the exo and the endo modes of the cyclization for a number of

diallyl radicals are determined. An alternative and recently introduced energy

decomposition of the activation barriers is used to investigate the steric effect in

the cyclizations. Next, the non-spin-polarized and spin-polarized Fukui functions

for a radical attack on the radical conformer minima close to the transition state are

computed, in analogy with an earlier study of De Proft et al. [101, 102]. The

reactive conformations of the radicals (designated as the reactive rotamers, not

the structures corresponding to the global minima) are used for the calculation of

the reactivity indices [103]. The regioselectivity in the cyclopolymerization of

diallyl monomers is investigated using DFT-based reactivity indices. In the first

part, the experimentally observed mode of cyclization (exo versus endo) of 11
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selected radicals involved in this process is reproduced by the computation of

activation energies, entropies, enthalpies, and Gibb’s free energies for the five-

and six-membered cyclization reactions. The application of a recently proposed

energy partitioning of the activation barriers shows that the regioselectivity cannot

be explained by the steric effect alone. Next, a number of relevant DFT-based

reactivity indices, such as nonspin-polarized and spin-polarized Fukui functions,

spin densities, and dual descriptors, were applied to probe the role of the polar and

stereoelectronic effects in this reaction. The dual descriptor has been found to

reproduce best the experimental trends, confirming the important role of the

stereoelectronic effects.

The derivative of the Fukui function with respect to the number of electrons is

the so-called dual descriptor of chemical reactivity, f (r) [104],

f ðrÞ ¼ @f ðrÞ
@N

� �
v ¼ fþðrÞ � f�ðrÞ:

Among other things, the dual descriptor is useful for casting the famous

Woodward–Hoffmann rules for pericyclic reactions in conceptual DFT [105]. f(r)
will be positive in regions of a molecule that are better at accepting electrons than

they are at donating electrons, whereas f(�)(r) will be negative in regions that are

better at donating electrons than they are at accepting electrons. It is then stated

that favorable chemical reactions occur when regions that are good electron

acceptors (f(r) > 0) are aligned with regions that are good electron donors

(f(r) < 0) [105].

4.9 Gas Sensor with Single-Wall Carbon Nanotube

In this part, we wish to explore interatomic interaction as well intramolecular

interaction through the center of activity. Since the discovery of the structure of

carbon nanotubes (CNTs) or single-walled nanotube (SWNT), much effort has been

devoted to finding uses of these structures in applications ranging from filed-emission

devices to other nano-devices [106, 107]. Kong et al. [108] proposed for the first time

the use of CNTs as gas sensors. Experimental data have shown that transport

properties of SWNT change dramatically upon exposure to gas molecules at ambient

temperature [109]. Main advantage of the open SWNT bundles is that they provide a

larger number of adsorption sites. As a result, the adsorption capacity is significantly

increased and several new structures and phase transitions were observed [110]. A

recent study of Andzelm et al. [111] indicate that the semiconducting SWNTs can

serve as gas sensors for several gases like CO, NH3, H2, etc. However, NH3 shows an

intriguing behavior compared to other gasses. NH3 molecule can bind weakly with

CNTs, yet can change the conductance significantly. This discrepancy was explained

by assuming that the NH3 binds at defects. For a semiconducting SWNT exposed to

200 ppm of NO2, it was found that the electrical conductance can increase by three
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orders of magnitude in a few seconds. On the other hand, exposure to 2 % NH3

caused the conductance to decrease up to two orders of magnitude [112]. Sensors

made from SWNT have high sensitivity and a fast response time at room temperature,

which are important advantages for sensing applications. We have studied the

interaction of CNT with different gas molecules such as O2, N2, H2, CO2, NO2 to

have an understanding of the adsorption behavior of the selected gases in defect-free

CNT. We will as well focus on to figure out the effect of variation in the conductance

with gas sorption by applying external electric field.

It is very difficult to obtain conductance by quantum mechanical calculation as it

will be very much CPU intensive, but measurement of conductance is an utmost

important parameter to prove the efficiency of the nanotubes as gas sensors, which

is the experimental way of measuring sensors. Thus, a method was developed by

calculating the change in the reactivity index before and after the application of the

reaction field. The reactivity index provides information about the activity of the

gas molecules over SWNT, if the activity changes then the sensing behavior will

change [113]. This is a simplistic approach, which is cost-effective to new material

design for the sensor industry.

4.10 Excited State Reactivity Index

This study aims to use the concept of ground-state reactivity index formalism

within density functional theory (DFT) to predict the behavior of the excited state

through the response function produced by weak electric field on chlorinated

methanes and chlorinated benzenes. A comparison was made between the geometry

of ground state and the excited state for those moieties through configuration

interaction (CI) method with Austin Model 1 Hamiltonian over the optimized

geometry of DFT at the ground state. Results obtained through these two

methodologies suggested that in terms of polarizability and heat of formation,

DFT can reproduce the excited state qualitatively. Again, those results can be

further validated through UV spectral data, generated using CI method. The

reactivity index proposition at ground state shows the potential of DFT to simulate

excitation [114].

Primarily, to calculate the reactivity index at the ground state of both the closed

systems; methane (CH4) and benzene (C6H6) along with their chlorine-substituted

compounds are chosen because methane and benzene is the doorway of the

understanding of the properties of larger aliphatic and aromatic compound, respec-

tively. A systematic substitution of hydrogen for both the moieties (methane and

benzene) by chlorine was performed to get all the chlorine-substituted products

until CCl4 and C6Cl6, respectively. At first, those molecules are optimized with

DFT at their neutral state and as well as cationic and anionic forms. The reactivity

index values and the relative reactivity indices for individual centers of the series of

chlorine-substituted methane and benzene-related compounds were computed.

These molecules with the optimized structure were then subjected to the weak

electric field to get the response function, followed by CI calculation with
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semi-empirical Hamiltonian. The mean polarizability, ionization potential, relative

reactive indices, response function and heat of formation as obtained from DFT

ground state calculation are compared to the CI excited state. The linear response of

the electronic cloud of a chemical species to a weak external electric field is

measured in terms of the static electric dipole polarizability. The obtained results

were compared with the excited state results from regular CI method.

4.10.1 Absorption Spectra Calculations for Methane (CH4) Series

All the geometry of CH4 and chlorine-substituted CH4 structures are optimized with

DFT and then a PECI calculation has been performed. Consequently, the UV

spectra of these series of molecules were obtained. The UV spectral data were

compared with the experimental results.

4.10.2 Reactivity Index and Polarizability Calculation

for Methane (CH4) Series

The relative reactivity index is calculated, which is the electrophilicity of any site as

compared to its own nucleophilicity for the first term and vice versa [74]; for the

methane systems with varying amount of Chlorine replacing the hydrogen. The site

with highest sx
+/sx

� ratio is the most probable site to be attacked by a nucleophile, and

electrophilic attack is most feasible when sx
�/sx

+ ratio is highest. Those parameters

can be used for both intermolecular and intramolecular interactions. To accomplish

the change in the ground state activity of CH4 and its chlorine-substituted

compounds, the change of relative nucleophilicity and ionization potential (purely

ground state property) was calculated and shown in Fig. 3a. A steady decrease in the

relative nucleophilicity with the increasing chlorine substitution in the CH4 moiety

was observed, but there was no significant change in the ionization potential.

Then the polarizability through the response function was calculated using

Eqs. (14) and (15) by applying the weak electric filed. The results are shown in

Fig. 3b. Interestingly, a similar tendency in terms of polarizability as compared to

that of relative nucleophilicity was also found. It has to be mentioned that in

response function, a linear response of the electron cloud of a chemical species to

the weak external field has been measured in terms of the static electric dipole

polarizability, which was quite sensitive to the nature of the bonding, structure of

the cluster and eventually related to the ionization potential. To justify the observa-

tion of polarizability behavior of a system resulted from the application of weak

electric field, it was necessary to observe the polarizability changes in real excited

state with multiple excitations.

4.10.3 Reactivity Index and Polarizability Calculation for Benzene (C6H6)

Series

A steady decrease in the relative nucleophilicity with the increase of chlorine in the

benzene moiety has been recognized. However, in contrast to the CH4 series there
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was no significant change in ionization potential with the increasing substitution of

the chlorine observed. Moreover, the polarizability in terms of the response func-

tion gives a qualitative similarity as that of the relative nucleophilicity.

4.10.4 Comparison of Ground State and Excited State Reactivity Indices for

Methane (CH4) Series

In this communication we have so far performed ground state reactivity index

calculation, excited state calculation with CI method whose credibility is validated

Fig. 3 (a) The relative nucleophilicity and ionization potential for the methane series with

increase in the chlorine content. (b) The change in polarizability and ionization potential for the

methane series with increase in the chlorine content, by applying electric field at the ground state
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with absorption spectral results and as well we have calculated polarizability using

the electric field, keeping the goal to see can DFT will be able to reproduce the

exited state behavior for the chosen small molecule here methane. To rationalize

this, one would expect that reactivity index being a localized parameter should be

compared between ground and excited state. The calculated reactivity indices both

at the ground state and excited state with two different methodologies are plotted in

Fig. 4. The behavioral change with respect to the carbon center present in CH4

suggested an excellent match between DFT method (ground state) and CI method

(excited state), even after the substitution of hydrogen by chlorine.

The test with methane and benzene analogous prove the hypothesis that DFT

ground state can produce rationale numbers in excitation which can be comparable

with excited state results by CI method. This methodology can now be extrapolated

to a reasonable size system specifically for solar cell application with dye sensitized

excitations with reasonable accuracy and in a faster calculation time with simple

LCAO type DFT methodology.

5 Conclusion

In this review we have revisited the reactivity index theory from HSAB principle

within the domain of DFT. We have presented an overview of the reactivity index

theory from concept to industrial application. We have demonstrated that a theory

within the DFT domain based on the theory of electronegativity and explored in the

realm of electron affinity and ionization potential is capable to deliver a simple

Fig. 4 The relative nucleophilicity as obtained for the benzene series with increase in the chlorine

content for both ground state and excited state
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correlation to predict the intermolecular and intramolecular interaction. The theory

is unique and we are able to describe the origin of the theory and its development

down the years. If one can predict the localized interaction between interacting

species carefully, then it will be possible to rationalize many chemical phenomena.

We here have tried to share with you its capability through the various application

examples from the research of our group and as well some recent applications to

show that reactivity is an emerging area for material designing from nanocluster

through nanowire, nanotube to biomaterial applications. The examples are from all

different chemical interactions occurring between different molecular domains. We

have shown that the robustness of the theory in terms of its extendibility form

localized interaction, to global interactions and as well to a relative scale of

implementation. We also have explored the recent development of this theory in

excited state. One can therefore use this theory and the indices to rationalize

chemical bonding and hence will have the capability to prescribe interactions

detrimental for a success of chemical process. We conclude with an optimistic

note that the electrophilicity/nucleophilicity will grow from its current tremendous

predictive potential, in combination with the related property information for

chemical bonding like charge density, orbital overlap integrals, and therefore will

be adequate in developing a more expandable theory of chemical interaction

removing its limit to reactivity.
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