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Preface

These proceedings contain 27 contributed papers presented at the 16th East-European
Conference on Advances in Databases and Information Systems (ADBIS 2012),
held on September 18–21, 2012, in Poznań, Poland.

The ADBIS 2012 conference continues the series of ADBIS conferences orga-
nized every year in different countries of Eastern and Central Europe, beginning
in St. Petersburg (Russia, 1997), Poznań (Poland, 1998), Maribor (Slovenia, 1999),
Prague (Czech Republic, as a joint ADBIS-DASFAA conference, 2000), Vilnius
(Lithuania, 2001), Bratislava (Slovakia, 2002), Dresden (Germany, 2003), Budapest
(Hungary, 2004), Tallinn (Estonia, 2005), Thessaloniki (Greece, 2006), Varna (Bul-
garia, 2007), Pori (Finland, 2008), Riga (Latvia, 2009), Novi Sad (Serbia, 2010),
and Vienna (Austria, 2011). The main objective of the series of ADBIS confer-
ences is to provide a forum for the dissemination of research achievements as well
as to promote interaction and collaboration between the database and information
systems research communities from Central and East European countries and the
rest of the world. The conferences are initiated and supervised by an international
Steering Committee, which consists of representatives from Armenia, Austria, Bul-
garia, Czech Republic, Greece, Estonia, Finland, Germany, Hungary, Israel, Latvia,
Lithuania, Poland, Russia, Serbia, Slovakia, Slovenia, Ukraine, and Italy.

The ADBIS 2012 conference attracted 122 paper submissions from Algeria,
Argentina, Belgium, Bosnia and Herzegovina, Brazil, Colombia, Czech Republic,
Egypt, Estonia, Finland, France, FYR Macedonia, Germany, Greece, Hungary, In-
dia, Iran, Italy, Japan, Latvia, Poland, Romania, Russia, Slovakia, Spain, Sweden,
Sultanate of Oman, The Netherlands, Tunisia, UK, and USA. In a rigorous review-
ing process the international program committe of 74 members from 31 countries
selected 32 contributions for publishing in a separate volume of proceedings by
Springer-Verlag in the Lecture Notes in Computer Science series and 27 contri-
butions for publishing in this volume. Topically, the selected papers cover a wide
spectrum of topics in the database and information systems field, including database
theory, database architectures, query languages, query processing and optimization,
design methods, data integration, view selection, nearest neighbor searching, an-
alytical query processing, indexing and caching, concurrency control, distributed
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systems, data mining, data streams, ontology engineering, social networks, multi-
agent systems, business processes modeling, knowledge management, and applica-
tion oriented topics like RFID, XML, and data on the web.

Additionally, ADBIS 2012 aimed to create conditions for experienced researchers
to impart their knowledge and experience to the young researchers participating at
the Doctoral Consortium organized in association with the ADBIS 2012 confer-
ence. Moreover, this year, the 6 following workshops associated with the confer-
ence were organized: GPUs in Databases (GID), Mining Complex and Stream Data
(MCSD), OAIS: Ontologies meet Advanced Information Systems, Second Work-
shop on Modeling Multi-commodity Trade: Data models and processing (MMT),
Social Data Processing, Social and Algorithmic Issues in Business Support. The ac-
cepted workshop papers were published in a separate volume by Springer-Verlag in
the Advances in Intelligent Systems and Computing series.

We would like to express our thanks to all people who contributed to the success
of ADBIS 2012. We thank the authors, who submitted papers to the conference, the
program committee members and external reviewers for ensuring the quality of the
scientific program. We thank the colleagues of our universities for their help in the
conference and workshops organization, all members of the local organizing team
in Poznań for giving their time and expertise to ensure the success of the conference.
We express our gratitude to Alfred Hofmann, from Springer-Verlag, for accepting
these proceedings for the LNCS series and to Professor Janusz Kacprzyk, from
the Polish Academy of Sciences, for accepting the short contributions and work-
shops proceedings in the Advances in Intelligent Systems and Computing series.
We thank the Steering Committee and, in particular, its chair, Leonid Kalinichenko,
for their help and guidance. Last but not least, we thank the Sponsors and Suporters
of our conference, including: Allegro Group, the City of Poznań, IBM, Roche,
Microsoft, Targit, Samsung, Edge Solutions, ITelligence. Without their financial
support the high quality of the conference proceedings and events would not be
possible to achieve.

September 2012 Tadeusz Morzy
Theo Härder

Robert Wrembel
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Reduction Relaxation in Privacy Preserving
Association Rules Mining

Piotr Andruszkiewicz

Abstract. In Privacy Preserving Association Rules Mining, when frequent sets are
discovered, the relaxation can be used to decrease the false negative error compo-
nent and, in consequence, to decrease the number of true frequent itemsets that are
missed. We introduce the new type of relaxation - the reduction relaxation that en-
able a miner to decrease and control the false negative error for different lengths of
frequent itemsets.

1 Introduction

One task in Privacy Preserving Association Rules Mining is to discover associations
which are present in an original database based on a distorted database. In this task
parameters of the distortion procedure used to modify the original database as well
as the distorted database are known, however, a miner does not have an access to
the original database.

In order to find frequent sets based on a distorted centralised database, the MASK
[4] scheme can be used. This scheme estimates the original support of candidate
itemsets based on a counted support of itemsets or itemsubsets and parameters of a
distortion procedure. Unfortunately, in the results provided by the MASK scheme
there are itemsets which were assumed to be frequent in an original database but
their are not and itemsets which were assumed to be infrequent in an original
database but they really are. The first set is called false positive and the second
is false negative component. Even with the usage of MMASK [3], which is the opti-
misation for MASK that eliminates exponential complexity in estimating a support
of an itemset with respect to its cardinality and improves the accuracy of the results,
itemsets incorrectly assumed to be frequent exist.

Piotr Andruszkiewicz
Institute of Computer Science, Warsaw University of Technology, Poland
e-mail: P.Andruszkiewicz@ii.pw.edu.pl

T. Morzy et al. (Eds.): Advances in Databases and Information Systems, AISC 186, pp. 1–8.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013
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2 P. Andruszkiewicz

One method of decreasing of the false negative component in MASK is the re-
laxation proposed in [4], which marginally relaxes a minimum support threshold at
the beginning of the process of frequent itemsets mining. In this paper we apply this
relaxation to the MMASK scheme and propose the new type of relaxation, i.e., the
retention relaxation. Moreover, we combine these two types of relaxations for the
MMASK scheme.

The proposed retention relaxation combined with the relaxation enable a miner to
decrease and control the false negative component for different lengths of frequent
itemsets discovered during the process of association rules mining.

2 Related Work

A framework for mining association rules from a centralised distorted database was
proposed in [4]. A scheme called MASK attempts to simultaneously provide a high
degree of privacy to a user and retain a high degree of accuracy in the mining results.
To address efficiency, several optimisations for MASK were originally proposed in
[4]. In [3] we proposed MMASK optimisation for MASK, which breaks exponential
complexity in estimating a support of an itemset with respect to its cardinality. Not
only does this optimisation allow attributes to be randomised using different ran-
domisation factors, based on their privacy levels, but also allow attributes to have
different randomisation factors for each value; that is, when an item is present in an
original database and when it is not.

3 Relaxation

As the false negative error causes the mining process to miss some frequent itemsets,
it is possible to use an effect of marginally relaxing minimumSupport to reduce
this problem. The relaxation proposed in [4] can decrease the false negative error
component and, in consequence, decrease the number of true frequent itemsets that
are missed. As a result of the relaxation the false positive error components goes
up, inevitably attracts not frequent sets. The relaxation can be also applied to the
MMASK scheme.

Let relax be the parameter of the relaxation, for instance, relax = 0.02 = 2%.
The relaxed minimum support (minimumSupport ′) is calculated as follows:

minimumSupport ′ =
minimumSupport

1+ relax
=

minimumSupport
1+ 0.02

.

As the relaxation enables a miner to decrease the false negative component for all
levels; that is, the length of the itemsets without the differentiation for a particular
level, we propose to introduce the reduction relaxation. This approach bases on that
the relaxation is repeated every time the reduction of the distorted transaction set
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is performed and allow a miner to control the false negative for different lengths of
itemsets.

The reduction relaxation has the rrelax parameter, which is used to relax the
minimum support every time the reduction in MMASK is performed. The modified
minimum support (minimumSupport ′) in the reduction relaxation is calculated as
follows:

minimumSupport ′ =
minimumSupport

1+ rrelax
.

Moreover, the rrelax parameter can have different values for each length of item-
sets or can be changed in a systematic way, e.g., by increasing it by a given param-
eter for each length of itemsets.

These two relaxations can be combined at the same time in the MMASK scheme,
we will call this scheme rMMASK. For combined relaxations, the modified mini-
mum support can be calculate as follows:

minimumSupport ′ =
minimumSupport

1+ relax+ k · rrelax
,

where k is equal to the number of times the reduction was performed.
We present the application of the both relaxations on the example of the

PPApriori-rMMASK algorithm, which utilises the rMMASK scheme in estimat-
ing itemsets support during generation of frequent itemsets candidates in Apriori
fashion manner (please refer to Algorithms 1, 2, 3).

We use the following notation to present PPApriori-rMMASK.

• Xm denotes candidate m-itemsets, which are potentially frequent.
• Fm are frequent m-itemsets based on estimations of original supports of itemsets.
• X [i] is the i-th item in the itemset X .
• X [1] · X [2] · X [3] · . . . · X [m] denotes m-itemset, which consists of X [1],X [2],

X [3], . . . ,X [m].
• T is the original data set.
• D is the data set distorted according to the MASK scheme and each item i is

distorted according to the matrix Mi.
• X .R is the reduced itemset of X .
• X .R.CD is the support vector field of the reduced itemset X .R in the distorted

data set D .
• X .R.CT is the support vector field of the reduced itemset X .R in the true data set.
• X .R.CT

j is the j-th element of the vector X .R.CT .
• X .R.CD

j is the j-th element of the vector X .R.CD.
• X .R.M is a M matrix for the reduced itemset X .R.
• X .R.M−1 is an inverted M matrix for the reduced itemset X .R.
• X .RF is the lexicographically first ancestor of the reduced itemset X .R.
• X .DR is the subset of transactions from the database D which support X .R with

a high probability.

The Privacy Preserved Apriori-rMMASK (PPApriori-rMMASK) algorithm for min-
ing frequent itemsets which uses rMMASK scheme (Algorithms 1, 2, 3) estimates
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Algorithm 1. The PPApriori-rMMASK algorithm, the apriori algorithm modified
to use the rMMASK scheme (i.e., MMASK and relaxation)

input: minimumSupport
input: D // binary distorted data set
input: rT hreshold, rT hreshold > 0
input: relax
input: rrelax
F1 ={1-itemsets which are frequent based on estimated original support of singletons;
that is, have estimated support greater than or equal to minimumSupport

1+relax }
for all X ∈ F1 do begin
X .DR = D
X .R = X

end
index = 1
currentRelax = relax // relaxation
for (m = 2;Fm−1 �= /0;m++) do begin
index++
Xm = aprioriGen(Fm−1) //generate new candidates
if index > rT hreshold then begin
for all X ∈ Xm do begin //choose the subset of transactions

X .DR = {O ∈ X .DR|O supports X .RF with a high probability in the true
database}

end
end
supportCount(Xm)

Fm = {X ∈ Xm|X .R.CT
2m−1 ≥ minimumSupport

1+currentRelax }
if index > rT hreshold then begin

index = 1
currentRelax = currentRelax+ rrelax // reduction relaxation

end
end
return

⋃
m Fm

original supports of candidate m-itemsets like the Apriori algorithm modified to use
MASK [3] and checks the minimal support condition with the relaxation equal to
the parameter rrelax, until m is less than or equal to rT hreshold. When m is greater
than rT hreshold, the relaxation is increased by the parameter rrelax and the support
of the m-itemset X is determined by estimating the support of a reduced itemset R
in the set DR of distorted transactions which support X \R, |X \R| = rT hreshold, in
the true database with a high probability.

The true supports for itemsets with higher length are estimated based on the trans-
action set DR ⊂ D until the length of a reduced itemset exceeds rThreshold. Then
a subset of transactions DR′ is chosen (by means of the CTS algorithm, for details
please refer to [3]) from the subset DR. The chosen transactions from the subset
DR′ support the subset X ′ \R′ of the itemset candidate X ′, |X ′ \R′| = rT hreshold,
X ⊂ X ′, with a high probability. The true support of the itemset X ′ is estimated as
the support of an itemset R′ in the subset of transactions DR′ . When the length of a
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Algorithm 2. The candidate generation algorithm for rMMASK
function aprioriGen(var Fm)
for all Y,Z ∈ Fm do begin
if Y [1] = Z[1]∧ . . .∧Y [k−1] = Z[k−1]∧Y [k]< Z[k] then begin

X = Y [1] ·Y [2] ·Y [3] · . . . ·Y [k−1] ·Y [k] ·Z[k]
X .DR = Y.DR
if index > rT hreshold then begin

X .RF = Y.R
X .R = Z[k]

end else begin
X .R = Y.R∪Z[k]

end
add X to Xm+1

end
end
for all X ∈ Xm+1 do begin
for all m-itemsets Z ⊂ X do begin
if Z �∈ Fm then delete X from Xm+1
end

end
return Xm+1

end

reduced itemset exceeds rThreshold, the reduction relaxation is performed; that is,
the current relaxation is increased by the rrelax parameter.

The true supports for longer candidate itemsets are estimated based on the trans-
action set DR′ until the length of a reduced candidate itemset exceeds rT hreshold.
Then the subset of transactions DR′′ is chosen (by means of the CTS algorithm [3])
and the reduction relaxation is performed once again.

Algorithm 3. The support count algorithm for rMMASK
procedure supportCount(var Xm)
for all transactions T ∈ D do begin
for all candidates X ∈ Xm do begin

if T ∈ X .DR then X .CD
j ++ // j is the number which has a binary form

// (in m digits) of X .R in the transaction T
end

end
for all candidates X ∈ Xm do begin

X .R.CT = X .R.M−1X .R.CD

end
end

The PPApriori-rMMASK algorithm generates candidates for frequent sets with
a given length in the Apriori-like fashion. In every iteration of candidates genera-
tion when the reduced itemset used to estimate an original support of a candidate
in the true database based on a support counted in distorted transactions exceeds
rT hreshold, the reduction of the set of transactions which is used to estimate an
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original support of the candidate is performed. Then, having estimated the origi-
nal supports of candidates, the relaxed minimum support condition is checked and
candidates which are not frequent are removed. Hence, the PPApriori-rMMASK al-
gorithm finds the itemsets with the estimated support greater than or equal to the
relaxed minimumSupport.

To sum up, the PPApriori-rMMASK algorithm finds frequent sets with relaxation
equal to the parameter relax, at the beginning. Then, if the length of the reduced
itemset is greater than rThreshold, the reduction is performed and the relaxation is
increased by the parameter rrelax (please refer to Algorithm 1). As the result of the
PPApriori-rMMASK algorithm, the itemsets with the estimated support greater than
or equal to relaxed minimumSupport are provided.

4 Experimental Evaluation

In this section, we present the results of the experiments conducted to check the in-
fluence of the relaxation on the accuracy of the MMASK scheme. We also compare
the results obtained for MASK. For the definitions of the used measures please refer
to [4] and [3].

We present the results of the experiments carried out on the chosen database (the
remaining results with similar patterns were not presented): a synthetic database,
T10I8D100kN100, generated from the IBM Almaden generator [1]. The data set
was created with parameters T=10 (the average size of the transactions), I=8 (the
average size of the maximal potentially frequent itemsets), D=100k (the number of
transactions), N=100 (the number of items). More information on a generator and
naming convention can be found in [1]). The data set contains about 100000 tuples
with each customer purchasing about ten items on average.

In our experiments we performed the comparison of the results for MASK and
MMASK without the relaxation, with the relaxation, the retention relaxation and
both relaxations applied simultaneously.

The first experiment was conducted on the synthetic set T10I8D100kN100 with
the distortion parameters of p = 0.5 and q = 0.87, and no relaxation to present the
results for the case without the relaxation, which we treat as a baseline. Basic Pri-
vacy [4, 2] for the given values of p and q is equal to 81%. We experimentally
chose rT hreshold to be equal to 3 and minimumSupport to 0.005. The results of
this experiment are shown in Table 1. The level, which corresponds to the consec-
utive iterations in Apriori-like algorithms, indicates the length of frequent itemsets,
|F0| indicates the number of frequent itemsets at a given level, |Fr| (|Frm|) shows
the number of mined frequent itemsets from the distorted database using MASK
(MMASK). The other columns are the measures defined in [4] and [3].

As shown in Table 1, MASK and MMASK lead to the high false negative error.
In order to reduce it, the relaxation can be used.

For rMASK and rMMASK compared to the case without the relaxation the sup-
port error is similar. The false negative error was smaller than without the relaxation.
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Table 1 The results of mining the frequent sets in the set T10I8D100kN100 with parameters
p = 0.5, q = 0.87, rThreshold = 3, minimumSupport = 0.005

Level |Fo| |Fr| ρr σ−r σ+r fr |Frm| ρrm σ−rm σ+rm frm
1 98 98 5.4 1.0 1.0 97 98 5.4 1.0 1.0 97
2 2522 2704 20.4 10.8 18.0 2250 2704 20.4 10.8 18.0 2250
3 10930 16780 37.5 25.9 79.5 8094 16780 37.5 25.9 79.5 8094
4 10185 22411 62.4 40.1 160.2 6098 7787 16.4 36.3 12.7 6490
5 2021 5810 115.9 57.9 245.4 851 1129 16.6 57.3 13.2 862
6 24 200 318.5 79.2 812.5 5 28 6.8 70.8 87.5 7

Table 2 The results of mining the frequent sets with both relaxations in the set
T10I8D100kN100 with parameters p = 0.5, q = 0.87, relax = 0.01, rrelax = 0.02, rThresh-
old = 3, minimumSupport = 0.005

Level |Fo| |Fr| ρr σ−r σ+r fr |Frm| ρrm σ−rm σ+rm frm
1 98 98 5.4 1.0 1.0 97 98 5.4 1.0 1.0 97
2 2522 2718 20.4 10.7 18.4 2253 2718 20.4 10.7 18.4 2253
3 10930 17000 37.5 25.7 81.2 8123 17000 37.5 25.7 81.2 8123
4 10185 22816 62.3 39.9 163.9 6123 8340 16.5 33.7 15.6 6756
5 2021 5925 115.3 57.6 250.8 857 1304 17.0 53.6 18.2 937
6 24 208 318.5 79.2 845.8 5 35 8.0 66.7 112.5 8

As a negative result of the relaxation, the false positive error was higher. Lower min-
imum support causes the number of discovered frequent sets (true frequent sets also)
to grow.

The support error and identity errors for 5% reduction relaxation were quite sim-
ilar compared to 5% relaxation in our experiments. f measure for levels 1-3 was
lower because the reduction relaxation works for levels higher than rT hreshold.
However, for levels 4-6 f measure was almost the same for both types of the relax-
ation. Second difference was that the reduction relaxation have not influenced the
original MASK scheme.

Both relaxations can be combined. The results with 1% relaxation and 2% reduc-
tion relaxation are shown in Table 2. This combined relaxation is not as strong as the
5% relaxations we have tested - the number of correctly discovered frequent item-
sets was lower compared with both 5% relaxation applied separately for MMASK
and levels 4-6.

By combining relaxations, we can control the number of discovered frequent
itemsets of particular length. The higher relaxation results in more discovered fre-
quent itemsets for all lengths of itemsets. The reduction relaxation applied on a
particular level makes the number of discovered frequent itemsets higher for this
and higher levels.

Summarising, the relaxation can be used to reduce the false negative error and
boost f measure. Furthermore, the reduction relaxation enable a miner to control
the false negative error for different lengths of frequent itemsets.
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5 Conclusions and Future Work

We investigated the problem of the reduction of the false negative error and the
boost of f measure in frequent set discovery by means of the MASK and MMASK
scheme.

In this paper, we proposed the reduction relaxation as the solution to this prob-
lem, combined the proposed reduction relaxation with the relaxation for MMASK
scheme and applied this solution in PPApriori-rMMASK algorithm for discovering
frequent sets.

We have tested both relaxations and their combination. The obtained results have
shown that the relaxations can be used to reduce the false negative error and boost
f measure. Moreover, combining these relaxations a miner is able to control the de-
crease of the false negative error for different lengths of discovered frequent item-
sets. The relaxation can be also used for data distorted with different randomisation
factors for 0’s and 1’s; that is, when an item is not present and is present in an orig-
inal database. Furthermore, the presented solution can be applied in the case when
different items have different probabilities of retaining original values.

In future work, we plan to investigate the possibility of extension of MMASK
scheme and the relaxations to quantitative [6] and generalised [5] association rules.
We also plan to determine what are the best values for the relaxation and the reduc-
tion relaxation and the rT hreshold and to find a rule to help a miner to choose the
best value for these parameters for a given set.
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Decomposition of Non-deterministic
Services for the Purpose of Replication

Marcin Bazydło, Szymon Francuzik,
Cezary Sobaniec, and Dariusz Wawrzyniak

Abstract. Replication can improve performance, availability and reliability
of services. However, its application raises several design and implementation
problems. One of them is non-determinism of processing on replicas. We
propose a “design pattern” for structuring the service so that it is possible to
overcome the problem.

1 Introduction

Replication is a form of redundancy in which multiple copies of the same
logical data are available/created in a system. Depending on the context or,
more formally, system model the replicated data may be represented by files,
objects, pages, tuples, tables etc. — they are generalized as resources. Nowa-
days, replication is fundamental to improving dependability of distributed
systems. It is also of considerable importance to scalability, thereby efficiency.
This is due to the possibility of simultaneous access handling and potentially
reduced distance between a replica and a requesting site. All these properties
are crucial to distributed services, even more to their clients, hence they are
highly desirable. However, replication mechanism raises several design and
implementation problems.

Replication can be achieved in a variety of ways depending on the approach
to different aspects of its implementation or application. As for the general
architecture, replication can be deeply embedded in the service itself, e.g.
tightly integrated with the service implementation. Alternatively, it can be
set up as an external mechanism intercepting interaction between clients and
a service, in particular a service not designed to replicate itself. We will
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concentrate on the latter case, i.e. we assume the service is instantiated at
several servers and the work of the instances is somehow coordinated by a
replication mechanism in order to provide consistent view of the service state.
The service may cooperate with the replication mechanism or may be even
unaware of its existence. Thus, the process of replication may be transparent
to both the clients and services.

One of the main challenges of replication is keeping the replicas consistent.
Every modification submitted to one replica makes all others outdated. The
inconsistency may be observed by clients if they switch from one replica to
another or when the request is routed to another server. In order to keep
the consistency, the replication infrastructure must disseminate all updates
among all servers. There are two general methods of propagating updates
between replicas: state transfer and operation transfer [5]. State transfer con-
sists in tracking changes caused by modifying requests and propagating the
changes (or the whole states) to other replicas. Operation transfer consists
in propagation of operations and subsequent re-execution on every replica.
Tracking changes of internal data structures of a service and its external
storage is usually computationally expensive or even impossible to imple-
ment without tight integration with the service itself. Similarly, it is hard to
integrate the whole state transferred between replicas in the case of concur-
rent conflicting modifications. Besides, this approach may cause significant
communication overhead. Consequently, transparent (from the service point
of view) replication must rest on operation transfer.

Re-execution of operations on replicas, even in the same order, does not
necessary cause the same state changes, unless the service is deterministic.
A service is deterministic when it produces the same results after execut-
ing the same sequence of operations with the same arguments starting from
the same initial state. Replication based on operation transfer has been for-
mulated as state machine replication [6] , where all requests are sent to all
replicas in the same order and then deterministically processed. The model of
the replication mechanism considered in this paper is similar, but it does not
enforce any propagation strategy. We assume that the requests are eventu-
ally disseminated between servers, ordered, and executed. The system should
guarantee eventual convergence of the states of replicas if the replicas are
deterministic.

The main contribution of this paper is twofold. Firstly, we analyze possible
sources of non-determinism that prevent application of state machine repli-
cation to different types of services (Sect. 2). Secondly, we propose decom-
position of the service that will allow its replication despite non-determinism
(Sect. 3). The decomposition assumes some reconstruction of the service,
but we believe that this method is still simpler than embedding the replica-
tion mechanism into the service, which requires its reimplementation. Newly
designed services following the proposed “design pattern” can benefit from
possible optional replication without any additional costs.
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In this paper we discuss services but the essence of the decomposition idea
is equally applicable to other distributed environments. In fact, we assume
a distributed system following the client-server style of interactions where
all interactions between clients and servers can be intercepted and somehow
transformed (i.e. supplemented, duplicated). It means that we expect some
visibility of interactions between communicating sides, and a uniform inter-
face to reuse the replication infrastructure. RESTful web services fulfill this
assumptions so that we will use them as an example.

2 Sources of Non-determinism

In the context of replication, certain characteristics of services are particu-
larly important. We have identified four characteristics of services that in-
fluence replication: state, internal non-determinism, external requests, and
spontaneous events. To our knowledge, this is the first such review of ser-
vice characteristics. Presented insights are useful for understanding issues
of service replication. Identification of presented characteristics in a service
is a necessary step for proper service decomposition introduced in the next
section.

Let us consider a service without any state or which state is immutable.
This kind of service — when replicated — is always consistent. It is very
scalable as there is no need for propagation of modifications. It is also highly
available as each replica can perform all tasks without communication with
other replicas. Additionally, service recovery or addition of new service repli-
cas is extremely easy. The service may generate even non-deterministic re-
sults: the clients are prepared for that, and the replicas still can work in
parallel without any coordination. Unfortunately, applicability of stateless
services is very limited.

Replication becomes problematic in case of stateful services. The services
maintain some data that may be updated by clients. Updates submitted at
one replica are not available at other replicas unless some synchronization
mechanism is activated. The state may be of different type. The service state
influences subsequent interactions of all clients. The communication state in-
fluences interactions of one particular client. Sometimes the communication
state is called a session. All updates of the service state — regardless of its
characteristics — must be propagated to other replicas to keep the repli-
cation transparent. In the case of the communication state it is often not
viable to synchronize it with other replicas because this type of state is not
shared between clients. The cost may be avoided by means of session affin-
ity, i.e. by binding the client to one replica for the whole processing within
a session. Another possibility consists in removing the session state at all.
In this approach the servers are often called stateless but it is a shortcut of
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(a) (b)

Fig. 1 Service decomposition into processing part and storage

saying that the servers do not maintain information concerning processing of
individual clients. Stateless communication assumes that all information nec-
essary for processing requests is attached to every request, which may result
in high communication overhead. However, it allows to arbitrarily choose a
replica for request processing as long as its state is up-to-date. The REST
architectural style [4] assumes stateless communication model.

One simple approach to replication (quite popular in web servers) is to
replicate only those parts of the service that are stateless. It means that it
is necessary to separate from the original service (see Fig. 1a) those parts
that maintain state (Fig. 1b). The stateless part, called processing part and
denoted by “Proc” in the figures, can be next replicated. The whole state of
the service is maintained at one server and shared between all replicas, thus
this approach is called shared storage (see Fig. 2a). It is worth noting that in
this approach possible non-determinism of processing parts is not an issue,
because state changes generated by it are shared between all replicas. The
storage may become a bottleneck in some situations which may be alleviated
in some applications by introducing data partitioning (see Fig. 2b) or some
form of the storage replication. The shared storage approach, however, has
two important disadvantages. Firstly, it is assumed that the storage is well
connected to all replica servers so that the remote access does not introduce
substantial latency. Secondly, this architecture indeed improves performance
but does not improve availability of the service because replicas depend on
the shared storage availability.

(a)
(b)

Fig. 2 Replication using shared storage
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2.1 Internal Non-determinism

In deterministic service all information used for request processing come from
sources which are shared by all replicas (e.g. state of the service, request con-
tent). It is easy to unintentionally make service non-deterministic by using
data accessible only on local computer like local clock or counter. Nonethe-
less, replication system may extend the request with additional data which
come from non-deterministic sources. It is perfectly valid for replication sys-
tem to use such data, as long as exactly the same extended request will be
disseminated to all replicas.

2.2 External Requests

Some sort of non-determinism is also introduced by external requests issued
by a replica. Let us consider two main types of external requests: reads and
modifications. Reads do not change the state of an external service, so they
may be repeated arbitrary number of times. Still, if the request is sent by
each replica individually it can lead to inconsistency between replicas. The
replicas may receive different results because they have sent the requests at
different moments in time. The results for particular requests may differ, due
to communication or service errors, even if the external service is stateless
and deterministic. As a result, the external requests should be considered as
non-deterministic sources of data. The problem is even more aggravated when
modifications are considered. Modifications change the state of the external
service thus repeated invocations may cause accumulation of updates.

The problem of external requests may be solved by sending all outgoing
traffic through a centralized proxy server which returns the same response
for all repeated requests without reissuing them. However, this solution leads
to centralization of processing (which impairs availability). Additionally, this
solution may not work properly for optimistically replicated services. In such
services, the external requests generated by the same operation on two repli-
cas may differ due to different order of execution of operations between repli-
cas. In such a situation it would be necessary to reissue the request.

2.3 Spontaneous Events

Most services are implemented in the client-server model. It is usually as-
sumed that all actions performed by a service are initiated by a prior client
request. It is not always the case. Services may need to perform some tasks
spontaneously (e.g. periodically). The problem with spontaneous actions is
that they are usually not perceived and not controlled by the replication
system, thus they are not consistently scheduled. Such actions may lead to
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temporal inconsistencies among replicas, like in the case of garbage collection,
which is perfectly acceptable for the replication system ensuring eventual con-
sistency. However, it is also possible that they may lead to permanent incon-
sistency among replicas. The only uniform solution for spontaneous actions is
forcing them to pass through the same channel as the requests received from
clients. This way spontaneous actions become indistinguishable from regular
requests of any client. This solution also improves visibility of interactions in
the service.

3 Service Decomposition

In the view of previous insights we propose to classify services according to
two orthogonal characteristics: state handling and determinism of process-
ing (see Table 1). As stated in the previous section it is trivial to replicate
transparently a deterministic stateless service (lower left cell in the table).
Actually, replication of any stateless service (also non-deterministic) is rela-
tively simple task as there are no consistency issues. When a stateless service
is replicated it is enough to execute each request only in one replica without
any further communication. Similarly, transparent replication of a stateful de-
terministic service (upper left cell) is relatively easy as this problem has been
deeply investigated in many papers. For example state machine replication
[6] assumes a system model which complies with the stateful deterministic
service. However, in case of stateful non-deterministic services (upper right
cell) transparent replication is hard, or even impossible to achieve.

To cope with the problem of replication of stateful non-deterministic ser-
vices we propose service decomposition — a general “design pattern” facil-
itating maintaining copies of the service. It allows transparent replication
of stateful non-deterministic services by improving visibility of interactions
within the service. Service decomposition separates the state management
from non-deterministic processing (compare arrows in Table 1). As a result
of the decomposition we obtain two services instead of one. The first service,
called storage, is stateful and deterministic. The second one, called agent,

Table 1 Service characteristics influencing replication

deterministic non-deterministic

stateful known solutions difficult

stateless trivial easy
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is stateless and non-deterministic. Both those subservices fall into categories
which allow transparent replication.

The idea of decomposition is illustrated in the Fig. 3. The monolithic
processing part of the service is decomposed into two parts. One of the parts
is still very close to the data — it is called storage. The other one accesses
data through the first service, which is exactly the same way as clients access
the service. The whole service is now composed of two interacting parts.

Service decomposition improves visibility of interactions. An intermedi-
ary placed before the storage will not only observe modifications issued by
clients, but also those issued by the agent. This allows the intermediary to
observe state modifications resulting from non-deterministic processing (in-
cluding spontaneous events). For example, when the agent obtains some infor-
mation from an external service and based on that modifies certain objects,
the intermediary will observe incoming modification. The improvement of
visibility of interactions between agent and storage not only makes transpar-
ent replication possible but also facilitates other fields of service management
like monitoring[2] or state recovery[3].

Service decomposition allows for relatively straightforward replication of
the storage service. Increasing number of storage replicas improves availabil-
ity, fault tolerance and performance of the service. As clients access only
storage its response time directly influences clients perception of the service
performance.

Replication of agents, while not necessary for fault tolerance (agent may be
simply restarted in case of a crash), might be useful for improving availability
or performance. However, replication of agents may result in processing of
the same request by each agent replica. For example if the agent sends an
external request as part of its processing, the request may be sent multiple
times. For the most cases it is unintended behavior. In order to prevent this,
some kind of coordination between agent replicas is required. Fortunately in
service decomposition scheme all agents access the same stateful deterministic
service. It is relatively easy to obtain required coordination by using static
(e.g. hashing) or dynamic (e.g. locking) load distribution.

Fig. 3 The decomposed service architecture
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Service decomposition has also its drawbacks. Firstly, as the agent accesses
state by the uniform channel, there is an increased communication cost for ob-
taining information. Secondly, the agent starts its processing spontaneously,
so non-deterministic requests will have higher latency comparing to the same
processing in the non-decomposed service. Despite mentioned drawbacks the
service decomposition proved its usefulness in our experimental implementa-
tion, which due to space limits of this paper couldn’t be described in detail [1].

It is worth noting that the communication model of the decomposed service
bears resemblance to queuing systems. In a queuing system all processing is
done asynchronously. Each request is sent to the queue and then obtained
from it by a processing module. Processing of non-deterministic requests in
our scheme is very similar: the client first issues a request to the storage and
then the agent asynchronously obtains data necessary for its processing and
saves the results back to the storage. In our scheme we do not define whether
the client request should be synchronous (and wait for the agent to finish
processing) or asynchronous. However, synchronous processing may lead to
deadlock if the number of connections to the storage part is limited and there
is no reserved channel for the agent.

Observations similar to ours are also made in [6] and there is also a short
presentation of a solution which assumes the use of a monitor for deterministic
processing. The solution is somehow similar, but our solution is targeting
services therefore we have deepened analysis of sources of non-determinism,
and consequences of the decomposition.

Example

Let us consider replication of a lottery service. The lottery service has to
receive bets from users and at certain moment it must randomly choose a
winner. Receiving bets is an easy to replicate functionality as it is completely
deterministic. Any number of replicas may receive bets in order to improve
availability, performance and fault tolerance. Conversely, the functionality of
choosing the winner is difficult to replicate. This procedure must use some
non-deterministic source of information for random number generation. If
each replica were to start this procedure independently, each would decide
on a different winner.

To overcome this problem we decompose our service into two services fol-
lowing the proposed approach. In effect we obtain two services, each handling
part of the functionality. Receiving bets is a deterministic stateful function-
ality handled by the storage. Whereas deciding winner is a non-deterministic
stateless functionality provided by the agent. In the case of this service the
non-determinism comes from spontaneous and random decision that must be
taken uniformly for the whole service. As this decision is taken only once there
is no need for agent replication. However, storage replication will be beneficial
for the service as it improves availability, fault tolerance and performance.
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The replication of a storage part may be easily achieved for example with
state machine replication.

4 Conclusions

Replication of a deterministic service is much easier then in the case of non-
deterministic one as they may be replicated transparently. Similarly, stateless
services are usually trivial to replicate, whereas stateful services require care-
fully chosen replication algorithms to keep them consistent.

This paper discussed characteristics of a web services from the replication
point of view. We have distinguished the following traits of services: state, in-
ternal non-determinism, external requests, and spontaneous events. We have
observed that replication becomes difficult in the case of services which are
both stateful and have some kind of non-deterministic processing. As a so-
lution for this problem we have proposed decomposition of the service. Such
decomposition separates state handling part of the service (storage) from
non-deterministic part of the service (agent). Decomposition leads to im-
proved overall visibility of interactions in the system, and allows transparent
replication.
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Partitioning Approach to Collocation Pattern
Mining in Limited Memory Environment
Using Materialized iCPI-Trees

Pawel Boinski and Maciej Zakrzewicz

Abstract. Collocation pattern mining is one of the latest data mining techniques
applied in Spatial Knowledge Discovery. We consider the problem of executing
collocation pattern queries in a limited memory environment. In this paper we in-
troduce a new method based on iCPI-tree materialization and a spatial partitioning
to efficiently discover collocation patterns. We have implemented this new solution
and conducted series of experiments. The results show a significant improvement in
processing times both on synthetic and real world datasets.

1 Introduction

Spatial data mining [6] is a research field that aims at discovery of regularities hid-
den in huge spatial datasets. One of the possible types of such regularities is called a
spatial collocation pattern (a collocation in short). A collocation is defined as a sub-
set of spatial features (e.g. police stations, schools, hospitals) whose instances are
frequently located together in a spatial neighborhood. Each spatial feature attribute
has a boolean nature that provides information about occurrence of this feature in a
particular location in space.

The process of searching for collocation patterns is referred as the collocation
discovery problem and has been formalized by Shekhar and Huang [6]. The authors
proposed definitions of new measures of interest called participation index and par-
ticipation ratio together with a novel algorithm Co-location Miner. The method
used a computationally demanding join-based strategy to generate instances of can-
didate collocations. A disparate (join-less) approach [12] to identify collocation
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instances consists in introduction of an additional data structure, called star neigh-
borhoods, which serves as a data source for instances generation. In comparison
with the join-based strategy, the number of potential collocation instances is dramat-
ically reduced, however, some of them can form a star pattern instead of a clique,
and therefore should be removed from the result set. In [7], the authors proposed
a method that stores star neighborhoods in a tree structure. Modified procedure of
generating candidates results in construction of proper collocation instances only.

Due to the complexity of the spatial data, internal data structures used by collo-
cation discovery algorithms [4, 6, 7, 9, 11, 12] can necessitate large amounts of the
system memory. Nanopoulos et al. consider in their work [5] real world database
systems, where OLTP and data mining queries for association rules discovery are
executed simultaneously. In [10], the authors noticed evolution of data mining en-
vironments towards their full integration with DBMS. This trend can impose even
higher requirements for hardware resources.

The problem of limited memory has been addressed in [3] where an efficient
method for performing the join-less algorithm has been proposed. In [2], disk ma-
terialization and specially designed search procedure for a tree (containing star
neighborhoods) has been introduced. In this paper, we introduce a new method for
collocation pattern mining based on the state of art algorithm improved with our
novel partitioning and materialization techniques.

The structure of this paper is as follows. Section 2 contains basic definitions for
the collocation discovery problem and brief description of the existing algorithm.
In section 3 and 4 we present our new materialization schema and new method
based on partitioning respectively. Section 5 covers conducted experiments and their
results.

2 Definitions and Problem Formulation

2.1 Basic Definitions

Definition 1 (instance). Let f be a spatial feature. An object x is an instance of the
feature f , if x is a type of f and is described by a location and unique identifier.

Definition 2 (collocation). Let F be a set of spatial features and S be a set of their
instances. Given a neighbor relation R, we say that the collocation C is a subset
of spatial features C ⊆ F whose instances I ⊆ S form a clique with respect to the
relation R.

Definition 3 (participation ratio). The participation ratio Pr (C, fi) of a feature fi

in the collocation C = { f1, f2, . . . , fk} is a fraction of objects representing the feature
fi in the neighborhood of instances of collocation C−{ fi}.
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Fig. 1 Sample 2-dimensional dataset

Definition 4 (participation index). The participation index Pi(C) of a collocation
C = { f1, f2, . . . , fk} is defined as Pi(C) = min fi∈C {Pr (C, fi)}.

Example. Figure 1 presents an example of 2-dimensional dataset. There are three
spatial features: A, B and C. The neighbor relationship is the Euclidean distance with
given threshold (d = 3). For clarity, the graph contains edges connecting all pairs
of neighbors. Each spatial feature has 5 instances. Consider a candidate collocation
c = {B,C} with the following instances: {B2,C3}, {B5,C7}, {B6,C8}, {B10,C7},
{B15,C14}. The participation ratio of the feature B in the collocation c is equal to
1 because all five instances of the feature B take part in instances of c. The partici-
pation ratio of the feature C is equal to 4

5 . Finally, Pi(c) = 4
5 .

Lemma 1. The participation ratio and participation index are monotonically non-
increasing with increases in the collocation size.

Definition 5 (star neighborhood). Given a spatial object oi ∈ S whose feature type
is fi ∈ F the star neighborhood of oi is defined as a set of spatial objects:

T =
{

o j ∈ S ‖ oi = o j ∨ ( fi < f j ∧R(oi,o j))
}

where f j ∈ F is the feature type of o j and R is a neighbor relationship.

Definition 6 (star instance). Let I = {o1, . . . ,ok} ⊆ S be a set of spatial objects
whose feature types { f1, f2, . . . , fk} are different. If all objects in I are neighbors to
the first object o1, I is called a star instance of collocation C = { f1, f2, . . . , fk}.

2.2 Problem Formulation

The collocation pattern mining is defined as follows. Given (a) a set of spatial fea-
tures F = { f1, f2, . . . , fn} and a set of their instances S = S1 ∪ S2 ∪ . . .∪ Sn where
Si (1 ≤ i ≤ n) is a set of instances of feature fi ∈ F and each instance that belongs to
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S contains information about its feature type, instance id and location; (b) a neigh-
bor relationship R over locations; (c) a minimum prevalence threshold (min prev)
and minimum conditional probability threshold (min cond prob); (d) a size of the
available memory, find efficiently (with respect to the memory constraint) a correct
and complete set of collocation rules with participation index ≥ min prev and con-
ditional probability≥ min cond prob. We assume that relation R is a distance metric
based neighbor relationship with a symmetric property and spatial dataset is a point
dataset.

2.3 iCPI-Tree Algorithm

In [8], Wang et al. proposed a tree structure to store neighbor relationships and iden-
tify collocation instances recursively from it. Compared with the join-less method
[12], this approach eliminates an additional, computationally demanding filtering
step required to check whether a particular instance holds the clique definition.
However, this algorithm gives up the Apriori-like [1] strategy for generating new
candidates, which in many cases can significantly reduce the number of candidates
and therefore increase the overall performance. This problem has been addressed in
[7]. The authors introduced a method based on a new structure called iCPI-tree. This
method leverages both the Apriori-like strategy and the concept of a tree structure.
A short description of this method is as follows.

Step 1. Convert a spatial dataset to a set of spatial ordered neighbor relationships
between instances - in this step, star neighborhoods are created. Each star has a cen-
tral object, i.e. an object which has a neighbor relationship with all other objects.
After sorting (with respect to the spatial feature and object identifier), star neighbor-
hoods form a set of ordered spatial neighbor relationships between instances.

Example. Consider 2-dimensional sample data presented in Fig. 1. For each data
point, star neighborhood is created (Fig. 2), e.g. {A9,C11,B6,C8} for point A9,
and then sorted with respect to the spatial feature and instance id. The final set
{A9,B6,C8,C11} constitutes an ordered neighbor relationship between the objects.

Step 2. Generate the iCPI-tree of the set of spatial ordered neighbor relationships
- from the set of ordered spatial neighbor relationships, the iCPI-tree is iteratively
created.

Example. Consider the aforementioned ordered star neighborhood instance in
Fig. 2 {A9,B6,C8,C11}. The first element of this set has neighbor relationship with
the rest of the elements. It is represented as a branch of the iCPI-tree under the node
with feature A. Sub-branches B and C determine neighbors with the appropriate
spatial feature (B6 and C8,C11 respectively). See [7] for the iCPI-tree construction
details.

Step 3. Iteratively mining collocation patterns - this step consists of three tasks:
generation of candidate collocations (using the Apriori strategy), searching for their
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Fig. 2 Sample structure of the iCPI-tree (Improved Candidate Pattern Instance Tree)

instances in the iCPI-tree and filtering candidates with respect to the minimal preva-
lence threshold. At the beginning, all one-element candidates are considered as col-
locations with prevalences equal to 1. Iterations start with k = 2 size candidates.
This step lasts as long as there is a possibility to generate new candidates using the
Apriori strategy.

Example. Given a candidate collocation {A,B,C} in Fig. 2, its instances can be
expanded from the appropriate size k−1 instances discovered in the previous itera-
tion. For example, instance {A1,B2} can be expanded to {A1,B2,C3} as a result of
C3 being a common neighbor of A1 and B2. However, the instance {A4,B6} cannot
be expanded with C8 since C8 is not a neighbor of A4.

Step 4. Generate collocation rules from discovered collocation patterns - this step
can be executed after each iteration in the third step or at the end of the algorithm.

3 iCPI-Tree Materialization

In [3] the iCPI-tree algorithm has been compared with two other algorithms based
on the joinless strategy. Performed experiments measured the efficiency of the col-
location mining task in a limited memory environment. Although the iCPI-tree
method turned out to be the most effective one, there was a dramatic increase of
processing times with lower values of the available memory. The cause of the poor
performance lied in the additional I/O in the form of operating system paging and
swapping.

Additionally, the tests have shown that iCPI-tree can reach size bigger than the
amount of the available memory. The iCPI-tree structure is based on the star neigh-
borhoods, which can take up more space than the underlying database contain-
ing spatial objects. Moreover, the iCPI-tree requires huge number of pointers to
maintain easy access to neighbors. We proposed a materialization of tree structure
(MiCPI-tree - Materialized iCPI-tree) and an optimized tree search method [3]. In
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this work we employ this strategy to store trees on disk, however we introduce a
supporting structure designed for fast retrieval of tree nodes from the disk.

Figure 3 presents the physical representation of the iCPI-tree from Fig. 2. For
each spatial feature f (except the last one) there are two data files that can be ac-
cessed using a hash table:

1. Central points file - contains information about first elements (denoted by ox)
from ordered neighbor relationship sets of instances with the feature f , i.e. about
“central” points off star neighborhoods for the feature f . The file consists of pairs{

oxid , pnid
}

sorted according to the increasing identifier. By oxid we understand
the identifier of the element ox and pnid denotes a pointer to the position in the
appropriate neighbors file.

2. Neighbors file - contains information about neighbors of elements stored in
the central points file. Let Nx = {o1,o2, . . . ,on} denote the set of n neigh-
bors of the element ox, let elements from Nx have spatial features from set
Fx = { f1, f2, . . . , fk} and let I f=y denote instances with feature y ∈ F sorted
according to the increasing identifier. The structure of the file entry for Nx is
as follows:

{|Fx| , f1, p1, . . . , fk, pk,
∣∣I f=1

∣∣ , I f=1id , . . . ,
∣∣I f=k

∣∣ , I f=kid

}
where p j is a

pointer to the position in the current file where neighbors with feature j ∈ Fx are
stored.

Example. Given the ordered neighbor relationship set {A9,B6,C8,C11} accord-
ing to the aforementioned denotations ox = A9, Nx = {B6,C8,C11}, Fx = {B,C},
IB = {B6}, IC = {C8,C11}. Assuming that feature B is represented by key 2 and
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feature by key 3 , a new entry in the neighbors file would have the following form
{|{B,C}| ,B, pB,C, pC, |{B6}| ,{B6}id , |{C8,C11}| ,{C8,C11}id}=
{2,2, pB,3, pC,1,6,2,8,11}
where values of pointers pB and pC result from the current positions in the data
file. In Fig. 3 pB is equal to 19 and pC is equal to 21.

4 Partitioning Space

In this section we present our new algorithm for the collocation discovery problem.
This algorithm can be used for efficient execution of collocation mining tasks in
environment with a limited memory.

The original MiCPI-tree algorithm utilizes cache memory (with LRU strategy) to
store neighbor entries. In the ideal circumstances, the cache memory can hold all ob-
jects and no I/O transfer is required. When the memory size is not sufficient, there is
necessity to materialize some nodes on the disk, to ensure that they can be retrieved
if needed. In [3] an optimized search procedure has been proposed for increasing
the cache hit ratio. In general, we can say that the main goal of MiCPI-tree algo-
rithm is to minimize disk I/O transfer. Conversely, a new PMiCPI-trees (Partitioned
MiCPI-trees) method aims at the minimization of the processing time by reducing
the number of disk I/O operations, although the total disk I/O transfer is less rele-
vant. In PMiCPI-trees algorithm, when the memory is limited and we are not able
to keep all tree nodes in memory at the same time, the whole process is being split
into multiple phases. Each phase consists in loading and processing a part of the
MiCPI-tree. We propose to partition the MiCPI-tree into a set of sub-trees in such
a way that each sub-tree fits in memory. The collocation mining task is then exe-
cuted iteratively on each sub-tree and results are merged. The key component of our
approach is to preserve all of the neighborhood information during the partitioning
step. With this end in view, the partial sub-trees can share a part of the set of ordered
neighbor relationships. In the next paragraphs we present the method for building
the aforementioned sub-trees set with plane sweep strategy and the PMiCPI-trees
algorithm.

PMiCPI-Trees Construction

The step of creating a set of PMiCPI-trees (pseudocode in Alg. 1) consists in reading
the data file, detecting ordered neighbor relationship sets and splitting a tree when
the given memory limit is reached. Our solution is based on the well-known plane
sweep strategy. In general, a plane sweeps across the space, only to stop at data
points (lines 18, 20). An ordered buffer, denoted by B1, is maintained to store points
lying in the strip (called window) of given width (neighbor relationship criterion).
In Fig. 4, the sliding window is at the position x = 18.5 and the buffer B1 extends
from 15.5 to 18.5.
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Ordered neighbor relationship sets are created in the buffer B1 (line 28) and are
stored in the tree when their central points are out of the d − size sliding window.
This operation is referred as the pruning step (line 21). We extended this basic ap-
proach by adding a second buffer B2 (area from 12.5 to 15.5 in the example) with
the same size and placed directly after the original B1 buffer. The elements from
buffer B1 are moved to the buffer B2 in the pruning step (line 21). When the avail-
able memory size reaches zero (pruning step returns ”false”), the next tree is created
(line 24) with the initial set of shared, ordered neighbor relationships from the buffer
B2 (line 25). The idea behind this two-level buffering is to preserve, in one tree, all
ordered neighbor relationship sets that are required to form particular collocation
instance. For example, consider trees T1 and T2 in Fig. 4. Given a candidate collo-
cation {A,B,C}, an instance {A9,B6,C8} can be constructed from T2 although the
relationship {B6,C8} belongs to T1. Nevertheless, due to the two-level buffering,
the relationship {B6,C8} is shared between T1 and T2 and therefore no information
about neighbors is lost. Finally, when central points of elements stored in B2 are out
of the 2d− size sliding window, they are simply removed from B2 (line 27).

The Main PMiCPI-Trees Algorithm

The pseudocode for the main algorithm has been shown in Alg. 1. PMiCPI-trees
method consists of six steps:

Step 1. Generate a set of PMiCPI-trees for the input dataset (line 3) - this procedure
has been described in the previous paragraph.
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Algorithm 1. The PMiCPI-trees algorithm with the plane sweep strategy

Variables:
F - set of spatial features
S - set of instances
dist - max. neighbor distance
MEMS - available memory
min prev - min. prevalence
Pk - set of collocations
Ck - set of candidate collocations
SIk - set of instances
Instk - set of distinct instances
T - set of PMiCPI-trees

Method:
1: procedure PMICPI(F ,S,dist,min prev,MEMS)
2: k = 1
3: T = genTrees(F,S,dist,MEMS)
4: Pk = genOneElementCollocations(F,S)
5: while (Pk �= /0) do
6: Ck+1 = genCandidates(Pk)
7: for each t ∈ T
8: SIk+1 = genInstances(t, Instk,Ck+1)
9: Instk+1 = merge(Instk+1,SIk+1)
10: end
11: Pk+1 = getPreval(Ck+1, Instk+1,min prev)
12: k = k+1
13: end while
14: return

⋃
(P1,P2, ...,Pk−1)

15: end procedure

Variables:
F - set of spatial features
S - set of instances
dist - max. neighbor distance
MEMS - available memory
D - set of sorted instances
Tj - PMiCPI tree
T - set of PMiCPI trees
B1 - buffer 1st level
B2 - buffer 2nd level

Method:
16: procedure GENTREES(F ,S,dist,MEMS)
17: j = 1;B1 = /0;B2 = /0
18: D = sortData(F,S)
19: Tj = newTree
20: for each p ∈ D
21: if prune(p,B1,dist, MEMS) = f alse
22: T = T ∪{Tj}
23: j = j+1
24: Tj = newTree
25: insert(Tj,B2)

26: end if
27: prune(p,B2,dist)
28: insert(B1, p)
29: end
30: T = T ∪{Tj}
31: return T
32: end procedure

Step 2. Generate one element collocations (line 4) - all spatial features are collo-
cations with the prevalence equal to 1 (by the definition of the participation index);
k = 1.

Step 3. Generate k+1 element candidate collocations (line 6) - k+1 size candidate
collocations can be generated from prevalent k size collocations by applying the
apriori gen method [1].

Step 4. Iteratively search for candidate collocations instances (lines 7-10) - for each
PMiCPI-tree instances of given candidate collocations are constructed. Due to the
existence of shared branches in the set of PMiCPI-trees, there is a possibility that
for a given candidate collocation, the same instances can occur multiple times (con-
structed from different trees). There is a necessity to merge those repetitious in-
stances into a distinct instance. For better efficiency of the described step, for each
candidate collocation instance, the identifier of the source tree should be stored.
Therefore, in the next iterations, it will be possible to process only instances derived
from a particular tree.

Step 5. Selection of the prevalent collocations (line 11) - for each candidate collo-
cation Ck+1 the participation index is calculated from the set of instances Ik+1.

Step 6. Iteratively mine collocation patterns (lines 5-13) - While the set of prevalent
collocations is not empty (therefore a new candidate set can be generated), repeat
steps 3 - 5. The value of k is increased by one after each iteration.
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5 Experimental Evaluation

We conducted a series of experiments using both synthetic and real world1 datasets.
Hardware: Linux workstation equipped with 1800MHz Athlon CPU, 2GB RAM
and 120GB 7200RPM HDD. Parameters for experiments on the synthetic data:
the number of spatial features [15-50], the minimum prevalence threshold: [25%-
40%], and the neighbor distance [10-20]. Parameters for experiments on the real
world data: number of spatial features 20; distance threshold [2-8] units; prevalence
threshold [0.25-0.55].

We have examined the performance of MiCPI-tree and PMiCPI-trees algorithms.
In the first series of the experiments (Fig. 5(a)), we present averages of results from
multiple runs executed on the synthetic dataset. The average size of the available
memory was equal to 70% of the required size. Additionally, we present results
from the original iCPI-tree method. With no special structures to handle limited
resources, the performance of the iCPI-tree algorithm decreased substantially. Our
new solution performs better than MiCPI-tree for all tested sizes of input datasets.

In the second series of experiments we executed collocation mining tasks on the
real world dataset. Figure 5(b) (logarithmic scale) presents how the performance of
the algorithm changes with the limited memory. One can notice, that even with quite
large amount of the available memory (more than 90% of the required one), the per-
formance drops rapidly. With limited memory, the MiCPI-tree algorithm has to store
some nodes on disk. Therefore the search procedure has to look up the cache mem-
ory. If the particular element is not in the cache, disk must be accessed. Moreover, if
wanted element does not exist (i.e. there is no neighbor relationship), the disk is still
searched. In contrast, the PMiCPI-trees method perform searches only in memory.
This results in 100% cache hit ratio, while the hit ratio drops significantly for the
MiCPI-tree method with decreasing size of the available memory (Fig. 5(c)).

Figure 5(d) and 5(e) present how disk is accessed when there is a lack of memory
to store whole neighborhoods. The high number of disk I/O calls (Fig. 5(d)) for the
MiCPI-tree algorithm arises from multiple searches performed on disk (also for
non-existing elements). The disk I/O transfer (Fig. 5(e)) is similar for both methods
however it increases more rapidly with decreasing cache size in the MiCPI-tree
method.

Finally, in Fig. 5(f), we present how the performance changes with the density
of the data. With increasing threshold for the neighborhood size (1 unit is approx.
111 meters), the number of ordered neighbor relationship sets rises dramatically.
Presented results were gathered for two memory thresholds: 40% and 80% of the
required size. The PMiCPI-trees method is more efficient than competing algorithm
and is much less sensitive to the size of the required memory.

The conducted experiments show that in environments with a limited memory
our new method performs much better than the original solutions. The performance
gap increases with the decreasing the size of the available memory.

1 Spatial data acquired from the OpenStreetMap Project (http://www.openstreetmap.org).
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Fig. 5 The results of experiments over synthetic (a) and real world (b, c, d, e, f) datasets

6 Summary

We have addressed the problem of spatial collocation mining in a limited memory
environment. The popular iCPI-tree method requires multiple searches over a tree
structure whose size can exceed the size of the available memory (especially when a
data mining task is executed along with other OLTP or OLAP queries). In this paper,
we have presented a new method, called PMiCPI-trees, designed to avoid expensive
disk searches by partitioning the tree into a set of overlapping sub-trees in such a
way that each sub-tree fits in memory. The results of the conducted experiments,
both on synthetic and real world datasets, show that our method performs much
better than the existing solutions.
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Towards the Automated Business Model-Driven
Conceptual Database Design

Drazen Brdjanin and Slavko Maric

Abstract. The paper presents an UML-business-model-driven approach to the au-
tomated design of the initial conceptual database model. The proposed approach is
based on: (i) extraction of characteristic concepts from the business model consist-
ing of a finite set of UML activity diagrams representing the business processes of
the whole enterprise, and (ii) automated generation of the UML class diagram rep-
resenting the target conceptual model. The implemented two-phase automatic gen-
erator iterates through the source business model, processes all activity diagrams
and generates the target class diagram. The classes are being generated in the first
phase, while the class associations are being added in the second phase. The ap-
plication of the implemented generator is illustrated on the simplified real business
model.

Keywords: Business Model, Activity Diagram, Class Diagram, Conceptual Model,
UML, ADBdesign, Topcased.

1 Introduction

The automatization of conceptual database model (CDM) design has been the sub-
ject of research for many years. Starting with Chen’s eleven heuristic rules [5] for the
translation of information requirements specified in a natural language into an E-R
diagram, a lot of research has been done in the field of natural language processing
(NLP) on extracting knowledge from requirements specifications and automating
CDM design. At present, a natural language is commonly used for requirements
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specifications and the majority of approaches to automated CDM design are NLP-
based. The effectiveness and limitations of these approaches are usually closely re-
lated to the source language since they depend on the size and complexity of the
grammar used and the scope of lexicon. Consequently, the utilization of NLP-based
approaches is questionable for languages with complex morphology.

Currently, there are several non-NLP-based alternatives taking business process
model (BPM) [6, 11, 1, 10, 4] as the starting basis, but with modest achievements
in automated CDM generation due to: (i) different and/or non-harmonized notations
for business process modeling and database design, that usually don’t conform to
the same or common metamodel, (ii) insufficiently identified semantic capacity of
BPM for automated CDM design, and (iii) lack of formal transformation rules for
automated CDM design based on BPM. Additionally, all previous papers consider
only one single BPM, although the enterprise model contains a finite set of BPMs
representing all business processes in the enterprise. A more detailed overview of
the related work has been provided in our recent paper [3].

Inspired by [6] and some subsequent proposals [1, 9, 10, 4, 2], the semantic ca-
pacity of typical business process patterns in BPM represented by the UML activity
diagram (AD) has been identified and the formal rules for automated design of the
initial CDM represented by the UML class diagram (CD) have been defined in [3].
The proposed approach is based on: (i) automatic extraction of business entities
(participants and objects) from the source AD, and (ii) automatic generation of cor-
responding classes and their associations (participant-object and object-object) in
the target CD. In this paper we extend the scope of the generator (named ADBde-
sign) and cover the whole business model containing a finite set of ADs.

The rest of the paper is structured as follows. The second section provides nec-
essary assumptions and definitions related to the source business model. In the third
section we present the formal rules and process of automated CDM generation. The
fourth section presents experimental results. The fifth section concludes the paper.

2 Source Business Model

In this paper we assume that the source business model, denoted by BM, is a collec-
tion that contains a finite number of detailed activity diagrams

BM = {DAD1, . . . ,DADi, . . . ,DADn},
where each detailed activity diagram, denoted by DAD, represents corresponding
business process at complete level (related excerpt from the UML superstructure [8]
is shown in Fig. 1), i.e.

• Each step in the realization of the given business process is represented by a
corresponding action node (OpaqueAction) and will be shortly referred to as
action in the rest of the paper.

• Each action is performed by a particular business process participant (shortly re-
ferred to as participant) that plays some business role modeled by a corresponding
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activity partition (usually called swimlane). Let Pi and Ai be sets of participants
and actions in business process represented by DADi, respectively. The fact that an
action a∈Ai is performed by some participant p∈Pi is represented in both corre-
sponding DADi elements, i.e. the inPartition attribute of the corresponding
action contains the swimlane’s identifier, while the node attribute of the given
swimlane contains the identifiers of all actions performed by the given partici-
pant. More formally:

∀p ∈ Pi, ∀a ∈ Ai | a ∈ node(p) ⇒ inPartition(a) = {p}.
• Each action may have a number of inputs and/or outputs represented by object

nodes (CentralBufferNode) that can be in different states in the given busi-
ness process. In the rest of the paper they are referred to as input objects and
output objects, respectively. Let Oi be a set of objects in business process repre-
sented by DADi, where OI

i ⊆Oi and OO
i ⊆Oi constitute sets of input and output

objects in the given business process, respectively.

• Objects and actions are connected with object flows (ObjectFlow). An object
flow is a kind of activity edge which is directed from an input object toward the
corresponding action (input object flow) or from an action toward the correspond-
ing output object (output object flow). Let Fi be a set of object flows in business
process represented by DADi, where FI

i ⊆Fi and FO
i ⊆Fi constitute sets of input

and output object flows in the given business process, respectively. The fact that
an action a∈Ai has an input object io∈OI

i ⊆Oi is represented in all three corre-
sponding DADi elements, i.e. the source and target attributes of the given
input object flow contain the identifiers of the given object and action, respec-
tively, while the outgoing attribute of the object and the incoming attribute
of the action contain the identifier of the given input object flow. The fact that
an action a∈Ai has an output object oo∈OO

i ⊆Oi is similarly represented. More
formally:

∀io ∈ OI
i , ∀a ∈ Ai, ∀i f ∈ FI

i | i f ∈ outgoing(io)∧ i f ∈ incoming(a)
⇒ source(i f ) = io ∧ target(i f ) = a

and

∀a ∈ Ai, ∀oo ∈ OO
i , ∀o f ∈ FO

i | o f ∈ outgoing(a)∧o f ∈ incoming(oo)
⇒ source(o f ) = a ∧ target(o f ) = oo.

• Each object flow has a weight attribute, whose value is by default one. In UML
semantics, the object flow weight represents the minimum number of tokens that
must traverse the edge at the same time. We assume that the weight of an object
flow represents the total number of objects required for an action if they are input
objects, or the total number of objects created in an action if they are output
objects. An unlimited weight (∗) is used if the number of input/output objects is
not a constant.

Figure 2 depicts the sample source business model containing four simplified DADs
representing the four members-related business processes in (university) library. Al-
though simplified, it is sufficiently illustrative to cover the most important concepts
and basic rules for automated CDM design.
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Fig. 1 UML metamodel [8] excerpt used for DAD representation

Fig. 2 Sample source business model
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3 CDM Generator

We use the UML CD to represent the CDM (related excerpt from the UML infras-
tructure [7] is shown in Fig. 3). Let E and R be sets of classes (entity types) and
their associations (relationships) in the target CDM. Since we are currently focused
on automated generation of proper structure of the target model: (i) each gener-
ated class e∈E will (if necessary) contain only one ownedAttribute named
id, which represents a primary key, and (ii) each generated association r∈R will
be a binary association, whose two memberEnd attributes represent source and
target association ends with the appropriate multiplicities.

Fig. 3 UML metamodel [7] excerpt for CDM representation

3.1 Automated Generation of Classes

There are three important bases [3] for automated generation of classes in the target
CDM: (i) participants, (ii) objects, and (iii) activations of existing objects.

Participants. Each business role in some business process is represented by a cor-
responding swimlane in the respective DAD. The same participant also may partic-
ipate in different processes in the business system, i.e. the swimlanes of the same
name may occur in several DADs. The total set of different types of participants in
the whole system is given with P =

⋃
Pi, where Pi is the set of different types of

participants in business process represented by DADi.
Total set EP of classes generated for all p ∈ P (for all participants in the source

business model) is as follows:

EP =
{

eP ∈ E
∣∣ eP = TP(p), p ∈ P

}
,

where the TP rule, that maps participant p ∈ P into class eP ∈ EP, is:

TP
(

p
) de f

= eP
∣∣ (name(eP) = name(p)

)
.

For the sample business model, EP={MEMBER,LIBRARIAN}.
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Objects. During the execution of a business process, participants perform actions.
Each action may have a number of input and/or output objects that can be in different
states. The same type of objects may occur in several DADs. For example, in the
sample business model, objects of the BOOK type are used in the Borrowing and
Returning process, as well. The total set of different types of objects in the whole
system is given with O =

⋃
Oi, where Oi is the set of different types of objects in

business process represented by DADi.
Total set EO of classes generated for all o ∈ O is as follows:

EO =
{

eO ∈ E
∣∣ eO = TO(o), o ∈ O

}
,

where the TO rule, that maps object o ∈ O into class eO ∈ EO, is:

TO
(
o
) de f

= eO
∣∣ (name(eO) = name(o)

)
.

For the sample business model, EO = {Application,MembershipCard,
BookRequest,BookCatalog,Book,SecedeRequest,Confirmation}.

Activations of existing objects. According to [3], the activation represents the fact
that some existing1 object(s) constitute(s) the input in some action that changes
its/their state. For example, in the sample model, the Issuing action represents the
activation of the Book object(s). The librarian issues the required book and changes
its state into borrowed. Such activated existing object may constitute the input
object in some other action in the same and/or some other business process(es) in
the business system. In the sample business model, the activated Book objects con-
stitute the inputs in the Borrowing action after the activation in the Borrowing
process, but also occur in the Returning process as the output of Returning
action, as well as the input in Registering action. The naming of the activation
classes, as suggested in [3] (concatenation of object name and action name), is not
suitable if activated objects are being used in different processes. It is more suitable
that the name of activated object contains the state name instead of action name.

Let XA
i be a set of activations 〈p,a,o〉 in a business process represented by DADi,

where p∈Pi is participant performing action a∈Ai on existing object o∈Oi. Total
set of activations in the whole system is given with XA =

⋃
XA

i . Total set EA of
classes generated for all activations 〈p,a,o〉∈XA is:

EA =
{

eA ∈ E
∣∣ eA = TA(〈p,a,o〉), 〈p,a,o〉 ∈ XA

}
,

where the TA rule, that maps activation 〈p,a,o〉 ∈ XA into class eA ∈ EA, is:

TA
(〈p,a,o〉) de f

= eA
∣∣ (name(eA) = concat(name(o),state(o))

)
.

For the sample model, EA={Book borrowed}.

Finally, total set E of classes in the target CDM is E = EP ∪EO ∪EA.

1 Existing objects are objects that are not created in the given business process, but in some
other process. For example, in the sample business model, objects of the Book type are
existing objects in the Borrowing process (each object of the Book type is generated in
the BookPurchasing process, but not in the Borrowing process).
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3.2 Automated Generation of Associations

We distinguish two different kind of class associations in the target CDM: (i)
participant-object associations (associations between classes representing partici-
pants and objects), and (ii) object-object associations (associations between classes
representing objects).

Participant-object associations. There are several typical bases for automated gen-
eration of participant-object associations [3] that are related to: (i) creation and
subsequent usage of generated objects, and (ii) activation of existing objects and
subsequent usage of activated objects.

Creation and subsequent usage of generated objects. Let GC
i be a set of triplets

〈p,a,o〉, where triplet 〈p,a,o〉∈ GC
i represents the fact that action a∈Ai, performed

by participant p∈Pi, creates object o∈Oi in the business process represented by
DADi. Total set GC for the whole system is GC =

⋃
GC

i .
Let GU

i be a set of triplets 〈p,a,o〉, where triplet 〈p,a,o〉∈ GU
i represents the fact

that generated object o∈Oi constitutes the input object in action a∈Ai, performed
by participant p∈Pi, in the business process represented by DADi. Total set GU for
the whole system is GU =

⋃
GU

i .
Total set G of triplets 〈p,a,o〉 representing the facts of creation and subsequent

usages of generated objects for the whole system is G = GC ∪ GU , and total set
RPG of participant-object associations representing facts of creation and subsequent
usages of generated objects for the whole system is:

RPG =
{

rPG ∈ R
∣∣ rPG = TPG(〈p,a,o〉), 〈p,a,o〉 ∈ G

}
,

where the TPG rule, that maps triplet 〈p,a,o〉 ∈G into association rPG ∈RPG ⊆R
between classes eP and eG corresponding to the given participant and generated
object, respectively, is:

TPG
(〈p,a,o〉) de f

= rPG
∣∣ (name(rPG) = name(a)∧(

memberEnd(rPG) = {source, target} |
type(source) = eP ∧multiplicity(source) = 1∧
type(target) = eG ∧multiplicity(target) = ∗)).

Activation and subsequent usage of activated objects. Total set XA of activations in
the whole system has already been defined.

Let XU
i be a set of triplets 〈p,a,o〉, where triplet 〈p,a,o〉∈ XU

i represents the fact
that activated existing object o∈O is used in action a∈Ai, performed by participant
p∈Pi, in the business process represented by DADi. Total set XU of all usages of
activated existing objects in the whole system is XU =

⋃
XU

i .
Total set X of triplets 〈p,a,o〉 representing the facts of activation and subsequent

usages of activated existing objects for the whole system is X = XA ∪XU , and total
set RPA of participant-object associations representing facts of activation and sub-
sequent usages of activated objects for the whole system is:
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RPA =
{

rPA ∈ R
∣∣ rPA = TPA(〈p,a,o〉), 〈p,a,o〉 ∈ X

}
,

where the TPA rule, that maps triplet 〈p,a,o〉 ∈ X into association rPA ∈ RPA ⊆ R
between classes eP (participant) and eA (activation) is:

TPA
(〈p,a,o〉) de f

= rPA
∣∣ (name(rPA) = name(a)∧(

memberEnd(rPA) = {source, target} |
type(source) = eP ∧multiplicity(source) = 1∧
type(target) = eA ∧multiplicity(target) = ∗)).

Object-object associations. There are two typical bases for automated generation
of object-object associations [3] that are related to: (i) activation of existing objects,
and (ii) actions having input and output objects.

Activation of existing objects. Besides the association between classes correspond-
ing to the participant and activation of existing object, one more association is to
be generated for each activation (between classes corresponding to the existing ob-
ject and its activation). Total set REA of object-object associations between classes
corresponding to the existing objects and their activations for the whole system is:

REA =
{

rEA ∈ R
∣∣ rEA = TEA(〈p,a,o〉), 〈p,a,o〉 ∈ XA

}
,

where the TEA rule, that maps triplet 〈p,a,o〉∈XA into association rEA ∈REA ⊆R
between classes eE (existing object) and eA (activation) is:

TEA
(〈p,a,o〉) de f

= rEA
∣∣ (name(rEA) = name(a)∧(

memberEnd(rEA) = {source, target} |
type(source) = eE ∧multiplicity(source) = 1∧
type(target) = eA ∧multiplicity(target) = ∗)).

For the sample model, REA is to contain one association named Issuing between
classes Book and Book borrowed.

Actions having input and output objects. According to [3], each action a ∈ Ai

having p ∈ N different types of input objects io1, ..., iop ∈ OI
i and q ∈ N differ-

ent types of output objects oo1, ...,ooq ∈ OO
i can be considered as a set M(a) =

{〈io j, i f j ,a,o fk,ook〉,1≤ j≤ p,1≤ k≤q} of p×q SISO (single input - single out-
put) tuples, where i f1, ..., i fp∈FI

i and o f1, ...,o fq∈FO
i constitute the corresponding

input and output object flows, respectively. Total set ROO(a) of object-object asso-
ciations for the given action a∈Ai is:

ROO(a) =
⋃
j,k

ROO
j,k (a).

The ROO
j,k (a) set containing exactly w∈N associations between classes eIO and eOO

corresponding to the input and output objects io j and iok, respectively, is:

ROO
j,k (a) =

{
r(l)OO ∈ R

∣∣ r(l)OO = TOO
(〈io j, i f j,a,o fk,ook〉

)
, l = 1, . . . ,w

}
,
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where the basic TOO rule, that maps a SISO tuple 〈io, i f ,a,o f ,oo〉 into binary asso-
ciation rOO between corresponding classes, is given with:

TOO
(〈io, i f ,a,o f ,oo〉) de f

= rOO
∣∣(name(rOO) = name(a)∧(

memberEnd(rOO) = {source, target}|
type(source) = eIO ∧multiplicity(source) = ms ∧
type(target) = eOO ∧multiplicity(target) = mt

))
.

The corresponding source and target classes eIO and eOO are given with:

eIO =

⎧⎨⎩
eG, io ∈ OG

eX , io ∈ OXn

eA, io ∈ OXa
eOO =

{
eG, oo ∈ OG

eA, oo ∈ OXa ,

where OG⊆OI represents a set of generated input objects, OXa⊆OI represents a set
of activated existing input objects, while OXn⊆OI represents a set of existing input
objects that are not activated. The corresponding source and target association end
multiplicities and the total number of associations are:

ms =

{∗, wi f = ∗
1, otherwise

mt =

{ ∗, wo f �= 1∨ io ∈ OXn

1, otherwise
w =

{
1, wi f ∈ {1,∗}

wi f , otherwise
,

where wi f /wo f represents the weight of the input/output object flow. In the sample
model, all object flows have the same weight (1).

Total set ROO of object-object associations, generated for the actions having input
and output objects, for the whole system is:

ROO =
⋃

i

⋃
a∈Ai

ROO(a).

For the sample model, ROO is to contain two associations: (i) association named
Requesting between classes BookCatalog and BookRequest, and (ii) asso-
ciation named Issuing between classes BookRequest and Book borrowed.

Finally, total set R of associations is R = RPG ∪RPA ∪REA ∪ROO.

3.3 Implementation

The CDM generator is implemented as an improved release of Eclipse-Topcased
[12] plugin named ADBdesign, whose prototype has been presented in [4, 3].

The process of the automated CDM generation is determined by the mutual de-
pendence of the rules. By following the recommendation [3] that the rules aimed
at automated generating of classes are to be applied before the rules for automated
generation of associations, the implemented generator generates the target CDM in
two phases: (i) classes are being generated in the first phase, and (ii) class associa-
tions are being added in the second phase. The process of CDM design is expressed
by the high-level algorithm presented in Fig. 4.
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1: E ← /0; R ← /0
2: for all DADi ∈ BM do
3: for all p ∈ Pi do /* participants */
4: E ← E ∪{TP(p)}
5: end for
6: for all o ∈ Oi do /* objects */
7: E ← E ∪{TO(o)}
8: end for
9: for all 〈p,a,o〉 ∈ XA

i do /* activations */
10: E ← E ∪{TA(〈p,a,o〉)}
11: end for
12: end for
13: for all DADi ∈ BM do
14: for all 〈p,a,o〉∈ GC

i ∪GU
i do /* participant - generated object */

15: R ← R∪{TPG(〈p,a,o〉)}
16: end for
17: for all 〈p,a,o〉∈ XA

i ∪XU
i do /* participant - activated object */

18: R ← R∪{TPA(〈p,a,o〉)}
19: end for
20: for all 〈p,a,o〉∈ XA

i do /* existing object - activation */
21: R ← R∪{TEA(〈p,a,o〉)}
22: end for
23: for all a ∈ Ai do /* input object - output object */
24: for all 〈io, i f ,a,o f ,oo〉∈ M(a) do /* SISO tuples */
25: R ← R∪{TOO(〈io, i f ,a,o f ,oo〉)}
26: end for
27: end for
28: end for

Fig. 4 High-level algorithm for automated CDM generation

4 Experimental Results

The implemented generator has been applied to the sample business model (Fig. 2).
The visualization result of the automatically created CDM is shown in Fig. 5.

The generator has created all classes and associations, as was expected during
the analysis of the sample model. From the database designer’s point of view:

• All generated classes are suitable and could be retained in the CDM without any
change. There are no classes that could be considered as surplus.

• Only the Returning association (association between classes MEMBER and
Book borrowed) could be considered as surplus in the given business system
(there is no need for two associations – borrowing and returning of some book
are related to the same member).

• Only one generated association has partly incorrect multiplicities – the multi-
plicity of the Book borrowed class is to be ’0..1’ in the Issuing association
with the BookRequest class (incorrect multiplicity is the consequence of the
source model simplification).
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Fig. 5 Automatically generated CDM based on sample business model

Since the source business model is very simplified and does not cover the whole
business system, the automatically generated CDM is not representative enough for
an objective quantitative evaluation of the approach, particularly for the estimation
of the recall measure (percentage of all concepts in the target CDM that are auto-
matically generated). However, precision as a measure of correctness of the auto-
matically generated CDM, which is defined as:

Precision =
Ncorrect

Ncorrect +Nincorrect
·100%,

can be calculated based on the previous short qualitative evaluation. Basic metrics
and calculated precision for the sample CDM are given in Table 1. A very high pre-
cision of the implemented generator (above 90%) confirms the previously obtained
results [3].

Table 1 Quantitative evaluation based on sample CDM

Metrics
Concepts

Ngenerated Ncorrect Nincorrect Nsurplus
Precision [%]

Classes 10 10 0 0 100

Associations 17 16 1 1 94
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5 Conclusion

In this paper we have presented an approach to the automated CDM design, that
is based on UML business model containing a finite set of DADs representing the
business processes of the whole enterprise. We have identified the semantic capacity
of typical business process patterns and defined formal rules for automated CDM
design. Based on those formal rules we have implemented two-phase automatic
generator that iterates through the source model, processes all DADs and generates
the target CD. The classes are being generated in the first phase, while the class
associations are being added in the second phase.

The application of the generator is illustrated on the simplified real business
model. The evaluation of automatically generated CDM implies that the genera-
tor is able to generate a very high percentage of the target CDM with a very high
precision (over 90% of all generated concepts are correct). An extensive and objec-
tified evaluation of the approach, based on statistically reliable number of models,
will be part of future work.
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Aligning Business Process Models and
Domain Knowledge: A Meta-modeling
Approach

Samira Si-Said Cherfi, Sarah Ayad, and Isabelle Comyn-Wattiau

Abstract. In recent years the problems related to modeling and improving
business processes have been of growing interest. Indeed, companies are re-
alizing the undeniable impact of a better understanding and management of
business processes (BP) on the effectiveness, consistency, and transparency of
their business operations. BPmodeling aims at a better understanding of pro-
cesses, allowing deciders to achieve strategic goals of the company. However,
inexperienced systems analysts often lack domain knowledge leading and this
affects the quality of models they produce. In this paper we propose to sup-
port this modeling effort with an approach that uses domain knowledge to
improve the semantic quality of BP models. This approach relies on domain
ontologies as a mean to capture domain knowledge and on meta-modeling
techniques. The main contribution of this paper is threefold: 1) the meta-
models describing both a domain ontology and a BP model are described,
2) the alignment between the concepts of both meta-models is defined and
illustrated, 3) a set of OCL mapping rules is provided. A simple case study
illustrates the process.

Keywords: Domain knowledge, Domain ontology, Semantic quality, Busi-
ness process modeling, Quality improvement.

1 Introduction

Modeling is the intellectual activity of creating abstract and comprehensive
representation of a system necessary to understand its existing or planned
behavior. In practice, conceptual models have been recognized as playing an
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important role in communication and understanding among various stake-
holders within a project. Business Process models are conceptual models
supposed to give a complete description of the underlying business processes.
Consequently, companies are today aware of the undeniable impact of a bet-
ter tuning of business processes (BP) on the effectiveness, consistency and
transparency of their business operations. This tuning requires a better un-
derstanding and an effective management of BP. However, to achieve the
expected benefits it is necessary to rethink the approach of designing these
processes. BP modeling is a prerequisite. It is now considered as an engineer-
ing activity aiming at providing the actors with a better understanding of
the processes in which they are involved. But BP modeling is difficult. It is
an expert task that needs to be performed by trained experts. And, what
about quality? Quality can be defined as the total of properties and charac-
teristics of a product or service that are relevant for satisfying specific and
obvious requirements [1]. The business process modeling approaches share
many similarities with conceptual modeling activities, but are much more
complex [19]. Indeed, a business process model captures a dynamic vision
of the system through activities descriptions, generally done at a low level
of abstraction; with a difficult issue of ending with a high level description
for which a good acquaintance and understanding of domain knowledge is
necessary. This is why the activity of modeling BP requires a high degree
of pragmatic expertise generally referred to as empirical rules and heuris-
tics difficult to formalize and to share. Commercial tools for business process
modeling activities mainly focus on the accuracy of models based on a set of
syntactic criteria imposed by the notation and provide little or no guide to
guarantee the quality of produced models. We propose to assist the modeling
activity with a quality centered approach that aims to exploit the domain
knowledge. The domain knowledge in Information Systems discipline refers
to knowledge provided by both methods and application domain [12]. In our
approach we propose to exploit domain ontologies knowledge with alignment
rules to identify similarities between BP models and domain ontologies ele-
ments. The aim is to improve the semantic completeness and expressiveness
of BP models according to domain knowledge contained in the ontologies.
This paper is organized as follows. State of the art is described briefly in Sec-
tion 2. The overall approach of our semantic is broadly described in the third
section. The meta-models structuring both BP models and domain ontologies
are described in detail in Section 4. Section 5 is dedicated to alignment rules.
Finally Section 6 concludes and describes future research.

2 State of the Art

A Business Process (BP) is a set of related activities that transform an input
to create an output with added values [10]. Experts in information systems
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and professionals agree that the success of a company depends particularly of
a good understanding of business processes [4]. To make a business process
model understandable, reliable, and reusable it is important to ensure its
quality. Several approaches that work in this direction exist in the literature.
We have classified them into three categories:

1. Approaches focused on improving BP methods of analysis and design: im-
proving the process development improves the quality of products. we can
mention [5] where the authors propose a set of guides to improve clarity,
comprehensibility. Other authors focus on improving the comprehensibility
of models [15].

2. Process quality measurement: considers the quality level of business pro-
cesses and their execution. We categorize the research on simulation and
control of process as in [3]. In [9], the authors present and discuss several
techniques for the analysis of processes during execution such as verification.

3. Process model quality measurement: Our focus is in this category that
addresses the quality from the point of view of its evaluation and im-
provement. In [2], the authors mention the most important five measures:
coupling, cohesion, complexity, modularity, and finally the size. [20] pro-
pose an approach based on GQM method (Goal-Question-Metric). One of
the characteristics t hat has been the subject of several proposals is the
complexity [8, 6]. However, these studies are based primarily on structural
characteristics of processes and their models.

In conclusion, our analysis of the state of the art leads us to argue that the
quality of BP model is mainly addressed in terms of structural and syntactic
and rarely in terms of semantics. In the remainder of this paper, we present
our approach which aims to go a step forward into a semantic quality based
approach of BP model.

3 The Overall Approach for Semantic Quality
Improvement

Modeling activity in general and BP modeling in particular are creative ac-
tivities conducted by modelers using a given notation or modeling language.
The result is of course highly dependent on the modeler experience in the no-
tation practice, on his/her interpretation of the reality, and on the decision
he/shemakes regarding the choice of concepts and details to bemodeled. This
explains the fact that several correct but differentmodels can usually be gener-
ated from the same reality. However, these models are supposed to be faithful
representations of the reality. Thus the definition of quality requirements for
thesemodels is, in fact, amean to evaluate thismodeling activity and ensure a
better result. Many factorsmay be defined to characterize this quality. The se-
mantic qualitymeasures the degree of correspondence between the model and
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the domain. The semantic quality is related to both completeness and validity
of the models; here the BP models [13]. To improve the quality of models pro-
duced, several approaches are possible: assistance in the development process
phase by generic methodological guides from experience, measurement of the
specifications quality, reusing approved specifications fragments etc. In this pa-
per, we propose to exploit knowledge of field, which are supposed to reflect the
knowledge shared by a community of actors, in order to improve the quality of
process models. Our approach relies on the process having as input point the
business process model to be evaluated and a domain ontology representing
business knowledge and rules of the underlying problem domain. The steps of
the process are the following:

• Discovering similarities between input BP model and domain ontology:
this is based on a set of alignment rules at both syntactic and semantic
levels.

• Evaluating semantic quality includes measuring a value of quality accord-
ing to quality metrics.

• Improving semantic quality: An originality of our work is to integrate the
quality improvement within the proposed approach.

3.1 Identifying Model-Ontology similarities

In the first step, the approach consists in discovering the mappings between
business process model elements the domain ontology elements. To make
these alignment rules generic and independent of both the BP modeling no-
tation and the ontology implementation language, we have defined two meta-
models namely a BP meta-model and an ontology meta-model presented in
detail in Section 4. The alignment rules aim to identify similarities between
the process model elements and the domain ontology concepts. Once these
similarities identified they serve as input for both semantic quality evaluation
and improvements activities. In this paper we mainly focus on this alignment
activity.

3.2 Evaluating Semantic Quality

Semantic quality expresses the degree of correspondence between the infor-
mation expressed within a model and the domain that is modeled. In order
to evaluate the semantic quality we have identified a set of what we call
quality deficiencies such as incompleteness and ambiguity. These deficien-
cies result from modeling choices producing models that do not cover the
intended requirements or with low expressiveness. Such models lead to inad-
equate systems due to incompleteness or to misunderstanding during their
implementation. Once a similarity has been identified between a BP model
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element, let it be bpmi and an element from the domain ontology doi, our
approach exploits the knowledge from the domain ontology related to doi to
detect and measure semantic quality deficiencies according to quality metrics
we have defined. For space reason, this part of the work is not presented here.

3.3 Quality Improvement

The quality improvement activity consists in suggesting to the analyst or the
quality expert a set of improvement guidelines to improve the quality of their
models. Again, this step uses the domain knowledge to generate improvement
actions. This means that the completeness and even the relevance of these
guides rely partly on the quality of the domain ontology but this aspect is
out of the scope of our approach. For example, if the approach identified a
similarity between bpmi a BP model element- and doi - an element from the
domain ontology- and the domain ontology describes a relationship between
doi and doj (an other element from the ontology), then our approach will
propose an enrichment action on the BP model based on the relationship
between doi and doj.

This article focuses on discovering similarities between BP models and do-
main ontologies. We will however provide some examples of improvements
without detailing the mechanism leading to generate them in Section 5, ded-
icated to the illustration of the approach.

4 Ontology and Process Model Meta-models

In order to identify similarities between knowledge contained in the ontology
and the one represented by the BP model, our approach relies on alignment.
To ensure the generality of these rules, we have chosen to define them at
a meta-modeling level. Hence, the first contribution is the construction of
meta-models representing ontologies and BP models.

4.1 Business Process Meta-model

There are several advantages of defining such a meta-model. First, the meta-
model provides a synthetic vision of concepts used independently of spe-
cific notations helping in the understandability of models. Second, instead
of defining mapping rules for each couple of BP modeling notation and on-
tology language we define the rules only at the meta-model level. Finally,
since we consider that domain knowledge contains also knowledge embedded
in methods and consequently in notations, we will use meta-models to inte-
grate completeness, validation and corectness rules defined by BP notations
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to enrich our actual vision of domain knowledge. The meta-model defined in
this section was constructed as a synthesis of a selection of concepts proposed
by several authors and according to several notations and more specifically
the work presented in [6, 14]. A business process model is composed of flows
of objects and connectors. A flow object can be an event, an activity or a
gateway [16]. An event that occurs is a fact and impacts the progress of a
process. Our events can be of three types: initial, intermediate and final. An
activity can be an atomic task if it is not decomposable or a process if it
is complex and has a visible structure. A gateway is a mechanism that can
manage the convergence or divergence of activities flow. A connecting ele-
ment can be an association, a sequence or a message flow. An association
is used as a simple link between two concepts. The sequence flow defines an
execution order of activities. A message flow is used to represent exchange
of information between two participants in the process. Activities refer to
resources. A resource is a concept which includes abstract concepts such as
the human agent responsible for execution of the activity and information
produced or consumed by it. The exact role of the resource in the process
is explained by the concept of role. Figure 1 shows an example of BP model
from a “Mission order” case study. The example uses the Eriksson and Penker
notation for Business process modeling [6]. An employee who has to travel
for his/her job must first obtain the authorization of his/her boss. If he/she
gets it, he fill a form called mission order and takes care of other formalities
(book a ticket, a hotel, etc.) and sends the mission order to the financial
service. When he/she comes back after his/her travel, he/she provides the
financial service with expense accounts. The financial service may then reim-
burse him/her. A peopleResource -indicated by stereotype People at Figure
1 - “Employee” responsible of two processes “Request authorization” that re-
quests an information resource input “Mission information”, and “Establish
MO” with a physical resource output “Mission order (MO)”.

A sequence of processes “Request authorization” and “Analyze request”
led to a process divergence. The two processes “Establish MO” and “Carry
out mission formalities” may be executed in parallel.

4.2 Ontology Meta-model

The ontology meta-model allows representing domain ontologies using the
same concepts independently of the language for their implementation. There
are several contributions in literature concerning ontology meta-modeling.
The authors in [18] introduced simple concepts and constructors (negation,
conjunction, disjunction) to define complex concepts. They also defined sev-
eral relationships including inheritance links, instantiation and constraints.
In [11] five types of concepts have been proposed to represent the functional
requirements (function, object, and environment) and non-functional require-
ments (constraints, quality). In our approach, we consider an ontology as a



Aligning Business Process Models and Domain Knowledge 51

Fig. 1 Business process model for the Mission Order example

set of classes and relationships. This vision is largely adopted. We distinguish
between three types of concepts of type class: actor, action and artifact.

• An actor is an independent entity, able to perform actions.
• An action represents the execution of an action.
• An artifact is an inanimate object incapable of performing an action.
• An artifact may represent information or an abstract concept.

However, most of meta-models take into account two kinds of relationships,
namely inheritance and structural relationships. For the needs of our ap-
proach we adapted the classification of relationships proposed by [17], which
has been initially defined to analyze semantics of relationships within a rela-
tional database. This classification offers several types of relationships allow-
ing us to characterize precisely the nature of links between concepts.

Relations are first decomposed into three categories:

• Status: represents relationships that may be structural (inheritance, com-
position, instantiation, etc.), influence (own, control, creation, destroy,
etc.), or temporal (follow, require, etc.).

• Change of status: reveals the occurrence of remarkable events. This type
of relationship is primarily used to express the interdependence of status
in the life cycle of an entity.
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• Interaction: represents short-term relationships between entities. Several
semantic relations are defined for interactions such as communication, ob-
servation, execution, etc.

Figure 2 shows an example of a domain ontology. This is an extract from the
ontology “mission plan”.

Fig. 2 Instantiation of the Ontology meta-model

The actor external” is linked to actor staff by an is-a relation of type
structural (status). Also actors secretary and missionary are related to the
actor “internal staff” by an is-a relation. In addition the actor missionary is
related to the action Formalities management by a control relation of type
influence (status), similarly to the actor “external” and the action autho-
rization request. Moreover, “Formalities management” action is related to
“return mission” action with a temporal relationship indicating that man-
aging formalities precedes a return mission. The example indicates also that
“Hosting costs” and “Travel costs” abstract concepts are linked to “Return
mission” action by observation relationships, meaning that the action per-
forms no changes on the abstract concept.

5 Mapping Process Model and Ontology Meta-models

Thanks to the precise categorization of concepts in both ontology and
process model meta-models we are likely able to predefine some concepts
correspondences allowing the mapping of the domain ontology concepts with
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the PM concepts. We have defined two kinds of mapping, namely type-based
mapping and semantics-based mapping.

5.1 Type-Based Mapping Rules

This mapping involves the types of concepts in order to establish correspon-
dences between the concepts at the meta-level. These correspondences allow
reconciliation based on the types of concepts independently of their meaning.
These rules are still essential to avoid typing errors. An extract of predefined
meta-model concepts mappings is given in Table 1.

Table 1 Concept alignment

BP model meta-model concept Domain Ontology meta-model concept
People resource Actor
Abstract resource Abstract

Information resource Knowledge
Process / activity Action

Similarly, we have established mappings between meta-model relations of
BPM and those of the ontology meta-model. The result is given in Table 2.

Table 2 Relation alignment

BP model meta-model connectors Domain Ontology meta-model relations
Sequence Flow Temporal

Message Flow
Communication

Transfer

Role
Execution

Manipulation
Observation
Influence

The second type of mapping, presented in the following section, is richer,
being based on the semantics of concepts.

5.2 Semantics Based Mapping Rules

Based on meta-models presented above, we developed a set of matching rules,
allowing the mapping of the ontology field with the concepts of process mod-
els. These rules are written in Object Constraint Language (OCL) (OMG,
2010). There are four classes of matching rules. The rules are all defined as
functions having as input one or several BP model concepts and returning
one or several concepts from the domain ontology.
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Equivalence: returns the ontology concept which is syntactically equiva-
lent (they have the same names) to the BP model concept.

Synonymy: returns a set of ontology concepts that are synonyms of the
BP model concept. The synonymy value is calculated by comparing the
existence of common names or synonyms based on Wordnet [7].

More general: returns the ontology concepts having a superiority rela-
tionship (also called hyperonymy or IS-A relationship) with a concept
from the ontology already detected as synonym or equivalent to the BP
model concept.

More Specific: returns the ontology concepts having an inferiority rela-
tionship with a concept from the ontology detected as synonym or equiv-
alent to the BP model concept.

These classes of rules are instantiated for each of the concepts of the BP
meta-model.

5.3 Application to the Example

To illustrate the alignment activity of our approach, we consider the exam-
ple of mission order process. The input is the business process model under
construction represented at Figure 1 and an excerpt from the domain on-
tology mission plan from Figure 2. As mentioned above, all the semantic
rules are based on type mapping rules i.e. equivalence is between concepts
that are not only syntactically equivalent but also type mapped. By applying
the equivalence rule on the actor financial service, it will return the actors
of the ontology that have the same name. Equivalence rules are not fired
since the concepts from the ontology do not have the same names as con-
cepts from the BP model of the example. Also we can catch the actions syn-
onym of the process formalities management by applying the synonymy rule:
synonym(carry out mission formalities) returns formalities management and
synonym(employee) returns {staff, internal staff, external staff, missionary,
secretary}. By querying the ontology and firing the semantic/type mapping
rules, we can map the ontology concepts to the BPM concepts. Thus we elicit
the equivalent, synonyms, different abstraction levels of concepts. But finally,
it’s up to the analyst to validate these mappings. The step forward builds
on these mappings to detect and correct quality defects. For example the
ontology provides several kinds of costs such as “car rental costs” or the dis-
tinction between “train” and “flight” tickets that are not considered within
the process in hand. This could express an incompleteness of the BP model
that could be corrected by replacing “ticket” by “travel costs tickets” if the
BP is the same for all the travel costs or it can be redesigned if not. Another
enrichment that could be provided thanks to the ontology is the distinction
between internal and external staff for which the reimbursement process can
be different.
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6 Conclusion

The quality of business process models is a hot topic both for researchers
and practitioners. Many studies demonstrated that the quality of produced
models depends highly on the degree of expertise of the modelers. Moreover,
modeling activities are practiced by a significant number of non experts in-
cluding IT professionals. One of the reasons impacting the quality of produced
models is the lack of domain knowledge covering both knowledge about the
methods and notations used as well as application domain knowledge. In this
paper, we tried to propose a solution aiming to exploit application domain
knowledge in the improvement of BPmodels. Our approach considers domain
ontologies that are produced in several disciplines (web services, health care,
administrative processes etc.) to improve the semantic quality of BP models.
We have defined BP model and ontology meta-models in order to provide a
uniform description of both process models and domain ontologies. We have
then defined an alignment process using both type-based and semantics-based
mappings to detect similarities between concepts from the BP models and
the domain ontologies. The results serve as an input for the semantic qual-
ity evaluation and improvement processes. As regards the alignment process,
the future research aims to validate the approach on real case studies based
on domain ontologies widely agreed and accepted by practitioners and/or
researchers. The rules need also to be completed to cover all the kinds of
concepts and relationships semantics. To help in achieving these objectives,
we are currently developing a prototype for the definition and execution of
mapping rules.
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Optimization of Object-Oriented Queries
through Pushing Selections

Marcin Drozd, Michał Bleja, Krzysztof Stencel, and Kazimierz Subieta

Abstract. We propose a new optimization method for object-oriented queries. The
method enables pushing selection conditions before structure constructors, joins and
quantifiers. A less general variant of this method is known from relational systems
and SQL as pushing a selection before a join. If a query involves a selection which
predicates refer to proper arguments of a structure constructor or a join or a quanti-
fier that occurs at the left-hand subquery of this query then it can be rewritten. The
rewriting consists in pushing such predicates down before a proper operator. The
approach follows the stack-based approach (SBA) and its query language SBQL
(Stack-Based Query Language). The assumed strong typing based on the compile
time simulation of run-time actions gives the possibility to solve this optimization
problem in its full generality. The paper presents examples how the optimization
method works. General features of the implemented algorithm are also presented.

1 Introduction

Currently we notice a new wave of interests to object-oriented databases. Our two
prototypes of OODBMS, ODRA [1, 7, 8] and VIDE [16], are examples of many
similar projects and products. ODRA implements the object-oriented query and

Marcin Drozd · Michał Bleja
Faculty of Mathematics and Computer Science, Łódź University, Banacha 22,
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programming language SBQL [13, 14, 15] and VIDE implements the query lan-
guage OCL [17], an OMG standard. Among other proposals we can mention db4o
system and the LINQ [9] project developed by Microsoft Research. There are also
many database projects focused on storing parsed XML, with XQuery as a query
language, which could be considered simplified object-oriented databases.

When we started to implement SBQL we learned carefully query optimization
methods that were developed for SQL, as well as proposals in this respect for
object-oriented databases. We adopted and generalized the SQL methods, but actu-
ally abandoned the state-of-the-art concerning optimization of object-oriented query
languages, considering it as not enough matured. We decided to develop and imple-
ment our own optimization methods, such as factoring out independent subqueries
[10, 15] factoring out weakly dependent subqueries [3], processing views by query
modification [15], methods based on indices [6], and others. All these methods are
implemented in the ODRA system. We hope that our research into query optimiza-
tion will be relevant not only to SBQL and OCL, but to a wide class of object-
oriented or XML-oriented query languages.

In this paper we focus on a query optimization method that belongs to an impor-
tant group of methods based on query rewriting. The presented method is known
from SQL in a much less general variant known as “pushing a selection before a
join”, see [4, 5]. We generalize it to an object-oriented query language and involve
a dependent join, a query operator unknown in the SQL versions before SQL99. To
explain it, we consider the following example in SBQL. Consider a database con-
sisting of objects Emp (employee), Person and Comp (company). Let pointer links
employs lead from a Comp object to Emp objects and pointer links friend lead from
an Emp object to Person objects. The query should return companies together with
their employees and the number of their friends. Companies should have the budget
greater than 1000000, employees should earn between 2000 and 1% of the budget
of their company and should have more than 10 friends:

((Comp as c join c.employs.Emp as e) join count(e.friend.Person) as f ) where
c.budget >1000000 and e.sal >2000 and e.sal <0.01 * c.budget and f >10

The query involves two dependent join operators. The first line of the query implies
sequential lookup of companies, then sequential lookup of their employees, then cal-
culating the number of their friends. For large collections of Comp, Emp and Person
objects this could be expensive. Clearly, the boolean expressions (predicates) after
the where operator could be pushed before joins and in this way the performance of
the entire query will be much improved:

(((((Comp as c where c.budget >1000000) join
(c.employs.Emp as e where e.sal >2000)) where e.sal <0.01 * c.budget)) join

count(e.friend.Person) as f ) where f >10

Such a rewriting is possible due to an important property of the where and join
operators that we define as “distributivity w.r.t. processed collections”.
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In SBQL there are two structure generators: a dependent join and a usual struc-
ture constructor (in SQL referred to as “cartesian product”). Hence we have at least
two optimization patterns:

(q1 join q2) where p1 and p2 and ... pm

and
(q1, q2,...,qn) where p1 and p2 and ... pm

where qi are some queries and p j are predicates. These patterns can be combined.
Similar patterns are relevant not only for the where operator, but also for quantifiers.

Providing some conditions are satisfied, we can push some particular predicate
pi just after some query q j. As follows from our example, some predicate pi can
be stuck not only with a single q j, but also with two or more queries joined by the
join or comma operators. The problem is: if and how such a query optimization
method can be defined and designed in its full generality? In this paper we show
that it is possible. Pushing selections is a lossless optimization method: in all cases,
after application of the method, the performance cannot be worse than before. For
very large databases the gain from this optimization method can be several orders
of magnitude shorter query response time.

The rest of the paper is organized as follows. In Section 2 we briefly present SBA
and SBQL. Section 3 describes our optimization methods and the corresponding
algorithm. Section 4 concludes.

2 Main Concepts of the Stack-Based Approach (SBA)

The Stack-Based Approach (SBA) and its Stack-Based Query Language (SBQL)
[13, 14, 15] are the result of investigations into a uniform conceptual platform for
an integrated query and programming languages for object-oriented databases. One
of the most important concept of SBA is environment stack (ENVS), known also as
call stack. The stack is responsible for binding names, scope control, procedure and
method calls, parameter passing, inheritance mechanism, polymorphism and other
features of object-oriented query and programming languages. In SBA the stack has
also a new role: it participates in evaluation of non-algebraic operators.

SBA respects the full internal identification principle: each run-time entity that
can be separately retrieved or updated must possess a unique internal identifier. Ob-
jects on any hierarchy level have the same formal properties and are treated uni-
formly; this is known as the object relativity principle. SBA assumes no differences
in defining types and queries addressing transient and persistent data (this is known
as orthogonal persistence [2]).

In SBA classes are understood as prototypes, which means that they are ob-
jects, but their role is different. A class object stores invariants (e.g. methods) of the



60 M. Drozd et al.

objects that are instances of that class. A special relationship - instantiation - be-
tween a class and its instances is introduced. Inheritance between classes is sup-
ported. To present SBA object store we assume the class diagram presented in Fig.1.
Person is the superclass of the classes Student and Emp. The classes Course, Stu-
dent, Emp and Dept model students attending courses, which are supervised by
employees working in departments. Names of classes (attributes, links, etc.) are fol-
lowed by cardinality numbers. Cardinality [1..1] is dropped.

SBQL is described in detail in [13, 15]. The language has several implemen-
tations, in particular for the ODRA system [1, 7, 8]. Semantics of SBQL queries
follows the compositionality principle, which means that the semantics of a query is
a function of the semantics of its components, recursively, down to atomic queries
(names and literals). This feature much simplifies implementation and optimization.

SBQL operators are subdivided into algebraic and non-algebraic. The main dif-
ference between them is whether they modify the state of ENVS during query pro-
cessing or not. If an operator does not modify ENVS then it is algebraic. Algebraic
operators include string and numerical operators and comparisons, Boolean and,
or, not, aggregate functions, bag and sequence operators and comparisons, structure
constructors, etc. A very useful algebraic operators are as and group as which name
query results. Operator as names each element in a bag or sequence returned by a
query, while group as names the entire query result.

Evaluation of non-algebraic operators is more complicated and requires further
notions. If a query q1 θ q2 involves a non-algebraic operator θ , then q2 is evaluated
in the context of q1. The context is determined by a new section (sections, depending

Person [0..*]

fname:
lname:
age:

string

string

integer

fullName(): string

Student [0..*]

year:
grades[0..*]:

integer

integer

avgGrade(): real

Dept [0..*]

dname:
location[1..*]:

string

string

Emp [0..*]

sal:
job:

real

string

Course [0..*]

ename:
duration:

real

integer

employs [0..*]

worksIn manages [0..1]

boss

supervises [0..*]

supervisedBy

attends [1..*]

attendedBy [1..20]

Fig. 1 A schema (class diagram) of an example database
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on a store model [15]) opened by the θ operator on ENVS for an element of q1. A
new stack section(s) pushed onto ENVS are constructed and returned by a special
function nested. The order of evaluation of subqueries q1 and q2 is important, they
cannot be processed independently. The non-algebraic operators include: selection
(q1 where q2), projection/navigation (q1.q2), dependent join (q1 join q2), quantifiers
(q1 ∃ (q2)) and (q1 ∀ (q2)), ordering and transitive closures.

A property of where, join and structure operators that is fundamental for the
optimization method presented in this paper is called distributivity w.r.t. processed
collection. Let query q1 return the collection bag{ e1, e2,..., ek } and let the notation
bag{ e1, e2,..., ek } θ q2 denote the result of processing this collection by a non-
algebraic operator θ and q2. The operator is distributive if it satisfies in general the
following condition (∪ stands for sum of bags):

bag{ e1, e2,...,ek } θ q2 = bag{ e1 } θ q2 ∪ bag{ e2 } θ q2 ∪ ... ∪ bag{ ek } θ q2

Operators where, dot and join are distributive what stems directly from their defi-
nitions. The distributivity property makes it possible to move conditions along oper-
ators without changing the semantics of a query, providing types and name bindings
are not violated.

3 Optimization Methods

In this paper we consider optimization methods based on query rewriting. Rewriting
means transforming a query q1 into a semantically equivalent query q2 ensuring
much better performance. It consists in locating parts of a query matching some
pattern. These parts are to be replaced according to the rewriting rule by other parts.
Such optimizations are compile-time actions entirely performed before a query is
executed. It requires performing a special phase called static analysis [11, 15] that
is a function of a strong type checker [12]. The strong typing mechanism of SBQL
assumes simulation of run time actions during the compile time.

The static analysis uses special data structures: a static environment stack S ENVS
and a static query result stack S QRES. These structures are compile-time equiv-
alents of run-time structures: an object store, an environment stack ENVS and a
query result stack QRES, correspondingly. S ENVS models bindings (in particular
opening new scopes and binding names) that are performed on ENVS. The pro-
cess of accumulating intermediate and final query result on QRES is modeled by
S QRES. The main component of the metabase is a schema graph that is compiled
from a database schema. It contains nodes representing database entities (objects,
attributes, classes, links, etc.) and interfaces of methods. The edges represent rela-
tionships between nodes. The graph nodes are identified by internal identifiers that
are processed on static stacks.
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3.1 Pushing Selections before Structure Constructors

Consider the following query pattern:

(q1, q2,...,qn) where p1 and p2 and ... pm

where qi are some queries and p j are predicates. Due to the distributivity property
of the where operator and the structure constructor predicates p1, p2,...,pm can be
stuck (using the operator where) with some qi . For instance, p2 can be stuck with
q1 and in this way we obtain a semantically equivalent query:

((q1 where p2), q2,...,qn) where p1 and p3 and ... pm

The same we can do with other predicates p j, sticking them with proper qi. If all the
predicates after where are moved before the structure constructor, the final where
operator can be removed.

The question is what is a criterion for matching some qi with some p j. The cri-
terion can be easily established on the ground of the static analysis of the query.
During the analysis, the signature si of the result returned by each qi is calculated.
Then, the where operator uses this signature as an argument of the static nested
function, which returns at the top of S ENVS the signature of the environment ei

that is implied by the result of qi. The environment ei contains all the static binders
(with proper names) that are the contribution of this qi to the entire environment. In
effect, we obtain the following situation on S ENVS, Fig.2:

Now we can easily establish the criterion which governs sticking a particular p j

with a particular qi:

• p j contains at least one name equal to the name of some static binder within ei;
• p j does not contain a name of some static binder within e1,...,ei−1, ei+1,...,en;

e e ... e
1 2 n

...

...

Global entities
(signatures of database objects, etc.)

Top

Bottom

Section pushed by
the operatorwhere

Binding search

Fig. 2 S ENVS stack during static analysis of p1, p2, . . . , pm
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• p j may contain other names that are bound in some sections of S ENVS different
from the section pushed by the where operator. Names can be bound below this
section or (if p j contains a non-algebraic operator) above this section.

In more friendly words, p j can be stuck with qi if and only if in the same source
code context in which the entire query pattern is recognized the query qi where p j

is typologically correct. p j has no dangling names that cannot be bound and p j is
not independent from the where operator: at least one name in p j must be bound at
the section of S ENVS pushed by this operator.

Example 1 (c.f. Fig.1). Assume (a bit contrived) query: Get persons together with
departments and their bosses. A persons should have last name the same as the de-
partment name and should be older than 50. A department should have 3 locations.

(Person, Dept, Emp as e) where lname = dname
and age > 50 and count(location) = 3 and boss.Emp = e

(1)

The structure constructor has three argument subqueries, Person, Dept and Emp as
e. The counted signatures for them will be following (metanode is the identifier of a
node in the metabase):

• For Person: metanodePerson

• For Dept: metanodeDept

• Emp as e: static binder e(metanodeEmp)

These signatures will be processed by the where operator, which for particular sub-
queries will return at the top of S ENVS the following static binders:

• For Person: static nested(metanodePerson) = f name(metanode f name),
lname(metanodelname), age(metanodeage), f ullName(metanode f ullName)

• For Dept: static nested(metanodeDept) = dname(metanodedname),
location(metanodelocation), employs(metanodeemploys), boss(metanodeboss)

• For Emp as e: static nested(e(metanodeEmp)) = e(metanodeEmp)
(for binders function nested returns them without changes)

Now we can see that according to our criterion the first predicate cannot be moved,
the second one can be moved to the first subquery (name age), the third one can
be moved to the second subquery (name location) and the fourth one cannot be
moved too. Hence the optimized version of the query according to the criteria is the
following:

((Person where age > 50), (Dept where count(location) = 3), Emp as e)
where lname = dname and boss.Emp = e

(2)

Now the algorithm of pushing selections before the structure constructors is clear
and can be easily developed. However, our example shows next opportunities for
this kind of optimization. According to the same reasoning we can check neigh-
boring pairs of arguments of the structure constructor and try to stick the rest of
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predicates with the pair. We see that the predicate lname = dname can be stuck with
the first and second subqueries. Name lname is bound in the section supplied by
Person and name dname is bound in the section supplied by Dept. In this way we
obtain:

((((Person where age > 50), (Dept where count(location) = 3))
where lname = dname), Emp as e) where boss.Emp = e

(3)

According to the same reasoning we can check neighboring triples of subqueries,
neighboring quadruples of subqueries, etc., till we push all p j − s or conclude that
some p j−s cannot be pushed at all. Below we present a sketch of such an algorithm:

1. Traverse recursively AST looking for the pattern.
(q1, q2,...,qn) where p1 and p2 and ... pm

If the pattern is not found then stop; else
2. For each p j, j = 1,2, ...,m, for each qi, i = 1,2, ...,n check if pushing selection

criteria are satisfied. If they are satisfied for some j and i, then

a. reorganize AST by pushing predicate p j to qi;
b. goto 1;

else for each p j, j = 1,2, ...,m, for each qi,qi+1, i = 1,2, ...,n−1 check if pushing
selection criteria are satisfied. If they are satisfied for some j and i, then

a. reorganize AST by pushing predicate p j to the pair (qi,qi+1);
b. goto 1;

else for each p j, j = 1,2, ...,m, for each qi,qi+1,qi+2, i = 1,2, ...,n− 2 check if
pushing selection criteria are satisfied. If they are satisfied for some j and i, then

a. reorganize AST by pushing predicate p j to the triple (qi,qi+1,qi+2);
b. goto 1;

else ... (check for quadruples of qi, etc. till the number of neighboring qi − s is
equal to n− 1)

Note that in each cycle of the algorithm we push one predicate (through reorganiz-
ing AST). Because after the reorganization the pattern is different hence it makes no
sense to continue. We break further actions and start the algorithm from the begin-
ning. The algorithm is naturally finished when the required pattern is not found or
the number of required neighboring subqueries achieves n.

The above algorithm does not exhaust optimization opportunities. Note that in
Example 1 we can also move the predicate boss.Emp = e to the pair of second and
third subquery, obtaining in this way the following optimized query:

((Person where age > 50),
(((Dept where count(location) = 3), Emp as e) where boss.Emp = e))

where lname = dname
(4)
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Hence we obtain some choice: when we push lname = dname we cannot push
boss.Emp = e, and v/v. We can optimize this choice by some additional criterion
(e.g. higher predicate selectivity ratio), but this could lead to very sophisticated rea-
soning with no guarantee for the success. Additionally, we observe that a predicate
can be stuck with two or more qi − s that are not neighboring. Hence the presented
algorithm anyway requires some alteration to take into account these opportunities.

These alterations require some new features of the AST mechanism. Consider
Example 1. We can introduce to AST an additional artificial subquery dummy(i).
This is an internal optimization trick, the programmer need not to be aware of it.
The subquery means copying the value of the i-th element of a structure. Below we
present the query (3) after this modification:

(Person, Dept, dummy(2), Emp as e) where
lname = dname and age > 50 and count(location) = 3 and boss.Emp = e

(5)

Now we can push all predicates:

(((((Person where age > 50), (Dept where count(location) = 3)) where
lname = dname), (dummy(2),(Emp as e)) where boss.Emp = e))

(6)

The same trick we can use for the case when a predicate is to be stuck with sub-
queries that are not neighboring. At the end of run time query processing all dummy
elements of structures are to be removed.

There is apparently a pitfall in our optimization method. Assume that Emp and
Dept objects have a numeric attribute rank. Consider the query: Get pairs of em-
ployees and departments for which the summary rank is greater than 10:

(Emp, Dept) where sum(rank) > 10 (7)

According to the above criteria, the predicate sum(rank) > 10 will be pushed after
the subquery Emp or, alternatively, after Dept. However in both cases pushing will
cause changing the query semantics. Providing an employee and a department have
ranks equal to 6, the original predicate will be true, but after pushing the selection
the predicate will be false. Should we provide a method variant to deal with such
cases?

We avoid to do that. We have concluded that this query should be treated as
illegal and should be rejected by the strong typing system. In general, our strong
type checker should disallow “false collections”, i.e. situations when two or more
components of the structure constructors deliver binders with the same name to the
same environment. The programmer should reformulate this query to avoid false
collections, e.g. by using auxiliary names to one or more arguments of the structure
constructor. For instance, the equivalent query (8) is typologically correct, but it
creates no opportunity for pushing the selection:

(Emp as e, Dept) where e.rank + rank > 10 (8)
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3.2 Pushing Selections before Dependent Join

The dependent join is a binary operator hence there is no so many optimization
variants as for the structure constructor. Consider the following query pattern:

(q1 join q2) where p1 and p2 and ... pm

According to the method described in the previous section, the static analysis of the
query returns the signature s1 of q1 and the signature s2 of q2. Then, the optimizer
calculates static nested(s1) and static nested(s2). The criterion of sticking a par-
ticular p j with a particular qi is exactly the same as for structure constructors. We
are sticking p j with q1 if there is a name within p j that can be resolved by a binder
delivered by static nested(s1) and there is no name within p j that is resolved by a
binder delivered by static nested(s2). Similarly for q2. The action can be recursively
continued if q1 or q2 also contain joins.

Example 2. Get departments (named d) together with their employees, with the
courses supervised by them (named c) and with students attending these courses
(named s). Department boss lname should be different from lname of an employee,
employees should be older than 50, the department should have 3 locations and
average grade of a student should be greater than 4.5.

(((Dept as d join (d.employs.Emp)) join (supervises.Course as c)) join
(c.attendedBy.Student as s)) where d.boss.Emp.lname <> lname and

age> 50 and count(d.location) = 3 and avgGrade >4.5
(9)

Now we have a join with two arguments: the first line presents the first and the
second one (before where) presents the second. The first, second and third predicate
we can stick with the first argument (according to the criterion presented above) and
the fourth predicate we can stick with the second argument:

(((((Dept as d join (d.employs.Emp)) join (supervises.Course as c)))
where d.boss.Emp.lname <> lname and age > 50 and count(d.location) = 3

join ((c.attendedBy.Student as s) where avgGrade > 4.5)
(10)

Then, we can recursively repeat this action with parts of the entire query.
Another pattern with a dependent join is the following:

q1 join (q2 where p1 and p2 and...pm)

In this case we can consider sticking some p j − s with q1. The case does not im-
ply anything new to our method: static analysis calculates the signature s1 of q1,
then calculates static nested(s1) and then applies the described above criteria to all
p j − s.

Emp join (worksIn.Dept where sal > 1000 and ”Rome” in location) (11)
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Query (12) presents an optimized variant of (11).

(Emp where sal >1000) join (worksIn.Dept where ”Rome” in location) (12)

3.3 Pushing Selections before Quantifiers

For a query ∃q(p) with an existential quantifier it is quite easy to prove that it is
semantically equivalent to ∃(q where p)(true). Hence the patterns

∃(q1, q2,...,qn) (p1 and p2 and ... pm)
∃(q1 join q2) (p1 and p2 and ... pm)

can be rewritten as:

∃((q1, q2,...,qn) where p1 and p2 and ... pm)(true)
∃((q1 join q2) where p1 and p2 and ... pm)(true)

and in this way we have reduced the problem of pushing selection before an exis-
tential quantifier to the previously considered method. If some predicate p j cannot
be pushed before a structure constructor or a join, then we can move it back to a
second quantifier argument.

Example 3. Is it true that there is a clerk from the “Trade” department earning
more than his/her boss?

∃ (Emp as e join e.worksIn.Dept as d join d.boss.Emp as b)
(e.job = ”clerk” and d.dname = ”Trade” and e.sal > b.sal)

(13)

After rewriting:

∃ ((Emp as e where e.job = ”clerk”) join (e.worksIn.Dept as d where
d.dname = ”Trade”) join d.boss.Emp as b) (e.sal >b.sal)

(14)

For the universal quantifier, the de Morgan’s laws can be applied to the above pat-
terns. We present the rule for the pattern ∀(q1,q2, ...,qn) (p1 or p2 or...pm); for pat-
terns involving joins the rules can be developed by analogy. According to the laws,
the pattern ∀(q1,q2, ...,qn) (p1 or p2 or...pm) is equivalent to not ∃(q1,q2, ...,qn)
(not p1 and not p2 and...not pm). In this way we again have reduced the problem
to the previous cases.

4 Conclusions

We have presented the optimization method which was aimed at performing a selec-
tion as early as possible. Although this optimization is well-recognized for relational
query languages, we generalize it for the object-oriented queries and for richer set of
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query patterns. We focus on pushing selection predicates being the part of the right-
hand subquery of a where operator or a quantifier before structure constructors or
join operators. Pushing selection before these operators is a lossless optimization
which guarantees not worse and in majority of cases much better performance.

The proposed rewriting rules are developed in full generality. They hold for any
data model (assuming it will be expressed in terms of SBA), including the relational
and XML models. The rule makes also no assumption concerning the complexity of
selection predicates and their location. Although the idea of rewriting rules seems
to be clear, the resulting algorithm is quite sophisticated. The algorithm is repeated
to detect and push down all the possible selections and ends when no optimization
action is possible.

References

1. Adamus, R., et al.: Overview of the Project ODRA. In: Proc. 1st ICOODB Conf., pp.
179–197 (2008) ISBN 078-7399-412-9

2. Atkinson, M., Morrison, R.: Orthogonally Persistent Object Systems. The VLDB Jour-
nal 4(3), 319–401 (1995)

3. Bleja, M., Kowalski, T., Subieta, K.: Optimization of Object-Oriented Queries through
Rewriting Compound Weakly Dependent Subqueries. In: Bringas, P.G., Hameurlain, A.,
Quirchmayr, G. (eds.) DEXA 2010, Part I. LNCS, vol. 6261, pp. 323–330. Springer,
Heidelberg (2010)

4. Ioannidis, Y.E.: Query Optimization. Computing Surveys 28(1), 121–123 (1996)
5. Jarke, M., Koch, J.: Query Optimization in Database Systems. ACM Computing Sur-

veys 16(2), 111–152 (1984)
6. Kowalski, T., et al.: Optimization by Indices in ODRA. In: Proc. 1st ICOODB Conf., pp.

97–117 (2008)
7. Lentner, M., Subieta, K.: ODRA: A Next Generation Object-Oriented Environment for

Rapid Database Application Development. In: Ioannidis, Y., Novikov, B., Rachev, B.
(eds.) ADBIS 2007. LNCS, vol. 4690, pp. 130–140. Springer, Heidelberg (2007)

8. Subieta K.: ODRA (Object Database for Rapid Application development) Description
and Programmer Manual (2008),
http://www.sbql.pl/various/ODRA/ODRA_manual.html

9. Official Microsoft LINQ Project, http://msdn.microsoft.com/en-us/
netframework/aa904594.aspx

10. Plodzien, J., Kraken, A.: Object Query Optimization through Detecting Independent
Subqueries. Information Systems 25(8), 467–490 (2000)

11. Plodzien, J., Subieta, K.: Static Analysis of Queries as a Tool for Static Optimization. In:
Proc. IDEAS, pp. 117–122 (2001)

12. Stencel, K.: Semi-strong Type Checking in Database Programming Languages. Editors
of the Polish-Japanese Institute of Information Technology, Warsaw (2006)

13. Subieta, K.: Stack-Based Approach (SBA) and Stack-Based Query Language, SBQL
(2008), http://www.sbql.pl

14. Subieta, K.: Stack-based Query Language. In: Encyclopedia of Database Systems, pp.
2771–2772. Springer US (2009)

15. Subieta, K.: Theory and Construction of Object Query Languages. Editors of the Polish-
Japanese Institute of Information Technology, Warsaw (2004)

16. VIDE: Visualize All Model Driven Programming. European Commission 6th Frame-
work Programme IST 033606 STP, http://www.vide-ist.eu

17. Warmer, J., Kleppe, A.: Object Constraint Language: Getting Your Models Ready for
MDA. Addison Wesley (2003)

http://www.sbql.pl/various/ODRA/ODRA_manual.html
http://msdn.microsoft.com/en-us/netframework/aa904594.aspx
http://msdn.microsoft.com/en-us/netframework/aa904594.aspx
http://www.sbql.pl
http://www.vide-ist.eu


On Parallel Sorting of Data Streams

Zbyněk Falt, Jan Bulánek, and Jakub Yaghob

Abstract. Since the development of applications for parallel architectures is com-
plicated and error-prone, many frameworks were created to simplify this task. One
promising approach which is applicable especially for the development of paral-
lel databases is expressing algorithms as stream programs, i.e. inputs and outputs of
procedures are data streams and these procedures are connected so that they form an
oriented graph. In this paper, we introduce highly scalable sorting algorithm which
is suitable for streaming systems. We achieve this mainly by introducing multiway
merge algorithm which is able to merge multiple independent sorted streams in
parallel.

1 Introduction

There are many streaming systems and streaming languages for many architectures
[19, 15, 2, 14]. These systems operate with data streams, which are basically flows
of some data elements. Streams are processed by operators which may have multiple
inputs and outputs. They transform input streams into output streams by performing
their built-in operations. The program for streaming systems typically describes an
oriented graph the nodes of which are operators on the streams and edges determine
data flows. We denote this graph as an execution plan in the rest of the paper.

Streaming systems naturally introduce three types of parallelism [11] – task par-
allelism, when independent streams are processed in parallel, data parallelism, when
independent parts of one stream are processed in parallel, and pipeline parallelism,
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when the producer of a stream runs in parallel with its consumer. Every efficient
and scalable algorithm for these systems should take these types of parallelism into
account; however, it might be sometimes difficult to exploit all of them together.

The sorting is fundamental algorithm and is used by many applications. Its
streaming version (i.e. the input is a stream of tuples, instead of an array with all
the tuples) is very important since there are many algorithms (such as the evaluation
of query execution plan), which produce their output sequentially.

Although this is a basic operation, up to our knowledge, no specialized sorting
algorithms for streaming systems in the multiprocessors with shared memory were
proposed. The problem is that highly optimized algorithms for multicores and GPUs
(e.g. [5, 18, 16, 17]) do not exploit pipeline parallelism. Similarly, it is hard to use re-
sults for the theoretical models as PRAM [6], because we have only limited number
of processors available. Additionally, the communication between the processing
units and synchronization is inappropriate for the streaming systems.

The work [12] introduces complex overview of sorting techniques used in data-
bases but it focus mainly on non-parallel techniques and there is just brief overview
of problems connected to parallelisms in parallel sorting.

The work [4] is very close to this work, since it also researches sorting in data
stream environment – Auto-Pipe [10]. However, the algorithm fully corresponds to
our SplitSortMergeNet, which has limited scalability according to our experiments
(see Section 4).

The PMCC algorithm [13] uses multiway merge algorithm for merging of sorted
substreams as we do; however, the algorithm is basically the same as SplitSortMer-
geNet (see Fig. 1) but with a net of multiway merges instead of the net of 2-way
merges. Thus, the last merge limits the scalability of the sorting algorithm.

A work on parallel merging of data is already published [7], but it focuses only
on merging of two sequences, which is unusable for our purposes.

Our contributions are:

• Introduction of scalable algorithm for the merge of multiple sorted streams in
parallel. Moreover, the algorithm is usable in other areas than streaming systems.

• Introduction of parallel sorting algorithm suitable for streaming systems which
is highly scalable and resistant to the skewness of input data.

The rest of this paper is organized as follows: In Section 2, we describe briefly the
Bobox system, which we used for development and testing of sorting algorithm. In
Section 3 we analyse and describe the algorithm used for sorting. The experimental
results of the implementations are shown in Section 4. In Section 5 we summarize
our results.

2 Bobox

The Bobox system [1, 8, 3] is an implementation of the streaming system. The
system is responsible for evaluation of execution plans in multiprocessor system
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with shared memory. One of its main aims is to make the development of parallel
databases easier.

The most important properties of the system are:

• Streams are split into packets, each packet contains a set of tuples with data
elements.

• The communication between operators in the execution plan is possible only via
packets. Since all operators reside in one address space, only shared pointers to
packets are send. This also allows multiple operators to share data of packets and
it significantly affects the performance of the whole system.

• The execution of one operator is always single-threaded. This makes the imple-
mentation of the operators much easier, since their developer does not have to
take synchronization into account.

• The overall efficiency of the evaluation depends critically on the efficiency of the
system. Therefore, its implementation is highly optimized and takes many hard-
ware factors such as cache memories, system architecture etc. into account [9].

As we performed all benchmarks in the Bobox system, we adopted its terminol-
ogy in the rest of the paper. Therefore, we denote operators as boxes, packets as
envelopes and data tuples in packets as rows.

3 Parallel Sorting Algorithm

In this section by N we denote the total number of rows to be sorted and by L the
number of rows which fit into one envelope.

In order to achieve task parallelism we use a traditional approach – we split the
input stream into multiple independent substreams, sort them in parallel with some
single-threaded algorithm and after that we merge them into the resulting stream.

For substream sorting we used algorithm, which sorts all envelopes of a sub-
stream independently on each other by std::sort function in C++ STL library.
After each envelope of the substream is received and sorted, it starts to merge all
received envelopes by simple single-threaded algorithm for multiway merge. This
algorithm gives according to our experiments best results.

Parallel sorting algorithms used in streaming systems differ in the implementa-
tion of split and merge operation. Basically, there are two approaches:

1. Split the streams to several (preferably equally sized) substreams, so that all val-
ues in the (i − 1)-th substream are lower than values in the i-th substream. In
this case, the merge operation is simple, since it is only a concatenation of the
substreams. The main problem is selecting samples which are used for the stream
splitting.

2. Split the streams randomly to several equally sized substreams. The splitting is
easy in this case in opposite to merge, which must merge all sorted substreams
together.
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Fig. 1 The SplitSortMerge algorithm

Since we focus on skew-resistant algorithm, we chose the second approach. First of
all, we developed very straightforward implementation of this algorithm, which we
denoted as SplitSortMerge (Fig. 1). This algorithm splits streams in round robin
manner into substreams, sort them concurrently and merge them together with
multi-way merge.

However, the SplitSortMerge algorithm has a serial bottleneck, because only one
box is responsible for the substream merging. Therefore, we tried to remove this
bottleneck. First modification, we implemented, was the replacement of the single
merge box by net of two-way merge boxes. We denote this algorithm as SplitSort-
MergeNet (Fig. 2). The algorithm increased the scalability, since some merge boxes
might work in parallel; however, the last merge box is still a bottleneck. We rule out
this bottleneck in the next Section.

3.1 Parallelization of Stream Merging

To implement the parallel merging without any bottleneck, we introduce the PMerge
box. Each PMerge box has K input streams (one from each sort box) and produces
a predefined subsequence of the hypothetical stream S obtained by merging all K
input streams Sj (1 ≤ j ≤ K). More precisely, we number all K PMerge boxes
from 1 to K and i-th PMerge box emits i-th, (i +K)-th, i + 2K-th . . . envelopes
of S. Since the PMerge boxes do not change input streams, they are obviously in-
dependent and they can be processed in parallel. With the PMerge boxes we might
create the plan depicted in Fig. 3. We denote this algorithm as SplitSortPMerge. In
this algorithm, the envelopes from the PMerge boxes are aggregated into one output
stream by the RRJoin box. This box takes the envelopes from the PMerge boxes one
by one in the round robin manner and produces the resulting stream S.

In this algorithm, the operations RRSplit and RRJoin manipulate only with the
shared pointers to the envelopes and do not access their data. Each envelope con-
tains typically thousands of rows [9], therefore, these operations are several orders
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Fig. 2 The SplitSortMergeNet algorithm
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of magnitude faster than any other box in the algorithm and they do not limit the
scalability significantly. The measurements prove this (see Section 4).

3.2 Implementation of the PMerge Box

Let us first focus on the classic algorithm for multiway merge of K sorted se-
quences. It keeps one pointer for each sequence. Each pointer is initially set to
the beginning of its sequence. During one step of the algorithm it selects a pointer
which points to the smallest value, puts this value to the output and increments
the pointer. When the corresponding sequence becomes completely processed, its
pointer is omitted from further calculations. The algorithm performs this step re-
peatedly until all sequences are completely processed.

The problem is that the algorithm is sequential in the sense that if we want to
emit the i-th envelope, we must know what the positions of the pointers are after
the creation of the (i− 1)-th envelope. We show that these values may be computed
much faster than by a straightforward simulation of the algorithm.

The key idea is to introduce an algorithm which moves the pointer by B positions
instead of 1 after removing the first item of any stream. Let PB

j be the position of
the j-th pointer after �(i−1)∗L/B� steps. First notice, that for B = 1, PB

j denotes
the position of the j-th pointer in the stream, where the original algorithm would
finish after creating the i-th envelope. Then it is easy to see that for arbitrary B and
each j it holds that |PB

j − P 1
j | ≤ B − 1.

Consider that we performed the algorithm for some B and we got the positions
of the pointers PB

j . Now we want to increase the precision (i.e. find the pointers

which are closer to P 1
j ); therefore, we perform the algorithm for some B̂ < B

to get P B̂
j . If B is divisible by B̂, the algorithm does not have to start from the

beginning of the sequences. It is enough to start from the positions which are equal
to max(0, PB

j − B) for each possible j. The number of steps which the algorithm

performs to get P B̂
j from PB

j is O(KB
B̂

), since it is equal to⌈
i · L
B̂

⌉
−
(⌈

i · L
B

⌉
−O(K)

)
· B
B̂

where i·L
B̂

is the number of steps which would have had to be done if the algorithm

for B̂ had started from beginning, i·L
B is the number of steps which were performed

by algorithm for B when we start from the beginning, O(K) is number of “steps
back” and B

B̂
is the number of steps for B̂ which corresponds to one step of algorithm

for B. This is equal to:⌈
i · L
B̂

⌉
−
⌈
i · L
B̂

⌉
−O

(
B

B̂

)
+O

(
K

B

B̂

)
= O

(
KB

B̂

)
.

The whole algorithm for getting positions of the pointers after merging envelope i
works is shown in Algorithm 1.
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Algorithm 1. Algorithm for getting positions of pointers after finishing the i-th
envelope

B ← 2�log2 i·L�

pos ← 0 {position in the output stream}
for j = 1 to K do

Pj ← 0
end for
while B ≥ 1 do

{steps back}
for j = 1 to K do

if Pj > 0 then
Pj ← Pj −B
pos ← pos−B

end if
end for
{improving of Pj}
while pos+B ≤ i · L do

choose j so that Sj [Pj ] is minimal
Pj ← Pj +B
pos ← pos+B

end while
B ← �B/2�

end while

The time complexity of Algorithm 1 is O(K log(i · L) logK) because there
are O(log(i · L) phases and each phase takes O(K logK). During each phase,
O(K·B

B/2 ) = O(K) steps for improving the pointers positions are performed and
each step of this algorithm takes O(logK) since it must find a minimum of K val-
ues. This can be done easily for example with a heap data structure.

The implementation of the PMerge box is now trivial. Each PMerge box first
calculates the positions in the input streams using the Algorithm 1 for the envelope
it should produce. Then it merges the sequences, creates the output envelope and
sends it. This is repeated until all envelopes are sent.

The only drawback of Algorithm 1 is, that its time complexity grows with the
sequential number of the envelope which is being produced. However, it is easy to
see, that after merging the current envelope, we can omit already used rows of input
sequences in next calculations. With this modification, the time complexity of the
algorithm is O(K log(L ·K) logK) and does not depend on the sequence number
of the produced envelope.

4 Results

To measure the results, we used the execution plan shown in Fig. 4. The first box
generates pseudorandom input data. Subsequently, on the even positions there are
the sort boxes and on odd positions there are work boxes. They only simulate some
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Fig. 4 The test execution plan

work on incoming envelope; in this case they multiple each row by a random num-
ber. This operation is advantageous, since it randomize data for the consecutive
sorting box. There are six sorting and working boxes in the execution plan.

We measured the total time needed for the evaluation of the whole execution plan.
We used 108 random 32b numbers. For the evaluation of the plan, we used the system
Bobox which was described in the related paper [9] on a computer with four Intel
Xeon E7540, which ran at 2.00GHz with 18MB shared L2 cache. Each processor
has 6 cores with Hyper-Threading technology, thus the system has up to 48 worker
threads available. The size of operating memory is 128 GB. The operating system
is Red Hat Enterprise Linux Server 6.1 and we used g++ 4.4.6 with -O2 switch.

To show the throughput and the scalability of the sorting algorithm, we used
multiple parallel work boxes (see Fig. 5) to randomize rows in parallel and to avoid
the fact, that the work boxes are bottlenecks of the execution plan.

RRSplit

Work

Work

RRJoin
Work

Work

Fig. 5 The parallel work boxes

We performed 6 measurements. They differ by the level of parallelization of the
sorting algorithm. As the level of parallelization we denote the number of parallel
sort boxes used in the sorting algorithm (the number of auxiliary merge boxes used
in the sorting algorithm corresponds to the level of parallelization). The results are
depicted in Fig. 6.

From the measurement it follows that in the most parallelized measurement, the
SplitSortPMerge algorithm is more than two times faster than the SplitSortMer-
geNet algorithm. In that measurements, the last merge box in the SplitSortMergeNet
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Fig. 6 The results with parallel work box
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becomes the bottleneck, whereas the SplitSortPMerge has no obvious bottleneck.
Therefore, its performance may grow further as the the level of parallelization
increases.

However, the performance of the algorithm does not grow linearly with the in-
creasing level of parallelization. There are three reasons – firstly, the number of uti-
lized worker threads is greater than the level of parallelization because of pipeline
parallelism. Secondly, the more boxes the execution plan has, the more overhead
the Bobox system has with their management and their mutual communication. And
thirdly, the system has only 24 physical cores with 48 logical processor thanks to
Hyper-Threading technology. Therefore, the overall performance of the system does
not grow linear with the number of utilized worker threads.

5 Conclusion

In this paper, we introduced a very scalable implementation of sort algorithm which
is appropriate to be used in streaming systems. A very important part of the al-
gorithm is the scalable parallel algorithm for multiway merge of sorted streams;
however, the use of this algorithm is not limited to streaming systems. For example,
this algorithm may easily replace the multiway merge algorithm (in fact the same
as SplitSortMergeNet) in the work [5], which claims to present the fastest sorting
performance for modern computer architectures at that time and further increase its
scalability.
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Mining Association Rules from Database Tables
with the Instances of Simpson’s Paradox

Wojciech Froelich

Abstract. This paper investigates a problem of mining association rules (ARs) from
database tables in the case of the occurrence of Simpson’s paradox. Firstly, the pa-
per reports that it is impossible to mine reliable association rules using solely objec-
tive, data-based evaluation measures. The importance of the problem comes from
the fact that in non-experimental environments, e.g. in medicine or economy, the
Simpson’s paradox is likely to occur and difficult to overcome by the controlled
acquisition of data. This paper proposes a new approach that exploits the supple-
mentary knowledge during the selection of ARs, and thus overcomes the presence
of Simpson’s paradox. In the experimental part, the paper identifies the problem in
exemplary real-world data and shows how the proposed approach can be used in
practice.

1 Introduction

The main objective of data mining is the development of generalizing models based
on limited amounts of raw data. These models can be used for the classification of
new observations, prediction or explanatory reasoning. One of the best-known ap-
proaches for developing models from data is mining of association rules [1]. Despite
of many existing algorithms for mining ARs, one of the main issues that remains un-
solved is the applicability and reliability of ARs while using for real-world tasks.

The Simpson’s paradox is a phenomenon that can be found in many data sets,
and is therefore an important factor that may significantly impair the applicability
of ARs. There are many general methods for dealing with Simpson’s paradox, and
a review of them can be found in [10]. However, there are only few proposals to
overcome the paradox in the data mining domain. The method proposed in [4] aims
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at the integration of Bayesian networks with the list of occurrences of the paradox.
The approach proposed in [3] focuses on detecting the paradox to discover surpris-
ing patterns in data. The impact of Simpson’s paradox on market basket analysis has
been analyzed in [9].

There are only two approaches to deal with Simpson’s paradox while mining
ARs. The first trivial intuitive solution is to correct (by deleting or supplementing)
the set of source data to get rid of the paradox. Intuitively, it is possible to omit
the data that have the detected paradox, however, some valuable information can be
lost. Consequently, the loss of information can lead to spurious results in the final
set of mined ARs. The controlled supplementary acquisition of data, that could lead
to the disappearance of the paradox, cannot be performed in non-experimental envi-
ronments such as medicine or economy. The second known approach to overcome
the paradox proposes a new data-driven measure that evaluates whether the ARs are
applicable for the prediction task [9].

The first contribution of this paper is the analysis of the applicability of asso-
ciation rules, assuming they are mined from a database table with the occurrence
of Simpson’s paradox. It is shown explicitly how the issue of Simpson’s paradox
propagates on the process of forward and background reasoning using a set of
the mined ARs. The second contribution is a new context-aware method for the
selection of ARs. The approach presented in this paper exploits the general idea
proposed by Pearl [10] of using background causal knowledge for overcoming
Simpson’s paradox in data. However, the method and algorithm proposed in this
paper was developed specifically for the selection of ARs. Moreover, this paper
also proposes a simple method to exploit the information on temporal sequence of
events to construct the required background knowledge base. The proposed method
is intended to be used as supplementary (does not exclude or recommend the ap-
plication of any other method) to other methods for the evaluation and selection
of ARs.

The remainder of this paper is organized as follows. Firstly, due to the depen-
dency of two addressed issues, the section 2 and the section 3 present theoretical
background of association rules and Simpson’s paradox, respectively. After prob-
lem formulation in section 4, section 5 illustrates the impact of Simpson’s paradox
on the applicability of ARs. In section 6, a new method is proposed for the evalu-
ation and selection of ARs. In section 7, the proposed method is illustrated using
selected case studies. Section 8 concludes the paper.

2 Association Rules

The advantage of association rules in comparison to classification methods is the
possibility to discover long patterns existing within data. The ARs are able to
model the chains of probabilistic dependencies between facts instead of single-
step functionality represented by, e.g. classification rules. Due to the space
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limitation, the benefits of using ARs cannot be presented here. The following
notation is usually used when analyzing ARs. Let I = {i1, i2, . . . , in} be the set
of so-called items. Every subset of I is called an itemset. Source data for ARs
are represented as the set D = {T1,T2, ...,Tm} of so-called transactions, in which
each transaction Ti ∈ D is an itemset, i.e., Ti ⊆ I. The association rule is denoted
in the form: X =⇒ Y , where X ⊂ I,Y ⊂ I are itemsets. Given a set of transac-
tions D, the goal of AR mining is to find and select rules with satisfactory qual-
ity. The predominantly used evaluation method [1] of ARs is based on quality
(interestingness) measures of support (sup) and confidence (con f ). The support
measure can be applied solely to the itemsets, i.e., sup(X)=card(X)/card(D). If
the sup(X) ≥ supmin, the itemset X is referred to as frequent. Regarding the as-

sociation rules the support, sup(X → Y ) = card({T∈D:X⊂T∧Y⊂T})
card(D)

and confidence,

con f (X → Y ) = card({T∈D:X⊂T∧Y⊂T})
card({T∈D:X⊂T}) measures are considered. Among all pos-

sible rules, only those are considered for the intended inference process, for that
sup(X → Y ) ≥ supmin and con f (X → Y ) ≥ con fmin, where supmin and con fmin are
the threshold values that are given by experts. Intuitively, a rule that has low support
may occur simply by chance. The higher the confidence, the more likely it is that
the itemset Y is present in transactions containing the itemset X .

After the introduction of ARs, a discussion occurred on the applicability of
the initially proposed quality measures of rules. In spite of many existing suc-
cessful applications, the sole use of support and confidence for the evaluation of
association rules can create problems [14], e.g., redundancy (resulting in a large
number of mined rules). The mined rules can be obvious and not interesting for
users. These problems can lead to spurious conclusions, examples of which were
reported in [2]. Detailed analysis has led to the introduction of an enormous
number of interestingness measures for evaluating and selecting ARs. In general,
the interestingness measures can be placed in two groups, i.e., measures of ob-
jective and subjective interest. The objective measures are data-driven i.e. based
on calculations on the mined data. A review of diverse objective interestingness
measures and related AR selection methods can be found in [6]. The first as-
sociation rule mining method based on objective measures was the Apriori[1]
algorithm.

The applications that use subjective interestingness measures of ARs refer to
some background knowledge that cannot be found in originally mined data. The
subjective interestingness measures check usually whether the ARs are surprising
or actionable (useful). For instance, the method proposed in [8] classify rules ac-
cording to the background knowledge, represented as a set of fuzzy rules. The other
possibility is the filtering of interesting ARs [12] using predicate formulae in first-
order logic that play the role of constraints. Another approach, proposed in [15],
introduced various constraints to the mining process, e.g., the selection of rules with
a particular itemset as a possible consequent. Reviews that include subjective inter-
estingness measures are given in [11][5].
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3 Simpson’s Paradox

Simpson’s paradox was first described by Yule in 1903 [16] and was named after
Simpson who published an article on the subject in [13]. The paradox in its nu-
merical form was presented in [7]. In order to illustrate the paradox, the population
of patients in a hospital is considered. The observations of patients [7], including
the cardinalities of sub-populations, are presented in Table 1. The set of all pa-
tients D, where card(D) = 80 is divided equally with respect to gender M, into sub-
populations of 40 men (M = m) and 40 women (M = ¬m). The effect of treatment
(T = t) (taking a drug) on recovery (R = r) with respect to gender M is considered.
Both sub-populations of women and men were divided into a group of people who
were given a treatment (T = t), with the rest (T = ¬t). Again, in both of these sub-
groups, some patients recovered (R = r), and some did not (R = ¬r). On the basis

Table 1 Simpson’s paradox in data

(a) m (b) ¬m (c) summary
r ¬r Rate

t 18 12 30 60%
¬t 7 3 10 70%

25 15 40

r ¬r Rate

t 2 8 10 20%
¬t 9 21 30 30%

11 29 40

r ¬r Rate

t 20 20 40 50%
¬t 16 24 40 40%

36 44 80

of Table 1 it is decided whether the treatment should be applied with the intention
to achieve the patient recovery (R=r). As can be seen in Table 1a, the recovery rate
of males is higher among those men who have not taken a drug. Table 1b shows
that the same situation is true for women. In both cases, the drug seems to be harm-
ful. The data are summarized by gender in Table 1c, which shows that drug usage
was beneficial and that the recovery rates among all patients who took the drug are
higher. The corresponding decision problem can be stated by the question, “Which
table should be applied when recommending the drug to a new patient?” Assuming
the obvious fact that the gender of a patient is known, the right answer [10] is such
that the drug should not be taken by patients.

Another interpretation of the data from Table 1 was given by Lindley and Novick
[7]. The assumption was made that the numbers in Table 1 remain unchanged, but,
rather than viewing them as related to people being treated with a drug, a different
interpretation was used, they were examined from an agricultural context. In this
case, T denotes varieties of plants that can be white (T = t) or black, (T = ¬t),
the variable M informs whether the plant grew tall (M = m) or short (M = ¬m).
The attribute R denotes high (R = r) or low (R = ¬) yields. This time it should be
decided which variety of plant should be chosen to achieve better yields (R = r).
Obviously, observing the height of a fully grown plant cannot influence the decision
concerning which variety to plant. Therefore, the combined Table 1c is consulted.
In this case, the white variety is the better variety to plant.
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A comparison of the two above-described cases (medical and agricultural) leads
to a surprising conclusion. Based on the same raw data, two different decisions
were made. In medical case, the data for subpopulations were examined; in the agri-
cultural case, the combined table for the entire population were used. The above
situation leads [10] to suspect that some information is missing that is needed to
reach the right decision. According to Pearl [10], the knowledge that was missed
within the Table 1 and that could help to reach the right decision is related to the
cause-and-effect relationship among events. In the medical case, when M denotes
gender, it becomes a causal confounder, i.e., it is a common cause of T and R. The
gender M can determine whether the treatment T is applied or not. It can also influ-
ence the recovery R of a patient, i.e., people of one gender may recover faster than
people of the other gender. Therefore, the gender M should be taken into account,
and the correct choice is to consult the gender-specific tables and not use the drug. In
the agricultural case, when M denotes information on the height of growing plants,
the causal influence of M on the variety of plants T cannot be assumed, and the right
decision is to plant the white variety (according to the combined Table 1c).

For the purpose of this paper, the Simpson’s paradox was detected using the
algorithm given by Fabris and Freitas [3]. This algorithm is based on the calculation
of the so called probability reversal that was presented by Pearl [10]. Basically,
the relationship between conditional probabilities in subpopulations determines the
relationships between probabilities within the entire population. The only possibility
to obtain the reversal of the probabilities within the entire population with respect to
subpopulations is to violate the assumption (1) that gender is independent of taking
a drug.

P(m|t) = P(m|¬t) = P(m) = α,
P(¬m|t) = P(¬m|¬t) = P(¬m) = 1−α,

(1)

where α ∈ [0,1] is a constant. Estimating the conditional probabilities from Table 1,
it can be noticed that (1) does not hold, i.e., P(m) = 40/80= 0.5,P(m|t) = 10/40=
0.25 and P(¬m|t) = 30/40 = 0.75, and the reversal of probabilities occur in the
given dataset.

Let {Ai} is the set of attributes of a given database table. For a given value
of goal attribute (Ad = g), the algorithm detects two partitioning attributes: Ap

and Ac �= Ap, for which the paradox occurs. It has been assumed [3] that the at-
tribute Ap should be binary and partitions the data into two disjoint subsets (Pop1,
Pop2). Thus, in every subset, it is possible to compute Pr(Ad = g|Ap = true) and
Pr(G2) = Pr(Ad = g|Ap = f alse). The second attribute Ac (that should be categor-
ical) partitions the subsets Pop1, Pop2 into the populations Pop1 j, Pop2 j for every
Ac = j. This enables to calculate ∀ j.Pr(G1 j) = Pr(Ad = g|Ap = true,Ac = j) and
∀ j.Pr(G2 j) = Pr(Ad = g|Ap = f alse, Ac = j). The algorithm detects the paradox
if ∀ j.Pr(G1)> Pr(G2)∧Pr(G1 j)≤ Pr(G2 j) or ∀ j.Pr (G1) < Pr(G2)∧Pr(G1 j) ≥
Pr(G2 j). The detection procedure can be called iteratively, assuming all attributes
of the table to be Ad . The outcome of the algorithm is a list of attribute-triples
< Ad ,Ap,Ac >. The detection algorithm calculates also the specific measure M to
evaluate the degree of the probability reversal detected within the data: M = (M1+
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M2)/2, where: M1= |Pr(G1)−Pr(G2)|, M2=(∑m
j=1 |Pr

(
G1 j

)−Pr
(
G2 j

) |)/m and
m = card (domain(Ac)) .

4 Problem Statement

Let {Ai} is the set of attributes of a given database table. Every assignment of the
attribute to a certain value that occurs in a table row leads to the construction of
the utterance (Ai= value), which is then interpreted as an item in the transaction
corresponding to a given row of the table. The antecedent X and consequent Y parts
of the rules are itemsets, i.e., X ⊂ I, Y ⊂ I. The rules constitute the rule knowledge
base (RKB) that can be used e.g., for the two basic reasoning tasks.

Task 1: The first considered task is one-step forward reasoning. Let O ⊂ I denotes
the itemset that is a known observation and will be the initial set of facts used for the
reasoning. The availability of O and the RKB is assumed. The unknown set of items
Y that is associated with a given O should be discovered. To perform the reasoning
step, the set O is matched (O ⊆ X) to antecedent parts of the ARs. To achieve the
reliable prediction of Y (as the consequent of the rule), it is necessary to select the
appropriate rule from RKB.

Task 2: Let G⊂ I denotes the goal state from which the reasoning process starts. For
the purpose of one-step backward reasoning the goal G is matched to the consequent
parts Y of the rules. The itemset X (antecedent of the AR) should be discovered that
leads to the goal G ⊆ Y .

5 Influence of Simpson’s Paradox on the Applicability of
Association Rules

The set of ARs mined from Table 1 is presented in Table 2. Since the considered goal
observation is the patient’s recovery (or yield of a plant), the consequent itemsets of
ARs are limited to Y ⊆ {r,¬r}. The obtained rule knowledge base (RKB) is to be
used for the forward or backward reasoning tasks described in section 4. At first, it
can be noticed that the values of confidence of rules {1,2, . . . ,8} and {9,10, . . . ,16}
are complementary, i.e., con f (rule1)+ con f (rule9) = 1, and that the decisions of
the corresponding rules are opposite.

Suppose that the male patient has taken a drug, i.e. the itemset O = {t,m} is
observed and its consequences should be deduced using RKB. Using forward rea-
soning, the observation O is matched to the conditional part of the rules. The exact
matching (O = X) occurs for two rules: 5 and 13. After comparing the values of the
support and confidence of these two rules, rule 5 is selected. The preference of rule
5 over rule 13 can be interpreted such that, after taking a drug, the male patient is
more likely to recover than not. This fact spuriously suggests that taking a drug is
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Table 2 Rule knowledge base (RKB)

No Rule Support Confidence

1 t ⇒ r 0.25 0.5
2 ¬t ⇒ r 0.2 0.4
3 m ⇒ r 0.3125 0.625
4 ¬m ⇒ r 0.1375 0.275
5 t ∧m ⇒ r 0.225 0.6
6 ¬t ∧m ⇒ r 0.15 0.7
7 t ∧¬m ⇒ r 0.025 0.2
8 ¬t ∧¬m ⇒ r 0.1 0.3

No Rule Support Confidence

9 t ⇒¬r 0.25 0.5
10 ¬t ⇒¬r 0.3 0.6
11 m ⇒¬r 0.1875 0.375
12 ¬m ⇒¬r 0.3625 0.725
13 t ∧m ⇒¬r 0.15 0.4
14 ¬t ∧m ⇒¬r 0.0375 0.3
15 t ∧¬m ⇒¬r 0.1 0.8
16 ¬t ∧¬m ⇒¬r 0.2625 0.7

beneficial to the male patient. In the agricultural case, rules 5 and 13 are interpreted
differently. If the plants have grown high and the variety of the plants is white, the
yields seem more likely to be high than low. Although, in this particular case, the
decision is right, it does not take into account the yields of the plants that grow small
(¬m). Independent of the interpretation of ARs from RKB, the forward-reasoning
scheme (Task 1) is not suitable for solving the decision problem described in the
example.

Suppose, the goal state consists of only one item, i.e., G = r (the recovery of a
patient or high plants). The objective is to find the most suitable set of items that will
lead to the achievement of the goal G. After matching G to the consequent parts of
the rules, the set of eight rules {1,2,. . . ,8} is obtained. It should be decided whether
the drug should be taken, therefore rules 3 and 4 (that do not involve items t or ¬t
within the premise) are not considered. Applying the confidence measure, rule 6 is
selected. In the medical case, if the patient is female, rule 6 cannot be used, as it
would contradict real gender. It is not clear whether rule 1 (with greater confidence)
or rule 7 (that better reflects our knowledge) should be used. This is exactly the
point at which Simpson’s paradox occurs. In the agricultural case, rule 6 spuriously
suggests the black variety of plant. Even under the assumption that the height of the
plant is not known, there is no reason to prefer rule 1 (that would be the right choice
in this case) instead of rule 6.

As can be noticed, in both the medical and agricultural cases, the support and
confidence measures cannot indicate which ARs should be applied in which of the
two cases.

6 Context-Aware Selection of Association Rules

In this section a new method for the selection of association rules is proposed. The
method consists of three main processing steps:

1. identification of Simpson’s paradox within the mined data,
2. construction of the causal knowledge base (CKB) that constitutes the domain

context for the selection of ARs from RKB,
3. integration of the CKB with the set of association rules stored in RKB.
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In the first step, the Simpson’s paradox is detected using the algorithm of Fabris and
Freitas [3]. Due to the limited space of the paper, the algorithm cannot be recalled
here. If the paradox occurs, the second step of the proposed method is performed,
in other case the algorithm is stopped.

Let κ : A × A be a binary relationship ’is-a-cause’ within the set of attributes
A. The utterance A1κA2 denotes that the setting of the value of attribute A1 is the
cause of observing a particular value of the attribute A2. In the second step of the
proposed method, the CKB is constructed by the domain experts. The CKB contains
any syntactically correct, logical sentences built on the basis of the set of attributes
A and relationship κ .

Note that the κ relates the pairs of attributes and not the events. In fact, during
construction of the CKB it is usually not known what particular events are associ-
ated. In case of the described medical example, it is prior assumed that the treatment
T can influence the state of patient R, i.e. T κR. However, it is not known whether
the influence is positive, i.e. the event (T = t) leads to the state (R = r) or negative
and leads to (R = ¬r). The causal knowledge obtained from experts may be ques-
tionable or limited. It is proposed to exploit information on temporal sequences of
events. If the elementary events for two exemplary attributes A1,A2 occur always
in the same temporal order for all their possible values, this fact can be denoted as
A1 <t A2, where <t denotes the relationship of temporal precedence. If A1 <t A2

holds, it may be assumed that A1 <t A2 =⇒ A1 κ A2 also holds. On the other hand,
if for two attributes it is known that A1 <t A2, then it can be inferred that the reversed
causality does not occur, i.e.: A1 <t A2 =⇒¬(A2κA1).

The third step of the proposed method is the integration of CKB with the ARs
stored in RKB. For any itemset X , that is the antecedent part of the association rule,
a mapping attr : X− > 2A is defined, i.e. attr(X) returns the subset of attributes
of a given itemset X ⊆ I. For example, for X = {t,m}, the attr(X)={T,M}. Sup-
pose that the reverse mapping itm : B− > 2I , returns the set of all possible items
that can be created on the basis of the given subset B ⊆ A of attributes. For exam-
ple, for B ={T,M}, the itm(B)={r,m, ¬r, ¬m}. The L denotes a set of triples of
attributes: < Ad ,Ap,Ac >, such that for every of them the Simpson’s paradox has
been detected. The two partitioning attributes are Ap, Ac ∈ A and the goal attribute
is Ad ∈ A. The input of the integration procedure is a triple L =<CKB, RKB, L>.
The output is the modified content of the RKB, this set of ARs will be used for
reasoning. The following procedure performs the integration of CKB with RKB.

For every triple in L, perform two computational steps.

• Step 3A. Select from RKB the subset of rules (candidates) RC ⊆RKB, for which
the (2) holds:

∀r ∈ RC.( Ap ∈ attr (X)∧ Ad ∈ attr (Y )) (2)

• Step 3B. Check within the CKB whether the condition (3) holds:

(Acκ Ap)∧ (Acκ Ad) (3)
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If the condition (3) holds, delete from RKB these rule that belong to the set of
candidates (r ∈ RC) for which Ac /∈ attr(X). Otherwise, if condition (3) fails,
delete from RKB the rules r ∈ RC for which Ac ∈ attr(X).

7 Case Studies

The first case study refers to the data from Table 1 that played a role of the ref-
erence example. In the first step of the proposed method, the Simpson’s paradox
was successfully detected, the names of the partitioning attributes were (Ap = T ),
(Ac = M) and the goal attribute was (Ad = R). For the construction of CKB the fol-
lowing assumptions were made. In case of medical interpretation of the data, it can
be assumed that (M <t T ) and (M <t R), i.e. the patient’s gender is known before a
drug is administered and before the possible recovery (M <t R) so, it was inferred
that (MκT ) and (MκR) hold. In the agricultural case, it is obvious that the height of
plants M is known after they are grown (T <t M), i.e. after the selection of variety
T . As a consequence, the height of plants M cannot be a cause of the color of the va-
riety, i.e., ¬(MκT ). Thus the two contradictory conclusions (MκT ) and ¬(MκT )
in medical and agricultural cases respectively was inferred. In the second step of
the proposed method, assuming (M <t T ) and (M <t R) the content of the first (in
medical case) causal knowledge base was assumed as: CKB1 = {M κ T, M κ R}.
The content of CKB1 reflected the fact that the gender is a common cause of taking
a drug T and recovery R. For both of the previously described cases (medical and
agricultural), the value of T had to be discovered, such that could lead to the goal
state (G = r). For this purpose, the backward-reasoning was used. The conclusions
of rules 9,10, . . . ,16 did not match to the goal G and therefore they were deleted
from the RKB. Rules 3 and 4 did not include in antecedent parts any of the items
from itm(T ), therefore they did not provide information on the value of T . Finally,
the following subset of rules were considered RKB={1,2,5,6,7,8}. In the step 3A of
the proposed method, the set RC had to be constructed. Every rule from RKB con-
tained T in the corresponding set attr(X). The goal attribute R ∈ attr(Y ). Therefore,
the set of rule candidates was RC = RKB. Performing the step 3B of the proposed
method, all rules for which M /∈ attr(X) were deleted from RKB. By this way rules
1 and 2 were filtered out. Rules 5, 6, 7 and 8 leaved in the RKB. As the gender of
every patient is obviously known, so, separately for men and women, rules 6 and 8
with the higher confidence were finally selected for the following reasoning process.
Both rules 6 and 8 come to the fact ¬t that suggests not to take the drug, irrespec-
tive of gender. The similar procedure was performed in the agricultural case. It was
assumed that (T <t M). The CKB2 = {¬(MκT )}. The RC = RKB was the same as
in medical case. In step 3B, the rules 5, 6, 7, and 8 were filtered out from RKB.
Applying the confidence measure to the rest of the rules from RKB={1,2}, the fact
t was inferred that suggests that the white variety of plant should be chosen. In case
of the reference example, the results obtained by the method proposed in this paper,
delivered the correct results that corresponded to the analysis presented in section 3.
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As mentioned in abstract the economy is the other non - experimental domain,
where it could be difficult to overcome the occurrence of Simpson’s paradox by
simple omitting or supplementing the data. On the other hand, the so called basket
analysis is the best known application of association rules. Due to these reasons it
was decided to test the proposed method using a real-world data set consisted of
10,000 records of shop transactions. The set A was restricted to eight attributes de-
scribed by the following labels: ‘1’ - cigarettes; ‘2’ - handkerchiefs; ‘3’ - chocolate
bars; ‘4’ - lighters; ‘5’ - tickets; ‘6’- sunflower seeds; ‘7’ - newspapers; and ‘8’ -
ball-point pens. The selection of the interesting attributes were made by the man-
agement of the shop. The attributes’ values were binary (true or false) and indicated
whether a corresponding thing was bought by a customer. By this way, the type of
data was in fact similar to this that is usually used for basket analysis. The goal of
the simulation was to maximize the sales of cigarettes (the most profitable article)
and to find what other articles entice smokers to buy cigarettes. Due to this objective,
the goal attribute was assumed as (Ad = ‘1’), its desired value was true.

Firstly, the set of ARs was produced using the Apriori algorithm. The exper-
iment was repeated many times for diverse values of parameters supmin,con fmin.
However, let us remind that the goal of this case study was not to optimize the value
of supmin,con fmin but rather to test the possibility of overcoming the occurrence
of Simpson’s paradox by the method proposed in this paper. The finally assumed
values supmin = 0.3, con fmin = 0.4 enabled to produce 54 ARs. According to the
assumed objective, only the ARs that contained the attribute ’5’ in their consequent
part were considered, the other were deleted fom RKB.

In the first step of the proposed method, 76 instances of Simpson’s paradox were
detected in data. The instances were sorted with respect to the degree of surprise
M. In Table 3 only the 10 most surprising instances of the paradox are shown. In
the fourth column, the label of the goal attribute Ad was supplemented by its value
(in brackets), for which the paradox occurred. As the goal attribute was Ad=’1’,
among 10 most surprising instances of the paradox, there was only one instance 9
that affected the application of ARs from the RKB (as all rules from RKB contained
’1’ in its consequent part).

Table 3 The exemplary instances of Simpson’s paradox in shop transactions

No Ap Ac Ad M
1 ’6’ ’4’ ’2’ [false] 0.3548611
2 ’2’ ’4’ ’6’ [false] 0.3548611
3 ’4’ ’6’ ’5’ [true] 0.3333333
4 ’7’ ’2’ ’5’ [true] 0.3333333
5 ’1’ ’6’ ’5’ [true] 0.3333333
6 ’6’ ’4’ ’2’ [true] 0.3305195
7 ’2’ ’4’ ’6’ [true] 0.3305195
8 ’5’ ’6’ ’4’ [true] 0.2916667
9 ’5’ ’6’ ’1’ [true] 0.2916667
10 ’5’ ’2’ ’7’ [false] 0.2916667
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In the second step of the proposed method, the CKB was constructed. It was
possible to assume that eating sunflower seeds ’6’ cannot cause using tickets ’5’
and smoking cigarettes ’1’, i.e. CKB = {¬(6κ5)}. Therefore, in the step 3A of
the proposed method, the condition (6κ5)∧ (6κ1) did not hold and the ARs that
contained the item ’6’=true in their antecedent parts were deleted from RKB. By
this way the spurious rules were deleted and the Simpson’s paradox was overcome.
Based on the final RKB, lighters ’4’, and newspapers ’7’ were recommended to be
sold as the articles that increase the sale of cigarettes.

The above presented analysis illustrate how the method proposed in this paper
works in practice. Without doubt, further experiments with real-world datasets are
required. However, let us notice two factors that can influence the application of the
proposed method and extend substantially the undertaken investigations. The first
problem is the possible dependency of Simpson’s paradox on the method of dealing
with missing data. A trivial solution of deleting incomplete records would mod-
ify the statistical properties of dataset and therefore cannot be used in this case. It
can be also noticed that in many real-world datasets, the domains of the considered
attributes are continuous. The influence of the discretization methods (and their pa-
rameters) on the occurrence of Simpson’s paradox is the other issue that should be
investigated.

8 Conclusions

This paper illustrated the impact of Simpson’s paradox on the applicability of asso-
ciation rules. The issue with the forward and background reasoning using ARs was
explicitly demonstrated. It was justified that the detection of the paradox is neces-
sary for the reliable reasoning with the use of ARs. A new method was also pro-
posed that overcomes the problem with the paradox. The proposed method requires
the availability of background knowledge acquired from experts. It was shown how
this background knowledge can be integrated with the mined set of ARs and how
it overcomes the detected paradox. The method is independent of the algorithm ap-
plied for mining ARs, it is intended to be applied as a post processing procedure
after the generation of ARs. The presented case study illustrated and justified the
application of the proposed method in practice. Further practical verification of the
proposed method is a challenge for future research.
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Synchronization Modeling in Stream
Processing∗

Marcin Gorawski and Aleksander Chrószcz

Abstract. Currently used latency models in stream databases are based on the
average values analysis that results from Little’s law. The other models apply theory
of M/G/1 queuing system. Theses solutions are fast and easy to implement but they
omit the impact of streams synchronization. In this paper, we introduce a heuristic
method which measures the synchronization impact. Then we have used this solu-
tion to extend the popular model based on average values analysis. This modification
allows us to achieve better accuracy of latency estimation. Because schedulers and
stream operator optimization require a fast and accurate model, we find our model
a good starting point to create better optimizers.

1 Introduction

A well-written and scheduled Data Stream Management System(DSMS) should
meet deadlines and provide predictable performance. Real stream databases are
highly complex systems which implement different optimization algorithms.

The latency and memory optimization has been widely analyzed in scheduler
algorithms [8, 14, 13, 10, 7, 5, 2]. Also, big latency of tuples can result from
temporary overload. At such moments, calculations cannot be processed fluently
and stream queues rapidly become longer. Eventually, this situation may lead to a
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breakdown because of the shortage of storage resources. If a system specification
allows a generation of incomplete results, we can randomly delete some tuples from
data streams. Thanks to this, the amount of data to be processed is reduced and la-
tency requirements can be satisfied for part of the data. The above solution is named
load shedding and its usability was presented in [15, 3, 16].

The estimation of the average latency time is useful to tune schedulers which
switch between time and memory optimization. This value is also helpful to adjust
starting time when partial results should be generated when some data streams are
temporarily not available. In the paper, we show that the synchronization of inputs
in the presence of binary operators such as joins can cause a skew in the way tuples
are introduced into downstream operators. This causes a substantial error of latency
estimation which we want to reduce. We have run extensive experiments to find a
model which can be easily applied in DSMS. Finally, we arrived at some heuristic
model which describes the relations between utilization level, query definition and
latency. Our model does not take into account moments when a node is temporar-
ily overloaded beyond its CPU capacity. Our solution also does not focus on the
impact of network links either. Despite those assumptions, its accuracy is bigger in
comparison with popular average values analysis in DSMS.

The rest of this paper is organized as follows: Section 2 introduces the back-
ground of modeling stream queries; Section 3 describes the basic approach to mod-
eling; Section 4 defines our theory of modeling stream queries; Section 5 explains
how latency is calculated; next in section 6 our model is tested against competitive
solutions; and finally Section 7 concludes the paper.

2 Basic Terms

Stream query Q is defined as a directed acyclic graph (DAG), whose nodes and
arcs represent stream operators and streams respectively. Query Q is divided into
sub queries Q = {u1,u2, ...,un} and each of them is deployed on a calculation node
in a distributed system. The calculation node is a separate processor or computer
in a stream database. Besides, each stream operator has the following parameters
defined:

1. Selectivity sx is an average number of output tuples resulting from processing
one input tuple by operator x.

2. Productivity ux is the probability of generating at least one tuple by operator
x when one input tuple is processed. Productivity and selectivity are equal for
selection, projection and map operators. In contrast to them, a join operator’s
productivity and selectivity are different.

3. Processing cost cx is the time required for an input tuple to be processed by
operator x.
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A single portion of data transmitted by a stream is a tuple. It has a timestamp which
defines the time of its entry into a system. Each stream contains tuples ordered
chronologically. Besides, each stream is described by the average tuple latency l.
The time when a tuple enters a stream database and the time when this tuple causes
the generation of a new tuple at the output of a given operator A constitute the
beginning and the end of measured latency for operator A. In the paper, the latency
is decomposed on three elements: operator processing time, synchronization time
and queuing time.

We can classify stream operators according to the number of their input streams.
Operators with one input stream are called unary operators, while operators with
two input streams are labeled as binary operators. Stream operators process tuples
in chronological order. Consequently, at each point of time instance an operator
processes an input tuple with the smallest timestamp. When an operator is of binary
type then the tuple with the smallest timestamp can be identified only when neither
of the input streams is empty [11, 4].

In a stream database the time associated with an operator corresponds to a tuple
timestamp which has been recently popped from its input stream. This time is named
operator local time. From this viewpoint, the time flow is frozen between succes-
sive tuples. The shorter the interval between consecutive timestamps, the better the
freshness of the local time associated with an operator and a stream. Let us define in-
terval τ which is the time between those local time updates. There frequently exist a
few tuples with the same timestamps in a stream. This is caused by operators which
generate a few result tuples after processing one input tuple. As a consequence, if
we want to measure interval τ between local time updates, we cannot divide the
time of a stream observation by the number of popped tuples during this time. In the
analysis of binary operators more complicated situation can be encountered. They
process input tuples as long as both input streams are not empty. When one of them
becomes empty, the processing is suspended. As a result, the operator time updates
are divided into slots when stream processing is available. As a consequence, the
distribution of output tuples can be described as groups of tuples separated by in-
tervals. The bigger the interval between those groups is, the greater the number of
tuples appearing per group. The illustration of such an effect is shown in fig. 1. We
define the time of tuple group as a timestamp of the last tuple in the group. This
metric informs us how often the time associated with a given operator and stream is
updated. This is another way of representing data stream freshness [12].

Let us define global selectivity spath. A sequence of operators which connects
source a with operator b is defined as path = {a, ...,b}. The path which connects
operators O0 with O3 in fig. 2 is defined as {O0,O2,O3}. Then the global selectivity
defined on path equals spath = ∏i∈path si. Summing up, the value spath represents
the average number of tuples generated at the output of operator b when one tuple
is processed through this path.

Besides, we also define set Src, which consists of source operators 1, ...,K. The
average output rate of those operators is defined by vector X = (X (1),X (2), ...,X (K)).
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3 Basic Approach

The average values analysis that results from Little’s law is the basic way of model-
ing queuing systems. This approach is popular in stream databases [9] because it is
created only upon average metrics of query parameters. Our model assumes that a
stream database consists of multiple processing nodes which serve multiple classes
of clients; each processing node i evaluates sub query ui.

Figure 2 illustrates a sample query which will be used to explain an operational
analysis. Let us assume that na,b is an average number of tuples flowing into operator
b as a result of processing one tuple from source a. Besides, we define average tuple
latency la,b at the output of operator b which is a consequence of processing tuples
from source a. Now, we want to estimate cumulative latency lb, which represents
the latency of all output tuples of operator b. Let us notice that the tuple latency
of operator O2 depends on which operator path a tuple has been processed on. For
example in fig. 2, there exist two paths connected with operator O2:{O0,O2} and
{O1,O2}. In order to find cumulative latency lO2 , we have to estimate latencies for
both paths and combine them. The formula below defines cumulative latency for
operator b:

lb =
∑a∈Src X (a)na,bla,b

∑a∈Src X (a)na,b
(1)

Now we will estimate la,b. Each operator is directly or indirectly supplied by
sources. The frequencies at which tuples from sources are transfered to operator o

are defined by vector Xo = (X (1)
o ,X (2)

o , ...,X (K)
o ). The utilization of calculation node

i caused by operator o which processes tuples from source k equals:

U (o,k)
i = X (k)

o B̄(o)
i = X (k)D̄(o,k)

i (2)

where: D̄(o,k)
i = B(o)

i nk,o; B̄(o)
i - an average time of processing a tuple by operator o

deployed on processing node i.
The utilization of processing node i equals:

Ui = ∑
o∈ui

K

∑
k=1

U (o,k)
i (3)
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This formula shows how long each operator located on processing node i calculates
tuples which result from inserting tuples at source streams 1..K. The stream database
is in a steady condition when all Ui < 1.

The average visit time of tuples queued to operator o at processing node i which
results from processing one tuple from source k is:

R̄(o,k)
i =

D̄(o,k)
i

1−Ui
(4)

Finally, latency lpath is the sum of values by which latency increases when a tuple
passes successive operators on the path. After processing one tuple from source
k, a group of tuples can appear at operator o. We knew the average visit time at o
which defines the time of processing this whole group of tuples. Now we want to
find the relation between the average visit time and the value by which the latency
is increased after passing operator o. In order to solve this we have assumed that
tuples arrive evenly in time according to average throughput. Due to this arithmetic
progression is applied to approximate the value by which the latency is increased at

operator o:
R̄(o,k)

i
2 . Summing up, latency lpath is:

lpath = ∑
o∈path

R̄(o,k)
Node(o)

2
(5)

where: path - is the sequence of operators; Node(o) - is the function which returns
the processing node for stream operator o.

4 Estimation of Synchronization Impact

The analysis of synchronization impact is divided into two phases. At the beginning,
we explain when stream operators require additional time to synchronize streams.
The estimation of this time is based on the stream freshness property. In the next
subsection, we introduce the algorithm used to calculate this value for each operator
input stream.

4.1 Latency Caused by Synchronization

Figure 3 shows the notation of a binary operator and fig. 4 explains its parameters.
The vertical markers in fig. 4 represent the moments when consecutive tuple groups
arrive at inputs A and B. Variables τA and τB represent the intervals between those
tuple groups for stream A and B respectively. The average latencies of tuples at the
input of the analyzed operator are lA and lB. In other words, la is the amount of
time before the tuple in stream A synchronizes with a tuple from stream B and lb
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is the time before the next tuple in stream B synchronizes with the corresponding
tuple from stream A. It is worth noticing that we analyze only the sequence in which
tuples are processed by a binary operator. We are not interested in the semantics of
this binary operator. In order to make the description of the synchronization process
easier to follow, τA and τB have similar values in fig. 4. As a result one tuple appears
after another one arrives at the other input. Nevertheless, our model is not limited to
this scenario.

 A 
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O 

Fig. 3 The binary operator nota-
tion
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Fig. 4 Graphical representation of latency and τ
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Fig. 6 The explanation of the latency calcula-
tion

If tuples arrive at input A with a latency greater than lB + τB then stream B is not
empty. Summing up, when lB+τB < lA then tuples at input A are processed directly.
The other case is described by lB + τB ≥ lA and illustrated in fig. 5. Tuples appear
at input A with average latency lA. Because the average interval between successive
tuple groups equals τA, we assumed that one tuple appeared in the stream within τA

with 100% probability. An analogous assumption is made for stream B.
The pessimistic scenario occurs when tuples arrive at input A at time lA while

tuples at input B arrive at time lB + τB. In this case tuple buffering lasts longest.
Now we calculate the average latency for this pessimistic scenario. Let us notice
that the sum of the latencies of all the tuples queued in stream A is the sum of
the arithmetic sequence illustrated in fig. 6. Below we repeated the formula for the
sum of elements in an arithmetic sequence: Sn = a1 + a2 + ...+ an =

a1+a2
2 n. The

average number of tuples which appear at input A between consecutive tuples at
input B equals: nA = lB+τB−lA

τA
In consequence, we arrive at the following formula:

lAC = lB+τB−lA+lB+τB−lA−nAτA
2 (nA − 1) When we combine the above formulae, we

achieve the following average latency for tuples from input A.

lAC =
lB − lA + τB

2
(6)
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Summing up, the stream synchronization of binary operators introduces additional
latency, which can be estimated by the following rule.

lAC =

{
0 when lB + τB < lA

lB−lA+τB
2 otherwise

(7)

4.2 Stream Freshness

The average interval τ informs us how frequently the time of a stream is updated.
Knowing this, we can calculate the output latency of the operators attached to those
streams.

Figure 1 explains why tuple groups are inserted into output streams. Let us as-
sume the average interval between tuple groups in stream A is three times longer
than the corresponding interval in stream B. On average, three tuples from input B
are consumed at the time of the tuple arrival at input A.

Let us assume that input A started producing tuples and input B started generating
tuples after x time units. When τA > τB then we should consider each x ∈ (0,τB] so
as to cover all possibilities. Because tuples are generated evenly, we have limited
our observation to the time which passes from the appearance of one tuple from the
slower stream to appearance of another one. During this time n tuples in the faster
stream appear waiting τA−x; and one tuple appears in the slower stream and it waits
x time units. Now we can estimate the average interval between tuple groups for a
given x and it equals the weighted average value of x and τA − x.

τC(x) =
x+ n(τA − x)

1+ n
(8)

When we assume that x appears with equal probability in the range from 0 to τB, we
arrive at the formula.

τC =
1
τ0

∫ τ0

x=0

x+ n(τ1 − x)
1+ n

dx =
−2.5τ2

0 + τ0τ1 − (2τ2
0 + τ0τ1) ln τ1

τ0+τ1

τ0
(9)

where: τ0 = min(τA,τB);τ1 = max(τA,τB).
This formula allows us to simulate the average interval between groups of tu-

ples depending on the metrics of input streams. Then this interval is important in
calculating a latency increase for consecutive operators.

The graph in fig. 7 shows the value τC for different ratios τA/τB. It is worth
noticing that the average interval between consecutive groups of tuples is halved
when the ratio value ranges from 0.6 to 1. When the ratio value ranges from 0 to
0.6, then the resulting average interval is closer to τB. Moreover, the operator is
prone to generate peaks of overload.

The broken plot in fig. 7 illustrates a hypothetical case when the binary operator is
free of the synchronization burden. A situation like this occurs when the timestamps
of all tuples are known a priori. In such a case we divide the period of observation
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Fig. 7 The average interval between groups of tu-
ples for changing proportion τA/τB
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Fig. 8 Query DAG1

τB by the number of tuples which were processed by an operator. There is one tuple
in stream B and τB

τA
tuples in stream A. Summing up, the average interval between

groups of tuples is approximated as follows:

τC =
τB

1+ τB
τA

(10)

The comparison of both plots in fig. 7 shows that the synchronization of binary
operators substantially affects the result latency. In order to process streams fluently
it is important to have short intervals between groups of tuples. As it is shown in
fig. 7, this cannot be achieved when the τA/τB ratio is under 0.6.

5 Average Latency

The mixed approach combines the impact of synchronization with the operational
approach. The query DAG1 shown in fig. 8 will be used to explain the algorithm of
latency estimation. Let us assume that operator o has attribute visited which equals
f alse at the beginning of the calculation. There also exists function next(o) which
returns the set of operators connected to the output of operator o. Analogously we
define function prev(o), which returns the set of operators supplying tuples to oper-
ator o.

The latency estimation is a simple bottom-up calculation of R̄(o,k)
i for each

operator o and each source k as it is described in section 3. Having used this
algorithm upon DAG1, we can achieve the following sequence of calculation:
O1,O2,O3,O4,O5,O6,O7. Next, we evaluate latencies on the paths connecting
sources with each operator of the query according to alg. 1. Each operator o is de-
scribed by the following properties: τ - it is an interval between consecutive groups
of tuples; L - it is a map of latencies indexed by the source of stimulation.
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At the beginning of alg. 1 method initializeValues(o) setups values of source op-
erators. This method gets the value of throughput X (o.id) for operator o, then assigns
properties:

1. o.τ = 1
X(o.id)

2. o.L[X (o.id)] = 0

The consecutive steps of alg. 1 evaluate properties for unary and binary operators.
Method updateOp1(o) retrieves operator os which supplies operator o with tuples.
Next the following properties are calculated:

1. For each source k: o.L[k] = os.L[k]+
R̄(o.id,k)

i
2

2. o.τ = os.τ
o.u

The step 2 of the above method is necessary to model the extension of τ when an
operator has low productivity. Method updateOp2(o) retrieves operators: ops1 and
ops2 which supply operator o with tuples. Next, the remaining steps of the method
are processed:

1. Latency ls1(ls2) is calculated. The output rate for operator o is vector Y =

(Y (1)
o ,Y (2)

o , ...,Y (K)
o ). Those rates are divided according to data source k. Finally,

ls1 is defined as:

ls1 =
∑k∈K Y (k)

s1 os1.L[k]

∑k∈K Y (k)
s1

(11)

Analogically ls2 is calculated.
2. Formula (7) is used to calculate values ls1,o and ls2,o

3. The latency is calculated as follows: lo =
(ls1+ls1,o)as1+(ls2+ls2,o)as2

as1+as2
where as1(as2)

represents the average number of tuples generated by operator os1(os2) during a
time unit.

4. Value o.τ is updated according to formula (9).

5. For each source k: o.L[k] = lo +
R̄(o.id,k)

i
2

When the evaluation of alg. 1 is completed, the latency of a given operator can be
calculated by means of formula (11).

Algorithm 1 (Latency evaluation)
foreach ( op :A) {

i f ( op i s Sou rce ) {
i n i t i a l i z e V a l u e s ( op ) ;

} e l s e i f ( op i s una ry o p e r a t o r ) {
updateOp1 ( op ) ;

} e l s e i f ( op i s b i n a r y o p e r a t o r ) {
updateOp2 ( op ) ;

}
}
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6 Tests

The experiments described in this section were conducted on our stream data base
simulator which is the result of our previous experience with stream database
StreamAPAS. Thanks to this, we were able to isolate the impact of dataset rates or
other processes which share the same node. We prepared two types of datasets. One
consists of tuples whose timestamps are distributed according to the Poisson pro-
cess. The other set is based on the time distribution measured in real system [1].The
sizes of those datasets were between 100’000 and 800’000 tuples. We calculated
average metrics for each dataset and use it during empiric and analytic calculations.
Each query has been run multiple times with changing level of utilization, as a result
we verified the accuracy of our model for a range of configurations.
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Let us now define the notation used in the following figures. A graph name with
the suffix ’basic’ labels graph which depicts estimation based on the operational
approach. A graph name with the suffix ’mixed’ shows estimation according to our
mixed approach. The remaining graphs with the suffix ’simulation’ indicate empir-
ical results. Our aim was to create queries with different topologies. Because of
the page limits we confront the empirical results with the analytic estimations for
queries DAG1-DAG3, which are shown in figures: 8, 9 and 10. In fig.12 we can see
that our mixed model substantially outperforms the popular basic approach that is
used by current schedulers and optimizers. In order to measure the impact of bi-
nary operator synchronization. We have defined query DAG2 which replaces binary
operator O2 with unary operators with the same selectivity. Figure 13 shows that
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Fig. 11 Comparison of DAG3 results for different datasets
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Fig. 13 Comparison of the synchronization
impact between DAG2 and DAG1

the latency will be reduced from 300ms to values below 80ms if only synchroniza-
tion could be avoided. Finally, we have tested how latency changes when real time
distribution of data stream is applied. This effect is depicted in fig. 11.

The main conclusion drawn from our analysis of collected results is that the ac-
curacy of our model is substantially higher than that of the basic approach. Despite
the fact that our model is based on the analysis of average values, it offers nearly
ideal precision for datasets generated by the Poisson process. The estimation accu-
racy is lower for datasets based on the real distribution of timestamps. This is caused
by the fact that we measured average values for wide time windows. If we shorten
those time windows then the assumption that data streams are generated by Poisson
process will generate smaller error and we can achieve better estimation accuracy.

7 Conclusions

Multi-criteria optimization is a challenge in stream databases. When we consider a
distributed system, then we have to monitor the utilization of the processing nodes.
We can compose stream operators so as to optimize memory consumption but this
optimization strategy affects the model of synchronization. As a consequence the
memory optimization changes the latency of result tuples.

These above circumstances make the development of the analytical model im-
portant for future stream database systems. Currently the analysis based on average
values is the most popular in such systems. Unfortunately, our tests show that this
approach is weak when it comes to calculating the latency of result tuples. In the pa-
per we have introduced an additional component, which reflects the impact of syn-
chronization. The new metric in this component is the productivity property defined
for each stream operator. By means of this we are able to more efficiently estimate
the impact of synchronization. Thanks to this the exactness of latency estimation is
substantially improved in comparison with the operational approach. What seems
important, is that our component is based on average statistics, which makes our
model easy to calculate in real-time systems. Our mixed model joins the analysis of
utilization and latency in distributed stream databases which is a good foundation
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for the future schedulers. Besides, this model can be used to predict places where
processing of a stream query can be easily destabilized.

During our further research we plan to create an optimizer which controls the
frequency of boundary tuple [6] injection. In contrast to current algorithms which
try to achieve the shortest latency, we want to achieve the predefined value. The next
area of our interest is the creation of a scheduler which uses our model to strike a
balance between memory and time optimization.
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Towards Automated Enterprise Architecture
Documentation: Data Quality Aspects of SAP PI

Sebastian Grunow, Florian Matthes, and Sascha Roth

Abstract. Well executed, Enterprise Architecture (EA) management is commonly
perceived as a strategic advantage. EA management sermonizes IT savvy firms to
take profound decisions based on mature EA information. As of today, gathering re-
quired information, i.e. documenting the EA, is regarded both, time consuming and
error-prone. As a reaction, recent approaches seek to automate EA documentation
by extracting information out of productive system environments. In our recent work
we showed that a particular Enterprise Service Bus (ESB) namely SAP Process In-
tegration can be used to extract EA relevant information. As a next step towards
automated EA documentation, this paper analyzes the quality of the data stored in
SAP Process Integration systems in practice. Survey results of 19 industry partners
on 4 continents are presented.

Keywords: Enterprise Service Bus (ESB), SAP PI, data quality, automated Enter-
prise Architecture documentation.

1 Introduction and Motivation

Enterprise Architecture (EA) management is commonly perceived as strategic ad-
vantage [16]. Approaches from academia and practitioners, e.g. [23, 3], teach to
take profound EA related decisions based on mature EA information. These ap-
proaches commonly start an EA endeavor by capturing the current state (as-is) of
the EA and create stakeholder-specific visualizations for analyses [17, 10]. As of to-
day documenting the EA requires manual collection of data and thus is regarded as
an error prone, expensive, and time consuming task. As a reaction, researchers and

Sebastian Grunow · Florian Matthes · Sascha Roth
Software Engineering of Business Information Systems (sebis),
Technische Universität München, Garching b. München 85748, Germany
e-mail: {grunow,matthes,sascha.roth}@in.tum.de

T. Morzy et al. (Eds.): Advances in Databases and Information Systems, AISC 186, pp. 103–113.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2013

{grunow,matthes,sascha.roth}@in.tum.de


104 S. Grunow, F. Matthes, and S. Roth

practitioners [5, 7] seek to automate EA documentation. These approaches focus on
extracting information out of productive system environments, but their data quality
aspects are not addressed by the authors.

In our recent work [4, 9] we showed that a particular Enterprise Service Bus
(ESB) implementation can be used to extract EA relevant information. We inves-
tigated an ESB since it can be “considered as the nervous system of an enterprise
interconnecting business applications and processes as an information source” [4].
In our analysis we compared concepts contained in the ESB (e.g., interface descrip-
tions, participatinng applications and systems) and the focus was put on the evalu-
ation of the coverage degree to which data of a productive system can be used for
EA documentation, i.e. we focused on a model mapping rather than data quality as-
pects. Results published assume the best data quality (complete, correct, up-to-date)
within the productive systems, i.e. data quality aspects are neglected entirely. When
applying the idea of an automated EA documentation (cf. [9]) to productive system
environments, the actual data quality has a high influence on the outcome of such
an endeavor.

In this paper, we analyze data quality aspects of a particular ESB system, namely
SAP PI. Analyzed data quality aspects indicate whether or not those systems can
be used for an automated EA documentation in practice. To support our recent re-
search question, i.e. ‘to which extent can an SAP PI system be used for an automated
EA documentation?’ (cf. [4]), we conducted a survey among 19 industry partners
distributed on 4 continents. These results are a next step towards the practical appli-
cation of an automated EA documentation.

The remainder of the article is structured as follows: Section 2 presents related
work followed by Section 3 that reports results of an EA data quality assessment of
ESB systems in productive environments. An interpretation of these results with re-
spect to our research endeavor ‘automated EA documentation’ is given in Section 4.
The paper concludes with an outlook in Section 5 and outlines further research di-
rections.

2 Related Work

Existing EA frameworks covering inter alia The Open Group Architecture Frame-
work (TOGAF) [20], The Integrated Architecture Framework (IAF) [22], and Enter-
prise Architecture Planning (EAP) [18] commonly do not detail how to acquire and
incorporate EA knowledge. Only few approaches considering the documentation of
the status quo could be identified. However, the descriptions usually take place on a
high abstraction level without consideration of concrete process tasks. For instance,
TOGAF suggests the usage of existing architecture definitions as a starting point,
which if necessary, can be updated and verified. In case such information is un-
available the collection of data “whatever format comes to hand” [20] is advised by
TOGAF.
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Moser et al. [13] give a first idea for an automated tool-aided collection pro-
cess by introducing a set of EA process patterns, one of which is called Automatic
Data Acquisition / Maintenance. The authors propose a process aimed at automati-
cally collecting data from various sources converted into an EA information model
instance. However, the considerations do not detail possible information sources
including data quality thereof.

Based on identified requirements on an automated documentation process, Far-
wick et al. [6] develop a basic structure of an automated maintenance process com-
prising the collection of data as well as the propagation of changes. However, when
it comes to implementation details the authors refer to future work.

A more detailed look on an implementation is taken by Buschle et al. in [5],
whereby NeXpose, a vulnerability scanner aimed at determining weaknesses within
the system landscapes is used. Apart from weaknesses the scanner also collects in-
formation about the underlying systems landscape which subsequently is mapped to
an EA information model. Hence, information on existing services, installed soft-
ware, and used operating systems could be gathered. While the information cov-
erage, i.e. the extent to which the demanded EA information can be determined,
is considered within the publication the usefulness of the collected data is not dis-
cussed leaving open questions – as to the correctness and completeness of the data,
for instance. Instead of using a vulnerability scanner, [4] employ an ESB. While the
degree of coverage to which data of a productive system can can be used for EA
documentation is thoroughly analyzed data quality thereof is not evaluated.

To the authors best knowledge there is no existing research analyzing data
quality aspects of ESB systems and in particular SAP PI systems in productive IT
environments.

3 SAP PI Data Quality Assessment: Evaluation of the Survey
Results

In line with Steen et al. [19] we observed the EAs to be an important starting point
for analysis, design, and decision processes. For this to work, EA information must
provide an accurate, correct, and up-to-date model of the real world [6]. Accord-
ingly, aiming at developing an automated EA documentation process the suitability
of an ESB system as an information source is not only determined by information
content but also by the quality of the data saved in the system, e.g., Are the data
up-to-date? Are the attribute values correct? and Are the data consistent?.

Subsection 3.1 gives an overview of SAP PI. In order to gain a deeper insight into
the data quality of a SAP PI system in practice we conducted interviews with SAP
PI experts and an online survey with EA practitioners. Overall, 19 EA practitioners
participated in the subsequent online survey and could be identified as responsible
for an SAP PI system. Thereby, questions about the data content of SAP PI were
assessed in terms of selected quality dimensions (see Subsection 3.2). In Subsec-
tion 3.3 we present the survey results in greater detail.
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3.1 Overview of the SAP PI data

SAP PI is not a single module but rather a conglomerate of various components,
which are not independent but stand in relationship to each other (see Fig. 1). The
System Landscape Directory represents a central provider of landscape information
comprising information about installed and installable software as well as technical
details about the underlying infrastructure. Designing, creating and maintaining the
interactions between the applications takes place in the Enterprise Service Builder
which includes amongst others interface descriptions, messages, and exchanged data
types. In the Integration Builder configurations of communication relationships at
run time map Enterprise Service Builder elements to the actual execution environ-
ment. In order to test and monitor an SAP PI installation the Runtime Workbench
offers a central entry point putting in place various tools. Finally, the Integration
Server is responsible for processing incoming messages from sending applications,
applying routing and mapping rules, and finally forwarding them to target systems.

Enterprise 
Service Builder

Integration 
Builder

Integration Repository

Integration Server

System Landscape Directory

Monitoring (Runtime Workbench)

SAP Application

Third Party 
Application

Marketplace/ 
Business Partner

Third Party 
Middleware

Fig. 1 Architecture of SAP NetWeaver Process Integration [14]

3.2 Data Quality Dimensions

An examination of literature reveals a high variety of quality definitions [11, 1, 8,
12]. For instance, Bednar et al. [15] make a distinction between four views on qual-
ity: quality as excellence, quality as value, quality as conformance to guidelines
and quality as meeting or exceeding customer expectations. The first two views may
turn out to be problematic as the assessment of excellence involves a high degree of
subjectivity and the determination of a value is highly influenced by a monetary per-
spective while neglecting further criteria [11]. In contrast, ISO 9001:2008 [2] speci-
fies quality as the “totality of features and characteristics of a product or service that
bear on its ability to satisfy stated or implied needs” [1]. Quality respectively means
the fulfillment of required characteristics, also referred to as quality attributes.
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To establish a link to the first definition both views quality as conformance to guide-
lines and quality as meeting or exceeding expectations can be dissembled into a set
of quality attributes to be fulfilled, e.g., completeness, accuracy and correctness.

Depending on the research area different frameworks proposing various qual-
ity attributes have been developed in an attempt to assess quality, such as software
quality ([8, 12]), data quality ([21]), information quality ([11]) and even Enterprise
Architecture quality ([6]). Consequently, the first challenge to overcome is to reduce
the broad range of existing quality attributes to the essential amount to gain reason-
able coverage of the term quality. As the focus lies on the inserted data in SAP PI
rather than on the way they are saved, quality aspects regarding the underlying data
model as well as its usability, e.g., simplicity, relevance of the data, perception from
the user’s perspective, semantics, etc. are considered as given and neglected.

A comparison of the different taxonomies reveals many terms including com-
pleteness, correctness, and actuality are common to most of them indicating a con-
sensus in research and industry. In addition, attempting among others to determine
Enterprise Architecture quality dimensions by conducting a survey Farwick et al. [6]
identifies completeness, correctness, and actuality to be ranked highest. Accord-
ingly, to make qualitative statements about the generated EA information the analy-
sis of the SAP PI data quality in terms of these quality dimensions provides a good
starting point. A list of the quality dimensions chosen can be found in Table 1.

Table 1 Considered data quality dimensions [11, 1, 8, 12]

Quality Dimension Description
Completeness The extent to which the expected data are provided according to the

SAP PI specification
Correctness The degree to which the SAP PI data reflect the real world and fulfill

the SAP PI guidelines
Actuality The degree to which the data are up to date

3.3 Assessment of SAP PI

As no research concerned with the quality of ESB systems in general and SAP PI
systems in particular could be identified, we conducted an online survey aimed at
evaluating the quality of data contained in SAP PI systems in practice. The survey
was opened within 45 days. 45 SAP PI experts started the survey, 19 fully com-
pleted, 24 partly completed it whereas 2 only answered the first two questions. The
last two respondents are neglected in the subsequent analysis.

General information about the respondents: 50 percent of the respondents reside in
Asia, 30 percent in Europe and the remainders are distributed equally over North and
South America. Out of all respondents 67 percent claimed to work for a consulting
company. This circumstance favours the results of the survey as the answers include
the experience about the situation in more than one organization.
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Perception of the overall quality: All respondents rate their data quality as nearly
perfect (80 percent) or even perfect (20 percent) which is partly attributable to
high correlation between quality and functioning of the system. Incorrect or out-
of-date data in most cases would lead to an unwanted behavior of the system, e.g.
malfunctions.

System Landscape Directory quality: According to the official documentation the
System Landscape Directory is the primary source for system landscape informa-
tion. In contrast, most respondents (over 81 percent) stated that all data types except
the SAP technical systems as well as the SAP products are only considered in the
SLD system insofar as they are of importance for the collaborative processes with
some exceptions (see Fig. 2). The SAP products and technical systems are an ex-
ception particularly due to the automatic insertion and update of the components
in an available SLD system. Apart from completeness in terms of elements stored
within SAP PI another important aspect is the completeness of a specific element,
i.e., to which extent corresponding attributes are preset with values in SAP PI. In
all cases more than 74 percent of the respondents agreed to ‘elements are complete’
or ‘elements are complete with some exceptions’ (see Fig. 3). In the case of SAP
products this value even achieves 100 percent. Nevertheless, third party systems,
databases as well as third party software products are partly stated as commonly
incomplete.

0

5

10

15

20

SA
P 

So
ft

w
ar

e 
Pr

od
uc

ts
 / 

So
ft

w
ar

e
Co

m
po

ne
nt

s

Th
ird

 P
ar

ty
 S

of
tw

ar
e 

Pr
od

uc
ts

 /
So

ft
w

ar
e 

Co
m

po
ne

nt
s

SA
P 

Te
ch

ni
ca

l S
ys

te
m

s (
W

eb
 A

S 
Ja

va
,

W
eb

 A
S 

AB
AP

)

St
an

da
lo

ne
 Ja

va
 T

ec
hn

ic
al

 S
ys

te
m

s

Th
ird

 P
ar

ty
 T

ec
hn

ic
al

 S
ys

te
m

s

Co
m

pu
te

r S
ys

te
m

s

Da
ta

ba
se

s

Only elements involved in
the collaborative processes

Elements involved in the
collaborative processes and
in exceptional cases, also
beyond

All elements in the system
landscape with a few
exceptions

I don't know

Fig. 2 Elements stored within SLD (n=19)
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Fig. 3 Completeness of SLD data (n=19)

The assessment of the correctness (cf. Fig. 4) reveals that concerning all data
types more than 78 percent agreed data to be either accurate or accurate with some
exceptions. In the case of SAP products the proportion is 100 percent. This effect
may be attributed to the automated insertion and update of data within the SAP
product family.
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Fig. 4 Correctness of SLD data (n=19)
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Focus during the analysis of the dimension actuality lies on two questions:

• When are changes to the system as well as application landscape taken into
account?

• When are decaying data deleted?

Even though the SLD system is considered as the central information source of the
system landscape, most respondents of the survey stated that all data types, except
SAP technical systems and SAP products are only considered in the SLD system,
with some exceptions, when they become important for the collaborative process.

Out-of-date data pose another problem. In particular, this includes elements
which are still saved in the SLD system but not used in practice anymore yield-
ing to a faulty reflection of the world. Out of the respondents 76 percent claimed
that old data are deleted within one year and shorter and only 24 percent stated a
time interval greater than one year. Within a survey conducted by Farwick et al. [6]
the respondents reported that an actuality of EA information within weeks (48 per-
cent) or up to six months (31 percent) is appropriate. While 76 percent claimed to
delete out-of-data data within six months or even earlier, no participant stated an
interval shorter than one month.

Enterprise Service Builder and Integration Builder quality: Interviews conducted in
advance revealed the data of the Enterprise Service Builder as well as the Integra-
tion Builder to be nearly error-free and complete due to the mandatory characteristic
and consequences to productive system environments in case of errors. Yet, it has
to be highlighted that both components only comprise data necessary for the com-
munication processes over the SAP PI system [4]. For instance, unused (legacy)
interfaces are not taken into account. This holds true for other data types, e.g. soft-
ware components, databases and computer systems. As a result, with respect to the
quality dimensions (correctness, completeness, actuality), actuality was further in-
vestigated in our online questionnaire.

Analogous to the SLD system the time to delete is of relevance in order to assess
the problem of out-of-date data and the resulting errors (see Fig. 5(a) and Fig. 5(b)).
Unfortunately, with respect to the Enterprise Service Repository only 15 percent
of the respondents reported an interval shorter than six months. In contrast to the
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(a) Enterprise Service Builder
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(b) Integration Builder

Fig. 5 Survey results: Deletion interval (n=19)
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average deletion time within the Enterprise Service Builder 56 percent reported a
time interval shorter than 6 months for the Integration Builder. 21 percent even
agreed to 0-1 month.

4 Effects on the EA Model Quality

Putting our findings in context towards developing and evaluating an automated EA
documentation process previous data quality consideration gives a first impression
to which extent the generated EA models are affected by the underlying data quality.

Completeness of EA Models: Previous investigations show the information content
of EA models is limited to elements used within communication processes. Any
information beyond is commonly abstracted even though the SLD officially is meant
to be the central information source about the system landscape.

Correctness of EA Models: The previous analysis reveals data of SAP PI systems
seem to be correct in most cases especially concerning data stored in the Enterprise
Service Repository and Integration Builder. Accordingly, this also applies to the EA
information derived from the data.

Actuality of EA Models: Orphaned data in the SAP PI system pose a problem. In
particular, this includes elements which are still saved in the SAP PI system but
not used in practice anymore. Consequently, extracted EA information paints a mis-
leading picture not allowing to make appropriate decisions. In contrast to a manual
collection in which orphanded data are probably filtered out by the individuals re-
sponsible such human filters are dropped within an automation. Losses in quality
have to be offset elsewhere.

5 Conclusion and Outlook

This paper gives a first impression which impact data quality aspects of productive
IT systems have on automated EA documentation endeavors. Survey results pre-
sented show the majority of data in productive SAP PI systems seems to be accurate
(complete and correct). Combined with results of our recent study [4], an SAP PI
system seems to be 1) suitable and 2) a reasonable starting point for an automated
EA documentation endeavor. However, this statement cannot be generalized and fur-
ther research of productive IT environments is necessary to show the real potential
of an automated EA documentation.

Our current efforts are centered around a particular ESB system, namely SAP PI.
Further research could integrate Configuration Management Databases (CMDBs)
and infrastructure monitoring tools. Both could be very beneficial for impact analy-
ses and strategic planning. Our long term hypothesis is ’when information is gath-
ered from upper layers, e.g. business processes and capabilities, more unstructured
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information is to expect which would have an impact on 1) the data quality and 2)
on the automation potential for EA documentation. With this in mind, a closer look
at the field of process mining could be worthwhile.
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Two-Stage Stochastic View Selection for
Data-Analysis Queries

Rong Huang, Rada Chirkova, and Yahya Fathi

Abstract. We consider the problem of selecting an optimal set of views to answer a
given collection of queries at the present time (stage 1) as well as several collections
of queries in the future (stage 2), with a given probability of occurrence associated
with each collection, so as to minimize the expected value of the corresponding
query response time, while keeping the total size of the views within a given limit.
We formulate this problem as a two-stage stochastic programming problem. We
show that this model is equivalent to an integer programming (IP) model that can be
solved via various commercial IP solvers. We also study the relationship between
the queries and the views in this context and use this relationship to reduce the
size of the corresponding IP model, hence increase the scalability of our proposed
approach.

1 Introduction

Many data-intensive systems, such as commercial or scientific data warehouses,
store vast collections of data, whose scale tends to grow massively over time. An-
swering typical data-analysis queries in such systems may involve heavy use of
summarization of large volumes of stored data [9]. As a result, brute-force evalua-
tion of such queries tends to be complex and time consuming. One way to reduce
the evaluation costs of data-analysis queries is to precompute and store extra re-
lations, called materialized views. Intuitively, a materialized view would improve
the efficiency of evaluating a query when the view relation represents the result of
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precomputation of some “subexpression” of the query of interest, see [18] and ref-
erences therein. As such, materialized views with grouping and aggregation may
be especially attractive for evaluating complex data-analysis queries, because the
relations for such views store in compact form the results of (typically expensive)
preprocessing of large amounts of data. Hence, answering a query by using an ap-
propriate stored view can be much more effective (i.e., less time consuming) than
answering the same query via the original data set.

In theory, in order to maximize the query-processing efficiency, every view that
is potentially “beneficial” in the above sense could be materialized and used in this
context. But in practice the amount of available storage space and other compu-
tational resources typically limit the number of beneficial views that we can ac-
tually materialize. The problem of choosing a set of beneficial views under such
constraints and for a particular collection of high-priority queries is known as the
“view-selection problem.”

In recent years a number of research articles have addressed the view selection
problem in various deterministic and probabilistic environments. Many articles, e.g.,
[13, 2, 10, 11, 21, 20, 4, 3] address the problem in the context of one query workload
and propose both exact and inexact methods for solving the problem in this context.
We refer to this problem as the One-Stage View-Selection Problem. In a more recent
article [12] it is assumed that in addition to the given (current) collection of queries,
we also have prior knowledge of future query workloads. This, in turn, allows us
to select and materialize an appropriate set of views that are not only beneficial for
the current query workload but they are also potentially beneficial in the context of
answering the future queries. Yet another line of research has studied the dynamic
view selection problem, where the views are selected continuously in response to the
changes in the query workload over time [7, 8, 17]. Significant work has also been
done on index selection, e.g., [1, 2, 11, 7, 8, 5].

In this paper we introduce and define this problem in a two-stage probabilistic
environment, with stage 1 representing the current time, and stage 2 representing
a point of time in the future. We refer to the problem in this environment as the
Two-Stage Stochastic View-Selection Problem. It is easy to show that the Two-Stage
Stochastic View-Selection Problem is NP-hard. We formulate this problem as a two-
stage stochastic programming model and show that it is equivalent to an integer
programming (IP) model, hence it can be solved via commercial IP solvers. We then
propose several strategies to reduce the size of this model which, in turn, enhance
the scalability of this approach.

2 Preliminaries

We consider a star-schema data warehouse [9] with a single fact table and several
dimension tables. We assume that all views are defined, with grouping and aggre-
gation but without selection, on the relation that is the result of the “star-schema
join” [9] of all relations in the schema. We refer to this relation as the raw-data view
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throughout this article. We can show formally that for each query posed on such
a database, the query can be rewritten equivalently into a query posed on the raw-
data view. Using this formal result, in the remainder of the paper we assume that
all the queries in the workloads that we consider are posed on the relevant raw-data
view. In this context we consider the evaluation costs of answering unnested select-
project-join queries with grouping and aggregation using unindexed materialized
views, such that each query can be evaluated using just one view (including the
raw-data view) and no other data. (This setting is the same as in [4, 13, 16, 19, 24].)
A query q can be answered using a view v only if the set of grouping attributes of
v is a superset of the set of attributes in the GROUP BY clause of q and of those
attributes in the WHERE clause of q that are compared with constants.

We use v to represent both a view and the collection of grouping attributes for
that view, and we use q to represent both a query and the collection of attributes in
the GROUP BY clause of that query, plus those attributes in the WHERE clause of
the query that are compared with constants. It follows that query q can be answered
by view v if and only if q ⊆ v. To evaluate a query using a given view (if this view
can indeed be used to answer the query) we have to scan all rows of the view. Hence
the corresponding evaluation cost is equal to the size of the view itself; similar cost
calculation is used in [4,13,16,19,24]. One way to estimate the view sizes is to use
a “what-if optimizer” [2]. Another way, as suggested in the literature, is by getting
a relatively small-size sample of the raw-data view and by then evaluating the view
definitions on that table, with a subsequent scaleup of the sizes of the resulting
relations. We use ai to denote the size of each view vi in the problem input. We also
use the parameter di j to denote the evaluation cost of answering query q j using view
vi. It follows that for each query q j we have di j = ai if q j ⊆ vi, and we set di j =+∞
otherwise, implying that q j cannot be answered by view vi in that case.

3 The Two-Stage Stochastic View-Selection Problem

3.1 Statement of the Problem

For the view-selection problem in a two-stage probabilistic environment, we have a
query workload Q1 that we must answer at the present time (stage 1), and a query
workload Q2 that occurs at a future point in time (stage 2). We assume that the
workload Q1 is known and given, but that Q2 is a random set with a given probability
distribution function. (We use boldface to emphasize that Q2 is a random set, and to
differentiate it from a deterministic set such as Q1.)

At stage 1, we materialize a collection of views S1 and use these views to an-
swer the queries in Q1. We assume that we have a storage limit b1 for these views:
that is, the total size of the materialized views must not exceed b1. At stage 2, once
the actual queries Q2 for this stage are known, we allow for a partial replacement
of some of the view relations that we constructed at stage 1, in order to obtain the
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collection of views S2 for answering the query set Q2. (Note that Q2 represents a
realization of the random set Q2.) In other words, at the end of stage 1 we keep
some of the view relations that we materialized at stage 1 to use again at stage 2,
while we discard other view relations from stage 1 and replace them with new view
relations. We assume that the total size of the new views that we materialize at stage
2 must not exceed a given storage limit b2. Naturally b2 ≤ b1.

In this context, the technical problem that we need to address prior to stage 1 is
to select all views in the set S1 and a replacement plan associated with each possible
realization Q2 of Q2. The objective is to minimize the total evaluation cost for the
queries at stage 1 plus the expected total evaluation cost for the queries at stage
2. Note that in order to obtain a globally optimal solution for this problem, which
we call the Stochastic View Selection (SVS) problem, all decisions regarding both
stages (that is, the view set S1 and the replacement plan for every possible realization
Q2 of Q2) must be made prior to stage 1.

To illustrate, we present the following numeric example for a data cube [13]. We
will use this example later in the paper, to illustrate some of the technical results
that we obtain in this context.

Example 1. Given a database with four attributes a, b, c and d, the corresponding
view lattice, as defined in [13], is shown in Figure 1. In this lattice, each node
represents a view, and a directed edge from node v1 to node v2 implies that v1

is a parent of v2, that is, v2 can be obtained from v1 by aggregating over one at-
tribute of v1. At stage 1, we are given queries q1 = {a,b} and q2 = {b,c}. At
stage 2, queries q3 = {b} and q4 = {a,c} would occur with probability 0.5, and
queries q5 = {c} and q6 = {b,d} would also occur with probability 0.5. Equiva-
lently, Q1 =

{{a,b},{b,c}}, Q1
2 =

{{b},{a,c}}, and Q2
2 =

{{c},{b,d}}. We as-
sume the total space limit b1 = 30, and the space limit b2 = 15. Our objective is
to minimize the cost of answering the first-stage queries Q1 plus the expected cost
of answering the second-stage queries. Thus, we are to determine a set of views S1

to materialize at stage 1, with the total size less than or equal to 30, and for each
scenario at stage 2, we need to determine another set of views, with the total size
not to exceed 15, to materialize as replacement for a subset of S1.

Fig. 1 View lattice for Example 1, with view sizes shown as number of bytes



Two-Stage Stochastic View Selection for Data-Analysis Queries 119

3.2 A Mathematical Programming Model

We now propose a stochastic programming model for the problem SVS. The general
form of our model is valid for any probability distribution function for Q2. However,
for ease of exposition throughout the rest of this paper, we assume that the random
query set Q2 has a discrete distribution with L possible values. More specifically,
we assume that Q2 equals to query set Q�

2 with probability p�, for �= 1 to L, where
∑L
�=1 p� = 1. We refer to each set of queries Q�

2 as a scenario. For the first stage we
define the following decision variables for all views vi ∈V (where V is the set of all
views) and for all queries q j ∈ Q1.

xi =

{
1 if view vi is materialized at stage 1
0 otherwise

zi j =

{
1 if we use view vi to answer query q j at stage 1
0 otherwise

For the second stage we define the following decision variables for all vi ∈ V , and
for all q j ∈ Q�

2, for �= 1 to L.

u�i =

{
1 if view vi is materialized at stage 1 and used at stage 2 for query set Q�

2
0 otherwise

y�i =

{
1 if view vi is materialized at stage 2 for Q�

2
0 otherwise

t�i j =

{
1 if we use view vi to answer query q j at stage 2 for Q�

2
0 otherwise

The cardinality of the view set V is 2K , where K is the number of dimension at-
tributes in the database. Let I = {1,2, . . . ,2K} be the set of subscripts for all vi ∈V ;
J1 be the set of subscripts for all q j ∈ Q1; and J�2 be the set of subscripts for
all q j ∈ Q�

2, for � = 1,2, . . . ,L. The problem can now be written as the following
stochastic programming model [6] that we denote by SP.

(SP) minimize ∑
j∈J1

∑
i∈I

di jzi j +EQ2Ψ(x,Q2) (1)

subject to ∑
i∈I

zi j = 1 ∀ j ∈ J1 (2)

zi j ≤ xi ∀i ∈ I ∀ j ∈ J1 (3)

∑
i∈I

aixi ≤ b1 (4)

All variables are binary

where EQ2 denotes the mathematical expectation of response time at stage 2 with re-
spect to Q2. If the probability distribution of Q2 is as above, we have EQ2Ψ (x,Q2)=

∑L
�=1 p�Ψ(x,Q�

2) where Ψ(x,Q2) is the minimum response time for a given set
of values of the first-stage variables x =

(
x1, · · · ,x|V |

)
and for a realization of the
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second-stage queries Q2. For each value of �, the corresponding value of Ψ(x,Q�
2)

is obtained by solving the following view-selection problem.

Ψ(x,Q�
2) = min ∑

j∈J�2

∑
i∈I

di jt
�
i j (5)

subject to ∑
i∈I

t�i j = 1 ∀ j ∈ J�2 (6)

t�i j ≤ u�i + y�i ∀i ∈ I ∀ j ∈ J�2 (7)

u�i ≤ xi ∀i ∈ I (8)

∑
i∈I

aiy
�
i ≤ b2 (9)

∑
i∈I

ai(u
�
i + y�i )≤ b1 (10)

All variables are binary (11)

In this model constraints (2) and (6) state that each query is answered by exactly one
view in the set of materialized views (including the raw-data view that we denote by
v1). Constraints (3) and (7) guarantee that a query can be answered by a view only
if the view is already materialized. Constraints (4), (9), and (10) pertain to the given
storage limits. Constraint (8) guarantees that the view kept from stage 1 to stage 2
is already materialized at stage 1.

In practice, for each decision variable with a subscript i (associated with view
vi), we only need to consider those views vi that are relevant in the context of that
decision variable. For instance, at stage 1 we do not need to define the decision
variable xi if the corresponding view vi is not a superset of at least one query in our
entire query set. This results in a smaller stochastic programming model that we
refer to as SP′.

4 Solving the Problem

In order to solve the problem SVS, we write the stochastic programming model
SP′ in its extensive form [6]. We do so by explicitly substituting Equations (5)
through (11) for each value of � in the expression for EQ2Ψ(x,Q2) and ultimately
in Equation (1) of model SP′. The resulting model is an integer programming (IP)
model [23]. Thus, at least in theory, it can be solved using existing IP algorithms
such as the branch and bound method. The only difficulty in practice, however, is
the relatively large number of variables and constraints in this model, which makes
this approach computationally cumbersome. Fortunately, the structural properties
of this IP model allow us to reduce its size (i.e., the number of variables and con-
straints) significantly, hence allowing us to solve relatively large instances of the
problem SVS within reasonable execution times using commercial IP solvers such as
CPLEX [15]. We summarize these properties in the following observations, which
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we present here without proof. All the proofs are presented in [14]. In these obser-
vations and in the remainder of the paper we use the notation Q(v) to represent a
subset of a given set of queries Q consisting of every query in Q that the view v
can answer, that is, Q(v) = {q ∈ Q : q ⊆ v}. We also use the notation Q̂ to represent
the collection of all queries (either in stage 1 or in stage 2) in a given instance of
problem SVS, that is, Q̂ = Q1 ∪

{∪L
�=1Q�

2

}
.

Observation 1. In an instance of problem SVS, given a view v in the view set V1, if
the number of attributes of v is strictly greater than the number of attributes in the
union set of the queries in Q̂ that v could answer, that is, if |v| > | ∪q∈Q̂(v) q|, then
there exists an optimal solution such that v is not materialized at stage one.

For each view v and each query set Q we define the corresponding benefit as
d(v,Q) = ∑

q∈Q(v)
S(q)− S(v) where S(·) is the estimated size of the query or view.

Observation 2. In an instance of problem SVS, given a view v in the view set V1,
if v is not equal to a query in Q̂ and v satisfies the condition that the size of v is
greater than or equal to the total size of the queries in Q̂ that v can answer, that is,
if d(v, Q̂)< 0, then there exists an optimal solution in which v is not materialized at
stage one.

Observation 3. In an instance of problem SVS, given a view v in V1, if there exists
a view v′ in V1 such that v′ ⊂ v and d(v′, Q̂) ≥ d(v, Q̂), then there exists an optimal
solution such that v is not materialized at stage one.

We make similar observations with respect to each view v in V �
2 . These observations

allow us to reduce the search spaces of views for V1 and V �
2 , for � = 1 to L. We

illustrate these observations by applying them to the numeric example that we stated
earlier.

Example 1 (Continued). Consider view v1 = {c,d} in the set V1: The view answers
only query q5 = {c} in Q̂, yet v1 has more attributes than q5. Hence, by Observation
1, there exists an optimal solution that does not contain the view v1. Consider now
view v2 = {a,b,d} in the set V1; the queries that v2 can answer are q1 = {a,b},
q3 = {b}, and q6 = {b,d}. Since the total size of these three queries (4+7+8= 19)
is smaller than the size (20) of v2, Observation 2 implies that there exists an optimal
solution that does not contain v2. Finally, consider view v3 = {b,c,d} in the set V1;
view v3 is a superset of view v4 = {b,d}. We have that d(v4, Q̂) (4+5+10−10= 9)
is greater than d(v3, Q̂) (4+ 5+ 8+ 10− 22 = 5). Thus, by Observation 3, there
exists an optimal solution that does not contain the view v3.

We now define the model IP2 as an integer programming model that is the same as
the model IP1, except that we use the reduced search spaces of views in place of the
corresponding original search spaces of views in IP1. Obviously, the size of model
IP2 is potentially smaller than the size of the corresponding model IP1.

In order to compare the sizes of the models IP2 and IP1 on an empirical basis,
and to evaluate the scalability of our proposed approach, we constructed a collection
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of randomly generated instances of the problem with varying sizes, using a number
of datasets generated via the TPC-H benchmark [22]. We then solved each instance
using the models IP1 and IP2. All of our algorithms are implemented in C++; all
the experiments were carried out on a 2.66GHz Intel 2 Quad processor with 3.25
GB RAM running Windows XP Professional. We used CPLEX 11 [15] to solve the
integer programming models IP1 and IP2. We observed that the search spaces of
views are significantly reduced in IP2 compared with IP1, and that we were able to
use model IP2 to solve relatively large (realistic-size) instances of the problem SVS.
For example, for an instance of the problem on the 13-attribute TPC-H dataset, with
L = 2, (|Q1|, |Q1

2|, |Q2
2| = (50,52,56)), the corresponding execution time for con-

structing and solving model IP2 was 190 seconds. When we increased the number
of queries to (140,140,140), the corresponding execution time increased to 451 sec-
onds. For larger instances of the problem, however, the execution time exceeded the
20-minute time limit that we imposed on each instance in this experiment. Details
of the numeric results are presented in [14].

5 Concluding Remarks

In this paper we introduced a novel two-stage stochastic view-selection problem
and undertook a systematic study of the problem. We introduced a stochastic pro-
gramming model for the problem, and showed that it is equivalent to an integer
programming (IP) model. We studied the structure of this model, and proposed a
procedure to efficiently prune the search space of views, hence reducing the size
of the IP model. Our computational experiments show that in many instances the
reduction in the size of the IP model is significant, and that the resulting IP model
can be solved by commercial IP solvers for small to medium realistic-size instances
of the problem, within reasonable execution time.

In order to evaluate the effectiveness of our proposed stochastic programming
model we compared this model with a simpler deterministic model that we refer
to as the Expected Value Model, as well as with a model that assumes we have ad-
vanced knowledge of the specific query workload that will occur in the second stage.
The former model allows us to calculate the Value of Stochastic Solution, and the
latter model allows us to calculate the Value of Perfect Information in the context of
the corresponding two-stage problem. Our preliminary computational results show
that the proposed stochastic programming model offers distinct advantages over
the simpler models in term of the quality of solutions obtained, although its com-
putational requirements are significantly higher. Presently, in order to improve the
efficiency and scalability of our approach, we are further investigating the structure
of the IP model so as to design more effective exact and inexact methods for solv-
ing larger instances of the problem. This, in turn, would allow for a wider potential
applicability of our proposed approach.
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Choosing Values for Text Fields in Web Forms

Gustavo Zanini Kantorski, Tiago Guimaraes Moraes,
Viviane Pereira Moreira, and Carlos Alberto Heuser

Abstract. Since the only way to gain access to Hidden Web data is through form
submission, one of the challenges is how to fill Web forms automatically. In this
paper, we propose algorithms which address this challenge. We describe an efficient
method to select good values for text fields and a technique which minimizes the
number of form submissions and simultaneously maximizes the number of rows
retrieved from the underlying database. Experiments using real Web forms show
the advantages of our proposed approaches.

Keywords: Crawling, Deep Web, Filling Forms, Hidden Web.

1 Introduction

The surface Web is the portion of the World Wide Web that can be reached by
direct link navigation. However, a vast portion of the information on the Web is
available in online databases and can only be reached through Web form filling
and submission. This portion of the Web is known as Hidden Web [16] or Deep
Web [4] and it is not indexed by conventional search engines. The Hidden Web is
more diversely distributed, has a large number of structured databases, and suffers
an inherent limitation of crawling [5].

In this context, one of the challenges is how to automatically fill forms in order
to gain access to the data. This task is not trivial, since forms were designed to be
used by human beings. Most architectures aim at retrieving as much information as
possible from the online database behind the form. In order to do that, the simplest
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solution would be submitting the combination of all possible field values in a carte-
sian product. However, this solution is not feasible when the number of fields and
possible values are large. For example, a Web form composed of five fields with
thirty possible values each, has over 24 million filling combinations. Some combi-
nations are wasteful, i.e., they either return identical results (not adding new data)
or fail to retrieve any data.

In this paper, we propose an automatic method for filling forms. Our method
explores two strategies. The first is how to select good values, or queries, to submit
to a particular form in order to retrieve more data with fewer submissions. The
second strategy is how to fill the fields efficiently, specially the text fields, which
do not have a set of pre-determined values. The strategy to minimize the set of
queries, i.e., the number of form submissions, involves pruning the set of all possible
queries. As each query is submitted, data extracted from the resulting page is used to
identify wasteful queries and prune them. For filling form fields, this paper presents
a solution called FTF (Filling Text Fields) which focuses on fields which do not
have a set of pre-determined values, such as text boxes. Most of the existing work
on form filling [1, 6, 8, 10, 11, 13] overlooks the problem of finding good values
for text fields. Existing solutions for dealing with text fields usually rely on a list of
values previously built by a specialist [10], on a sample of known values [3], or they
entail the extraction and understanding of the fields [1, 7, 11] (which depends on
the language and on the domain of the forms). Our proposed solution is automatic,
requires no training, and relies on feedback from previous submissions. Domain
often influences value selection for the fields. Although our method does not use
domain knowledge explicitly, our experiments show that the values generated for
the fields are domain-related. The results show that in most cases, our approach
achieves superior coverage compared to a baseline method.

2 Definitions

Data available on the Hidden Web are accessible through Web forms (usually HTML
forms). A form contains fields to be filled so that a form submission may retrieve
data, accessing the online database hidden behind the form. Fields can be text boxes,
selection lists, check boxes, radio buttons, and submit buttons. They can be classified
in two groups: (i) fields with finite domains (such as selection lists) and fields with
infinite domains (such as text boxes, in which a user can type any value). Once the
values have been filled, the form can be submitted. A form can be submitted by
two methods, get or post. Our strategies work with Web forms of both methods. In
the context of this paper, it is important to distinguish between form domain and
attribute domain. Form domain is the subject or topic to which the form belongs
(e.g., books, airfares, hotel, jobs, etc.). For a study on the domains found on the
Hidden Web, please refer to Chang et al. [15]. The attribute domain is the set of
values for a field. For example, the domain of a selection list field is presented
inside the option HTML tag.



Choosing Values for Text Fields in Web Forms 127

Madhavan et al. [3] and Cafarella et al. [14] divide text boxes into two groups: (i)
generic text boxes which represent text boxes in which the words are used to retrieve
all documents in the backend database containing those words; and (ii) typed text
boxes which serve as a selection predicate on a specific attribute in the where clause
of a SQL query over the backend database. For a set of submissions, we define the
concepts of template (similar to Madhavan et al.’s [3] notion of query template)
and instance template. Templates are represented by form field combinations. For
example, for a form with four fields A, B, C, and D, we have the following templates:
A, B, C, D, A&B, A&C, A&D, B&C, B&D, C&D, A&B&C, A&B&D, A&C&D,
B&C&D and A&B&C&D. If there are n fields in a form, there are 2n −1 templates.
The number of fields that make up a template will be referred to as the dimension
of the template. For example, the dimension of the template A&B&C&D is four and
the dimension of the template A&B is two. An instance template associates a value
to each field considered in the form submission. For example, an instance template
for the template A&B&C could be A=a1&B=b1&C=c1 and it could be represented
by the pair (A&B&C,a1&b1&c1). In practice, instance templates are represented
by URLs. More formally we have:

Definition 1. (Template) Let F={ f1, f2, ..., fn} be a set of fields located in a Web
form and let T ={t1, t2, ..., tm} be a set of all combinations of the elements in F . Each
element in T is defined as a template.

Definition 2. (Instance Template) Let t be a template in T and let V={v1,v2, ...,vm}
be the domain of t. An instance template is an attribute-value pair (t,v) where v is an
element from V .

3 Related Work

The literature has several solutions for automatic form filling. Raghavan et al. [10]
manage Web form filling through tables called Label Value Set (LVS). LVS tables
are associated to form fields. The main issue in this method is filling the LVS table
with the desired values for queries and the association between values and fields.

In Liddle et al. [8], automatic form filling is carried out by assigning default
values to form fields. Text fields are ignored and, if they are mandatory, user inter-
vention is needed.

Barbosa et al. [6] present an approach for filling forms based on keywords. The
discovery of words is based on the data coming from the database itself, instead of
random word generation. On the other hand, they do not handle Web forms that do
not contain keyword fields.

Wu et al [12] present a form filling technique based on a feedback process of the
values filled in the form. A limitation is that, in the query, just one form field can be
used at a time–combining form fields for several queries is not possible.

Jian et al. [1] present a method in which each keyword obtained from the result
pages is encoded as a tuple representing its linguistic, statistic, and HTML features.
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These tuples (issued keywords) are used to train a model using machine learning
algorithms which will be used to evaluate the harvest rates for un-issued keywords.

Toda et al [11] describe a form filling solution based on value extraction from a
text document. This solution exploits features related to the content and to the style
of values, which are combined through a Bayesian framework. The approach relies
on the knowledge obtained from the values of previous submissions for each field.

The work by Madhavan et al. [3] describes a system for surfacing the content
of the Hidden Web. They improved the keyword selection algorithm by ranking
keywords with respect to their TF-IDF.

Existing methods for filling form fields [1, 3, 6, 8, 10, 11, 13] focus on selecting
values for fields with finite domains and for fields with infinite domains classified as
keyword text boxes. A gap is still open in the selection of good values for fields with
infinite domains classified as typed text boxes (See Section 2). Proposed solutions
usually employ a set of pre-defined values defined by a specialist [10], require the
extraction and understanding of field labels [1, 7, 11], use the generic frequency
distribution of each keyword [3, 6, 8, 13] or use a sampling of the known values [3].
Our main contribution is a totally automatic approach for finding values for typed
text boxes. To the best of our knowledge there are no automatic solutions for filling
this type of field.

4 Automatic Filling of Web Forms

Figure 1 shows the proposed architecture. Our main contributions are in the high-
lighted modules Value Selection and Instance Template Generation and Submission.
The Candidate template generation module represents the HTML form processing
to generate all possible templates. The Value Selection module finds the values to
fill each field in the form. Here the main problem is how to choose values for fields
with infinite domains. Details are discussed in Section 4.2.

The instance template generation and submission module attaches input values
to each field of each template, creating its set of instance templates. More details are
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Fig. 1 Proposed Architecture
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given in Section 4.1. The Data extraction module extracts the information from the
pages resulting from form submissions. This extraction is needed to find where the
data region is located in the result page. Information about ads and presentation from
the result page are discarded. The extracted data is used to evaluate each template.
This data is also used to populate a database, which is serves as basis for the genera-
tion of values for fields with infinite domains (Value Selection module). The intuition
is that higher coverage may be achieved if instead of using randomly selected data,
values resulting from previous submissions are used. The informativeness evalua-
tion module checks if the template is informative after the submission of the selected
instance templates. A template is informative if its instance templates retrieve suf-
ficiently distinct data. If a template t is considered non-informative, higher order
templates including t will be discarded. At the end of the process, after process-
ing all templates, the Filtering Instance Templates module determines the minimum
number of instance templates needed to retrieve all distinct rows extracted from the
pages resulting from form submissions.

4.1 Instance Template Generation and Submission

The main idea here is that, for each new submission, information from previous
submissions is considered in order to avoid wasteful submissions which will in-
cur in blank pages, error pages, or pages with duplicate rows which do not add
new information to the existing set. The Instance Template Pruning (ITP) method is
used to prune the wasteful instances of a template. In order to identify such waste-
ful instances, we employ the concept of informativeness of an instance template.
Each instance template submitted is evaluated as informative or non-informative.
All non-informative instance templates are added to a pruning list and are discarded
in higher-order templates. This process is shown in Figure 2. The pruning list is
initially empty and starts being filled as non-informative instances are discovered.

For each template, a set of possible instance templates are generated, taking into
account the pruning list. Instances are submitted one by one and, for each of them,

Fig. 2 Instance Template Generation and Submission module



130 G.Z. Kantorski et al.

the information from the response page is extracted. The extracted data feeds the
informativeness evaluation module. This process is repeated for all generated tem-
plates and avoids unnecessary submissions in templates of higher order. Note that an
instance template considered non-informative implies the pruning of other instance
templates in templates of higher order. The method usually generates templates with
order less than three because most templates of order greater than three do not return
distinct data and thus are discarded [3].

Figure 3 shows an example of instance template pruning. Three fields (A, B, C)
are considered, with three possible filling values each. The underlined values were
submitted and considered non-informative. The strikethrough values were pruned
and not even submitted. The other values were submitted and considered informa-
tive. The arrows show which values were considered in the pruning list for the cre-
ation of the instances for each template. For example, the instance of the template
A, A = A1 was considered non-informative. Thus, other templates that take the fill-
ing of field A (templates AB, AC and ABC) into account had instances with value
A1 removed from the group of possible instances for submission. This reduces the
number of instances to be tested. In a naive method that considers the cartesian prod-
uct of possibilities, 63 instance templates would be submitted. In the ITP method,
that number is reduced to 33 since with the information that there are four non-
informative instances, the system has learned that there are another 30 instances
which would not return new data and thus do not need to be submitted.

4.2 Value Selection
The goal of selecting good values for text boxes is to discover the values to be used
in queries in order to retrieve as many rows hidden behind the form, at an acceptable

Field A
Values: A1 , A2, A3

Field B
Values: B1 , B2, B3

Dimension 1

Dimension 2

Field C
Values: C1 , C2, C3

A1 A2   A3 B1 B2   B3 C1      C2    C3

A1B1 A1B2 A1B3
A2B1 A2B2  A2B3
A3B1 A3B2  A3B3      

A1B1C1 A1B1C2 A1B1C3 A1B2C1 A1B2C2 A1B2C3 A1B3C1 A1B3C2
A1B3C3 A2B1C1 A1B1C2 A2B1C3 A2B2C1     A2B2C2     A2B2C3 A2B3C1  
A2B3C2  A2B3C3 A3B1C1 A3B1C2 A3B1C3 A3B2C1 A3B2C2     A3B2C3  
A3B3C1 A3B3C2     A3B3C3

Instances

Dimension 3

B1C1 B1C2 B1C3
B2C1  B2C2  B2C3
B3C1  B3C2  B3C3

A1C1 A1C2 A1C3
A2C1 A2C2  A2C3
A3C1 A3C2  A3C3

Fig. 3 An example for ITP
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cost. We present the Filling Text Fields (FTF) method which generates values for
text boxes. FTF is based on a feedback loop, in which each element has an effect
on the next one, until the last element produces feedback on the first element. The
idea is to use information from the form itself plus the data retrieved from previous
submissions as input to future submissions.

The generation of values for fields with finite domains is fairly easy as the values
which may be selected are found inside the Web form code. However, the same does
not happen for fields with infinite domains. It is not possible to know beforehand the
quantity and the quality of the desired values. By quantity we mean the number of
selected values which will lead to the desired coverage and by quality we mean
the choice of values that retrieve more distinct data. These characteristics turn the
task of finding good values for text boxes into a challenging problem. One way to
find initial values could be to design a list of words associated with the text box.
However, this is not feasible since there are Web forms in multiple domains that
may have similar fields whose values present a wide variation.

In the FTF method, the selection of values for fields with infinite domains is
divided into two steps. In the first step, a score r1 is calculates with the aim of
selecting meaningful tokens from previous submissions. The second step catches
tokens from the first step to compose new queries and a new score r2 is generated.
Pages resulting from each submission are stored in a database. We calculate the
score r1t (Equations 1 and 2) for each token, and take the k-highest scoring tokens
to use in future submissions. The intuition here is that, by associating c f , more
records are retrieved. The idf component is used to remove tokens present in all
results, for instance, header and title table. For each new template containing fields
with infinite domains, the database is analyzed again and new k tokens are extracted.
Thus, for distinct templates that have fields with infinite domains, distinct values
are generated. Finally, we calculate the score r2t (Equation 3) for each token. The
ranking is based on number of rows retrieved by tokens (r2). The difference between
r1 and r2 is that, r1 uses the values for discovering new values for text fields while r2

uses the values for filling text fields. The FTF method works well for both keyword
fields and for typed fields.

r1t = c ft × id ft (1)

and

id ft = log
N

d ft
(2)

and
r2t = nr× id ft (3)

where c ft is the number of times a token t appears in the database containing the
rows obtained so far; N is the number of submissions; d ft is the number of result
pages containing t; and nr is the number of records retrieved from the submission.

For our purposes, we divide the Web forms in two types: those that contain only
text boxes and those that contain, besides text boxes, finite domain fields, such as
selection lists. The division is necessary, because depending on the type of form, the
generation of initial values for the fields is different.
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Fig. 4 Value Selection Module

Figure 4 shows the proposed process for discovering good values for filling text
boxes. The Select Field component represents the fields with finite domains. These
fields are filled by the values extracted from the code of the form, in the option tag
from HTML form. Queries are generated by values extracted from option tag and
then submitted. Query results are stored in a database.

The order of submission of queries always starts by finite domain fields followed
by infinite domain fields. The database containing query results will be used later
to generate values that are used to fill infinite domain fields. The information in-
side the HTML page which contains the form is extracted only when the form has
just infinite domain fields. The information is tokenized and ranked according to
Equations 1 and 2. The n most frequent terms are selected to compose new queries.

The Text Field component represents the text box fields. Our proposal selects
values only for dimension-1 templates. These values will be combined for higher
dimension templates. For each template, n instances are generated. The submission
of all instances is called iteration

The results for each instance are evaluated by checking the number of records
retrieved (r2). Queries that do not return records are discarded. Queries that return
just a single row are also discarded because its likely that the single row contains
just the heading and not data. In addition, the terms that return the fewest rows are
also discarded. The intuition is that, by discarding values that return few rows, we
are making room for the selection of new terms that will return more rows in the
next iteration.
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The FTF method works well for both keyword fields and for typed fields. The
main difference between the FTF method and other techniques [1, 6, 8, 10, 11, 13]
is that it generates good values for typed fields in a fully automatic manner.

5 Experiments

This section presents experiments performed in order to evaluate the proposed
strategies for input value selection and instance template pruning. All experiments
were carried out using real Web forms. The proposed strategies and the architec-
ture are domain independent. Forms from several domains (such as, Jobs, Books,
Movies, and Food), and sizes were used in experiments. Table 1 shows details about
the forms used in experiments. The number of web forms used in our experiments
is similar to what is used in related work [6, 8, 10, 11].

Three metrics were used in the evaluation. The coverage [6] Cf , of a form f is
the number of distinct records extracted during the whole process. The execution
efficiency [13], EE f , for a form f is the ratio between coverage and the number
of URLs submitted (Totalsubmitted) in the process. The indexing efficiency, IE f , for
a form f is the average number of records obtained for each distinct URL indexed
(Totalindexed). For 1-dimension templates and finite domain fields, URL submissions
are generated according to the options that exist for each field. For n-dimension
templates, where n > 1, there are several strategies for selection. Kantorski et al [2]
discuss four strategies to generate URLs for templates. In this paper, the k-allValues
strategy was used. This strategy uses all values of fields at least once. The intuition
behind this method is that the selection of all values can reach higher data coverage.
All instance templates (URLs) are generated and only a subset is submitted accord-
ing to the selected values by k-allValues strategy. For the data extraction process,
the MDR method [9] is used.

Our evaluation is divided in two parts. In the first, we test the ITP method, and, in
the second, we test the FTF method. The Web forms used in each part are different
because the FTF method needs forms with text and select fields and forms with only

Table 1 Form properties
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Fig. 5 Evaluation results for ITP, ITTP and FTF methods

text fields. In both cases, our baseline is an implementation based on the method pro-
posed by Madhavan et al. [3] (see Section 2). Two versions of our pruning method
were tested: ITP which selects informative instance templates (as described in Sec-
tion 4) and ITTP which, as proposed by Madhavan et al. [3], employs an additional
test on the informativeness of each template.

Figure 5 shows the coverage, and the execution efficiency normalized by the best
method for each metric and form. In all forms tested, the coverage of the ITP method
had the best performance because it uses all templates which means it makes fur-
ther exploration of the submission possibilities. In some cases the ITTP method
obtained the same results of ITP, and both were always better than the baseline.
This occurs because ITP does not prune the templates (just the instances), submit-
ting more instances compared to ITTP. On the execution efficiency aspect, ITTP was
better than ITP in all forms. This happens because the ITTP method does not submit
non-informative templates, reducing the number of non-informative instance tem-
plates submitted. On the other hand, compared to the baseline, which also considers
only informative templates, the ITTP method submits fewer instance templates with



Choosing Values for Text Fields in Web Forms 135

a greater probability of having better quality, since the baseline considers the all the
instances of an informative template as informative.

For the FTF method, the number of URLs indexed was higher in all forms. This
happens because the generated values are better, i.e., they retrieve more rows. Thus,
the likelihood of a template being informative is higher for our method than for the
baseline. Another finding is that, for forms that contain only text fields, the templates
with dimension greater than one have a small probability of being informative. Our
experiments showed that all 1-dimension templates are informative, increasing the
chance of templates with higher dimension also being informative. The indexing
efficiency presented by FTF was lower than the baseline. This happened because
the baseline generated fewer URLs. For instance, form id 2 has 852 URLs for FTF
and 135 URLs for the baseline. The templates from the baseline method, which
contain the text fields, were considered non-informative. The FTF method reached a
higher coverage compared to the baseline. The average coverage of the baseline was
47,8%, while the average coverage by FTF was 81,8%. This shows an advantage of
our method. The e4s dataset (form id 5) showed a distinct behavior between baseline
and FTF. This happened because the text field from this form is of keyword type and
the remaining fields are selection lists. FTF was always better for forms that contain
only text box fields.

6 Conclusion and Future Work

This paper described an approach for filling Web forms automatically. It includes
two main methods for improving the search on the Hidden Web: i. ITP, a method
to minimize the number of queries submitted to the form; and ii. FTF, an automatic
method for selecting values for text fields. The ITP strategy evaluates each submis-
sion of an instance template. These instances are classified as informative (which
retrieve new data) or non-informative (which do not return new distinct data). We
can reduce the number of submissions by pruning the non-informative instances.
The FTF method extracts values for text fields based on a feedback loop. The ad-
vantage is that FTF is totally automatic and can be used in any Web form that has text
fields. Although the FTF method is domain-independent, the values selected for text
box fields adapt to the domain. Our experiments demonstrate that our approaches
are able to properly deal with text fields and query selection and have shown to be
useful as a solution for filling Web forms automatically.

In future work, we will carry on with the research into two phases. In the first
phase, we will use machine learning techniques to discover field values in templates
with order higher than one. The second phase will entail the definition of a new
method to determine values for text fields considering the number of distinct rows
and the order of instance template submissions to assess the quality of the selected
values. Further investigations will also include handling fields generated dynami-
cally and considering dependencies between values in distinct fields of a form.
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A Relative Feature Selection Algorithm
for Graph Classification

Yaser Keneshloo and Sasan Yazdani

Abstract. Graph classification is one of the most important research fields in data
mining nowadays and many algorithms have been proposed to address this issue.
In practice, labeling large or even medium-size graphs is a hard task and we need
experts to do so. The biggest challenge in graph classification is extracting a set of
proper features from graphs. Since graphs are represented by a complex data struc-
ture, this issue has been dealt with for a long time. Previous methods focused on
extracting features from a certain class in a dataset. In this paper we propose a new
feature selection method that extracts features from each graph rather than extract-
ing them from a certain class in the dataset. We extract only frequent subgraphs
as features. These subgraphs are chosen according to their number of occurrences
in a graph. Moreover, we proposed a new formula which calculates the minimum
number of occurrences required for a subgraph to be considered as frequent. We ex-
perimented on five real datasets and reached 7-17% higher accuracy than previously
proposed methods.

1 Introduction

In recent years, there has been a great emphasis on graph mining due to its vast
application in web, bio-informatics, social sciences and networks. Great number of
algorithms has been proposed on graph clustering, graph classification, graph query-
ing, motif finding and finding dense patterns in graph [3, 1, 17, 2]. Among these
fields, graph classification recently has been focused on greatly. Labeling graphs
is usually time consuming, expensive and requires experts. For example in order
to label a chemical compound of an AIDS sample, we need to perform lots of
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experiments to extract important information required to determine whether the
virus is active or not [10]. In intrusion detection systems (IDS) a network analyzer
is needed to detect an intrusion based on network logs accumulated over months
and years [16]. Therefore if we can build a model to detect these structures we can
cut these complexities both in cost and time consumption. The biggest challenge in
graph classification is feature extraction, thus the better the features extracted from
the graph, the higher the chance of correct classification. For example, in Fig. 1, we
presented the output of a Decision Tree classifier used in our experiments on AIDS
dataset. As we can see in this figure, at level two of this decision tree we have the
chemical compound, C− 1−C− 1−C− 1−N − 1−C1. With a simple threshold
value we can easily separate two classes, CA and CI from each other. In common
approaches, a graph dataset is postulated and for each class in the dataset, a set of
features known as frequent subgraphs is extracted. For labeling an unlabeled graph,
classification is continued by checking whether each class’s features are occurred
in the unlabeled graph or not. Afterwards, classifier measures the structure simi-
larity between the unlabeled graph and every class in the dataset. Finally, graph’s
label will be whichever class its structure similarity is closest to. Instead of extract-
ing a feature set of frequent subgraphs for each class in dataset, we extract a set
of features for each graph in the dataset and then unlabeled graphs are classified
based on their distinct frequent subgraphs. After feature extraction, graphs are rep-
resented by a real valued vector which can then be used by any known classifier for
classification.

Current approaches in graph classification suffer from some inefficiencies as de-
scribed below:

1. Initial Parameter: All recent graph classification approaches use an initial param-
eter known as Min Sup, which is set by user. If this value is not set appropriately,
algorithm’s performance are affected extremely [21, 9, 13].

2. Dataset size: If a dataset is small or has small number of samples in a specific
class, usually previous algorithms are unable to find a proper feature set because
they are concentrated to extract features from a class as a whole rather than ex-
tracting features from each sample.

Fig. 1 Separation of two classes using a single rule at level 2

1 When we show a chemical compound as C− 1−C − 1−C − 1−N − 1−C it means the
first Carbon joins second with a one bond join and the second is jointed with the third with
another one bond join and so on.
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In this paper we propose a novel model, RelativeGraphMiner (RgMiner), for graph
classification which can classify graphs without any starting parameters. To the best
of our knowledge, this model is the first model to classify graphs without starting
parameters. Moreover, It is the first model to use frequent subgraphs extracted from
a single graph as the kernel for classification task. In this approach, by adding a new
graph to a dataset, we only need to find frequent subgraphs for this new graph while
in previous approaches features must be re-extracted from scratch.

In the following sections, we first point some preliminaries in section 2. Section
3 will focus on related work in graph classification proposed in recent years. Section
4 presents our proposed method. In section 5, we’ll present our experimentations on
real datasets. Finally section 6, concludes materials proposed in this paper.

2 Preliminary

This section provides basic definitions needed for the rest of this paper. Weighted
graph is a common representation in graph classification problems. A weighted
graph G can be represented as a quaternary G = (V,E, l(V ), l(E)) where V is the
set of nodes, E is the set of edges and L(v) and L(E) are two functions that label
nodes and edges, respectively in G. A subgraph Gs of G, denoted as Gs ⊆ G and is
represented as follows:

Gs = (Vs,Es, ls(Vs), ls(Es))

Where Vs ⊆ V,Es ⊆ E,Ls(Vs) = L(V ) and Ls(Es) = L(E). Support of a graph Gs in
dataset D is calculated by the number of graphs, G∈ D in dataset where Gs ⊆G. We
define a new concept of support and show the support of Gs as Ss and define it as
number of occurrences of Gs in G. In both definitions Gs is called frequent if number
of its occurrences in G is greater or equal to a threshold parameter called Min Sup.
G1 is isomorph with G2, if there exists a bijection function f : V (G1) → V (G2)
such that for any two adjacent vertex u and v in G1, f (u) and f (v) are also adjacent
in G2.

3 Related Works

As mentioned before the most important part of classification is extraction of a good
feature set. Frequent subgraphs are one of the most common features in graph clas-
sification problems. Various methods have been proposed for extracting frequent
subgraphs from a graph dataset [12, 13, 9, 15, 21]. All previous methods extract
frequent subgraphs from a graph dataset hence they cannot be used for extracting
frequent subgraphs, existing in a single graph.

gActive[10] and gSSC[18] used gSpan as their core feature extracting method.
In these approaches, for a dataset, all frequent subgraphs are extracted and if a sub-
graph occurs in a graph G, its corresponding entry in G’s feature vector will set to
1, otherwise it will be set to zero. There are other approaches like fragment based
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approaches [6, 20], kernel based method [19] and topological methods [14]. In
fragment based approaches each graph is considered as structures like frequent sub-
graphs. Kernel based approaches check two graphs similarity using different kernels
like random walks, shortest path, cyclic pattern, subtree and graphlet. For detailed
discussion refer to [19]. Topological approaches select different characteristics in a
single graph like average degree, average clustering coefficient, effective radius and
diameter and etc and use them for classification [14].

Our proposed approach doesn’t fall in neither of these categories. It takes some
of its concept from algorithms like [10] and some from fragment based approaches.
Our algorithm is based on extracting frequent subgraphs in a single graph, not a
graph dataset. We could see the discriminative power of frequent subgraphs in dif-
ferent categories of application. In [22] the authors used frequent subgraphs as a
tool for filtering irrelevant graphs when it is searching for a query graph in a dataset.
Grafil attempts to filter out as many irrelevant graphs as possible to apply the graph
isomorphism operation, which is proved to be an NP-Complete problem, on small
number of graphs. Although frequent subgraphs are powerful feature, to discrim-
inate graphs for all algorithms that used this frequent subgraphs as features, there
is another important parameter namely, Min Sup, that should be selected carefully.
Min Sup determines the minimum number of occurrences of each subgraph in order
to be considered as frequent. So, an important question in these kinds of algorithms
is to figure how we can determine a proper value for this parameter. All feature
extraction algorithms that use frequent subgraphs as features have an important pa-
rameter namely, Min Sup, that should be selected carefully. Min Sup determines
minimum number of occurrences of each subgraph in order to be considered as fre-
quent. Therefore, an important issue in these kinds of algorithms is to figure how
we can determine the proper value for this parameter. All previous algorithms con-
sidered this parameter as user-defined, so if this parameter is set inappropriately,
the final result is affected extremely [9, 21]. In order to find the best value for
Min Sup, one can tune this parameter by running algorithm several times with differ-
ent Min Sup values and then pick the best result, which of course is time-consuming.

4 RgMiner Algorithm

In this section first we describe how features are extracted from graphs in a dataset.
Then we propose a formula which helps us extract suitable features from graphs
with respect to their size and density. Afterwards in section 4.3, we explain how
normalized feature vectors can help improving classification results. Finally, we de-
scribe how to use extracted features for classification.

4.1 Creating Frequent Subgraphs

In RgMiner, each graph is represented by a vector of its frequent subgraphs. This
can best be shown by an example. Suppose we want to extract features for the graph
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in Fig. 2(a). As we can see, Fig. 2(b) and 2(c) are two arbitrary subgraphs extracted
from Fig. 2(a), where the subgraph represented in Fig. 2(b) has support value of 1
and the one in Fig. 2(c) has support value of 4, which is the number of its isomorph
as shown in Fig. 2(c) through Fig. 2(f). Usually many subgraphs exist in a graph,
so finding all of them is time consuming. In order to solve this issue we only find
and extend subgraphs which their support are greater than Min Sup. Therefore, sub-
graphs not satisfying this rule are discarded. Also, in order to decrease RgMiner’s
complexity even more, we only evaluate subgraphs that are simple walks [5]. A
simple walk is a path which nodes can repeat more than once but edges cannot be
repetitive. After extending new subgraphs, their support must be calculated in order
to find whether they are frequent or not. If a subgraph’s support is equal or greater
than Min Sup then it is counted as frequent. Also, this subgraph will be considered
for next expansions.

(a) (b) (c) (d) (e) (f)

Fig. 2 A simple graph with some of its subgraphs. Graph (b) has support value=1 and graphs
(c-f) are isomorph with support value=4.

4.2 Relative Min Sup

As described in section 3, Min Sup plays an important role in finding frequent sub-
graphs. If Min Sup is set inappropriately large, algorithms may not be able to find
any frequent subgraph at all. On the other hand if Min Sup is set too small, many
frequent subgraphs will be found. In previous approaches, this value is always set by
user and if it is not set properly or if the user has a little or no knowledge about the
dataset to select this value correctly, classification results will be poor. In order to
prevent this kind of problems we proposed Relative Min Sup which finds the value
of Min Sup relatively based on graph’s size and density. Relative Min Sup works
based on the following rule: The bigger and denser a graph, the higher its Min Sup.

In recent approaches, first a threshold value θ ∈ [0,1] is specified by user for a
dataset, then Min Sup value for this dataset is calculated using �θ × |D|�, where
|D| shows the number of graphs in dataset. We can use this naı̈ve approach for our
problem, i.e. setting a threshold for all of our graphs and multiplying it by the graph
size (�θ ×|V |�). However, this approach has a big disadvantage: through our exper-
iments on chemical datasets, we figured that determining Min Sup value for each
graph does not have a linear relation with its size and density. In the naı̈ve approach
this relation is calculated with a linear function. We can show the effectiveness of
a feature extracting algorithm using feature variance. feature variance can be used
to show how well an algorithm performs in extracting features for a given graph.
In order to calculate feature variance, first we need to calculate how many features
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are extracted from a graph with respect to its size, i.e. δ= (number of frequent sub-
graphs / number of graph nodes). Clearly more frequent subgraphs are extracted
from bigger graphs. Therefore, to be able to compare two graphs, no matter how big
or small, we divided the number of frequent subgraphs by the number of graph’s
nodes. A dataset D = {G1, . . . ,GN} can be represented by δD = {δ1, . . . ,δN}, where
δi is the corresponding feature to size ratio for Gi. We can then define feature vari-
ance of an algorithm A on dataset D using δD as follows:

f eature variance = γA
D = max(δD)−min(δD) (1)

This measure can be used to compare how well two feature extraction algorithm
are doing on dataset D. A small γA

D shows that algorithm A extracts appropriate
number of subgraphs proportional to graph’s size, while a large γA

D means that A
is performing poorly on D. We compare feature variance of our proposed measure
against naı̈ve approach at the end of this section.

To determine a suitable Relative Min Sup for a graph we follow a simple rule:
The sparser a graph, the less the number of frequent subgraphs. With this in mind, a
formula should be proposed to determine Min Sup with respect to graph’s size and
density. In graph theory, density of a graph can be calculated using the following
formula:

density =
2|E|

|V |(|V |− 1)
(2)

For a sparse graph like a chemical compound, density is close to zero while for a
dense graph’s density is close to one. Because of the denominator, for two large
chemical compounds, density will be nearly equal and close to zero, which is a big
issue. Therefore, density cannot help us in finding a good Min Sup in chemical com-
pounds so we propose a new measure which takes advantage of density’s statistics
and also resolves the nonlinearity issue:

Relative Min Sup = MRi = � |E|
log(|V |(|V |− 1)/2)

� (3)

In this equation, we injected graph’s statistics like number of edges and number
of nodes to find a proper Min Sup. Moreover, Relative Min Sup behaves like den-
sity, but does not have density’s denominator drawback, which is because Rela-
tive Min Sup uses logarithm function to reduce the impact of |V | in denominator.
As we can see in Eq. 3, by increasing the number of nodes in a graph, the value of
its Min Sup will increase inverse-logarithmically, which is of course in a non-linear
manner, so Relative Min Sup satisfies the condition required for selecting a proper
value for Min Sup.

We used PDC-FR dataset, which is described in section 5, to compare the fea-
ture variance of our approach with naı̈ve approach. For naı̈ve approach the value
of feature variance was γNaive

PDC−FR = 38.6, while our approach reached the value of
γRelative

PDC−FR = 12.85, which is clearly better.
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4.3 Normalized Feature Vector

In our proposed approach instead of using binary features we used integer valued
features, since number of occurrences of a frequent subgraph is very important by
itself. Each integer represents the corresponding frequent subgraph’s support. But
support value of a specific subgraph in a large graph is much greater than its sup-
port in a small one, while this specific subgraph may have equal impact in these
two graphs’ structures. So we need a normalization factor to reduce the effect of
this issue. Therefore, in order to get better results, we need to normalize them with
respect to their corresponding graph’s size, i.e .x j

i =(S j/n) where S j is support of
frequent subgraph g j and n represents number of Gi’s nodes.

4.4 Feature Aggregation

Usually there are many frequent subgraphs in large graphs but even for two graphs
with a little difference in their structure, there are some distinct subgraphs which
make them different. In order to consider all of these features, we use an aggregate
feature vector (AFV) for classification. Aggregate feature vector contains all distinct
frequent subgraphs occurring in a dataset. By using AFV, each graph in our dataset
will have nAFV number of features. So, the feature vector of a graph Gi is created as
follows:

x j
i =

{ S j
n if g j ⊂ Gi and S j ≥ MRi

0 if g j �⊂ Gi or S j < MRi

Where MRi is the calculated relative Min Sup for the graph Gi.

5 Experiments

We used five real world datasets to evaluate RgMiner. Table 1 presents more infor-
mation about these five datasets. All datasets are comprised of graphs, each repre-
senting a chemical compound. Each graph node represents a chemical element and
each edge shows a bond between two chemical elements in that compound.

Table 1 Real world dataset used for RgMiner

Dataset #Positive #Total
AIDS 518 1237

PTC-FM 78 201
PTC-MM 67 189
PTC-FR 61 201
PTC-MR 69 193
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1. AIDS Antiviral Screen Data2. This dataset is gathered by examining tens of thou-
sands of chemical compounds to identify whether they are HIV-active or not.
Chemical compounds in this dataset are divided in three categories: Active (CA),
Inactive (CI) and Moderately active (CM). We considered CA and CM com-
pounds as negative class and CI as positive class, which are the same settings
used in [10]. Finally, to have a fair classification we considered all graphs from
CM and CI and randomly chose the same amount of graphs from CA.

2. Predictive-Taxonomy Challenge (PTC): Last four datasets are taken from the
challenge proposed in Predictive-Taxonomy website3. The goal of this classifi-
cation challenge was to detect chemical compounds with carcinogenicity activity
among them for four types of animal: Male Mouse (MM), Female Mouse (FM),
Male Rat (MR) and Female Rat (FR). The compound in this dataset divided in
three categories: P: Positive, N: Negative and E: Equivocal. We used only posi-
tive and negative data for classification and ignored E samples.

5.1 Classifier Production Methods

In order to evaluate our method and compare it with previous approaches, we em-
ployed three different classifiers and compared their results with previous works’
best accuracies. All classifiers have been created using Weka 3.6 [7] using 10-fold
cross-validation. Classifiers used for comparison are Decision Tree (J48), Random
Forest, LibSVM. We used these diverse classifiers in order to have different per-
spectives on discriminant functions in feature space and also to have a comprehen-
sive evaluation. Also, we built a binary version of our approach called RgMiner 0-1
which instead of using normalized support and real valued feature vectors, uses bi-
nary valued feature vectors. This means, if a frequent subgraph occurs in a graph
the corresponding value in its feature vector is set to one, otherwise it is set to zero.
We created RgMiner 0-1 in order to be able to fairly compare our approach with
gActive and also, to support two main idea of our approach: first, we wanted to
show that if we extract relevant information from each graph rather than extract-
ing them from graphs belonging to a certain class in a dataset, we’ll get better re-
sults. Second, we wanted to show that by using real values rather than binary ones,
we can achieve even higher accuracy. Fig. 3(a) through 3(c) shows final results for
these three classifiers based on their accuracy, F-Measure and MCC metrics, respec-
tively. We used gActive and gSSC which are both popular in graph classification.
gSSC uses semi-supervised feature extraction algorithm and based on experiments
in [11] , best accuracy gained by this method for PTC-FM and PTC-MM datasets are
57% and 57.7%, respectively, while our approach classifies these two datasets with
74.12% and 64.67% accuracy in best case scenario which improves gSSC algorithm
by about 17% and 7%. On the other hand, gActive results in [10] for AIDS dataset

2 Available at: http://dtp.nci.nih.gov/docs/aids/aids_data.html
3 Available at: http://www.predictive-toxicology.org/ptc/

http://dtp.nci.nih.gov/docs/aids/aids_data.html
http://www.predictive-toxicology.org/ptc/
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shows 67% classification accuracy, while our method reaches 75.9% in accuracy
which is an improvement about 9% for this dataset.

Table 2, represents these three classifier’s detailed results on each dataset based
on different performance metrics we used for evaluating RgMiner. Classifiers which
work best on each dataset based on different metrics are represented in bold.

Table 2 Result from RgMiner using different classifier and metrics

Classifier/Metric AIDS PTC-FM PTC-MM PTC-FR PTC-MR
LibSVM Accuracy 70 66.67 64.55 69.65 66.32

F-Measure 0.68 0.62 0.59 0.63 0.62
MCC 0.34 0.19 0.09 0.10 0.16

Random Forest Accuracy 75.9 74.12 64.67 64.65 67.16
F-Measure 0.759 0.62 0.61 0.63 0.64

MCC 0.50 0.20 0.14 0.11 0.22
J48 Accuracy 69.84 63.68 62.96 60.69 59.06

F-Measure 0.70 0.63 0.62 0.61 0.57
MCC 0.38 0.21 0.15 0.09 0.05

RgMiner 0-1 Accuracy 75.66 63.68 64.55 71.14 68.39
F-Measure 0.757 0.60 0.61 0.67 0.65

MCC 0.50 0.16 0.13 0.20 0.24

5.2 Discussion

In this section, we describe the result achieved by RgMiner. We used different met-
rics for our evaluation since Accuracy is not a good indicator of behavior of a clas-
sifier by itself, especially when datasets are unbalanced. Therefore, we need to use
some complementary measures to evaluate our proposed method thoroughly. In ad-
dition to accuracy, we used the F-Measure and Matthews Correlation Coefficient
(MCC) to validate our result. MCC is a performance quality measure used in two-
class classification problems and is an interesting performance metric in bioinfor-
matics. MCC measure has -1 as its lower bound and +1 as its upper bound, where
+1 indicates perfect classification, -1 shows inverse classification, and 0 represents
a random classifier. MCC can be measured using Eq. 4.

MCC =
T P×TN −FP×FN√

(TP+FP)(T P+FN)(T N +FP)(T N +FN)
(4)

In Eq. 4, parameters TP, TN, FP, FN stands for true positive, true negative, false
positive and false negative extracted from classifier’s confusion matrix.

We employed LibSVM which uses C-SVM to build the model and with RBF as
its kernel, which is also the default setting in Weka. RBF kernel function maps the
original feature space to a higher-dimension feature space and then, the classifier
separates two classes in the dataset linearly with a spherical plane. However, RBF
kernel function results in poor classification performance. This happens because in
our created dataset, number of features dominates the number of samples by about a
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Fig. 3 Result of classification using RgMiner on different classifiers

factor of 14. As stated in [4], in these situations, this method is likely to give us poor
results. In these cases since we have an enormous difference between number of
samples and features, we do not need yet another kernel function to map our feature
space into a higher dimension one. So, it is better to use a linear kernel to do the
classification.

Second classifier used for our evaluation was decision tree (J48 in Table 2), which
is a supervised rule-based classifier and use simple if-then rules to determine each
sample’s class. The prominent feature of decision tree among other classifiers is the
high interpretability of this classifier. This classifier shows us a good representa-
tion to describe our algorithm better. Fig. 1 shows a part of our final decision tree
classifier created for AIDS dataset. As we can see in second level of this partial
tree, a chemical compound can be classified by a simple rule of checking whether
a C− 1−C− 1−C− 1−N − 1−C subgraph occurs in its structure. If it does and
has a normalized support of equal or greater than 0.088 then the graph is classified
as CI, Otherwise graph’s label is considered CA. One important characteristic of
a decision tree classifier is that no matter how many features used to describe an
instance, it only chooses a subset of features that is enough to discriminate existing
classes in a dataset against one another. For instance only 11 features were used to
build a decision tree classifier for PTC-MR dataset, which compared to 2829, total
number of features in AFV for this dataset, is much smaller, which shows our fea-
ture extracting approach is performing so well that only 0.4% of features extracted
from the dataset is enough for its classification.

Also, we used Random Forest (RF) which technically is an ensemble of classi-
fiers to show that we could reach even better results by incorporating ensemble of
classifiers that take advantage of different set of features and samples in building
classifiers. Finally, in Table 2 we can see the performance of RgMiner using binary
values for each feature vector. As we can see, performance of this classifier is near to
RgMiner but in some datasets it is less preferable. This supports the idea that higher
performance can be achieved by simply extracting frequent subgraphs from each
graph in a dataset rather than extracting them for each class separately. Using real
valued feature vectors represents that relative support does even better than binary
values.
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Comparing previously proposed approaches with our approach, we can see ours
has four great advantages: First of all we use very simple subgraphs instead of using
complex ones. This reduces graph isomorphism’s cost. Second, we consider all sub-
graphs no matter how big or dense they are. This fact can be seen in level one and
two of the tree shown in Fig. 1. Third, we employ Relative Min Sup to find a proper
minimum number of occurrences of a subgraph, in order to be considered frequent.
Finally, we use real valued feature vectors by including the number of occurrences
of each subgraph, as an important factor for classification. This way each frequent
subgraph has its own impact on classification and is not considered equal to others.

6 Conclusions

In this paper we addressed the problem of graph classification and proposed a new
algorithm for this issue. In our proposed algorithm we used the concept of frequent
subgraphs in a single graph to create feature sets. Also we proposed an innovative
formula to determine the value of Min Sup dynamically based on graph’s size and
density, finally we normalized the value of supports calculated for each subgraph
with respect to graph’s size to emphasize on the relative importance of each sub-
graph. In spite of prior approaches that extract feature sets from and for a certain
class in a dataset, we create this feature set from each graph and use it for classifica-
tion. Through experiments on five real world datasets, we showed that our approach
reached up to 17% higher accuracy than prior approaches.
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Generic Conceptual Framework for Handling
Schema Diversity during Source Integration
Semantic Database Case Study

Selma Khouri, Ladjel Bellatreche, and Nabila Berkani

Abstract. DataBase Integration Systems (DIS) aim at providing a unified view of
data stored in different heterogeneous local sources through a global schema. The
schemas of global and local sources are represented by a-priori known logical rep-
resentations. This makes the potential deployment model of the DIS, like for Data
Warehouse (DW) systems, rigid and inflexible. To overcome these limitations, we
claim that the integration process should be completely performed at the concep-
tual level independently of any implementation constraint. After studying existing
database (DB) integration systems, we propose through this paper a generic concep-
tual framework for DB schema integration. This framework is generic as it subsumes
most important DB integration systems studied. It is defined based on the description
logic formalism. We then instantiate it through a case study considering a set of Or-
acle semantic DB, that are DB storing their own conceptual model, generated using
Lehigh University BenchMark (LUBM). These DB participate in the construction
of a semantic DW.

Keywords: DataBase Integration, Description Logic, Semantic Databases.

1 Introduction

From the last decade, integrating heterogeneous and autonomous data sources gen-
erate a real industry related to integration [13]. High demand on integration solu-
tions is identified for various IT applications: data warehouse, peer to peer data,
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e-commerce and Web services, etc. The goal of a DIS is to provide a global schema
representing a unified view of data stored in different heterogeneous sources. Each
source is associated with a local schema. Formally, a DIS may be represented by
the triple < G,S,M >, where G, S and M describe respectively the global schema of
the DIS, a set of local schemas that describe the structure of each data source, and
the mapping between G and S [15]. The global and local schemas were represented
in first DIS by their logical models, i.e. data models of current DBMS. Usually, the
relational logical model was used due to its popularity and its performances. Map-
pings between these schemas are defined using SQL queries (views) based on the
traditional operators of the relational algebra. An important disadvantage of such
systems is that the potential deployment model of the final DIS is already known
and frozen from the beginning of the integration process. In a real scenario, espe-
cially for DW systems that can be seen as a special case of a DIS where data sources
are duplicated in the same repository, the deployment model can follow different
representations according to specific requirements. To overcome this problem and
to give schema mappings a clear semantic, we claim that the integration process
must be achieved fully at the conceptual level. This assumption is actually shared
by some recent research studies that will be discussed in the related work section.

In these studies, we noticed that many DIS using conceptual models are ontology-
based integration systems. Domain ontologies have been introduced in the data in-
tegration field in order to manage syntactic and semantic conflicts between data [1].
They are actually seen as conceptual models, providing a unified and consensual
view of a given domain. Note that ontologies exist in various domains: engineering,
medicine, environment, etc. Different structures of ontology-based DIS have been
proposed where a domain ontology plays the role of the global schema G in the
framework < G,S,M >. Many of these studies make the hypothesis that each data
sources has its own local ontology [1]. With the spectacular development of ontolo-
gies and the explosion of ontological instances [10], academicians and industrials
identify the need to propose a new type of DB that allows local ontology to be stored
in the same repository of data instances. This type of DB is called S emantic DB
(SDB). A large panoply of SDB exist [9, 16, 18]. They differ according to their ar-
chitectures and the target storage models. The presence of these SDB puts them as
serious candidates for a fully conceptual integration and they should co-habit with
the traditional sources.

The objective of this paper is twofold. Firstly to provide a generic conceptual in-
tegration framework. To manage this diversity of the nature of sources participating
in the integration process, such a framework represents a crucial issue that should
be addressed. This diversity calls into question the traditional SQL view mapping.
The description logics (DL) formalism may be a solution for upgrading these map-
ping. The framework proposed uses description logics for expressing mapping. (2)
Secondly to instantiate our framework for integrating SDB in a DW.

This paper is structured as follows: section 2 presents the related work, where
different integration systems are studied and classified using four orthogonal crite-
ria. Section 3 presents the background where we define the notions of ontologies,
SDB and the DL formalism. Section 4 proposes the generic integration framework.
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Section 5 presents the case study where the proposed framework is instantiated on
SDB used to construct DW system. Section 6 concludes the paper.

2 Related Work

We present in this section a classification of integration systems enriching the clas-
sification we proposed in [1] by the fourth criterion: abstraction level of the DIS.
Initial classifications of integration systems used one criterion: the sense of map-
ping between the global and local schemas distinguishing Global As View (GaV)
and Local As View (LaV) approaches . The second criterion is data representa-
tion. In a materialized architecture, data of local sources are duplicated and stored
in a single database called the data warehouse. In the virtual architecture, data are
remained in local sources and accessed through a mediator. Other contributions con-
sider the number of used ontologies for automating the integration process. We find
systems using manual mappings, semi-automatic approaches based on vocabular-
ies or linguistic ontologies, and automatic approaches by using conceptual domain
ontologies as a reference model. The last criterion considers the abstraction level
of the global and local schemas (logical or conceptual levels) where we distinguish
two main architectures of DIS: partial conceptual DIS and fully conceptual DIS.

Partial Conceptual DIS: In the first architecture, only the global schema is pre-
sented by its conceptual model. Sources schemas are expressed in their logi-
cal model. [6], [3] and [4] proposed DIS defining mappings between relational
sources and conceptual global schemas respectively formalized in : an enriched
Entity-Relationship (ER) model described in DLR formalism, DL-LiteA model, and
OWL2DL formalism.

Fully Conceptual DIS: In this second architecture, both the global and local
schemas are described using a conceptual representation. [5] proposed a DIS where
the global schema is defined by a DLR model, and sources are local ontologies
seen as a set of extensions (instances) of an ontology-concept. This system defines
mappings at the extensional level (source instances), which can be time consuming.
We thus claim that mappings should be abstracted to the intensional level. [12] de-
scribe a DIS, where all schemas are described in OWL-DL language. [1] proposed
an DIS where sources are SDB. Mappings used in this study are simple and relate
each concept of the global schema to a local concept of a source. Note that all for-
malisms used (DLR, DL-LiteA, OWL2DL, OWL-DL) are subsets of Description
Logics (DL) formalism, that define logics specifically designed to represent struc-
tured knowledge and to reason upon.

We notice however that these studies usually concentrate on one specific concep-
tual model, or do not provide a full methodology in order to integrate database
schemas. Most of them do not deal with SDB. As most of these proposals use
fragments of DL formalism to represent conceptual models, we use this formal-
ism as the basis of our generic framework. We instantiate it then by using SDB. We
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describe in the following section the notion of semantic databases, and present the
main semantics of DL formalism.

3 Background

3.1 Semantic Databases

Ontologies are currently extensively used in various domains. As a consequence, a
big mass of data referencing these ontologies were produced. These data are called
ontology-based data. First solutions proposed to manage ontology-based data in
main memory. These important amounts of data generated needed more efficient
management systems. SDB have been proposed, presenting a new structure of DB
storing data and ontologies [9].

Both industrial and academic communities proposed SDB solutions like: Ontodb
[9], IBM SOR [16] and Oracle [18]. These SDB differ according to: (i) the ontologi-
cal formalisms used to define the ontology like RDF, RDFS, OWL, PLIB, FLIGHT, etc.
(ii) The storage schema of the ontology and of the data model. We distinguish three
main relational representations: vertical, binary and horizontal. Vertical represen-
tation stores data in a unique table of three columns (subject, predicate, object). In a
binary representation, classes and properties are stored in different tables. Horizon-
tal representation translates each class as a table having a column for each property
of the class. (iii) The architecture of the SDB: SDB can use the same or different
schemas for storing the ontology model and the data model, giving rise to different
architectures (figure 1).

The first architecture (type I) is similar to traditional DB using two parts: data
schema part and the meta schema part. In the data schema part, ontology instances
(data) and also the ontology model (concepts and properties) are stored, like in Ora-
cle [18]. A second architecture (type II) separates the ontology model from its data
and is thus composed of three parts: the ontology model, the data schema and the
meta-schema (eg. IBM SOR [16]). A third architecture (type III) extends the sec-
ond one by adding a new part which is the meta-schema of the ontology like in
OntoDB [9].

Fig. 1 SDB architecture (Type I, II and III)
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3.2 Description Logics

Description logics (DLs) are a family of knowledge representation languages [7].
DL are recognized as the formalism able to capture the most popular data class-
based modeling formalisms presently used in databases and Information system
analysis [7]. It also captures ontological languages like the standard OWL. In DL,
structured knowledge is described using concepts denoting unary predicates and
roles denoting binary predicates. Concepts denote sets of individuals, and roles
denote binary relationships between individuals. Two types of concepts and roles
are used: atomic and complex concepts (and roles). Complex concepts are defined
based on other concepts (atomic or complex) by applying suitable DL constructors,
equipped with a precise set-theoretic semantics (Exp: negation ¬A|, intersection
C�D|, value restriction ∀R.C|, etc).

A knowledge base in DL is composed of two components: the TBOX (Termi-
nological Box), and the ABOX (Assertion Box). The TBOX states the intensional
knowledge of the modeled domain. In the most general case, terminological ax-
ioms have the form of inclusions: C � D (R � S) or equalities: C ≡ D (R ≡ S).
The ABOX states the extensional knowledge of the domain and defines assertions
about individuals, called membership assertions. For example, if we take the small
fragment of university model in Figure 3 composed of the two entities Person and
Publication and the relationship author between them, it can be formalized using
the following axioms (See paper [7]):

∃ author� Publication (relationship author has the entity Publication as domain)
∃author− � Person (relationship author has the entity Person as range)
Person � ∃ author (cardinality minimum equal to 1).

4 Generic Integration Framework

The generic framework we propose DIS: <Global schema G, local source S, Map-
ping M>, takes into account new parameters that were not considered before, like
the architecture of the database and the storage model of its conceptual model (if
stored). We choose description logics formalism as a generic conceptual model. We
point out that, as for most of database schema integration, G only represents inten-
tional knowledge (the TBOX). The extensional knowledge or instances are stored
in local sources S.

4.1 The Global Schema < G,S,M >

The global schema is defined by its conceptual structure that we call Information
Model (IM). IM is defined as follows IM: <C, R, Ref (C), formalism> : (1) C:
denotes Concepts of the model (atomic concepts and concept descriptions), (2)
R: denotes Roles (relationships) of the model. Roles can be relationships relating



154 S. Khouri, L. Bellatreche, and N. Berkani

concepts to other concepts, or relationships relating concepts to data-values (like
Integers, Floats, etc), (3) Ref: C → (Operator, Exp(C,R)). Ref is a function defining
terminological axioms of a DL TBOX. Operators can be inclusion (�) or equality
(≡). Exp(C,R) is an expression over concepts and roles of IM using constructors of
description logics such as union, intersection, restriction, etc (as presented above),
(4) Formalism is the formalism followed by the global model like ER model, UML
class diagram, PLIB, OWL, DL-Lite, etc. For example, an OWL-DL ontology can
be represented as follows:<Classes, Properties, Ref:<Operator: Inclusion or Equal-
ity, Exp: expression using SHOIN(D) operators>, OWL-DL>

4.2 The Local Source <G,S,M>

S presents each local and is defined as follows: S: <IM, I, Pop, SMIM, SMI, Ar>.
Each local source is defined by its information model (as the global model) if avail-
able, and its data part (the instance I) which is mandatory as follows: (1) IM: <C,
R, Ref, formalism> is the information model of the source, (2) I: presents the in-
stances or data of the source. It would individuals if the source is an ontology, tuples
if the source is a relational database, (3) Pop: C → 2I is a function that relates each
concept to its instances, (4) SMIM: is the Storage Model (eg. Relational, Triples, etc)
of the information model, (5) SMI : is the Storage Model of the instances part I, (6)
Ar: is the architecture model of the source, where three architectures type I, II and
III are distinguished. Traditional sources follow architecture I. Ontological sources
can be constructed using the three architectures (as explained in section 3.1). For
example, relational sources can be represented by instantiating S as follows: < φ ,
Tuples, Pop (Query selecting tuples), φ , relational, Type I>. Sor SDB is represented
as follows: <IM(OWL-DL), I, Pop (obtained by a Sparql query), binary relational,
horizontal relational, type II >

4.3 The Mappings DIS: <G, S, M>

The mappings are defined between global and local schemas as follows M:< Map-
SchemaG, MapSchemaS, MapElmG, MapElmS, Interpretation, SemanticRelation,
Strength, Type>. This formalization is based on [8] formalization and [2] meta-
model defined for conceptual mappings (Note that discovering such mapping is re-
lated to the domain of schema and ontology matching/alignment, which is out of the
scope of this paper): (1) MapSchemaG and MapSchemaS: present respectively the
mappable schema of the global schema and of the local schema. The MapSchemaG
is its information model (IM), and MapSchemaS can be either its IM (if available)
or its instance part (I), (2) MapElmG and MapElmS: present respectively the map-
pable element of the global schema and of the local source. This element can be
a simple concept or an expression over the schema defined at the intentional or
extensional level, (3) Interpretation: presents the Intentional interpretation or Ex-
tensional interpretation of the mapping, (4) SemanticRelation: present the type of
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semantic relationship between MapElmG and MapElmS. Three relationships are
possible: Equivalence, Containment (Sound, Complete) or Overlap. Equivalence
states that the connected elements represent the same aspect of the real world. Con-
tainment states that the element in one schema represents a more specific aspect of
the world than the element in the other schema. Overlap states that some objects
described by the element in the one schema may also be described by the connected
element in the other schema [2], (5) Type: present the sense of the mapping: GaV,
LaV or GLaV (can be deduced from the MappableElement).

Mapping between global and local schemas will be defined by a set of map-
ping assertions following this formalization proposed. For example, [4] DIS use the
mapping signature M:<IM (DL-lite R), Relational, Conjunctive query expression,
SQL query, Sound containment, GLaV>. [12] integration system use the mapping
signature M:<IM (OWL-DL), IM (OWL-DL), Conjunctive query expression, Con-
junctive query expression, Equivalence or containment or Overlap, GLaV>

In the following case study, we will see the impact of the new parameters con-
sidered in our framework, especially the storage model and the architecture of the
source.

5 Case Study: Integrating SDB

In this section, a case study using Lehigh University BenchMark (LUBM) [11] is
conducted, based on an industrial SDB: Oracle. It adopts a vertical storage system
and defined two subsets of OWL-DL: OWLSIF and a richer fragment OWLPrime.
We use OWLPrime fragment which offer more constructors1. The scenario adopted
consists on the creation of 3 Oracle SDB considered as sources (S1, S2 and S3)
and populated locally using Lehigh University BenchMark (LUBM) as illustrated
in figure 2. We consider a scenario where a director organism (for example the
ministry) imposes the same vocabulary for all universities. Each university refers
to the same global schema (LUBM schema), extracts its local schema from this
global schema using mappings, and populates this schema locally (using LUBM
instances). Each source stores its schema and instances in an Oracle SDB. In order
to perform some analysis studies, these SDB need to be integrated in a DW system
using ETL (Extract-Transform-Load) process.

5.1 Instantiation of the Generic Integration Framework

The generic integration framework <G, S, M> can be instantiated for oracle SDB
as follows:

• The global schema G: The global schema is formalized by its information
model : IMOracle: <Classes C, Properties P (Datatype Property and Object Prop-
erty), Ref:(Operator, Expressions), OWLPrime>. Ref is a function over classes

1 http://www.w3.org/2007/OWL/wiki/OracleOwlPrime

http://www.w3.org/2007/OWL/wiki/OracleOwlPrime
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Fig. 2 Integrating Oracle SDB using Benchmark LUBM

and properties using OWLPrime constructors. For example: Ref (University)=
(rdfs:subClassOf, Organization).

• The local source S: Each local source Si is instantiated as follow: < IMOracle,
Individuals (instance RDF), Pop is given in tables RDF link$ and RDF values$,
Vertical, Vertical, type I>. Vertical storage is a relational schema composed of
one table of triples. For example: (Student, type, Class) and (student#1, type,
Student).

• The mappings: The mapping assertions between the global and local schema are
instantiated as follows: Mapping M:< IMOracle of each source, IMOracle of the
global schema, Expression over G, Class from MapSchemaS, Intentional inter-
pretation, Containment (owl:SubClassOf in OWLPrime), GaV>. The mappings
between each source and the global schema are defined using GaV approach.
Each class of a local source is defined as an expression over classes and roles of
LUBM global schema.

5.2 Creation of Oracle SDB Sources

We first describe the meaning of the different types of fragments. We tried to draw a
parallel between fragments defined in distributed databases to define fragments over
ontologies. A vertical fragment of ontology corresponds to a projection over a set of
classes of the ontology. Each class inherits all her properties. A horizontal fragment
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Fig. 3 LUBM global schema

of ontology is a selection of a set of properties for each class of the ontology. The
other classes are identical to the classes of the ontology. A mixed fragment is defined
as the process of applying simultaneously horizontal and vertical fragmentation on
the ontology.

We have created three Oracle SDB, respectively as vertical, horizontal and mixed
fragments over LUBM ontology. The sources are populated using instances avail-
able in the benchmark LUBM: (1) Source S1: is a vertical fragment over LUBM
ontology containing three classes: Person, Student and GraduateStudent. (2) Source
S2: is a horizontal fragment over LUBM ontology containing all its classes.A pro-
jection on the class person is done on the properties : Age, EmailAdress. (3) Source
S3: is a mixed fragment over LUBM ontology containing three classes : Person, Stu-
dent, GraduateStudent. A projection is done on two properties of the class Person:
Age, EmailAdress.

The goal of the integration process is to define an integrating ontology (Schema +
Instances) that covers all the SDB. According to user’s requirements, one can define
the schema of the integrating ontology (IO) from the schema of the global ontology
(G). Three scenarios can be defined: (1) IO = G: G corresponds exactly to user’s
requirements, (2) IO ⊆ G: the IO is extracted from G using modularity methods, (3)
IO ⊇ G: G does not fulfill the whole users’ requirements. The designer extracts the
fragment of the G corresponding to requirements and can locally enrich it with new
concepts and properties. Once the schema of IO defined, we need to populate it with
available instances extracted from sources using ETL process.

5.3 ETL Process

For transforming record-sets from sources to target datastore (the DW), we need
to define an ETL process. [17] defined six generic types of conceptual opera-
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tors typically encountered in an ETL scenario, which are: (1) EXTRACT(S,E):
used to identify elements E (Class, Property) of the source schema S from which
data should be extracted, (2) RETRIEVE(S,C): retrieve instances of the class C
from the source S; (3) MERGE(S,I): used to merge instances belonging to the
same source, (4) UNION (C,C’): used to merge instances whose corresponding
classes C and C’ belong to different sources S and S’ respectively; (5) JOIN
(C, C’): used to combine instances whose corresponding classes C and C’ are
related by a property, (6)STORE(S,C, I): represent the loading of the instances
I corresponding to the class C in the target data store S. We can use the op-
erators described above to populate our target datastore, following Algorithm 1.

begin
Input:

1. IO: The Integrating Ontology
2. Si: Local source i (SDB)

Output: The integrating ontology IO (schema + instances)
for Each C : Class of ontology IO do

Ii = φ
for Each source Si do

if C exists in Si then
C’= EXTRACT(Si,C) /*identify the element (class, property)
from sources*/ if classes have the same super class then

Ii= Union (Ii, MERGE (Si,RETRIEVE(Si,C’))) /*retrieve
instances associated to C and merge them. Then unites
these instances with other instances identified from other
sources*/

end
if classes are related by same property then

Ii= JOIN (Ii, MERGE (RETRIEVE(Si,C’))) /*retrieve
instances associated to C and merge them. Then join these
instances with other instances identified from other
sources*/

end
end

end
STORE(IO, C, Ii) // store instances related to the class C on the
ontology IO

end
end

Algorithm 1. Algorithm for populating target datastore using conceptual ETL
operators

The result of this algorithm is an integrated ontology populated with data selected
from the three SDB sources S1, S2 and S3 participating in the integration process.
The ETL operators used are generic and need to be instantiated according to our
case study. Each operator will correspond to some Sparql queries used by oracle.
For example, the conceptual operator UNION is translated to the following Sparql
query:
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PREFIX univ-bench-O1:<http://www.lehigh.edu/˜zhp2/2004/0401/univ-bench1.owl#>
PREFIX univ-bench-O2:<http://www.lehigh.edu/˜zhp2/2004/0401/univ-bench2.owl#>
SELECT ?x ?y WHERE
{{?x univ-bench-O1:takesCourse ?y}UNION {?x univ-bench-O2:takesCourse ?y}}

5.4 Results of Data Sources Integration

The result of data sources integration is a DW with a conceptual model corresponds
to the integrating ontology IO. In our scenario, we considered the case where the
global schema fits exactly to the users’ requirements (IO = G). The conceptual
model of the resulting DW corresponds to the ontology university of the bench-
mark LUBM (Fig. 3). We can already store this IO in an Oracle SDB. The final
DW must obviously organize its data following the multidimensional paradigm. We
gave here only the initial DW schema. The other design steps have been studied
in previous papers [14], but are out of the scope of this paper. We can notice from
this experimentation that a conceptual integration process frees the designer from
all implementation issues. The only effort that must be done is to translate the con-
ceptual ETL operators according to storage schema of the ontology, the rest of the
integration is automatic, and the final DW model can be deployed using different
logical platforms (multidimensional, relational, etc).

6 Conclusion

The relational logical model reigns for four decades in the DB source storage. As
consequence, the proposed data integration solutions were proposed according to
this model. Recently, DB undergone considerable evolutions, by handling new types
of DB such as SDB, Cloud Column-Oriented DB, where each type may support var-
ious architectures and storage models. Note that a SDB stores their own ontology
(the conceptual model) in the same repository corresponding to the data instances.
This conceptual model is then translated to the logical model supported by the tar-
get SDB. After studying literature related to DIS, we noticed that conceptual schema
integration is the best way to ensure the construction of an integration system inde-
pendent of all implementation decisions. Ontologies have been extensively in this
way, where sources participating to the integration process are related to one or
more ontologies in order to solve syntactic and semantic conflicts, and to ensure au-
tomatic integration. We first proposed a generic conceptual framework for DIS that
we instantiated using Oracle SDB, as they present perfect candidate for conceptual
integration. The case study treated uses LUBM benchmark schema and instances,
and is conducted following an iterative process starting with the creation of data
sources, the mapping with the shared ontology, the generation of the integrating on-
tology by selecting a fragment from the shared ontology corresponding to the users’
requirement and then populating the ontology with the corresponding instances ex-
tracted from Oracle sources using ETL operators.
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As perspectives, we first project to study other architectures of SDB (type II and
type III) and their behaviour in an integration process, and the impact of this inte-
gration in the whole DW design.
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Adaptation of Asymptotic Trust
Algorithm
Reputation on Internet Forums

Konrad Leszczyński and Maciej Zakrzewicz

Abstract. Internet is a greatmedium that allows us to share knowledge with
people from all over the world. On the other hand, information from the in-
ternet is unreliable because one cannot tell whether it was provided by an ex-
pert or a novice. In many cases it does not matter because everybody has
the right to his/her opinion about for example a video clip. However there
are situations when the credibility of the information is vitally important.
Often one wants to find a solution to an important problem, therefore she/he
needs some method to ignore jokes, spam and wrong answers by unexperi-
enced users and consider only credible answers. We have designed Asymptotic
Trust Algorithm (ATA) to manage users’ reputation in customer-to-customer
environment like auction sites. In this paper we present an adaptation of ATA
which allows to managed reputation of users of internet forums. We belive
that our method will be useful for every internet forum which cares about
reliability.

Keywords: reputation system, trust managementmethod, internet forums.

1 Introduction

There aremany internet forums where reliability of users is vital. In this paper
we will refer to forums for software developers as an example but our algo-
rithm may be applied as well to any kind of forums where people ask and an-
swer questions (for example answers.yahoo.com[18], wiki.answers.com[17]
or allexperts.com[14]). In case of forums for software developers like
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stackoverflow.com[16] it is very important to know if proposed solution
will solve one’s problem or make her/him waste time.

Especially when the subject of the forum is important, users need a way
to ignore information written by spammers or so called “trolls” (users who
post silly information to make a joke or to annoy others). Most of the internet
forums do not use any reputation mechanisms or use very simple mechanisms
based on a vote count. On the one hand internet users are used to simple
clicking “like” or “dislike” (vote up or vote down) to assess forum posts.
This way of giving feedbacks is probably most common in the internet. On
the other hand simple sum or average of feedbacks is unsufficient in many
ways. In this paper we present Asymptotic Trust Algorithm (ATA), which
is a method that exploits this modest feedbacks but still provides readers
with a lot of information about writers and their posts. Information that
may be useful to quickly and accurately assess users’ reputation and useful-
ness of posts. What is more, ATA allows to show the whole history of a user’s
reputation on a single chart. One picture speaks a thousand words, so a chart
with reputation history of a writer allows readers to see if the writers posts
are getting better (she/he is getting more experienced and get more posi-
tive feedbacks) or reputation is falling (because same users may stop warring
about feedbacks once they gained reputation). We also pay some considera-
tion to different methods of drawing reputation history charts. We realised
that showing reputation on a time scale allows readers to see how much time
a writer needed to get her/his reputation and whether she/he was active
recently or stops visiting the forum.

2 Related Work

Research shows that reputation systems are very important in most Web 2.0
multi-agent applications (to name just a few: [6, 2, 3, 10]). Many trust mod-
els and reputation systems have been proposed. HISTOS[12], SPORAS[12]
and REGRET[8] are probably most cited. Another interesting trust models,
that also give good results in predicting future users’ behaviour are FIRE[4],
AFRAS[7] and RRM[13]. For more information about many types od repu-
tation systems see [9].

These trust models provide good estimation of users’ reputation, unfortu-
nately they are often difficult to introduce to existing portals. Moreover, users
like the simplicity of voting up and down. Methods with a lot of parameters
(like for example [11]) or sophisticated probabilistic methods (like The Beta
Reputation System [1]) may confuse user, therefore internet sites’ owners are
hesitant of introducing more sophisticated reputation management methods.

Our intention is to build a trust model which is easy to comprehend for
users and keeps the simple interaction method (voting for post up or down)
just like we build a trust model for online auction sites which extend but not
replace eBay’s reputation system [5].

stackoverflow.com
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3 Algorithm to Manage Reputation of Internet Users

Our method initially designed for auction portals can easily by applied to any
Web 2.0 portal. In this paper we present an adaptation of ATA to work with
forums where users ask and answer questions. In this section we describe
the way it works and compare it briefly to the auction portal’s version.

3.1 Desirable Properties of the Reputation System

We would like to create a trust mechanism inspired by people’s behaviour
in the real live. ATA is based on the following principles:

• Easy to use and with simple interactionmechanism. Usersmay simply vote
up or down marking each post as good (i.e. interesting, useful, helpful)
or bad.

• The reputation of a user who gets only positive feedbacks asymptotically
approaches the value of 1 (maximum 100% reputation value). Also the rep-
utation of a user who constantly gets negative marks asymptotically ap-
proaches the value of 0.

• Old ratings are less important. Users are gaining experience and we do not
want to punish them for mistakes they have made being beginners. Also
we cannot allaw users to rest on their laurels and stop writing well-thought-
out answers.

• The value of reputation varies from 0 to 1. Values are easy to compare and
the reputation can be represented as a percentage value (understandable
for users), or even acts as a rough estimator of probability that the user
will answer correctly next time.

• Answers to difficult questions should change reputation more.
• The mechanism should be reasonably simple, we would like to avoid com-

plex graph algorithms and intricate probabilistic methods to make our
algorithm easy to understand by users.

3.2 Reputation in Online Auction Portals

In eBay-like auction portals users give feedbacks (positive, neutral or neg-
ative) after each finalised transaction. The reputation of an eBay’s user
is the number of positive feedbacks he/she gets minus the number of neg-
ative ones. Also internet forums sometimes provide some way to rate posts
by voting them up or down. And also reputation of a user is some kind of sum
or average of positive and negative votes. This feedback count system is un-
sufficient inmany ways but users like the simplicity of use and straightforward
interaction method. In [5] we proposed a trust algorithm based on desirable
properties analogous to properties we want to achieve now (see above 3.1).
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In a nutshell ATA for auction portals calculates reputation Ri after i-th in-
teraction (i-th transaction of the user) using the following formula:

Ri =

⎧⎪⎨⎪⎩
Ri−1 + ((1 −Ri−1) ∗ F (pi) ∗ α) for positive feedback

Ri−1 for neutral feedback

Ri−1 − (Ri−1 ∗ F (pi) ∗ α) for negative feedback

(1)

Where F (p) is a function of price and α is a scaling factor.

3.3 Reputation in Internet Forums

To manage reputations of users of internet forums we have needed to make
certain adaptations to ATA. Of course in forums there is nothing like trans-
action between two users. Users only ask and answer questions, but they also
can rate answers. Many forums already allow users to click ”like” or ”vote
up” and ”dislike” or ”vote down” to express their opinion about each posted
answer. For example in case of stackoverflow.com[16] the user who ask
questionmay accept/approve certain answers. Usually other people may have
similar problems (or want to join the discussion to help or to practice their
own skills) and they also may vote for good and bad answers. This is all
the interaction we need, every vote for a user’s answer is a single interaction.
ATA calculates user’s reputation after i-th interaction (every time someone
finds the user’s posted answer useful and votes up or finds it misleading and
votes down).

The second difference between auctions and forums is price, answers do not
have prices. However, answers are related to questions which may be diffi-
cult or simple. In this version of algorithm we have replaced the function
of price F (p) with The Function of Question Difficulty F (q). It is of course
impossible to decide objectively which questions are more difficult, there-
fore we propose an estimation. We based the estimation on the assumption
that unexperienced users often ask simple question whereas when a profes-
sional needs to ask a question on the forum it is probably a difficult one. The
F (q) is therefore equal to the value of reputation of the user who had asked
the question. The scaling factor α which is responsible for suddenness of rep-
utation changes (the higher α the faster the reputation value will change)
is chosen arbitrarily from the range (0, 1] and is constant for the reputation
system.

To meet our requirements (see 3.1) we have designed the following algo-
rithm. To calculate the reputation value after i-th interaction we use the equa-
tions below.

Ri =

{
Ri−1 + ((1 −Ri−1) ∗ F (q) ∗ α) for vote up

Ri−1 − (Ri−1 ∗ F (q) ∗ α) for vote down
(2)
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The previous reputation value Ri−1 is increased by a fraction (F (q) ∗ α)
of the complementary reputation (1−Ri−1) in case of positive feedback but
in case of negative feedback the reputation value is decreased by (F (q) ∗ α).

In our implementation the reputation value of a newcomer R0 = 0.1. R0

can be different but should be reasonably low because a high value of initial
reputation may encourage dishonest people to create a new account after
committing losing reputation.

3.4 Reputation of Posted Answers

The posted answers also need to have some kind of reputation value, a value
that represents its potential usefulness. After all, the whole point is to al-
low users to quickly decide which answer may present the best solution and
is potentially most useful and helpful. Of course next to each answer we can
present the value of reputation of the user who posted the answer. Most in-
ternet forums show brief information about users next to their posts. This
is often unsufficient and we want to allow even the very beginners to stand out
and present their ideas. We introduce The Value of Usefulness U and we use
the same ATA method to calculating it as in case of users’ reputation. Every
vote up or down related to the posted answer is an interaction that changes
The Value of Usefulness and we use the following formula to calculate it:

Uj =

{
Uj−1 + ((1− Uj−1) ∗ F (q) ∗ αa) for vote up

Uj−1 − (Uj−1 ∗ F (q) ∗ αa) for vote down
(3)

Where j is the number of votes related to the answer. Note that the number
of interactions related to a user (i in the Formula 2) is the sum of interac-
tions related to all his/her answers (j in the Formula 3) and that every vote
invokes both calculations for Ri and Uj independently. In the formula for
Uj (Formula 3) we use the same Function of Question Difficulty F (q) (F (q)
is equal to the value of reputation of the user who had asked the question)
as in the formula for Ri (Formula 2) but the scaling factor αa is different
than α. Single answers get few or several votes therefor their usefulness must
change faster and the scaling factor for answers should be higher αa > α.
Newly posted answers need to have some Value of Usefulness before anyone
vote it up or down. Since it may be posted by an expert or a beginner, the ini-
tial value should depend on reputation of the user who posted the answer,
therefore initially Value of Usefulness equals the reputation of a user who
posted the answer U0 = R.

On purpose in calculations we do not use the value of reputation of the user
who votes for the answer. Users who vote for answers are supposed to use
the solution and validate it. In case of forums for software developers the un-
experienced users usually seek for solution andmostly they will be happy find-
ing a particular answer for a problem. We do not want to obligate the most
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experienced users to become judges and moderators of the forum. We also
do not want to allow dishonest users to use their heigh reputation to raise
reputation of their friends to quickly.

4 Experimental Evaluation

This section provides some examples to illustrate how the algorithm works.
To verify if ATA meets our expectations we performed a series of experiments.
For the purpose of these experiments we have developed a piece of software
in C# which simulates users’ behaviour using random number generator. We
have tried different ways of presenting reputation history because we belive
that a small chart shown next to a posted answer may provide additional
information. In this section we also show a screenshot of a forum that imple-
ments ATA.

4.1 Users’ Reputation Growth

Let us consider a system with the following parameters: α = 0.1, R0 = 0.1.
That low value of the scaling factor α ensures smooth growths and degra-
dations of reputations. In other words, one mistake will not ruin reputation
and a single good answer will not make anyone an expert. Reputation for
a newcomer R0 must be very low (to discourage users from creating new ac-
counts after losing some reputation). Also R0 should not be equal to 0 since
it is used to calculate reputation growths for other users, because reputaion
of a user who is asking the question is used as F (q) in Formulas 2 and 3.

Figure 1 presents reputation growths of three users. The interactions (on
the X-axis) are votes for users’ answers, every vote is given to an answer
to a random question (random F (q)). In this experiment we used random
number generator to decided which votes/feedbacks are positive. R1 repre-
sents reputation changes of the least experienced user - probability that this
user’s answer gets positive feedback is p = 0.33. R2 is the reputation of a user
who gets more votes up than votes down (probability that this user’s answer
gets positive feedback is p = 0.66). R3 is a reputation of an expert whose
answers are always useful and correct (probability that this user’s answer
gets positive feedback is p = 1).

As we can see, the reputation of the user who gets only positive feedbacks
asymptotically approaches the maximum value of 1. As intended reputations
of users who get both votes up and votes down “oscillate” around values
respective to positive/negative votes ratio.
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Fig. 1 History of reputation of 3 different users

4.2 Usefulness of Answers

Figure 2 shows changes of usefulness of three answerers. In this experiment
we set the scaling factor αa = 0.3. Let us consider a rather experienced
user who already has the value of reputation R = 0.7. This user posts three
answers (Function of Question Difficulty of each questions is F (q) = 0.5).
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The first answer was very helpful so it gets only positive feedbacks (all votes
for this answer are up), therefore its Value of Usefulness U1 grows quickly.
Second answer gets both votes up and down, so U2 is changing both in plus
and in minus. Third answer turns out to be misleading, so it get only votes
down. As intended, wrong answer quickly lose its Value of Usefulness. U3
starts from rather heigh value (when it was posted reputation of the user
was R = 0.7) but drops considerably just after a few votes. This is a clear
sign to the user who posted this answer to review her/his ideas and correct
or remove the answer.

4.3 Presentation in the Time Scale

We can present the whole history of user’s reputation on a single chart.
Interesting idea is to use time scale instead of interaction number on the
X-axis.
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Fig. 3 Reputation of a user and usefulness of her/his answer in time scale

Figure 3 shows a complex history of a user’s feedbacks. On a single chart
we were able to show both history of her/his reputation and history of others
opinions about each of the user’s answers. On this chart we can see every
event related to this user.
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In this experiment we simulate a user who posted three answers in random
moments of time. Ones posted, answers get feedbacks in random moments
in time.

• Answer 1 is represented by the chart U1 and gets only positive feedbacks.
Answer 1 was posted on the first of July.

• Answer 2 – chart U2, gets both positive and negative feedbacks (ran-
domly). Answer 2 was posted on the first of April.

• Answer 3 – chart U3, gets only negative feedbacks. Answer 3 was posted
on 22th of January.

In each case F (q) = 0.5. Every interaction (i.e. every vote) is represented
as a marker on the chart.

We can see that every vote changes the Value of Usefulness of related
answer and also changes (but to a lesser extend) overall reputation value
– as intended. Charts similar to this may be shown on users’ details pages
of forums. This method of data presentation shows not only the reputation
values changes but also shows when a user has posted an answer and when
the answer was assessed. At a glance we can say when the user was most
active and whether her/his answers are getting better or worse.

4.4 Real Dataset Experiments

Currently we want to gather data by using phpBB framework [15] to create
a forum that implements ATA to manage reputation. Then we will be able

Fig. 4 Screenshot of the forum that uses ATA to manage users’ reputation and
answers’ usefulness
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to conduct experiments on real data. Figure 4 shows the prototype of how
ATA fits in the standard phpBB layout. Next to users’ names there are values
of their reputations in percentage terms. To see the chart with detailed history
of reputation one must visit the user’s info page. The answer’s usefulness
is presented in percentage terms and in addition a small graph with usefulness
history is shown. Buttons “+” and “-” allow users to vote the answer up or
down. Currently we are gathering data from this long-term experiment.

5 Conclusion

In this article we have shown that Asymptotic Trust Algorithm (ATA) can
be easily use in internet forums. ATA is a trust management system that
gives good estimation of reputation of users and their posts. At the same
time ATA does not need to change the way users interact by clicking “likes”
and “dislikes”. Users are used to this simple way of interaction and it is much
easier to extend existing reputation system instead of replacing it completely.
ATA is designed in such a way that it can coexist with the commonly used
reputation systems simultaneously. It provides users with more detailed in-
formation about each other which allows better judgement.

Reputation is not earned forever but one has to constantly look after it like
in “real life” human relationships. In our system it is easy to spot when a user
starts posting unproven solutions. Negative feedbacks should encourage users
to review their posted solutions (of course a forum must allow users to delete
or change her/his wrong post).

References

1. Commerce, B.E., Josang, A., Ismail, R.: The beta reputation system. In: Pro-
ceedings of the 15th Bled Electronic Commerce Conference (2002)

2. DeFigueiredo, D., Barr, E.T., Wu, S.F.: Trust Is in the Eye of the Beholder.
In: CSE, vol. (3), pp. 100–108 (2009)
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PropScale: An Update Propagator for Joint
Scalable Storage

Paweł Leszczyński and Krzysztof Stencel

Abstract. In the era of Web 2.0 and the apparent dawn of Web 3.0 web pages are
dynamic and personalized. As the result, the load of web servers rapidly increases.
Moreover, the upcoming load boost is impossible to predict. Although deceptively
funny, the term of success-tolerant architectures has been coined. A number of web
services actually failed because of their initial success. In order to achieve success-
tolerance the server architectures must be scalable. Nowadays almost all compo-
nents of systems can certainly be multiplied. The only exception is the storage
constituent. The usual solution with one strong relational database is unsatisfactory.
Thus, designers introduce additional (NO)SQL storage facilities. From this point
one has a number of separate data sources that can apparently get inconsistent with
each other. Special software must be developed to synchronize them. This means
more bugs to fix, more code to maintain and more money to spend. In this paper we
present a new technique to introduce a number of non-homogenous storage units
into a system. The solution consists of an algorithm that propagates updates among
disparate (NO)SQL storages built into a system.

Keywords: multi storage, key-value storage, scalability, data consistency, web
applications.

1 Introduction

Traditional databases do not scale well. This problem is well-recognized by the in-
dustry. When a database workload increases, it is a common practice to split the
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database into smaller parts, and distribute it onto several servers. However, this is
rather an ad-hoc fix and not a scalable architecture. The other option is to migrate
some data into scalable storages. For this purpose one can apply a local NoSQL
storage, or use external ones like Amazon S3, Amazon SimpleDB, or others. What-
ever solution has been chosen, the database is eventually split into several smaller
instances running on different storage engines and servers. This however, makes
the overall system architecture more complicated. Thus the application gets harder
to maintain and the whole development process is more expensive. Sometimes the
same data are stored in several locations, and the application’s logic needs to keep
the replicated data in the consistent state. This requires developers to take care of all
data writes and apply them on several storages. When dealing with big applications,
this can lead to errors that are hard to detect and repair.

In this paper, we describe PropScale, a novel data propagation system for joint
storages that maintains replicated data in multiple sources in the consistent state.
Figure 1 shows its architecture. It also allows storing redundant and pre-computed
statistical data for fast access. Imagine a product page in an e-commerce application
that displays the number of customers who bought a certain product. The read ac-
cess to this counter must be fast. Thus the storage serving should scale well. On the
other hand it is a usual business requirement to store financial data in a relational
database. This count is a simple stastistic based on a one-to-many association be-
tween two relations (a product and its sold items). PropScale allows statistics like
count, sum, avg, min and max. The last two may be useful when storing the last cus-
tomer who bought a certain product. All such statistics can be outsourced to several
storages. When an update on a data source occurs, our system modifies data in other
storages, if it is needed. The proper update propagation on underlying storages al-
lows constructing a scalable joint storage with all advantages of underlying storages.
The paper makes the following contributions. (1) We introduce a novel architecture
to build several storages into a system. (2) We present the experimental evaluation
of applying its proof-of-concept implementation PropScale in real world scenarios.

The paper is organized as follows. In Section 2 we address the related work.
Section 3 presents the update propagation algorithm, while in Section 4 we present
experimental evaluation of performance of PropScale. Section 5 concludes.

2 Related Work

Several publications address scalability and consistency. The paper [1] describes
design choices and principles for a scalable storage. The authors address the gap
between key-value and relational storage. This gap is investigated in our research.

An interesting, ongoing research is a modular cloud storage system called Cloudy
[9]. It is built on the top of different storage engines similarly to our system. Cloudy
provides interfaces for read and write operations. This makes underlying storages
invisible for an application server and is a clear design pattern. In our system we
only care for updates and assume that retrievals are done by individual component
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Fig. 1 PropScale architecture

data sources (cf. Fig. 1). Cloudy also integrates retrievals. This means a significant
increase in its complexity and cost of maintenance when one takes into account that
numerous NoSQL storages are being rapidly developed. These NoSQL storages
provide plenty of API clients like JSON, XML, THRIFT [11] etc. and rewriting all
of them is almost impossible.

The general problem we consider is keeping data consistent in different storages.
The authors of [12] claim that managing a heterogeneity of data sources in a mul-
tidatabase systems is a hard problem, and as one of solutions, restricting database
functionality is given. This also happens in PropScale, however we managed to re-
strict only the functionality of data writes and not retrievals. This is a significant
improvement. We have also examined possible solutions of similar problems, like
consistent caching. Authors of [7, 6, 10] present a model that detects potential in-
consistency based on statements’ templates. However, their approach cannot handle
joins of attribute families or aggregations that are common in web applications. Our
approach is based on a graph with edges that determine the impact of update oper-
ations on the cached data. The idea of the graph representation has been presented
in [2, 4, 5]. The vertices of the graph are instances of update statements and cached
data objects. In our approach the dependency graph also has vertices that represent
updates, retrievals and data items. However, they are classes and not individual in-
stances. This means that the complexity of PropScale depends only on the count of
design items (statements, relations, columns).

3 Propagation Algorithm

3.1 Data Model

Suppose our data consists of relations: R1, R2, . . . , Rk. Each relation has exactly one
primary key element id. One-to-many associations between relations R and S are
denoted by R ≺ri S. Additionally for any two relations R and S, we say that they are
associated, R � S, if there exist relations S1,S2, . . . ,Si and attributes r1, r2, . . . , ri+1

such that:
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R ≺r1 S1 ≺r2 S2 . . .Si−1 ≺ri Si ≺ri+1 S. (1)

One-to-many associations between attributes of the same relation, R≺r R, are useful
to represent hierarchical data.

These rules allow building rich web applications and are frequently obeyed in the
industry. Allthough the data architecture of most e-commerce systems obeys these
rules, it is stored across different storages and some storages are not relational. We
believe that each underlying storage contains a projection of the schema. For each
attribute of a schema relation, there exists at least one storage that projects tuples
containing this attribute. Moreover some attributes may be stored redundantly in
more than one storage. A data item may be stored in a distributed database for fast
read accesses when generating item pages. However, its financial data must be stored
in a relational ACID database for safe transactional access.

3.1.1 Write Operations

We put some restrictions on updates and retrievals. We assume that each update
modifies a single tuple specified by id parameter. We distinguish three types of write
operations: adding a new tuple, editing a tuple attributes’ except for id and deleting
it. In general case, an update can be represented as

(RU , type,valueid,{(ri,valueri), . . . ,(r j ,valuer j)}). (2)

3.1.2 Underlying Storages

Suppose R is a relation and S = (S1,S2, . . . ,Si) is a sequence of relations associated
with R, i.e.

R � S1 ∧R � S2 ∧ . . .∧R � Si. (3)

For each S j ∈ S we take relations S j,1, S j,2, . . . S j,k and attributes r j1 , r j2 , . . . , r jk
such that

R ≺r j1
S j,1 ≺r j2

S j,2 ≺r j3
. . .≺r jk

S j. (4)

Then we define

RS j = S j,1 ��S j,1.id=r j2
S j,2 �� . . . S jk ��S j,k.id=rk S j. (5)

Suppose r1,r2, . . . ,ri are attributes of R,RS1 ,RS2 , . . . ,RSi . We allow projections of
the form

πR.id,r1,r2,...(R ��R.id=r11
RS1 ��R.id=r21

RS2 . . .��R.id=ri1
RSi). (6)

In other words we allow joins between R and arbitrary number of relations associ-
ated with R. We require that the primary key of R is projected and allow arbitrary
attributes from R,RS1 , . . . ,RSi to be projected. We call such projection a safe projec-
tion and R is denoted the primary relation of the projection.
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Given a safe projection Π and a projected attribute rp, we introduce the trace of
rp in Π which determines how rp is projected. Suppose a projection attribute rp is
projected from:

Rt1 ��Rt1 .id=t2 Rt2 . . .��Rtm−1 .id=tm Rtm (7)

where t1, t2, . . . , tm are attributes of relations Rt1 , Rt2 , . . . , Rtm respectively. Addition-
ally R = Rt1 is the primary relation of Π , and let rp be an attribute of a projection Π
that projection an attribute tm of a relation Rtm . Then tr(Π ,rp) is defined as:

tr(Π ,rp) = (Rt1 .id,Rt1 .t1,Rt1 .id,Rt1 .t2, . . . ,Rtm .tm) (8)

Since we allow a single relation attribute to be projected several times, we need to
take care of how it is projected. The function tr allows recovering the chain of joins
that has been applied to project an attribute. For each projection, we introduce the
set of attribute traces that contains all pairs of relation attribute and their traces:

Trace(Π) = {(rp,s) : tr(Π ,rp) = s} (9)

The underlying storages can also contain processed results of safe projections. We
allow selection operations on projections’ data with some limitations. We require
that a tuple stored in a storage can be properly updated based on its current value and
an update, According to this, we allow a count selection. However, a sum selection
can be used only in case of projections where no tuples are modified nor removed.

3.2 Dependency Graph

A dependency graph G is a triple (V,Estrong,Eweak) where V is the set of vertices,
and Estrong, Eweak are sets of directed edges. Let

A = Attr(R1)∪Attr(Ri)∪ . . .∪Attr(Rk) (10)

be the set of all attributes of all schema relations. Attr(R) is the set of attributes in
relation R. Let:

P = {P1,P2,P3, . . .} (11)

be the set of all safe projections stored in the underlying storages. We introduce the
function: Map(U) = (RU , type,{ri, . . . ,r j}). It maps a write operation so that two
updates that perform the same operation on the same attributes are treated as the
same entity. Next we define

M = {Map(U1),Map(U2),Map(U3), . . .} (12)

as the set of values of Map for all data modifications. Then the set of vertices V of
the dependency graph is the union A∪P∪M.

Next we define the edges of G. For each R ≺r S, the foreign key S.r is connected
by a strong edge with the primary key of its relation S.id and with the primary key
of the foreign relation R.id. Thus,
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{(S.id,S.r),(S.r,R.id)} ∈ Estrong. (13)

Each projection vertex Π is connected by a strong edge with the primary key of its
primary relation. The edge goes from the primary key to the projection vertex, i.e.
(R.id,Π) ∈ Estrong. Each projected attribute r is connected by weak edges with Π :
(r,Π) ∈ Eweak. Given a vertex Map(U), it is connected by a strong edge with R.id
and by weak edges with all modified attributes, i.e.

(Map(U),RU .id) ∈ Estrong ∧∀i=1,..., j(Map(U),RU .ri) ∈ Eweak. (14)

This ends the definition of the dependency graphs. An example G is shown on
Figure 2.

Fig. 2 The figure shows an
example of the dependency
graph. U1, . . . ,U5 denote
update vertices, R1, . . . ,R3
denote schema relations and
P1, . . . ,P4 projections stored
in underlying systems. We
assume R2 ≺R3.r1 R3.

id rir1 id rjr1 id rkr1

R1 R2 R3

P1 P4P3P2

U1 U4U3U2 U5

... ... ...

3.3 Underlying Storages’ Drivers

Now we describe functions implemented in underlying storages’ drivers that are
used by the algorithm. Given an update U and a safe projection Π , we distinguish
two functions that add a new tuple, namely add and addPrimary. The addPrimary
returns the primary key of the new tuple, while add inserts a tuple with a specified
primary key. The modi f y function updates a single tuple in the projection Π with
the given primary key. Our algorithm also uses the retrieve function that returns the
value of a projection attribute rp from the tuple in the projection Π with the primary
key equal valueid . The last function needed is delete, which removes the specified
tuple from a projection. We assume those functions to be implemented in drivers of
underlying storages’. We do not restrict to any database types nor vendors, and only
assume a few basic functions that need to be implemented by a storage.

3.4 The Algorithm

When an update U is submitted to the system, it first checks which projections are
affected. We denote such a set Pro j(U) which is:
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Pro j(U) = {Π ∈ P : ∃r∈A(Map(U),r) ∈ E ∧ (r,Π) ∈ E} (15)

Then we investigate elements of Trace(Π) that has been defined in (9). Given rp, we
investigate t = tr(Π ,rp) such that (rp, t) ∈ Trace(Π). According to the definition
(8), tr(Π ,rp) contains a sequence of primary and foreign key attributes, from the
primary key of the projection to the attribute r. Additionally we know that each
update vertex is connected by a strong edge with the primary key of the modified
relation. Moreover, each projection is accessed by a strong edge from its primary
relation. As a result, for each t we can construct a strong path SP(t) from the update
to the projection vertex. A strong path is a path composed solely of strong edges.
Then given an update U , we define the Path(U,Π) function as a set of all strong
paths SP(t) from Map(U) to Π .

Strong paths are used for evaluating the primary keys of modified tuples in the
projections. Given values of U , we define Find(U,Π) that returns primary keys of
modified tuples in Π . Let AVti denote a value of an attribute ti in the modified tuple
and suppose AVt0 = AVRU .id = valueid . Suppose ti and ti+1 are attributes of relations
Rti and Rti+1 respectively. Then AVti+1 is determined as follows:

AVti+1 =

{
retrieve(ti+1,AVti), Rti = Rti+1

AVti , Rti �= Rti+1

(16)

where retrieve(ti+1,AVti) retrieves a value of an attribute ti+1 from a row with the
primary key equal AVti from a projection that stores a relation attribute ti+1. The
algorithm iterates through the path’s attributes from Path(U,Π), and computes val-
ues of the joined tuple attributes until it fetches the attribute RΠ .id. This is possible
since we iterate through strong edges, and in case of connecting attributes, strong
edge connects either an attribute with the primary key attribute of the same relation
or foreign key attribute with the primary key of the associated relation. As a result
AVRΠ .id = AVtm .

We have constructed a function, that given a path from U to Π and the primary
key of the updated tuple, returns the primary key of the modified tuple corresponding
to a strong path between Map(U) and Π . We denote that function g(U, p). When
finding all modified tuples, the algorithm examines all paths from Path(U,Π ,r).
Note that from the dependency graph construction, it follows that U modifies an
attribute r when (Map(U),r) ∈ E . In general Find(U,Π) returns the maximal set
that contains pairs of strong paths between update and projection vertices associated
with the primary key of the column that has to be modified.

This leads us to a main algorithm section:

1. If U is add, let Π be the primary projection of a modified relation and let p be the
strong path p containing (Map(U),RU .id,Π). Apply addPrimary and append its
result to values of U as the primary key of the new tuple.

2. Let us define a set of projections T that are going to be updated. If type of U is
add, then T = Pro j(U)\RU , in other case let T = Pro j(U).

3. For each Π ∈ T :
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a. For each (valueΠ .id, p) ∈ Find(U,Π):
i. If a strong path p contains 3 vertexes, then simply apply the requested add,

delete or modi f y on a driver according to the update value.
ii. Otherwise update the existing value according to the selection type.

4 Benefits of Applying PropScale

In this section we describe interesting scenarios of applying PropScale. Most of
them is provided with experimental results that evaluate the improvement when
compared to traditional methods.

4.1 Introduced Overhead

As the first test environment, we have chosen a bookstore with relations: book, user,
book sold and book comment. The database stores books’ data, data on customers,
information on sold items and book comments put by users. In our benchmarks we
have assumed 1 million of books and users, 5 millions of sold items and 10 millions
of comments. Each tested storage has been run on a single Intel i5-2400 machine
with 3.10GHz CPU’s and 4GB RAM. Separate machines of the same type have been
used to generate the workload and for PropScale web service.

In the first test we assume that the whole relation book is stored only in Post-
greSQL. We add new tuples to the relation and test the overhead introduced by the
propagator web service layer.

Figure 3 presents the results. It shows the total time of a client request to the prop-
agator compared to the time consumed by PostgreSQL. The result is satisfactory.
The overhead of the propagator seems independent of the workload and remains at
the acceptable level.

Fig. 3 The results of the
experiment on the over-
head of the propagator. The
gap between the curves is
the additional time above
the PostgreSQL operation
needed when using the
propagator.
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Next we evaluate the offset between actual update operations performed in the
storages. When applying changes on multiple storages PropScale updates at first
the specified projection. It is called the primary projection of a relation and is pre-
defined in the schema. As the storage with the primary projection is updated, the
response is returned to the client, while other storages are updated asynchronously.
In this test we examine a scenario where book data are distributed among different
databases: PostgreSQL for storing financial data, Mongo as a scalable storage with
book information, and Redis as fast storage for simple book statistics. The projec-
tion stored in PostgreSQL has been defined as the primary projection of the relation
book, thus changes are first applied to PostgreSQL. Then we measure the offset be-
fore they are applied in Mongo and Redis. Figure 4 shows the results. Again we
can observe that the tested offset did not grow when the workload increased. The
relational schema in this test is the same as in the previous one, where we have in-
serted all book data into RDMBS. Note that on the functional level this is the same.
Although storing the same data in different storages introduced extra workload, the
system runs more than 12000 operations per second, i.e. more than in the first test
where only PostgreSQL database was used.

Fig. 4 The offset between updating data in the primary storage and in secondary storages.
The bottom curve represents time spent in the primary storage PostgreSQL. The middle curve
includes the offset introduced by the propagator. The upper curve presents the total time till
all changes appeared in secondary storage.

4.2 PropScale for Cloud Integration

Cloud databases became an interesting issue in recent years and several companies
outsource their databases to external services like Amazon SimpleDB or others. In
the bookstore example it is worth storing book comments in a cloud. In that case,
one does not have to take much care of scalability issues and service layer agree-
ment is clearly defined. However, companies may be reluctant to store their financial
or customer data outside of their company’s system. Thus, the business critical data
are kept in a local storage, while outsourcing less-critical data to cloud database
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suppliers. The research described in [8] compares the cost of a single request from
different cloud database providers measured under a different workload. As the re-
sult external cloud databases are cheaper (per request cost), when a number of re-
quests increases. According to this, it may be a business decision to move data, that
is frequently read, to cloud data stores while leaving rest in local database. In that
case a problem of integrating storages into a single system arises and Propscale
solves it. It tracks data stored in different locations and makes sure that storages
constitute a consistent storage.

4.3 Custom Statistics

The real advantage of the PropScale is the ability to define frequently accessed
statistics and keep them in storages with quick data accesses like key-value ones.
PropScale allows directly defining which statistics have to be stored. To evaluate
this feature we introduce a benchmark built on a simple community forum. Suppose
the system contains three relations: forum, thread and post. In our benchmark we
assume 100 forums, 10K threads with 100 posts each, which results in 10 million
posts.

We examine the following data access patterns which we believe are the most
frequent: adding a single post, retrieving a list of forums, a list of threads within a
forum and a list of posts within a thread. When retrieving a list of forums and threads
the system needs to read the information on the last post in a thread/forum, its author
and the date when an item has been added. Moreover when listing forums/threads
we need to retrieve the number of contained threads/posts. In our benchmark we
examine the queries that add a single post and retrieve the first 20 posts of a thread.
These three queries are run randomly by a benchmark with the probability of: 10%
for adding posts and 45% for retrieving posts/threads.

In the naive architectural choice, we store data in MySQL in the third normal
form without any redundant columns. In that case queries that add or retrieve posts
perform well, however retrieving threads with all needed data is singificantly slower
that the acceptable level. In that case the achieved throughput is 5 operations per
second when the workload is generated by a single thread. At this workload the
average time for retrieving thread is 376 milliseconds, while adding and retrieving
posts requires 4 and 49 milliseconds respectively.

The obvious countermeasure is to add redundant data to the system. This can be
done by adding extra columns to relational database or by storing the redundant data
in other storage. We compare these two options while the second is implemented by
the PropScale and the redundant data is stored in Redis. The clear advantage of the
second choice is that it scales well. The other disadvantage of the first choice is that
when a new post is added, the database needs to update the corresponding thread
and the forum tuple. We know that query caches implemented in relational database
perform well when data are not modified. However the frequent read and write ac-
cesses to the same tuples significantly reduce the performance of most RDBMS.
This has been confirmed in our tests and the results are presented in Figure 5. It is
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Fig. 5 RDBMS-R and PropScale correspond to a forum application built on: MySQL with
redundant columns and MySQL/Redis integrated with PropScale respectively. The end of
graph determines the maximal number of ops per second such that, the benchmark did not
fail, i.e. an expected number of operations has finished.

even hard to present them on a single graph since when storing data only in MySQL
the request time started to increase at the rate of 2000 ops per second and the next
test with 2400 ops per second failed. The similar test with PropScale performed well
until more than 3000 ops per second and failed on 5200.

5 Conclusion

According to the CAP theorem [3], there exists a trade-off between consistency and
availability. Some storages like relational databases provide ACID but do not scale
well. Possibly inconsistent NoSQL storages offer high availability. We believe that
our system allows tuning this trade-off in a better way. Within our model, data can
be cheaply split into smaller chunks put into custom storages for better performance.

Creating a scalable database storage is a valid research problem. We have focused
on web applications with additional assumptions: (1) retrievals are dominant and (2)
several consistency levels are needed in different contexts.

We have presented a scalable joint storage system based on several underlying
storages that propagates updates to keep all data copies consistent with each other.
We have shown the architecture. We also described basic implementation assump-
tions and the update propagator algorithm. The idea of the joint storage allows tak-
ing advantage of different architectures that suit best specific data.

We believe that it allows building scalable web applications at the lower cost,
because it eliminates the risk of programming faults affecting the data consistency
that are difficult to fix and detect.
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An Indexing Structure for Dynamic
Multidimensional Data in Vector Space∗

Elena Mikhaylova, Boris Novikov, and Anton Volokhov

Abstract. The multidimensional k −NN (k nearest neighbors) query problem is
relevant to a large variety of database applications, including information retrieval,
natural language processing, and data mining. To solve it efficiently, the database
needs an indexing structure that provides this kind of search. However, attempts to
find an exact solution are hardly feasible in multidimensional space. In this paper,
a novel indexing technique for the approximate solution of k−NN problem is de-
scribed and analyzed. The construction of the indexing tree is based on clustering.
Indexing structure is implemented on top of high-performance industrial DBMS.

1 Introduction

Search efficiency is crucial for modern information retrieval. Commonly, search
queries retrieve a relatively small portion of information. In this case, indexing
search is much more efficient than a full scan. Any given process or stored object can
be characterized by a set of features that are usually called attributes. The purpose of
any index is quick access to the object based on the values of some of its attributes.
In other words, the indices provide effective implementation of associative search.

Multidimensional searching is primarily associated with processing spatial and
spatio-temporal data. Another class of applications processing multidimensional
data includes systems based on various flavors of a text vector model for meth-
ods of data mining, pattern recognition, data compression etc. Data obtained from
the application of this class are typically characterized by high dimensionality.
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In this work we present an approach to approximate k−NN multidimensional
searching. Its idea is based on tree-clustering structure. Due to the curse of dimen-
sionality we refused to provide exact k−NN queries and have concentrated on ap-
proximate ones.

The remaining part of the paper is organized as follows. Section 2 contains the
overview of related work. Section 3 informally outlines the techniques used in our
approach. Our algorithms and data structures are presented in section 4, followed
by analysis of experiments and results in section 5.

2 Related Work

Years of multidimensional searching evolution led to development of various in-
dexing algorithms. The most respected tree structure to provide multidimensional
indexing in generic metric space is M-Tree [5]. To improve the above-mentioned
algorithm, a static tree reclustering technique is proposed in bulk loading algorithm
[4]. Slim tree [20, 18] is developed to minimize overlap of nodes at the same level.
Attempts to partition the initial set of points to disjoint subsets tuned to provide
k-NN queries are made in the family of algorithms based on Voronoi diagram: D-
Tree [22] treats Voronoi diagram buckets as nodes, and VoR-Tree [15] starts query
processing with estimating a near point using R-Tree [10, 11] and then treat this
point as a start point for querying Voronoi diagram built on leaf points.

In last decade multidimensional hashing has become a serious competitor to tra-
ditional tree approach. Locality-sensitive hashing [7] uses a priori information about
a dataset to build a fast and efficient structure for approximate querying. This ap-
proach was introduced [12] and well developed [6, 1]. Yet, when dataset is changing
rapidly, this idea is not applicable.

In many cases, it is computationally complex not only to find and to prepare vec-
tors (eg. feature extraction of images), but also to calculate the function of similar-
ity (eg. the Levinstein distance, quadric form distance or tree edit distance). Search
could be greatly accelerated if it is possible to store a matrix of pairwise distances
between objects. This idea was first presented in AESA [21]. To efficiently answer
k-NN queries, Ak-LAESA [13] has been suggested. Unfortunately, this solution is
not scalable because of the quadric behavior of index size.

In [19] k-NN search problem deals with the double filtering effect of clustering
and indexing. The clustering algorithm ensures that the largest cluster fits into main
memory and that only clusters closest to a query point need to be searched and hence
loaded into main memory. In each cluster data is distributed with ordered-partition
tree (OP-tree) main memory resident index, which is efficient for processing k-NN
queries.

In [3] divide and conquer methods for computing an approximate k-NN graph
are proposed. A hash table is used to avoid repeating distance calculations during
the divide and conquer process.
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Different aspects of the curse of dimensionality are known to present serious
challenges to various machine-learning methods and tasks. In [14] a new aspect
of the curse of dimensionality, referred to as hubness, is explored. Origins of this
phenomenon, and its connection to k-NN query evaluation are discussed.

High-dimensional clustering is used by some content-based image retrieval sys-
tems to partition the data into groups (clusters), which are then indexed to accelerate
processing of queries. Recently, the Cluster Pruning approach was proposed in [8]
as a simple way to produce such clusters. The evaluation of the algorithm was per-
formed within an image indexing context. The paper [8] discusses the parameters
that affect the efficiency of the algorithm, and proposes changes to the basic algo-
rithm to improve performance.

[16] presents an adaptive Multi-level Mahalanobis-based Dimensionality Re-
duction (MMDR) technique for high-dimensional indexing. The MMDR technique
discovers elliptical clusters for more effective dimensionality reduction by using
only the low-dimensional subspaces, data points in the different axis systems are
indexed using a single B+-tree. The technique is highly scalable in terms of data
size and dimensionality. It is also dynamic and adaptive to insertions. An extensive
performance study was conducted using both real and synthetic datasets, and the re-
sults show that the proposed technique not only achieves higher precision, but also
enables queries to be processed efficiently.

In paper [9] a new clustering method is proposed: to group together only points
that are close to each other. The remaining points are stored separately, not clustered.
Such a structure is obtained unbalanced. In order to create the indexing structure,
in [2], the distances between the selected set of pivots and the data objects is com-
puted, sorted and nearest distances are stored in separated tables. For search at first
query is compared with pivots.

In resent research [17] general problems of metric access methods are discussed.
Relevance of metric generalization in questioned. Idea of using more data-specific
approaches to indexing is proposed.

3 The Approach and Rationale

Due to survey [17], most common metric in this case is Lp. The goal of this work is
to construct dynamic bottom-up built tree for approximate nearest-neighbor search
objects in high-dimensional vector space Lp. To build the indexing structure we use
tree based paradigm with data points stored in leafs and routing points in non-leaf
nodes. Parent points (centroid) are means of all its children. Tree is balanced by the
construction. Volume of node is a parameter of algorithm and depends on operation
system page size.

As we refused to use the metric approach, we don’t have upper bound for k-
approximate nearest-neighbor queries points, retrieved as nearest neighbors, are
allowed to be arbitrarily far from the query point. According to this approach we
choose precision (number of actual k−NN in retrieved set divided by the value of
k) as our main metric.
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The idea of the algorithm is not to split overcrowded node, but to recluster the
whole level of the tree, distinguishing new node in this level. This technique is
believed to catch the inherent structure of initial dataset. As a result we can obtain
more compact nodes. So the node size is a parameter of the algorithm. However,
inserting is performed in traditional technique 1−NN query is implemented and
new point is added to retrieved leaf node.

The algorithm is developed with keeping in mind the idea of dynamic tuning:
since in every non-leaf node we store only total number of its leaf children, the
default approach is to descend only to the nearest leaf during searching. However,
the algorithm implies the possibility of tuning the number of nodes to descend to
perform better querying. In this case we choose total number of leaf nodes to be
examinated and descend to several nodes, if number of children in nearest node is
less than chosen threshold.

In order to evaluate the characteristics and performance of this structure, we have
implemented the model over the data provided industrial relational DBMS. Perhaps
this decision affects the efficiency but also ensures quick implementation, suitable
for use in the prototype, for example, in an experimental system for content based
image retrieval. That is, the developed system allows finding images on a number
of characteristics similar to the one desired.

4 Algorithm Description

4.1 Data Structure

For indexing structure we used 4 tables. First table is a Table of points. In order
the table structure was independent from the space dimension, each vector is repre-
sented in the table as a set of rows - one row for each vector attribute. Each table
row has the Point id, Attribute id and Attribute value. The table of centroids stores
mass centers for every cluster and has the same structure as Table of points.

The third table is used to store the tree structure. Each row has Point id and
Child id.

Also we use the temporary tables for mass centers and tree structure. The rows
have Point id, Attribute id, Attribute value and Iteration.

4.2 Index Structure Parameters

The proposed algorithm has parameters. The parameters might affect the efficiency
of the algorithm. Parameters are:

• distance measure,
• maximum number of points in one node maxNodeSize,
• balancing factor to prevent frequent re-clustering balancingFactor



An Indexing Structure for Dynamic Multidimensional Data in Vector Space 189

In our experiments distance was calculated using the L2 metric , but algorithm works
in any vector space.

We can choose maximum number of points in one tree node - maxNodeSize. In
our experiment maxNodeSize was changed from 10 to 100. This number depends
on the space dimensionality.

In order to avoid frequent reorganization of the tree, we dont fill all clusters to
maxNodeSize by re-clusterization. Number of points in each node cant exceed two
thirds of the maxNodeSize.

4.3 Index Structure Construction

Indexing algorithm starts with an empty set of indexed points and one tree node,
considered as root node. When new point arrives, we recursively descent to node,
that is nearest to arrived point. When the leaf node is reached, new point is added
to corresponding node in tree structure. After that, algorithm rises to the root node,
recalculating all centroid points to hold keep them being mean of their children.

When node overflows, we get all children its parent’s node brothers and perform
k-means clustering with following number of centers:

k = max
(

1,
n
k
×maxnodesize× balancingFactor− k

)
where n number of obtained, k number of brothers.

If constructed cluster is overflowed, we recursively recluster upper level of tree
structure. When root node is reached, the tree is pulled up.

Initial values for k-means clustering are set to previous node centers. The point,
that overflowed cluster become the one of new centers, the others are taken randomly
from effected points. K-means algorithm is chosen according to the fact that cen-
troids in tree are already similar to k-means centers every centroid contain points,
that more similar to this centroid, than to the others. In this case we can assume,
that nodes don’t need many k-means iterations to return values of new centroids. On
the other hand, k-means doesn’t keep in mind inherent database properties and with
some assumptions has exactly Voronoi diagram in a result. Algorithmic complexity
of constructing the indexing structure equals

O(n× log2 n)

4.4 Search

The search algorithsm can be described with the following steps:

1. Start from the top level.
2. Compute distances between points of current level (inside current node) and

query point, retrieve list of points, ordered by distance to the query point
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3. Pick points from the top of the list, until total number of point’s leafs is bigger
than number of points we want to examine.

4. Descend to chosen nodes and repeat 2− 3 until leaf nodes are reached.
5. Get all points from the leaf nodes.
6. Sort obtained points and retrieve first k points, k is defined by query type.

Algorithmic complexity of searching equals:

O(d× logn)

where d dimensionality of initial dataset, n cardinality of initial dataset.

5 Experiment and Analysis

The algorithm described above, was analyzed on two different datasets.
The first one is 41-dimensional representation of image characteristics with car-

dinality of 30000. The second one is 100-dimensional synthetic dataset with values
from Gaussian distribution. Cardinality of second dataset is also 30000 vectors.

The method was implemented within the DBMS Oracle. Tables were constructed
and procedures were written. Maximum node size was set to 10/50/100.

Table 1 Experimental results ( 1% examinated)

Image representation dataset Gaussian dataset
maxNodeSize 10 50 100 50 100
1−NN query 21% 28% 85% 20% 31%
10−NN query 27% 45% 32% 3% 5%

100−NN query 45% 38% 18% 5% 3%

Table 2 Experimental results (10% examinated)

Image representation dataset Gaussian dataset
maxNodeSize 50 100 50 100
1−NN query 56% 92% 42% 50%
10−NN query 60% 47% 20% 23%

100−NN query 61% 35% 20% 21%

Each experiment was performed twice. First time we set the total number of leaf
points to be examined to 1% of initial dataset, and second time to 10%. Results for
the fast one-percent scan are shown on the figure 1 and the result for more precise
ten-percent scan are on the figure 2.
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Fig. 1 The results for scanning 1% of the dataset

Fig. 2 The results for scanning 10% of the dataset

6 Conclusion

We present the algorithm that can deal with rapidly changing data in high-
dimensional vector space. Experiments show high precision on not very high di-
mensional space. Precision in high-dimensional space strongly depends on size of a
tree node: when nodes size is approximately equal to the value of k in k−NN query,
search algorithm visits only a few number of nodes and retrieves only a few actual
nearest neighbors.

However to resolve this problem we can increase the number of nodes examined
on each level: experiments show that scanning only 10% of the database results in
significant increase of precision.
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9. Günnemann, S., Kremer, H., Lenhard, D., Seidl, T.: Subspace clustering for index-
ing high dimensional data: a main memory index based on local reductions and
individual multi-representations. In: Proceedings of the 14th International Confer-
ence on Extending Database Technology, EDBT/ICDT 2011, pp. 237–248. ACM,
New York (2011), http://doi.acm.org/10.1145/1951365.1951395,
doi:10.1145/1951365.1951395

10. Guttman, A.: R-trees: a dynamic index structure for spatial searching. In: Proceedings of
the 1984 ACM SIGMOD International Conference on Management of Data, SIGMOD
1984, pp. 47–57. ACM, New York (1984),
http://doi.acm.org/10.1145/602259.602266,
doi:10.1145/602259.602266

11. Guttman, A.: R-trees: a dynamic index structure for spatial searching. SIGMOD
Rec. 14(2), 47–57 (1984), http://doi.acm.org/10.1145/971697.602266,
doi:10.1145/971697.602266

12. Indyk, P., Motwani, R.: Approximate nearest neighbors: towards removing the curse of
dimensionality. In: Proceedings of the Thirtieth Annual ACM Symposium on Theory of
Computing, STOC 1998, pp. 604–613. ACM, New York (1998),
http://doi.acm.org/10.1145/276698.276876,
doi:10.1145/276698.276876
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Social Network Analysis on Highly Aggregated
Data: What Can We Find?

Mikołaj Morzy and Kamil Forenc

Abstract. Social network analysis techniques have been often used to derive use-
ful knowledge from email and communication networks. However, most previous
works considered an ideal scenario when full raw data were available for analysis.
Unfortunately, such data raise privacy issues, and are often considered too valuable
to be disclosed. In this paper we present the results of social network analysis of
a very large volume of the telecommunication data acquired from a mobile phone
operator. The data are highly aggregated, with only limited amount of information
about individual connections between users. We show that even with such limited
data, social network analysis methods provide valuable insights into the data and
can reveal interesting patterns.

1 Introduction

Social network analysis methods have proven useful in many areas of computer
science. In particular, the study of the network structure can provide interesting in-
sights into the properties and behavior of the network. In this paper we tackle the
problem of studying the communication network of phone calls and SMS messages.
However, contrary to previous works we are faced with an important obstacle. Due
to privacy preservation concerns and to safeguard very sensible data, we have ob-
tained the dataset from a mobile phone operator that contains the data already in the
aggregated format, without an insight into raw data statistics and distributions, not
to mention individual voice calls or SMS messages. Therefore, the main aim of this
work was to determine the usefulness of highly aggregated data from a communi-
cation network for social network analysis techniques. We have decided to see if
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the aggregated data still withheld enough patterns and structural motives to unveil
interesting, useful and actionable knowledge.

To achieve this goal we began with the statistical analysis of the dataset. We have
identified most useful measures of importance and prestige that could be applied to
the nodes in the network. Then, we have asked business questions that correspond
to use-case analysis, and we have tried to utilize the data in the aggregated format
to provide satisfactory responses to these questions.

The paper is organized as follows. In Section 2 we review the existing literature
and discuss previous approaches. Section 3 contains basic definitions used through-
out the paper. In Section 4 we provide a detailed description of the dataset and
discuss the difficulties in analyzing these data. The results of social network analy-
sis methods applied to the dataset are reported in Section 5. The paper concludes in
Section 6 with brief conclusions.

2 Related Work

The idea of analyzing phone call networks on a large scale can be related to the
seminal experiment performed by Stanley Milgram, in which he has formulated the
theory of small worlds in social networks [16]. The original experiment consisted
in sending dozens of parcels using 300 randomly selected people to a distant city,
where each participant of the experiment could have sent the parcel only to a per-
son whom she/he had known personally. Later, similar experiments were conducted
using the web by Adamic [1], Kleinberg [9] or Dodds et al. [6], and the criticism
toward the original experimental setup has been raised by Kleinfeld [10]. All these
works concentrated on examining the phenomenon of small diameter of real world
networks with huge numbers of nodes.

Our current work is strongly influenced by the recent developments in the fields
of communication networks analysis. For instance, Onnela et al. [15] present an in-
teresting method for measuring structural properties of communication networks by
reverse engineering the network, i.e., they measure the consistency of the network
under sequential elimination of edges from the network. Inspired by Kovanen et
al. [11] we scrutinize the reciprocity in the network.

Privacy preservation of sensitive user data has long been the subject of intensive
research. Bonneau et al. show how easy it is to scrap sensitive data from social net-
works [5]. Gross and Acquisti show an empirical study on the amount of sensitive
personal data shared publicly by Carnegie Mellon University students and provide
scenarios of potential attacks on various aspects of data privacy [7]. There have been
also studies aiming at the characterization of potential privacy leakages, e.g. [12].
Several solutions have been proposed to remedy this problem. Zheleva and Getoor
propose a set of graph anonymization techniques [18] which consist mainly in the
removal of sensitive data. A thorough overview of anonymization techniques previ-
ously proposed in the field of knowledge discovery can be found in [2].

Finally, the work presented in this paper is strongly influenced by recent develop-
ments in the analysis of social network dynamics. Important works in this direction
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include the discovery of densification laws and shrinking diameters by Leskovec et
al. [14] and the research into the micro-evolution of social network structures by
Kumar, Backstrom et al. [13], [3].

3 Basic Definitions

This section contains definitions of basic entities and measures used throughout the
paper. We use primarily the notation and nomenclature introduced in [17] and [8],
treating the network in the light of the graph theory. The graph G = (V,E) is a
pair of sets V,E , where V is a non-empty set of nodes (vertices), and E is a set
of pairs of elements from V called edges, (v,w) ∈ E ⇔ v ∈ V ∧ w ∈ V . If edges
in the graph are ordered pairs of nodes, then the graph is called a directed graph,
otherwise the graph is undirected. The neighborhood of the node v is the set of
nodes Nv = {w : w ∈ V ∧ ((v,w) ∈ E ∨ (w,v) ∈ E)}. The number of nodes in the
neighborhood of the given node v is called the degree of the node v and is denoted
by deg(v). The set of nodes from the neighborhood of the node v and all edges
between these nodes constitute the ego-network of the node v.

A walk in the graph G is a finite sequence of neighboring nodes. The number of
nodes on a walk is called the length of the walk. A walk such that every node appears
at most once is called a path. The shortest path between nodes v and w is denoted
as dvw, and its length is denoted as dG(v,w). The number of shortest paths between
nodes v and w is denoted as δvw. A graph G where for each pair of nodes (u,v)
there exists a path between these nodes is called a connected graph. A connected
component is a maximal connected subgraph of G. Each node belongs to exactly
one connected component.

For our analysis we have studied several measures of centrality, coherence and
efficiency of networks. The density of the network is the ratio of the existing edges
to the maximal number of edges that might exist in the network. For social networks
the density of the network is typically close to 0, because the average node degree
is orders of magnitude smaller than the number of available nodes. For a directed
graph the density is defined as ρD = |E|/(|V | ∗ (|V |− 1)), for an undirected graph
the density is ρG = 2 ∗ρD.

The betweenness of a node v is defined as the ratio of the number of shortest
paths containing the node v to the total number of shortest paths existing in the

graph. Formally, CB(v) = ∑u �=w∈V
|ρu,w(v)|
|ρu,w| . Betweenness of a node is one of the pop-

ular centrality measures used to assess the importance of nodes in the network.
Betweenness informs on the relative influence of a node in transmitting information
through the network. In the context of a telecommunication network nodes with
high betweenness correspond to users who form bridges between separate clusters
(subgroups, communities) of users.

Another centrality measure used in our analysis is the closeness of a node v.
This measure is defined as the average length between the node v and all remaining
nodes in the network, which can be formalized as CC(v) = ∑u �=v∈V dG(v,u)|V |−1.
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Closeness is a useful measure to assess the importance of a given node in terms of
the accessibility of the node, its radius of influence and the number of other nodes
to which the given node can transmit information in short time.

The diameter d� of the network is the longest among the shortest paths between
any pair of nodes in the network. Sometimes, to offset the influence of outlier nodes,
the diameter of the network is computed over the 95th percentile of nodes. When
computing the diameter of the network it is often useful to compute the average
distance between nodes d̂, which is the arithmetic average over all shortest paths
between pairs of nodes. Formally, d� = maxu,v∈V (dG(u,v)) and d̂ = ∑

u,v∈V

2dG(u,v)
|V |(|V |−1) .

Another measure useful in our analysis is the reciprocity. This measure is defined
only for directed graphs and it represents the ratio of bidirectional relationships
between pairs of nodes to the total number of relationships. This can be expressed as
R = |{(u,v) : (u,v) ∈ E ∧ (v,u) ∈ E}|∗ |E|−1. In the case of our analysis reciprocity
is essential for distinguishing between incidental communications (e.g., a marketing
call) from regular relationship.

A fundamental local measure applied to individual nodes is the local cluster-
ing coefficient. This measure can be interpreted as the degree of acquaintanceship
between the neighbors of a given node. The local clustering coefficient is defined
as the ratio of the number of existing relationships in the ego-network of a node.
Nodes that have higher values of the local clustering coefficient belong to coher-
ent communities of nodes, for which the average density of relationships between
the nodes within the community is much higher than the density of relationships
with the nodes from outside of the community. Formally, the local clustering coef-
ficient of a node v for a directed graph G (for an undirected graph the numerator
is multiplied by 2) is defined as C(v) = |{(u,w)∈E:u∈Nv∧w∈Nv}|

deg(v)(deg(v)−1) . The local clustering
coefficient can be easily aggregated to a single value describing the entire network.
The global clustering coefficient is simply the local clustering coefficient averaged
over all nodes: C = |V |−1 ∑v∈V C(v) but it should be noted that an alternative formu-
lation of this measure is commonly used in sociology, where the global clustering
coefficient is defined as the ratio of the number of triangles in the network (i.e., the
number of cliques of the size 3) to the number of triplets (i.e., the number of sets of
three nodes connected by paths of the length of at most 2).

One of the most prominent characteristics of social networks is the abundance of
power laws governing the growth and evolution of these networks [4]. Whenever a
phenomenon can be described using the distribution of the form P(k) ∼ k−γ , with
γ ∈ 〈1,3〉, we can assume that the phenomenon can be described using power laws.

4 Dataset Description

The data have been provided by one of the major European mobile phone operators.
The dataset describes both the voice communication and SMS communication. For
voice communication we can know whether nodes A and B are subscribed to the
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network, the day of the last connection between A in B within the current month,
the number of calls, total duration of calls and numbers of calls under 1 minute,
between 1 and 5 minutes, between 5 and 15 minutes, over 15 minutes, respectively.
Apparently, we do not have detailed information about individual calls, nor on their
timing. The data have been aggregated to monthly statistics, with the total number of
calls aggregated to discrete bins. Similarly, we do not have the dates of connections
(only the day of the last connection), thus, we approximate the regularity of voice
calls by dividing the last date of connection by the number of monthly connections
(assuming that the dates of connections between any two nodes can be reasonably
described using the uniform distribution). For SMS communication we know the di-
rection of the communication, the day of the last connection between A in B within
the current month, and the number of SMS messages exchanged between the nodes.
We approximate the regularity of communication using SMS messages similarly to
the previous case. Due to privacy preservation concerns we do not have the times-
tamps of individual messages, so we cannot follow SMS conversations (e.g., bursts
of messages between two nodes in a short period of time).

The data can be analyzed both as an undirected graph (where an edge between
nodes represents any communication between the nodes) or as a directed graph
(where each edge represents communication from one node to another node). Be-
low we present basic characteristics of the datasets, using the following notation:
Gv is the undirected graph of voice connections, Gs is the undirected graph of SMS
connections, Gt is the undirected joint graph of total connections (both voice and
SMS), and Dv, Ds, Dt are the directed versions of these graphs, respectively. Table 1
presents the basic characteristics of these datasets.

Table 1 Characteristics of graphs

size Gv Gs Gt Dv Ds Dt

Nodes 23 188 616 12 512 998 24 897 382 23 188 616 12 512 998 24 897 382
Edges 61 411 576 22 346 286 69 720 794 77 036 240 31 604 367 90 717 966
Density 2,28 ·10−7 2,85 ·10−7 2,25 ·10−7 1,43 ·10−7 2,02 ·10−7 1,46 ·10−7

Avg. degree 5,9 3,57 5,6 — — —
Reciprocity — — — 25,4% 41,4% 30,1%

An interesting feature visible in the above characteristics is that the reciprocity
of SMS communication is almost two times greater than the reciprocity of voice
connections. This suggests that SMS communication is more often utilized between
people who are socially close. There is also a great overlap between users of voice
and SMS communication, although we observe a significant portion of the popula-
tion (almost 7%) who use only SMS communication and make no voice calls.

Figure 1 presents the distribution of node degrees, the distribution of number of
connections between pairs of nodes, the distribution of summary connection times
and the distribution of the text messages sent. All these distributions show character-
istics of power laws which often emerge in the context of social network properties.
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Fig. 1 Basic distributions

Table 2 The size of the largest component

size Gv Gs Gt dataset

Nodes 99,64% 97,79% 99,72% full
Edges 97,04% 96,67% 96,57% full
Nodes 89,89% 82,18% 83,27% constrained
Edges 97,25% 88,82% 95,04% constrained

For connection times the modal value of the connection time is 21 seconds, but
it suddenly drops to only 9 seconds if we constrain the dataset to contain only the
communication between the subscribers of the mobile phone operator who provided
the dataset (i.e., when excluding the communication from outside the provider’s net-
work).

Another interesting property of the network emerges if we observe the numbers
and sizes of components in the network. Table 2 presents the size of largest compo-
nent in the full dataset and the dataset constrained to the mobile phone operator’s
subscribers, respectively, where the size is expressed either as the percentage of
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nodes or edges contained in the largest component. Again, as expected, the vast
majority of nodes and edges are within a single giant connected component. Inter-
estingly, we observe a smaller percentage of nodes in the largest connected compo-
nent in the constrained dataset. This clearly suggests, that some external nodes (i.e.,
users who are not subscribed to mobile phone operator’s service) serve as bridges
that provide the connectivity for subscribers. Also, this suggests that isolated com-
ponents are comprised mostly of operator’s subscribers. We can see that Gt has a
lower percentage of nodes than Gv (and only slightly higher than Gs), which means
that isolated components of Gv and Gs do not share any nodes. Figure 2 shows the
distribution of isolated components sizes. These distributions are govern by power
laws as well, and the size of the second largest component never exceeds 50 nodes,
independently of the size of the largest component.
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5 Experiments

Before starting the experiment, we have removed the outliers from the dataset. We
have decided to use the degree of a node as an indicator of outlier nodes, setting
the filtering thresholds at deg(v) ≤ 200 and deg(v) ≤ 1000. This filtering had no
significant impact on the results of the analysis because, depending on the type
of the graph, between 99.938% and 99.9998% of original nodes and edges were
preserved after outlier elimination. Below we present our experiments aiming at
providing answers to the following questions.

5.1 Are There Any Areas with a Higher Density of Relationships?

To answer this question we have analyzed the distribution of the number of rela-
tionships between nodes of particular degrees. We were trying to identify subsets
of users who engage in communication (either voice or SMS) more frequently than
others. The results are summarized in Figure 3.
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Fig. 3 Number of relations in voice calls. The left figure presents nodes with deg(v)< 1000,
the right figure presents nodes with deg(v) < 200. The abscissae represent the degree of the
caller, the ordinates represent the degree of the person being called.

We observe that the densest region of relationships spans from nodes of degree
10−40 to nodes of degree less than 5. This indicates that users who do not have
many friends are mostly passive receivers of communication (e.g., these could be
parents of adult children). The distribution (excluding the dense area marked with
the letter A) can be approximated by the formula f (x,y) = cxγ yδ , where γ = −1.2
and δ = −1.3. More surprisingly, if we constrain the dataset to contain only the
subscribers of the mobile phone operator, the same analysis yields different results,
depicted in Figure 4. In this case, the dense relationship area is constrained by a
circle with the center in the point (30,30) and the radius of 30. Again, users with
low degrees make outbound calls less frequently and more often than not are on the
receiving end of the call.

Fig. 4 Number of relations in voice calls constrained to only the subscribers of the mobile
phone operator. The left figure presents nodes with deg(v) < 1000, the right figure presents
nodes with deg(v)< 200. The abscissae represent the degree of the caller, the ordinates rep-
resent the degree of the person being called.
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5.2 Is There a Point That Makes Reciprocal Relations More
Probable?

Our next question concerns the existence of a user profile that guarantees, with a
high probability, that any new relationship will be returned, making the relationship
reciprocal. First, we check the reciprocity w.r.t. different means of communication.

Table 3 Reciprocity of various means of communication

parameter one-directional reciprocal % of reciprocal

number of SMS 47 742 626 250 330 869 84%
number of seconds 11 604 404 901 21 223 013 808 64,7%
number of voice calls 99 820 901 201 380 401 66,9%
number of connections 109 407 327 475 147 144 81%
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Fig. 5 Reciprocity of communication. Number of SMS messages (upper left), number of
voice calls (upper right), summary duration of voice calls (lower left), number of contacts
(lower right)
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Surprisingly, we have found that there are no strong correlations between the
duration of the call and the reciprocity of communication. Figure 5 presents the
detailed examination. All connections with the summary duration of calls lower
than 12 seconds are uni-directional. It is a strong indicator that such connections are
either due to a mistake, or serve as notifications only. An important result of this
analysis is that the reciprocity grows the slowest w.r.t. the total duration of calls.

5.3 Is There a Limit on the Number of Contacts, above Which
SMS Communication Is Not Feasible Anymore?

We theorized that above a certain threshold of the node’s degree the communication
using texting becomes too cumbersome and users tend to switch to voice communi-
cation. Figure 6 presents the results. On the left we compare the number of relations
where SMS communication dominates over voice calls (i.e., we count the number
of pairs of users who text more often than make voice calls). On the right we show
the ratio of the SMS communication to all forms of communication. Although there
are a few areas with slightly increased domination of SMS communication (as vis-
ible on both figures), one may formulate a rule of thumb that above the degree of
40 SMS communication is clearly replaced by voice calls. This can be explained by
the burden of texting when communicating with a large set of friends.

Fig. 6 The percentage of communication with the majority of SMS messages (left), and the
ratio of SMS messages in the overall communication. The abscissae represent the degree of
the caller, the ordinates represent the degree of the person being called.

6 Conclusions

In this paper we have presented an analysis of a large social network created
from a telecommunication company dataset. The data have been highly aggregated,
thus precluding many core analysis advocated by the literature. However, even in
the presence of aggregations, social network analysis methods proved useful in
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unearthing interesting patterns. Among non-trivial results of the analysis we include
the following findings:

• the reciprocity of communication does not depend on the duration of calls,
• the threshold of SMS communication profitability is around 40 friends,
• the most talkative and active users have between 20 and 50 friends,
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An Adaptive Navigation Method
for Semi-structured Data

Rim Zghal Rebai, Corinne Amel Zayani, and Ikram Amous

Abstract. The navigation adaptation is the solution that supports the user during
his interaction with the system. In the literature, several works that deal with the
navigation adaptation are proposed. They guide the user from a document to an-
other, provide the user with a set of links leading to the pertinent documents, or
apply on simple links the suitable adaptive navigation technologies. In this paper,
we contribute to propose a method that identifies the best navigation path between
semi-structured result documents according to the user’s needs, history and device.

1 Introduction

As the information systems evolve, they become more and more difficult to navigate.
Therefore, users can lose their time in order to find the pertinent documents or can
be lost in the huge number of links. Zhu [15] says ”moving back and forth between
links and the main nodes creates disruption and discontinuity” causing ”disorienta-
tion and cognitive overload”. That is why navi-gation adaptation becomes a neces-
sity because it helps the user to easily find the required information and reduces the
disorientation problem.

Several adaptive navigation methods [12][3] and technologies [2] have been pro-
posed. They adapt the navigation by (i) guiding the user from a document to another,
(ii) providing the user with a set of links leading to the pertinent documents and (iii)
applying on simple links the suitable adaptive navigation technologies. Generally,
navigation adaptation support is strongly based on user modeling, his goals, neces-
sities and interests. These information are stored in a user profile. According to this
latter, adaptive systems provide the user with help to easily navigate.
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In order to adapt the navigation and specifically to reduce the required number
of steps to locate the pertinent information, we propose a method that provides the
best navigation path between semi-structured result documents. To restrict the na-
vigation space, we propose as well the idea of a new adaptive navigation techno-
logy that allows to reduce the number of pertinent simple links by using the XLINK
extended links (W3C1). So, we can apply our method on both simple and extended
links which is not provided by the existing works.

This paper is organized as follows.Section 2 presents a state of the art of some
works dealing with the navigation adaptation. In section 3, we expose the proposed
parameters for the navigation adaptation. In section 4, we detail our proposed nav-
igation adaptation method. In section 5, we evaluate our proposed method. Finally,
we present the conclusion and our perspectives.

2 State of the Art

All materials on several works studying navigation problems have been proposed
to provide the user with an adaptive navigation support. We propose to classify the
works that we will study in this state of the art into three categories.

The first category mainly adapts the navigation by only adapting the presentation
of links according to the user’s preferences, knowledge, history, etc., by means of
the adaptive navigation support technologies. The AHA! [4], for example, applies
the link hiding technology [2][7] to irrelevant links and the link annotation technol-
ogy [2][7] to the remaining links by using different colors depending on the user’s
model. Web Watcher [1] and ELM-ART [11] are the most popular adaptive hyper-
media systems that use the direct guidance technology [2] to suggest a link to the
”next best” page or document for the user to visit. Hypadapter [8] is the first system
that introduced the link ordering technology. The idea is to put the links in order of
relevance according to the user’s model. WebIC [15] and ELM-ART [11] are among
the systems that use the link generation technology [2]. This technology provides
new links to documents deemed relevant to the user’s profile.

The second category aims to provide one or more links to the best nodes (doc-
ument, page). These latter are identified by means of different methods that vary
from one system to another depending on the objectives and the application areas.
The adaptive system proposed by Verma et al. [10] calculates and ranks the weight
of each web page in the priority of descending order according to click-count, hy-
perlink weight and most frequent visits to the webpage. Then, it proposes a direct
link to the first page. Wanga et al. [12] analyze navigation paths of websi-te visitors
to identify the frequent surfing paths and provides the user with a set of links that
leads to the next visited web pages. Seo et al. [9] propose two methods to navigation
adaptation. The first one suggests the next link to be followed by the user and the
second one generates quick links as additional entry points into Websites.

1 http://www.w3.org/TR/xlink11/

http://www.w3.org/TR/xlink11/
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The third category suggests the best navigation path allowing the user to reach re-
levant information with fewer clicks. The identification of this path varies from one
system to another. The system proposed by Chiou et al.[3] provides the best naviga-
tion path between u-learning objects according to the student’s personal and envi-
ronmental situation. This path is determined by using a meta-heuristic or a heuristic
based algorithm. These algorithms take as input a set of ubiquitous environment
specific parameters that are related to the learner, the environment and the learning
objects. In [5] the authors propose a system that analyses Web logs to identify the
best navigation path by skipping irrelevant nodes and providing shortcuts to popular
nodes. The system proposed in [15] extracts the links and the key words from the
already visited pages in order to propose a set of links that lead to the relevant pages.

We notice that all the already mentioned works adapt the navigation without of-
fering the user the opportunity to choose the next visited document. Moreover, the
used navigation adaptation technologies and the proposed methods are applied only
on simple links lead to only one document or page, we propose an adaptation naviga-
tion method that identifies the best navigation path. This method allows a better use
of the adaptive navigation technologies in order to allow the user to freely choose
the next visited document. Also, we propose the idea of a new adaptive naviga-
tion technology called ”Extended Link Technology” based on the XLINK extended
links. So, our method can be applied to simple and extended links.

3 Proposed Parameters for Adaptation

The main objective of our work is to provide the user with the best navigation path
between the semi-structured result documents which depends on his current situa-
tion. We propose to describe this situation by using three parameters:

• The related parameters of user’s history: these parameters are a part of the user
profile. They allow to describe the history of user. We distinguish two parame-
ters: one for the session and another for the user. The first one is consisted of
the number of sessions and their duration. As for the second one, it is made up
by the visited documents which are identified by, the number of access to each
document, the spent time on each document, the visited links and the number of
clicks on each link. In the end of each session, these parameters are updated or
stored in the user’s profile in order to be taken into account in the next sessions.

• The related parameters of the result documents: these parameters allow to de-
scribe a document by three elements: (i) the Unified Resource Locator, (ii) the
required device configuration which is limited to the Operating System and the
Random Access Memory and (iii) the specific domains, knowing that a do-
cument can belong to one or several domains/sub-domains. For each domain,
we specify the benefit of the document which depends on the domain. It is sim-
ilar to the profit of learning object proposed in [3]. It is a value ranged from 0
to 1. It can be identified by the document’s author based on the rele-vance of the
document’s content to each domain/sub-domain.
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• The Related Parameters to user’s device: the user can access the system via dif-
ferent devices with various configurations. In our work, we are interested in using
only the operating system and the size of the RAM to avoid the blocking state of
the device while displaying a document. These parameters are detected and used
only in the current session.

4 Proposed Navigation Adaptation Method

To solve the disorientation problem, we propose a method for adapting the naviga-
tion that allows to identify the best navigation path between the returned documents.
This method is based on a new adaptive navigation technology called ”Extended
Link Technology” and based on the XLINK extended links. Our method is the core
of the Navigation Adaptation Engine (NAE) which is the main component respon-
sible for the navigation adaptation in our architecture ”MEDI-ADAPT” [14]. It is
mainly based on a heuristic algorithm using the already presented parameters (See
section 3) and the calculation equations related to documents (See section 4.2).

4.1 Proposed Heuristic Algorithm

The proposed heuristic algorithm takes the previously cited parameters and the re-
sult documents as input in order to provide the best navigation path between these
documents as output. It is illustrated by the flowchart in figure 1.

Fig. 1 Flowchart of the proposed heuristic algorithm
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When the user launches a query, the system executes this query and receives
result documents from sources. The Navigation Adaptation Engine receives these
documents and all the required parameters in order to start the navigation adaptation
process. First, the algorithm calculates each document’s score by using the equation
1 (See subsection 4.2). Then it identifies the best navigation path between these
documents. Next, it selects the first document of the path and determines the scores
of each link. Finally, it adapts the document by means of the suitable navigation
adaptation technologies and display it to the user.

Whenever the user clicks on a link, the target document is selected, and the algo-
rithm reiterates from the determination of the links’ scores ( Step 4) until the end of
the session. In case of a new query, the algorithm restarts from step 1.

4.2 Identification of the Navigation Path

In order to identify the best navigation path between the result documents (Step 4
in the flowchart of figure 1), we propose an algorithm called ”Identify the naviga-
tion path” (See Algorithm 2). To distinguish between result documents, in terms of
relevance, this algorithm must firstly assigns a score to each document (Step 3 in
the flowchart of figure 1). This score is calculated by a function called ”Calculate
Document Score” (See Algorithm 1) using the equation (1), (2) and (3).

Doc Score(di) =
bene f it(di)+Doc Freq(di)+ tm(di)

Cp
(1)

benefit(di), Doc Freq(di) and tm(di) denote respectively the access benefit of the
document di, the frequency of the access to the document di (equation (2)) and the
spent average time on the visit of the document di (equation (3)). Cp is a constant
that assumes 1 as a value when the user’s device manages to view the document,
otherwise, it assumes 10. This value is resulted from a comparison between the
configuration of the used device and the required device configuration to display the
document.

Doc Freq(di) =
nb acces(di)
nb total doc

(2)

nb acces(di) represents the access number to the document di and nb total doc rep-
resents the total number of the accessed documents during all sessions.

tm(di) =
∑ t(di)

∑nbsession
k=1 tk

(3)

tm(di) corresponds to the ratio of the total time of visiting the document di and the
total time of all sessions .

The algorithm 1 describes the function ” Calculate Doc Score” that calculates
the score of document. This function takes as parameters the history of user
(user history), the selected document (doc reslt) and its benefit (benefit(doc reslt)).



212 R.Z. Rebai, C.A. Zayani, and I. Amous

It returns the score according to the equation (1) which uses the frequency of doc-
ument (doc freq(doc reslt)), the average time spent (tm(doc reslt)) and the constant
(Cp). These latter, are respectively presented in lines (3), (4) ,(5) of the algorithm 1.

1.Algorithm 1: Calculate_Doc_Score
2.Input: doc_reslt,user_history,benefit(doc_reslt)
3.Output: Doc_Score(doc_reslt)
3.begin
4. Doc_Freq(doc_reslt)=Calculate_freq(doc_reslt,

user_history);
5. tm(doc_reslt)=Calculate_tm(doc_reslt, user_history);
6. Cp=Calculate_Cp(doc_reslt);
7. Return Doc_Score(doc_reslt); //(cf. Equation1)

8.end.

The algorithm 2 ”Identify the navigation path”, allows to identify the best naviga-
tion path between the result documents. For each document in result documents
(list doc reslt), it extracts the benefit (line (7)) from meta-document and calculates
its score. This score assumes the benefit’s value when the document has never been
visited (line (11)). Otherwise, it is calculated by means of the equation (1) using the
user history parameters (line (9)).

1.Algorithm 2: Identify the navigation path
2.Input:list_doc_reslt,user_history,best_navigaion_path
3.Output: best_navigaion_path
4.begin
5. for each(doc_reslt in lis_doc_reslt)
6. begin
7. benefit[doc_reslt]= Extract_benefit(doc_reslt);
8. if(doc_reslt in user_history)then
9. Doc_Score[doc_reslt]=Calculate_Doc_Score

(doc_reslt,benefit,user_history);
10. else
11. Doc_Score[doc_reslt]= benefit[doc_reslt];
12. end
13. best_navigaion_path=Determine_path(Doc_Score, lis_doc_reslt);
14. Return best_navigaion_path;

15.end.

4.3 The Used Navigation Adaptation Technologie

Brusilovsky [2] ”Adaptive navigation support is a specific group of technologies
that support user navigation in hyperspace, by adapting to the goals, preferences and
knowledge of the individual user”. These technologies help the user to easily dif-
ferentiate between links and find his needs. Many links (contextual, non-contextual,
index, etc.) can mislead the user to docu-ments related to a domain different to the
current one. So, we propose to apply on these links the ”disabling link technology”.
To guide the user to the next best unvisited document in the defined path, we propose
to use the ”direct guidance technology”. When the link does not exist, we generate
a direct link and apply the ”annotation link technology”. Otherwise, we only apply
the ”annotation technology”. In order to provide the user with the opportunity to
choose the next document to visit among the returned documents, we propose to
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generate in the current docu-ment an index table that leads to the remaining path
documents. This table is generated by using the ”generation technology” and or-
dered by the ”ordering technology”. To reduce the number of contextual links in the
document and enable the user to have an idea about the related domain of each link,
we suggest to generate, at run time, a set of XLINK2 extended links from simple
links. An XLINK extended link ”is a link that associates an arbitrary number of re-
sources. The participating resources may be any combination of remote and local”.
So, we propose to regroup several simple links that belong to the same sub-domain
into a single extended link. The founded extended links will be generated and take
the sub-domain’s na-me as a title. Then, the resources of each extended link are
subsequently reordered by using the ”ordering technology” and annotated by the
”annotation link technology”.

5 Evaluation

In order to evaluate the proposed method, we use a corpus of 110000 documents
of INEX 2007 French version, which is a part of the collection WIKIPEDIA XML.
Documents in this corpus are related to one or more domains/sub-domains and con-
taining XLINK simple links. To apply our method, an additional work in our labora-
tory was performed in order to add to these documents a correspondent domain/sub-
domain benefits. Given one user launches this query: ”Documents related to the
norms and computer standards”. As a result to this query, the system provides 11
documents (links) in random order. We propose to evaluate the first four steps of
our proposed heuristic algorithm (the documents’ score and rank). Figure 2 shows
(i) the variation of the returned documents scores based on (A) the benefits, (B)
these latter and the user’s history related parameters , (C) the equation 1, and (ii)
the variation of the returned documents rank based on the different scores (D). We
notice that the scores of documents change according to the parameters taken into
account (See figure 2/A). According to these scores, the system affects the docu-
ment ranks in the navigation path (See figure 2/B). The obtained rank based on the
benefit considers only the content of documents. Thus, the result navigation path is
mostly not adapted to the user’s current situation. So, the best navigation path is the
one that takes into account at the same time the benefit, the user’s navigation history
and the used device. In fact, the content of the ASCII document appropriately re-
sponds to the user’s query (Figure 2/A/a) and it is frequently visited (Figure 2/A/b).
But, by taking into account the device, this document takes the position 9 (from 2
to 9; see figure 2/B). This is due to the incompatibility of configurations of device
and document. Furthermore, XML document is frequently visited and the configu-
ration of the user’s device is compatible with the required one, thus it has the same
rank in the three cases (See figure 2/B). Moreover, the XSL document is frequently
visited and does not cause a compatibility problem (Figure 2/A/b and 2/A/c). So, its
rank is well improved by the user’s history (from 5 to 3) and by equation 1 (from 5

2 http://www.w3.org/TR/xlink11/

http://www.w3.org/TR/xlink11/
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Fig. 2 Evaluation of the first four steps of the proposed algorithm. (A) Variation of the docu-
ments’scores given by (a) document benefits, (b) this latter and the user’s history and, (c) the
equation 1. (B) Variation of the documents’rank.

to 2). This means that the use of the equation 1, and more explicitly the combina-
tion of the user’s history with the device’s configuration, can improve the navigation
adaptation.

6 Conclusion

In this article, we have proposed a navigation adaptation method that provides the
user with the best navigation path between the returned semi-structured documents
meeting his request and taking into account his navigation history and device’s con-
figuration. In this method, we also propose the idea of a new adaptation navigation
technology which is mainly based on the XLINK extended links. As it is shown
in the evaluation, our proposed method reorders documents result according to the
current situation of each user in order to minimize wasted time and reduce the dis-
orientation problem. In the continuation of our work, we aim firstly to apply the
XLINK extended links as a new adaptive navigation technology and evaluate its
use. Secondly, we intend to evaluate our proposed method with more than one user
and evaluate their satisfaction. Then, we plan to propose a generic model of the user
profile independent of the application area. Finally, we are going to propose and
implement a learning method that reduces the profile to the most relevant content.
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Relational Schema Summarization:
A Context-Oriented Approach

Marcus Sampaio, Jefferson Quesado, and Samarony Barros∗

1 Introduction

Query a database by users unfamiliar with its schema can be a challenging
test due mainly to the difficulty of understanding dozens or more of possibly
poorly designed inter-linked tables, beyond outdated or missing documenta-
tion (usability problem). Such users include database developers and sophis-
ticated users: they may eventually need to acquire detailed knowledge of the
schema, and then their ability to do so would be greatly improved if they
could start with a simplified, easy-to-read schema. Simplified and easy-to-
read schemas have been studied within a research direction called database
schema summarization [8, 10, 11, 12, 13].

Existing summarization algorithms [10, 11] generate general purpose
summaries, ie query-independent. The drawbacks of these solutions seem ev-
ident: it is quite possible that a generic summary is not exactly suitable
for many types of query, although such a supposition should be confirmed
experimentally.

In this paper, we propose a new model of relational schema summarization,
based on the notion of context. A context is a subschema of a database
schema that is complete for a set of related queries. Our summarizationmodel
aims to summarize contexts, so that the summaries are well designed and
documented, structurally simple and still complete.

We developed a programming language to generate context summaries as
they are formally specified by domain experts. We conducted an experimental
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study on the usability of a public database with the help of its context sum-
maries, comparing ourmodel with a previous seminal genericmethod: the gains
in usability with our context summaries far surpassed those with generic sum-
maries.

Section 2 is an extensive example of use of our context-oriented summaries.
Related work is the subject of Sect. 3. Our summarization model is detailed
in Sect. 4. A model solution is presented in Sect. 5. A model evaluation is
discussed in Sect. 6. Section 7, Conclusion, closes the paper.

2 Context-Oriented Summaries: An Extensive Example

Consider the well-known database The Internet Movie Database (IMDb)1,
having movie as its main entity. Its relational schema is very complex, about
60 tables, and has evolved in an ad hoc way, with inevitable design problems.

In Fig. 1, we see a part of the IMDb schema: it is linked to the rest of
the schema from the tables Movies and Actor, as follows: table Movies is
referenced by other 22 tables not appearing in Fig. 1 and Actor by 1 table.

It is natural that for a user group with similar information needs about
movies, only a small subset of the IMDb schema – a context – is likely to be
of interest.

Fig. 1 Movie Team IMDb Context

Figure 1 also shows one context: Movie Team. Regarding this context,
users are interested inmovie teams (tables Actor, Composer, Director, Editor,
Producer and Writer) and their related entities movies (table Movies).

Basically, the first idea of context is to circumvent the complexity of the
underlying database: we can say, for example, that the context Movie Team
is structurally very simple, compared to the whole IMDb schema. Unfortu-
nately, it still suffers of the idiosyncrasies of IMDb: we limit ourselves to
quote one design problem, that is the lack of standardization of names of

1 Script for creating and loading the database downloaded from:
http://www.dis.uniroma1.it/∼degiacom/didattica/semingsoft/
seminari-studenti/08-09-09%20-%20SIS%20-%20Valerio%20Del%
20Grande%20-%20Junio%20Valerio%20Franchi/DB/

http://www.dis.uniroma1.it/~degiacom/didattica/semingsoft/seminari-studenti/08-09-09%20-%20SIS%20-%20Valerio%20Del%20Grande%20-%20Junio%20Valerio%20Franchi/DB/
http://www.dis.uniroma1.it/~degiacom/didattica/semingsoft/seminari-studenti/08-09-09%20-%20SIS%20-%20Valerio%20Del%20Grande%20-%20Junio%20Valerio%20Franchi/DB/
http://www.dis.uniroma1.it/~degiacom/didattica/semingsoft/seminari-studenti/08-09-09%20-%20SIS%20-%20Valerio%20Del%20Grande%20-%20Junio%20Valerio%20Franchi/DB/
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tables and columns. What was the reason for Movies in plural in the context
Movie Team, while the names of all other tables are in singular? Why not
Movie StarredBy Actor instead of Movies Actor2Movie Actor? Indeed, sev-
eral other kinds of problems exist, which makes it difficult to use the IMDb.

Other issues: (1) users might be interested only in table projections; (2)
as actors, composers, directors, editors, producers and writers are persons,
a single table Person could represent them in order to simplify the schema;
and (3) lack of proper documentation.

IMDb usability must improve with the summarization of this context. For
instance, Fig. 2 is aMovie Team summary for theMovie Team context in Fig.
1. Note how it is well designed: the entities Movie and Person, represented
by their homonym tables, are related by the N:M HasTeam relationship, rep-
resented by the homonym table and whose primary key is the composition
of the foreign keys codMovie and codPerson. All tables have their names
in the singular and their first letters are capitalized. The first letter of the
columns is lowercase. A primary key is always a surrogate, and its name is
standardized as cod<table>. The summary is much simpler than its context:
the table Person is a generalization of 6 tables of the context Actor, Com-
poser, Director, Editor, Writer and Producer; in turn, the table HasTeam is
a generalization of 6 context tables: WriterBy, ProdBy, EditBy, DirectedBy,
Actor2Movie and MusicBy. The columns of the tables Movie and Person are
only those of the Movie Team context that were identified as relevant for
a certain user group. Very interestingly, the summary tables are abstract,
ultimate reason for their simplicity.

Fig. 2 Movie Team Summary

The summary in Fig. 2 must be programmed by an expert, using a sum-
mary definition language. Basically, the program must contain the specifi-
cation of the summary tables and the summary-context mapping rules as
partially explained in the previous paragraph.

Assuming that the user wants to know the director and actors who worked
in the film “The Godfather”, he easily formulates his SQL query directly over
the Movie Team summary, as in Fig. 3 a. But this query is not executable.
However, with the help of the summary-contextmapping rules the user can be
guided to the equivalent complex executable query in Fig. 3 b. This process –
the summary at the first place, then its context – should be more productive
than querying directly over the context.

In Sect. 4 we detail our summarization model, while in Sect. 5 we discuss
a model solution that assures consistent queries over context summaries.
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select m.title , p.name , p.ptype
from Movie m, Person p, HasTeam ht
where m.title ="Godfather , The"
and m.codmovie = ht.codmovie
and ht.codperson= p.codperson
and p.ptype in ("Actor", "Director");

(a)

select m.title , d.name , d.surname ,
a.name , a.surname ,

from Movies m, Actor a, Actor2Movie am,
DirectedBy db , Director d
where m.title= "Godfather , The"
and m.id=db.movie
and m.id=am.movie
and am.actor=a.id
and db.directorN=d.name
and db.directorS=d.surname;

(b)

Fig. 3 Query over: a Movie Team Summary b Movie Team Context

3 Related Work

First of all, let us examine how view and summary have been addressed in
the literature. The result of our investigation is synthesized in Table 1.

Table 1 View and Summarization in the Literature

Name What is Generation mode Application

Materialized View[5] Table schema and its
extension

SQL conjunctive query Query optimization

Materialized View[1] Table schema and its
extension

SQL conjunctive/ aggre-
gate query

Query optimization

Materialized View[2] Table schema and its
extension

Unrestricted SQL query Query optimization

Restructured View[7] Table schema and its
extension

Extended relational al-
gebra

Query optimization

Restructured View[6] Table schema and its
extension

Conjunctive/ aggregate
S-LOG rule

Query optimization

Schema Summary[11] Importance / coverage
oriented schema

Algorithm BalanceSum-
mary

Database usability

Schema Summary[10] Importance / similar-
ity oriented schema

Algorithm GreedyClus Database usability

Summaries are much more flexible and powerful than view: they are
database schemas à part entière, and are generated by specialized algorithms
for database usability purposes (see the last two rows of Table 1). The most
obvious requirement of a summary is that it ‘summarizes’, ie the size of a
summary2 should be smaller than the size of the schema that is the object
of summarization. But each approach has its specific requirements.

The summaries in [11] and [10] differ in their properties: importance and
coverage in the first model, and importance and similarity in the second. Im-
portance of a table in [11] is measured by the number of links to the table
and by its cardinality; importance in [10] extends the concept in [11] weigh-
ing the contents of the table. Thus, both BalanceSummary algorithm [11]
and GreedClus algorithm [10] recognize that the Movies table (see Fig. 1)

2 The size of a schema is measured by the number of its tables and of its table
columns.
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is a right candidate to appear on the summarization of IMDb. While Bal-
anceSumary also explores the coverage (via referential links) of an important
table, GreedClus searches for other tables that are similar to an important
table, according to a distance criterion. The two summarization algorithms
may generate summaries with abstract elements (for example, a virtual table
that is a cluster of real tables). In common, the two algorithms totally ignore
user queries: they implement generic summarization models. It is therefore
unclear that they can be useful for many usage scenarios.

The proposals in [8] and [12] deepen the discussion on database usability,
but in both the basic summarization algorithm is still BalanceSummary. The
work in [13] is not exactly on summarization; however, it discusses important
schema summarization principles.

Context-aware database is also a topic related to our work. A context in [9]
associates differente context-relevant entities under certain critera. Unfortu-
nately, the model does not support the fundamental requirement of abstract
entity.

Unlike the generic summarization models in [11] and [10], our summa-
rization model is targeted for specific summaries, based on the hypothesis
that the gains in usability with specific summaries can far surpass those with
generic summaries.

4 Summarization Model

In this section, we give details of the two models that build up our summa-
rization framework.

4.1 Context Model

Conceptually, a context is a subset of a conceptual database schema, with
these peculiar characteristics: some of the entities are pivotal, while some oth-
ers are terminal. The remaining entities, if any, are ordinary. Pivotal entities
are those of primary interest of the users of the context; a terminal entity is
the last entity in a chain of related entities since its pivotal entity, possibly
including ordinary entities in the middle. Formally, we have:

Definition 1 (Conceptual Context). A conceptual context CC of a con-
ceptual database CD is a proper subset of the entities of CD, ie CC ⊂ CD.
Each entity e ∈ CC has a type t ∈ {pivotal, terminal, ordinary}.

For each pair (pivotal ∈ CC, terminal of pivotal ∈ CC), there exists at
least a path of entities and their relationships →ER, in the following se-
quence: pivotal →ER e1; . . . ; en →ER terminal, in which e1, . . . , en ∈ CC,
ei ∈ {e1, . . . , en} is ordinary and {e1, . . . , en} may be ∅.
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Logically, a context is a subset of a relational database schema, in which
its pivotal, terminal and ordinary tables respectively represent the pivotal,
terminal and ordinary entities of the concerning conceptual context. The
remaining tables of the logical context, if any, are referential tables and rep-
resent relationships between entities of the conceptual context. Formally, we
have:

Definition 2 (Logical Context). A logical context LC of a relational
database RD is a proper subset of the tables of RD, LC ⊂ RD, in the
following way: (1) each tab ∈ LC represents either an entity or a relationship
between entities of the underlying conceptual context; and (2) each tab ∈
LC has a type t ∈ {pivotal, terminal, ordinary, referential} depending
on the type of the concept that it represents: pivotal entity, terminal entity,
ordinary entity or relationship between entities.

For each pair (pivotal ∈ LC, terminal of pivotal ∈ LC), there exists at least
a path of tables, in the following sequence: pivotal; tab1; . . . ; tabn; terminal,
in which tab1, . . . , tabn ∈ LC, tabi ∈ {tab1, . . . , tabn} is ordinary or referential
and {tab1, . . . , tabn} may be ∅.
Remember the Movie Team context in Sect. 2. Its pivotal entities are Ac-
tor, Editor, Director, Writer, Producer and Composer, while Movies is their
common terminal entity. The pivotal-terminal paths are: Actor Actor2Movie
Movies; Editor EditBy Movies; Director DirectedBy Movies; Writer WriterBy
Movies; Producer ProdBy Movies; and Composer MusicBy Movies. There is
no ordinary entity.

The corresponding logical context is illustrated in Fig. 1, Sect. 2. Pivotal
tables: Actor, Editor, Director, Writer, Producer and Composer. Common
terminal table: Movies. Referential tables: Actor2Movie, EditBy, DirectedBy,
WriterBy, ProdBy and MusicBy. Pivotal-terminal paths: Actor Actor2Movie
Movies; Editor EditBy Movies; Director DirectedBy Movies; Writer WriterBy
Movies; Producer ProdBy Movies; and Composer MusicBy Movies.

A logical context must observe this size constraint:

Constraint 1 (Size constraint). The size of a logical context LC must be
smaller than the size of the underlying relational database RD, that is to say,
|LC|<|RD|.
Taking into account only the tables, the Movie Team context size is 13 (!
60).

Syntactically, our notion of context exhibits some similarity with entity
template in [4]: however, in a entity template there is only one pivotal table.

4.2 Summary Model

A summary must summarize its context: in this sense, it is context-oriented.
The summarization is achieved by means of reductive abstractions of



Relational Schema Summarization: A Context-Oriented Approach 223

entities in the context. In addition, a summary shall not propagate the possi-
ble idiosyncrasies of the design of the context. Otherwise, there is no formal
difference between summary and context.

Summary abstractions must be compliant with the mapping constraint
and with the structural constraint:

Constraint 2 (Mapping constraint). Every abstract entity in a summary
must be mapped onto concrete entities in its context.

Constraint 3 (Structural constraint). Abstract entities must not be struc-
turally more complex than their corresponding entities in contexts.

Corollary 1. Given a summary S and its context C, the size of S is less than
or equal to the size of C, ie |S|≤|C|.
Summary design must be compliant with the design constraint as follows:

Constraint 4 (Design constraint). A summary must comply with best
practices of database design [3].

The constraints 2, 3 and 4 ensure that summaries summarize and are well
designed. More precisely:

Well-formed summary. A summary is well-formed if it is compliant with
the mapping, structural and design constraints.

The reader can easily check that the Movie Team summary in Fig. 2 – Sect.
2 – is well-formed.

5 A Model Solution

In this section, we present our algorithm Summarizer which generates
context-oriented summaries according to the summarization model discussed
in Sect. 4.

5.1 System Architeture

The system architecture is shown in Fig. 4.

Fig. 4 The Summarizer Architecture
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Summarizer is an interpreter of our Summary Description Language
(SDL). A domain expert formalizes his summary in the form of an SDL
program. The inputs to Summarizer are: the logical SQL context of the sum-
mary and the SDL program. Summarizer then interprets the program with
the help of the SQL context and produces as outputs: the logical SQL sum-
mary and a graph with the mapping rules of the summary onto the context.

5.2 Summary Definition Language

An SDL program basically consists of: (1) logical description of the summary
(tables, columns and integrity rules); and (2) as the logical summary must
be mapped onto its SQL context.

SUMMARY MovieTeam FROM CONTEXT MovieTeam (
SUMMARY TABLE Person (

SPECIALIZATION (Actor , Director)
COLUMNS (

codPerson IDENTIFIER USE SPECIALIZATION
name USE SPECIALIZATION .(name || surname)
ptype ENUM ("actor" MAP Actor , "director" MAP Director)

)
)
SUMMARY TABLE Movie (

COLUMNS (
codMovie IDENTIFIER USE Movies
title MAP Movies.title

)
)
SUMMARY TABLE HasTeam (

SPECIALIZATION (Actor2Movie , DirectedBy)
COLUMNS (

codPerson REFERENCES Person REF_MAP (
Actor2Movie.actor REFERENCES Actor.id , DirectedBy .(directorN ,

directorS) REFERENCES Director .(name , surname))
codMovie REFERENCES Movie REF_MAP (( Actor2Movie ,

DirectedBy).movie REFERENCES Movies.id)
)
IDENTIFIER (codMovie , codPerson)

)
)

Fig. 5 An SDL Program (Partial)

Figure 5 is a partial SDL program that specifies the logical Movie Team
summary together with its mapping rules onto the SQL Movie Team con-
text: for brevity and without loss of clarity, we omitted the context tables
Composer, Editor, Producer and Writer in the mapping rules. Notice that
the context is easily obtained from the SQL schema of the database IMDb
(see Definition 2 – Sect. 4.1).

The SDL program starts with the SUMMARY clause, containing the sum-
mary and context names. The program continues with three SUMMARY TA-
BLE clauses concerning respectively the tables Person, Movie and HasTeam
(see also Fig. 2 – Sect. 2).

In a general way, a summary table specification involves: table name, col-
umn names, integrity rules and mapping rules. A mapping rule can be one
of these types: SPECIALIZATION, USE, ENUM, MAP and REF MAP.
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The specification of the table Person tells that it is a specialization of the
tables Actor and Director in the context (mapping rule SPECIALIZATION).
Column codPerson is a surrogate, indicated by IDENTIFIER: the mapping
rule USE SPECIALIZATION indicates that it is mapped onto the primary
keys of the context tables Actor and Director. The mapping rule for the col-
umn name is also USE SPECIALIZATION, indicating now that Person.name
is a concatenation of name and surname, in Actor and Director. Finally, for
the column ptype the enumeration values actor and director are respectively
mapped (MAP) onto the context tables Actor and Director.

The novelty in the specification of the table HasTeam is that each its
foreign key (clause REFERENCES) has associated to it a mapping rule
REF MAP, that maps foreign keys in the summary onto foreign keys in the
context.

With basis on the mapping rules of a SDL program, Summarizer auto-
matically generates a directed graph Summary-Context as shown partially in
Fig. 6 for Movie Team summary and context.

Fig. 6 Movie Team Summary-Context Graph (Partial)

In the graph, filled arrows are structural links, dashed arrows are referential
links and dotted arrows are mapping links3.

The upper graph represents the Movie Team summary, while the bottom
one represents its context. The two parts are connected by mapping links.

All the elements of the graph are found in the SDL program in Fig. 5 and
in the SQL context. The need of the SQL context is justified by the fact
that identifiers in summaries are always mapped onto primary keys found
in contexts (mapping rule IDENTIFIER). Thus, for example, the identifier
Person.codPerson is mapped onto Actor.id and Director.(name, surname),
where id and (name, surname) are primary keys in the Movie Team context.

3 Our summary-context graph keeps strong similarities with the schema graph in
[11]: the differences are mainly syntactical.
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5.3 Summarization Methodology

The question that is posed now is: how should a development process be
so that a sophisticated user or a user programmer can program their SQL
queries over complex databases with quality and low cost, with the help of
summaries?

The first thing to remark is that the conceptual and logical designs of sum-
maries are the responsibility of domain experts. The activities of an expert
include five steps:

Step 1: Conceptual Entity-Relationship (ER) design of the context;
Step 2: Logical SQL design of the context;
Step 3: Conceptual ER design of the summary;
Step 4: SDL programming: logical summary + summary-context

mappings;
Step 5: Run Summarizer and save the SQL summary and the

summary-context graph;
With regard to the user, the two steps are the following:
Step 6: SQL query over the SQL summary;
Step 7: SQL query over the SQL context with the help of the SQL

query over the SQL summary and of the summary-context
graph.

Consider that the SQL summary and the summary-context graph generated
in the step 5 refer to the Movie Team summary and context. Now suppose
the user wants to submit to the summary this query Who are the director and
actors in the film The Godfather? His ultimate goal is to write an executable
SQL query over the Movie Team context, as in Fig. 3 b. – Sect. 2. First
(step 6), he quickly writes a SQL query over the Movie Team summary, as in
Fig. 3 a. – Sect. 2. Next (step 7) he maps, with the help of the Movie Team
summary-context graph, the query over the summary onto the executable
query over the Movie Team context. For this, the user navigates on the graph
in Fig. 6 from top (summary) to bottom (context).

6 Experimental Evaluation

The goal of our experiments was to confirm the hypothesis that the gains in
database usability with context-oriented summaries can far surpass those
with generic summaries (usability hypothesis). For testing, we used the
database IMDb, with its 60 tables.

To validate the usability hypothesis, our algorithm Summarizer was com-
pared with the algorithm BalanceSummary [11]. The metric chosen was that
of [11], called Query Discovery Cost (QDC). QDC is the effort required on
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the user to locate his query elements in a summary-context graph (Step 7 -
Sect. 5.3). We assume that the user ‘visits’ one element at a time, and charges
one unit for each element visited that is not in the query. The QDC for a
particular query is the total charge accumulated by the time all elements in
the query are visited.

Table 2 synthesizes our comparative QDC study. We generated 5 Summa-
rizer summaries (the 5 columns of the middle part on Summarizer, Table
2) with their summary-context graphs. For each summary, each one of two
lecturers of computer science and three application developers randomly se-
lected 2 exclusive queries in natural language – intention queries – and then
calculated the QDC of each intention query (grand total of 5 × 5 × 2 = 50
intention queries). The average QDC values by summary appear in the line
“w / summary”. The second line, “saving”, contains values that indicate
how much the QDC with the use of summary-context graphs was lower than
without them, ie, using only the IMDb schema for the computation of the
QDC.

Table 2 Comparison Summarizer versus BalanceSummary

Summarizer

QDC (Avg) Movie Team Studio
& Distributor

Country Producer Actor All 50
queries

w/ summary 2.4 1.8 1.0 1.1 2.0 1.5

saving 18.1 24.2 43.5 39.6 21.8 25.6

BalanceSummary

QDC (Avg) 10-size 25-size 40-size 60-size 75-size

w/ summary 37.6 41.5 28.4 22.5 26.7

saving 1.2 1.1 1.5 1.9 1.6

For the tests with BalanceSummary, our version of the algorithm gener-
ated 5 generic summaries, with sizes 10, 25, 40, 60 and 75 (the 5 columns
of the middle part on BalanceSummary, Table 2): their summary-context
graphs were constructed manually, based on the summary-database graph
in [11]. The same 50 intention queries were submitted to each one of the
BalanceSummary summaries.

To allow a direct comparison of algorithms, the column “All 50 queries”
in the part Summarizer of Table 2 contains the w / summary and saving
averages for all 50 intention queries. This column is directly comparable with
the 5 columns in the part BalanceSumary: the advantages of Summarizer are
always meaningful.

We can conclude that the goal of our experiments has been achieved:
the gains in database usability with Summarizer, whose model is context-
oriented, can far surpass those with BalanceSummary, whosemodel is generic.
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7 Conclusion

Database systems can often have complex and poorly designed schemas. We
proposed a relational schema summarization model suitable for database us-
ability, in order to manage these problems of complexity and design. Unlike
previous summarization models, our model relies on the idea of context of
summarization. A context is a subschema of a database schema that is com-
plete for a set of related queries. Our summaries are then context-oriented.
We suggested mapping, structural and design constraints as three relevant
constraints by which to judge the quality of a context summary, with regard
to database usability. We presented a methodology to develop high quality
context summaries, based on our summarization model. The feasibility of
our summarization model was evidenced through its empirical evaluation: we
are not aware of another context-oriented solution that reached our level of
quality of schema summaries.

References

1. Afrati, F., Chirkova, R.: Selecting and Using Views to Compute Aggregate
Queries. In: International Conference on Database Theory, pp. 383–397 (2005)

2. Agrawal, S., Chaudhuri, S., Narasayya, V.: Automated Selection of Materialized
Views and Indexes for SQL Databases. In: 26th International Conference on
Very Large Databases, pp. 496–505 (2000)

3. Blaha, M., Premerlani, W.: Object-Oriented Modeling and Design for Database
Applications. Prentice-Hall (2008)

4. Chakaravarthy, V.T., et al.: Efficiently Linking Text Documents with Relevant
Structured Information. In: VLDB 2006, pp. 667–678 (2006)

5. Chaudhuri, S., Krishnamurthy, R., Potaminianos, S., Schim, K.: Optimizing
Queries with Materialized Views. In: 11th IEEE International Conference on
Data Engineering (IEEE ICDE 2011), pp. 190–200 (1995)

6. Chen, D., Chirkova, R., Sadri, F.: Query Optimization Using Restructured
Views: Theory and Experiments. Information Systems 34, 353–370 (2009)

7. Cunningham, C., Galindo-Legaria, C.A., Graefe, G.: PIVOT and UNPIVOT:
Optimization and Execution Strategies in an RDBMS. In: 30th VLDB Confer-
ence, pp. 998–1009 (2004)

8. Jagadish, H.V., et al.: Making Database Systems Usable. In: SIGMOD 2007,
pp. 13–24 (2007)

9. Roussos, Y., Stavrakas, Y., Pavlaki, V.: Towards a Context-Aware Relational
Model. In: Proceeding of the Contextual Representation and Reasoning Work-
shop of the 5th International and Interdisciplinary Conference on Modeling and
Using Context, CONTEXT 2005 (2005)

10. Yang, X., Procopiuc, C.M., Srivastava, D.: Summarizing Relational Databases.
In: VLDB 2006 (2009)

11. Yu, C., Jagadish, H.V.: Schema Summarization. In: VLDB 2006 (2006)
12. Yu, C., Jagadish, H.V.: Querying Complex Structured Databases. In: VLDB

2007, pp. 1010–1021 (2007)
13. Wu, W., et al.: Discovering Topical Structures of Databases. In: SIGMOD 2008,

pp. 1019–1030 (2008)



Semantic Approach to Cluster Validity Notion

Elena Sivogolovko and Bernhard Thalheim

Abstract. In our research we formulate new concepts of the cluster quality based on
semantic point of view. In the presented cluster validity approaches quality of clus-
tering is measured according to correspondence between dataset and cluster struc-
ture or some cluster structure properties. Cluster semantic and user interests are not
considered. We present a semantic approach to cluster validity and a methodology
of its evaluation.

1 Introduction

Clustering techniques are widely used in many different areas, for example in web
documents mining, search results representation, ontology matching, personal in-
formation mining, decision making and etc. In recent years, a variety of different
algorithms - density-based, hierarchical, graph-based and others - were developed
in order to perform heterogeneous clustering tasks. With no doubts evaluation of
clustering results is an important part of the clustering process. With no quality es-
timation obtained cluster structure obviously could not be considered as reliable.

Discussions of the clustering quality should begin with a definition of what is it.
Obviously, quality itself is very complex notion. In the Data Quality area it is often
considered as the measure how well the data fits to their intended use. In Software
Quality area the ISO 9000 definition of quality is used:

“The totality of features and characteristics of a product or service that bear on its
ability to satisfy stated or implied needs” [2]
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In comparison with such definitions the existing cluster quality concepts look one-
sided. For example:

We define the “optimal” clustering scheme as the outcome of running a clustering
algorithm (i.e. partitioning) that best fits the inherent partitions of the data set [7]

and

The adequacy of a clustering structure refers to the sense in which the clustering
structure provides true information about the data, or the ability of recovered struc-
ture to reflect the intrinsic character of the data [9].

According to these definitions the question of cluster validity can be listed as “How
well does the obtained cluster structure fit the inherent partitions of the dataset?”
These definitions take into account only the correspondence between data set struc-
ture and cluster structure but not the user needs or some semantic reasons. We sup-
pose that cluster validity should be considered from the user point of view and clus-
ter semantic is also meaningful for cluster quality estimation. In general, data mining
aims to extract some knowledge from the given dataset. Consequently, the question
of cluster quality can be reformulated as “What knowledge was extracted from the
dataset by this clustering scheme?” We called this semantic approach to cluster va-
lidity. In our work we describe the methodology how semantic cluster validity can
be defined and measured.

2 Background

In conceptual modelling area the notion of quality is often divided on three different
concepts. Namely: a syntactic quality, a semantic quality and a pragmatic quality.
The syntactic quality is how well the model corresponds to the language. The se-
mantic quality is how well the model corresponds to the domain. The pragmatic
quality is how well the model corresponds to its audience interpretation [11]. We
adapt these notions to the cluster validity. We consider the syntactic cluster quality
as quality which can be measured according to some cluster structure features or
given dataset features as well. For example, well known criteria of the cluster struc-
ture quality, which are often used in the relative approach to the cluster validity, can
be listed as following [4].

• Compactness: The member of each cluster should be as close to each other as
possible.

• Separation: The clusters themselves should be widely separated.

These criteria are used if we want to choice one “the most optimal” cluster struc-
tures from several ones. They are derived from the clustering task definition: to
organize a collection of data items into clusters, such that items within a cluster are
more “similar” to each other than they are to items in the other clusters. One can
see, that the compactness represents the similarity between elements in the same
clusters and the separation represents the similarity between elements in different
clusters correspondingly. This cluster quality definition correlates with the quality
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notion, which was described in the previous section in a following way: a cluster-
ing algorithm should construct a cluster structure which should fit a inner structure
of a given dataset and its clusters should be as compact and separate as possible.
Different cluster validity indexes measured the compactness and the separation in
different ways. For example, in the Dunn index [6], which was constructed for crisp
and non-hierarchical cluster structures, the compactness is represented as a cluster
diameter:

diam(ci) = max
x,y∈ci

‖x− y‖
and the separation is considered as the distance between the most closest elements

d(ci,c j) = minx∈ci,y∈c j‖x− y‖

diam(ci). A general index formula can be listed as

D = mini, j∈{1...c},i�= j

{
d(ci,c j)

maxk∈{1···c} diam(ck)

}
For well-separated and compact clusters the distance between clusters is expected
to be large and the diameter of a cluster is expected to be small. Thus, according to
Dunn index definition, large values of the index indicate a “good” cluster structure.

Another approach to cluster quality, which is usually used in external and internal
cases, when user wants to validate an obtained cluster structure by itself, considers
the cluster quality from the statistic point of view. A cluster structure is valid if it is
”unusual” in some sense [9]. In general, clustering can be considered as retrieval of
some ”unusual” patterns in the data, and described approach to the cluster quality is
based on this clustering representation. In this case the question of cluster validity
can be formulated as: “Is the obtained cluster structure better than some random
cluster structure of the same dataset?” According to this approach, the process of
validity evaluation can be described follows:

1. Select some cluster validity statistic, for example, Hubert Γ Statistic [9]:

Γ =
N−1

∑
i=1

N−1

∑
j=i+1

X(i, j)Y (i, j)

where X(i, j) is the proximity matrix of a given dataset and Y (i, j) can be con-
sidered as [7]

Y (i, j) =

{
1 , if i and j belong to the same cluster
0 , otherwise

2. Select some random cluster hypothesis H0

3. Select some significance level α
4. Model validity index distribution on the given dataset by, for example, Monte-

Carlo method
5. Check that obtained cluster structure is ”unusual” according to the accepted sig-

nificance level.
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As one can see, user and user needs are not mentioned in these cluster validity con-
cepts. It is implicit that user wants to find right cluster structure in a given dataset.
In many cases it is definitely right and syntactic quality approach is quite enough
for cluster validity estimation. However sometimes user does not want to find real
cluster structure, he wants to construct some cluster structure model, which fits his
needs, for example, he may want to construct not all cluster structure, but just a
part of it or structure, which should satisfy some special conditions. User may have
some concept of different clusters or cluster structure like, for example, in concep-
tual clustering [13]. In this case syntactic validity methods may evaluate obtained
model as “not valid” just because it does not completely fit to a dataset structure or
syntactic quality criteria. Therefore we suppose that cluster validity should be con-
sidered from the user point of view. In this case evaluation of clustering results can
help the analysts to understand is obtained cluster structure really useful for further
usage or not.

3 Semantic Quality

As it was mentioned above, in general, data mining aims to extract some knowledge
from a given dataset and the question of cluster quality can be reformulated as “What
knowledge was extracted from the dataset by this clustering scheme?”. The knowl-
edge is another very complex term. Actually, nobody knows how to define it. The
concept of knowledge is composed of multiple components, aspects and conditions.
The core component unit of knowledge is the information. The required information
can be qualified as knowledge, if the information is true by certain notion of “truth”,
it is reusable in a rule system for new information, and it is not equivalent to other
information, which can be generated with the aid of facts or preliminary information
in the particular inventory of knowledge by a rule system.

Knowledge underlies a learning process, in which the current information is gath-
ered, accepted, validated on the basis of facts and preliminary information by a rule
system, compared contingently and stored in the particular inventory of knowledge.
We consider the requested knowledge of users as a composition of understanding
and information demand, whereby the information demand is an aggregated com-
ponent of life cases, motivation, intention and quality.

Because we try to represent the cluster quality as a kind of knowledge quality
we need to illustrate the knowledge quality notion too. In general, we consider it as
shown at Fig. 1 [10]. We adapted some knowledge quality dimensions to the cluster
validity.

The semantics has many different definitions in different research areas. Accord-
ing to the Cambridge Encyclopedia of Language, semantics is the study of meaning,
i.e. how meaning is constructed, interpreted, clarified, obscured, illustrated, simpli-
fied, negotiated, contradicted and paraphrased [16]. We use the term “semantics” as
some equivalent of “meaning”. In conceptual model quality, the semantic quality
means the degree of correspondence between the model and the domain [11], we
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Assesment

Novelty
Previously unknown
Unexpected
Not deductable

Comprehensibility

Parsimony
Clarity
Coherence
Simplicity

Usefulness
Realisability
Relevance
Power for reasoning

Generality Range of validity
Conditions of validity

Correctness
Provability
Testability
Validatable
Probable

Fig. 1 Knowledge quality in general

consider the semantic quality as the difference between the knowledge which can
be extracted from an obtained cluster structure and the all knowledge in the dataset
or the user knowledge. Here “user” is considered as a role: as a group of persons or
a community with similar knowledge.

3.1 Cluster Model

Before a presentation of the semantic quality model we should say a few words
about a cluster model. Sometimes the cluster model notion is used as equivalent
of a cluster structure. We suppose that in case of the cluster quality estimation this
notion should be wider. We considered the cluster model as the concept which de-
scribes all information about clustering process. In our understanding, the cluster
model consists of following parts: 1) data representation method (for example, tf-
idf vectors for text documents), 2) similarity metric (euclidean metric, cosine metric,
etc.), 3) clustering algorithm, 4) clustering algorithm parameters, 5) obtained cluster
structure. Note that in some cases (for example for DBScan algorithm) the first four
parts uniquely determine the fifth one — cluster structure, but in some other cases
(for example for KMeans algorithm) the final cluster structure also depends on a
random distribution of cluster centroids on initial stage and can not be determined
by the previous parts of the model. Relationships between parts of cluster model are
shown on Fig. 2 . We suggest that all these parts have significant impact on the final
cluster quality in both semantic and syntactical cases. Usually analysts concentrate
on an algorithm and algorithm parameters impact only, but a data representation and
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Fig. 2 Cluster model

a similarity metric should also be taken into account, because wrong choice on this
stage could “break” all clustering process.

3.2 Semantic Quality Model

Our semantic cluster quality model consists of the following parts: Dataset knowl-
edge, Cluster knowledge, Cluster model (which was defined in the previous section),
extraction process (the process of the knowledge extraction from cluster model),
User knowledge and validity conditions. Let’s describe the following “sets”:

Validity conditions: V

Dataset: D

Cluster Knowledge: C

extraction process

Cluster Model

User knowledge: U
�����
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Fig. 3 Semantic quality diagram

1. D — all knowledge which is contained in the dataset and can be extracted by
clustering.

2. C — all knowledge which is contained in the constructed cluster model
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3. U — user knowledge. It consists of three different parts: U = UK ∪UG ∪UE ,
where UK is a current user knowledge about the dataset, UG is the user needs and
UE is the expectations (something that user can expect and explain according to
his knowledge).

4. V — validity conditions.

A general scheme of our semantic validity model is presented on Fig. 3. As it was
described at the beginning of this section, we consider the semantic quality as the
degree of correspondence between C and D or U. According to these notions and
general notions of the knowledge quality we conceptualize our quality notion in
terms of data quality dimensions, like in the data quality area. Their definitions are
listed below and the suggested way of theirs measurement are presented in Sect. 3.3.

Incompleteness: D∩C. In the ideal case, clustering should extract all knowledge,
which can be extracted. D\C �= ∅ means that some information was not extracted
by the current clustering model. Obviously, this notion can be used only if some
benchmark dataset is given and all D is known.

Novelty: C ∩ UK . Here C ⊆ UK means that the extracted information is already
known. Sometimes it is not an “error”. If the user wants to confirm some known
information about the dataset and he can do it with the obtained clustering model -
it means that the model fits the user needs. Otherwise, if the goal is to obtain some
new knowledge, no new information is an “error”. C\UK means how “much” new
knowledge was obtained from the cluster model.

Interpretability: (C ∩U) ⊂ UE represents the degree of understandability of the
clustering model. The worst case is if UE ∩C = ∅. This means that user obtained
some clustering model, but he can not explain it. The model is completely meaning-
less for the user.

Relevance: UG ∩C is the measure of relevance. The worst relevance case is if UG∩
C = ∅. The obtained cluster model can not be used for the user needs. Maybe user
can explain it but for a current goal he needs some other model. Therefore it is an
“error”. In some cases, additional restriction can be added in this quality dimension:
(UG ∩C)� UK — the extracted knowledge is relevant, if user needs it and does not
know it yet.

In these quality dimensions we tried to combine the knowledge quality notions
with the user needs and the clustering goals.

3.2.1 Discussion

Besides four main semantic quality dimensions we formulate four additional dimen-
sions. Theirs definitions are not really strong and theirs measurement can be a good
point for the future work, because at the moment it was not developed.

Validity: consists of two different parts. First of them considers the correspondence
between C and V . It is obvious that cluster model should not used if it does not sat-
isfy the general validity conditions. The second part of validity dimension considers
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the correspondence between C and UE . If user explains something which contra-
dicts to obtained cluster knowledge, this means that probably our cluster model is
not valid.

Coherence: can be considered as the measure of contradiction. The knowledge ex-
tracted form different clusters or group of clusters should be coherent and also ex-
tracted knowledge C should be coherent with UK .

Comprehensibility: might be a property of the user. Whenever the user knows
something from the clustering or data set then the user can explain that. Also it
can be reformulated as “How difficult is to extract and explain the knowledge from
the cluster structure?”

Testability: How difficult is to test cluster structure for correctness? Here the cor-
rectness is considered in both syntactical and semantic senses.

Also we should note the following: in our model it is difficult to separate the clus-
ter quality from the extraction process quality. We consider not the cluster structure
as is, but the extracted knowledge and the extraction process has some impact on this
knowledge. Some errors could be caused by the extraction and not by the clustering
process.

In this work we suggest that cluster analyst and user have the same understanding,
terminology, learning process and etc. In general, analyst and user can easily use,
for example, a different terminology and in this case constructed C and U could
be hardly compatible. For example, user wants to obtain two clusters with labels
“cold water” and “warm water”, but analyst obtained two clusters with labels “dirty
water” and “clean water”. Was this a cluster algorithm error or an extraction process
error or just different terminology? Actually, we can not answer this question in our
model, we can just signalize, that probably we hae some errors.

It is easy to see, that in our model the user is always right. We can not establish
that there are some errors in the user knowledge but not in the clustering one.

3.3 Semantic Quality Measurement

The core point of our semantic quality representation is the knowledge represen-
tation and knowledge measurement. We suggest using the Resource Description
Framework (RDF) [12] for knowledge representation. The RDF was developed for
representing information about resources in the World Wide Web. Nowadays it has
been widely accepted as a standard for semantic representation for the next gen-
eration of the Web. In general, this framework can be used not only for Internet
resources description but also for any knowledge representation too. Therefore we
can represent D, C and U sets with help of RDF. The underlying structure of any
expression in RDF is a collection of triples, each consisting of a subject, a predicate
and an object (Fig. 4). A set of such triples is called an RDF graph. Any knowledge,
which core elements can be presented as RDF triples, can be presented as RDF
graph.
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Subject Object
Predicate

Fig. 4 RDF triple

Several frameworks (for example Jena [1]) are developed for RDF graphs con-
struction. Figures 5 and 6 show the knowledge about the dataset from user point of
view. The user knows, that there are two clusters in the dataset (Fig. 5) and the user
wants to obtain some representatives for these clusters (Fig 6).

Dataset 2
number

of clusters

Fig. 5 UK — user known information

Dataset

V2

representative
cluster

V1

representative

cluster

Fig. 6 UG — user goals

As it listed before in Sect. 3.2 we consider the cluster quality as the degree of
correspondence between two knowledges, for example D and C. If both of these
knowledges are presented in the RDF graph form, the cluster quality measurement
can be considered as graph matching or sub-graph isomorphism or graph similarity
measurement tasks.

We suggest two different ways for the semantic quality measurement.
First of them is Ontology Matching. In computer science, Ontologies are con-

sidered as formal, explicit specifications of shared conceptualizations of a given
domain of discourse. Generally, an ontology for a domain contains a description of
important concepts, properties of each concept as well as restrictions and axioms
upon properties. Ontologies are often used to provide interpretation to the contents
of the Semantic Web data. RDF is also used as ontologies representation language
in the Research Community. In recent years, several Ontology Matching methods
were presented for RDF graph matching [3], [5], [8], [17]. In this case compared
knowledges are considered as two different ontologies, and ontology matching be-
tween them is constructed. If graphs can not be matched exactly, then sub-graph
isomorphism should be constructed. After that this matching is manually checked
by an analyst. Therefore this method of semantic validity measurement could be
quite expensive.
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The second approach is the semantic similarity metric on RDF graphs. For ex-
ample, SemMF [14] or VSM Semantic Similarity [15].

3.4 Methodology

In this work we do not consider the problem how to combine semantic and syntactic
quality methods in one methodology. We suggest the methodology for semantic
cluster validity measurement and it is listed as method 1. For different users or
user communities different quality dimensions can be important. For example, for
accountants the most important dimension is Relevance, but for scientists it can be
Novelty. Therefore we did not put all dimensions in one general formula.

Algorithm 1. Semantic cluster quality measurement
Require: C — cluster model

Model knowledge: extract all knowledge C from the obtained cluster structure and con-
struct RDF tree representation TC for it.
if Dataset is a benchmark then

Dataset knowledge: represent all knowledge about Dataset in RDF: TD
Calculate Incompletemess = Sim(TD,TC)

end if
User Knowledge: define all user known information about dataset and represent it as TUK

Calculate Novelty = Sim(TUK ,TC)
Expectations: define all user theories or expectations about information which can be
obtained form data set by clustering and represent them as RDF graph TUE

Calculate Incomprehensibility = Sim(TUE ,TC)
Goals: define user goals and interests and represent them as RDF tree TUG

Calculate Use f ulness = Sim(TUG ,TC)

4 Conclusion

In our work we described the new approach to the cluster validity. We suggest to dif-
fer the syntactic cluster quality, which based on correspondence between the cluster
structure and the dataset structure, from the semantic cluster quality which based on
difference between extracted knowledge and user needs. We present the concept of
semantic cluster validity and introduce different dimensions of the semantic validity.
Four of these dimensions – Incompleteness, Novelty, Interpretability and Relevance
– were presented as measurable and the method of theirs measurement based on the
RDF graphs similarity was suggested.

The implementation of our methodology and its approbation on artificial and
real-world datasets can be a good point for future work.

Another part of future work can be the pragmatical quality definition. In this work
we considered user as role but not as an actual person, and the quality notions for
the actual people should be also studied.
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An Automated Approach of Designing Multiplex
PCR Primers for the Amplification of Exons

Adam Skowron and Rafal Pokrzywa

Abstract. This paper presents a new program to design specific and reliable primers
for amplification of exons in a multiplex PCR. The program is composed of two
components: a data acquisition component and a data processing component. The
data acquisition component automates time–consuming steps of preparing data for
the primers design algorithms. It provides up-to-date information about selected
genes including coding sequences and locations of SNPs. The data processing com-
ponent automates the process of grouping candidate primers into an optimal set for
the multiplex PCR by checking their specificity. It is an original and unconventional
method that combines the hierarchical clustering and the separate-and-conquer strat-
egy. The results obtained for various genes and presented in this paper prove that the
proposed method is an effective way to design an optimal set of primers for the mul-
tiplex PCR.

Keywords: multiplex PCR, primer design, primers specificity.

1 Introduction

Databases are extensively used to collect and process data coming from various bi-
ological experiments (DDBJ, EMBL, GenBank, Entrez, UniProt, Swiss-Prot etc.).
The rapid increase in the number and size of biological databases (Figure 2) mo-
tivates the development of new information systems integrating various databases
and extending their functionality (e.g. BioMart) [13, 8, 11]. To extract the most
relevant information from the huge amount of stored and shared records more and
more advanced methods of knowledge discovery are needed. In recent years, the
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most popular are the methods of data mining commonly applied for example for
pattern recognition, prediction, classification and clustering [1].

Primers design for a multiplex polymerase chain reaction (multiplex PCR) is a
biological problem that requires a combination of databases, tools and methods of
data mining. While in the standard PCR the amplification focuses on one region of
double-stranded DNA the aim of the multiplex PCR is to simultaneously amplify
multiple regions of DNA in a single tube, which helps to reduce costs and time
of an experiment [19, 3] (Figure 1). However, the process of the multiplex PCR is
more complex than the singleplex PCR, where the amplification focuses only on
one region of DNA at the same time. The key problem in both variants of PCR is to
design optimal and specific primers (two short nucleic acid sequences complemen-
tary to double-stranded DNA that serve as the starting point of the PCR process)
[10, 12, 21, 7]. Although the conditions for designing primers for singleplex PCR
are well known they are not sufficient for the multiplex PCR [21, 6]. The process
of designing primers for the multiplex PCR is more advanced and time consuming
[7, 4]. It requires application of data mining techniques for extensive analysis of
large amount of data coming from various biological databases. One should also
consider limitations of the complex nature of the multiplex PCR process in which
several regions of DNA must be amplified simultaneously and independently of
each other [19, 10, 17]. To make this feasible, all possible interactions between the
primers need to be checked and all primers that are able to work without any compe-
tition or interaction must be combined in sets[19, 20, 23, 27]. In general, the reliable
application for designing primers for the multiplex PCR should consider three main
aspects: designing primers as good as for the singleplex PCR, excluding incompat-
ible primers (interacting with other primers and giving the non-specific products)
and grouping compatible primers into an optimal set.

Singleplex PCR Multiplex PCR

Fig. 1 A general outline of the PCR process and the difference between singleplex and multi-
plex reactions. The main objective of both PCR reactions is the multiplication of the double-
stranded DNA. Crucial to this are short and specific sequences of nucleic acid called primers.
In the case of multiplex PCR primers are combined in groups therefore, it is important that
the primers in the groups can not interfere with each other.
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Fig. 2 The example of rapid increase in the number of the data in biological databases. In the
case of GenBank database the exponential growth continues, while in the dbSNP database
the strong growth has just begun.

To deal with these limitations and conditions we present a new approach to the
problem of multiplex PCR primers design that integrates several databases, services
and methods. These are: the database of human genes from the NCBI (to obtain
data about genes, exons and sequences), the BioMart service (to retrieve information
about single nucleotide polymorphisms, SNPs) [11], the Primer3Plus program (to
design candidate primers) [22, 25], the Smith-Waterman algorithm (to avoid cross-
reactivity between primers) [24] and the BLAST program (to avoid reactions with
more than one region of DNA – primers specificity) [2]. The proposed program uses
a popular method of data mining called hierarchical clustering combined with the
separate-and-conquer strategy [5, 9]. It is an original and unconventional way of
computing the optimal set of primers for the multiplex PCR.

The main goal of this work is to design a group of primers for the multiplex
PCR that is optimal for two proposed measures: grouping efficiency and reduction
of primers.

The grouping efficiency is denoted as a formula:

e f f iciency = (1− ng/nspp)∗ 100% (1)

where ng is a number of created groups and nspp is a number of specific parts of
the coding sequence. We have used the formulation of the number of parts of the
coding sequence, because for some reason long coding sequences were divided into
smaller parts that were treated as separate regions.

On the other hand the reduction is denoted as a formula:

reduction = (1− sp/p)∗ 100% (2)

where sp is a number of specific parts with primers and p is a number of all parts.
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The paper starts with a comparison of related works in Section 2. Section 3 de-
scribes the process of data acquisition including finding genes and exons, assigning
SNPs and designing primers. The automated approach of grouping primers for the
multiplex PCR using two methods of data mining (the hierarchical clustering and
the separate-and-conquer strategy) is presented in Section 4. Section 5 presents the
results of experiments including the grouping efficiency for various genes. The pa-
per ends with a conclusion and a discussion of further work.

2 Related Work

There are a few applications that deal with the problem of designing primers for the
multiplex PCR. However, these applications mostly focus on the process of group-
ing primers into optimal sets and do not provide any support for data acquisition
and preprocessing that is equally important. Moreover, according to our knowledge,
even if the applications use some databases, they usually base on certain (typically
taken during the process of writing of the application) versions of the databases.
However, in the case of frequently updated biological data, those applications do not
consider the latest scientific discoveries, especially in relation to a growing number
of locations of SNPs [11].

To group primers that are able to work together the applications use different
approaches. Method based on the graph theory is commonly used by several appli-
cations for designing primers [19, 20, 23]. MuPlex uses a graph, which has nodes
with multiple states and all nodes that are compatible with each other are marked
in the matrix Exy with value 1, otherwise 0. MuPlex searches the state assignment
matrix to achieve maximal covering with disjoint cliques [20, 19]. Although the
MuPlex verifies the specificity of the primers, it uses BLAST-like alignment tool
(BLAT) in place of Basic Local Alignment Search Tool (BLAST) which may pro-
duce non-specific primers [16, 2]. Apart from checking all interactions, the state
matrix approach in the MuPlex application seems similar to our method, but it is
limited only to the discrete state. Our program additionally allows to use the func-
tion describing compatibility in a continuous manner. The second application that
uses graphs is MPprimer, which utilizes the Primer3 program to design singleplex
PCR candidate primers and applies the MPEprimer to verify the specificity of the
candidates [23, 18]. To determine the optimal set of primers for multiplex PCR MP-
primer uses the graph-expanding approach, which is different to MuPlex where the
whole matrix of state is searched [20, 19, 23].

PrimerStation is another program that designs human-specific primers for multi-
plex PCR. PrimerStation looks for primers that have similar executable temperature
[27]. It uses precomputed primers that are in some cases outdated as the size and the
contents of related biological databases have changed.

Other applications for multiplex PCR primers design such as G-PRIMER, PDA-
MS/UniQ or Greene SCPrimer focus on the problem of a minimum primer set and
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pay no attention to study the relationship between primers and their specificity [26,
15, 14]. Therefore, they are applicable only for specific cases.

3 Data Acquisition

The rapid increase of the amount of biological data motivates the development of
new information systems, which automate the process of data acquisition and inte-
gration. Our approach follows this trend.

Data acquisition is the first step in the process of designing primers for the mul-
tiplex PCR. The workflow of this step is presented in Figure 3. The process (Step
1) is initiated by the user entering the name of the gene. Then the program calls
the Entrez query and database system at the National Center for Biotechnology In-
formation (NCBI). Our program uses the Entrez Programming Utilities (E-utilities)
to access the Entrez system. E-utilities is the set of server-side programs accessible
over HTTP or SAOP protocol. First, the ESearch utility is called (Step 2), which
returns a XML document with the list of best hits (genes IDs) in GenBank database.
The list of gene IDs is then sent to the ESummary utility (Step 3) with the request for
additional information (e.g. name, description, aliases, position on the chromosome
etc.). In Step 4, the information about the selected gene is used to prepare a final
query to EFetch utility. It returns the complete entry of the selected gene, including
the sequence and the positions of coding regions (exons). These data is then used
for PCR primers design. It is worth noting that one of the adopted requirement is to
design primers allowing amplification of the entire exon sequence. This restriction
forces us to retrieve the sequence of exon with extra flank regions of nucleotides
from both sides (additional fragments of DNA). The influence of the size of flank
regions on the final results will be discussed later. In Step 5, the user selects exons
for the amplification. Steps from 1 to 5 can be repeated several times, until all cod-
ing regions (possibly of different genes) for the biological experiment are selected.
The next steps of the proposed algorithm are performed automatically without the
user interaction.

One of the most important parts of the designed system and probably the first
such solution is fully automated method of retrieving information about locations
of SNPs. Information about positions of SNPs is used to avoid designing primers
in these locations, because these primers could not work with the DNA of the per-
son who has a given mutation. For the purpose of automating, we use the BioMart
service, which provides comprehensive access to the dbSNP and allows to obtain a
complete list of SNPs locations based on the chromosome number and the selected
positions on this chromosome (interval from-to). The query is written in XML lan-
guage and it is sent to BioMart using RESTful Access [11]. The output is a list of
SNP locations. One of the difficulties in merging sequence data from GenBank with
locations of SNPs from BioMart is different positioning. The BioMart service re-
quires absolute locations of the selected positions in relation to chromosome while
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Fig. 3 The workflow od data acquisition

coding regions from GenBank database have the relative positions compared to the
same chromosome.

In the final step of data acquisition we use the Primer3Plus program to design
candidate primers for PCR. The query is prepared using the data obtained earlier
and it is sent over HTTP protocol. The key elements of the query are: the sequence
of the exon with extra flank regions, the relative positions of SNPs, the locations of
the coding region (to ensure that the entire region will be covered) and additional
settings for the program like the number of expected results.

The size of the flank regions of the exon affects the process of designing candi-
date PCR primers with the Primer3Plus program [25]. This is because the program
actually tries to design primers inside the flank regions as the result of the adopted
requirements (fragments of the sequence that are complementary to the primers are
not included in the product of amplification). The PCR primers usually have a length

...TTTAG AGCAGTATACAAAGATGCTGATTTGTATTTATTAGACTCTCCTTT
primer

...TGTTA TTTCAGTGAATCGATGTGGTG ACCAT...

flank

SNPs

coding sequence

TGGATACCTAGATGTTTTAACAGAAAAAGAAATATTTGAAAGG TATGT...

primer
...TATGT TCACCATTGTTGGTATGGCA GAATG...

flank

coding sequence

Fig. 4 The graphical interpretation of the problem of designing primers including examples
of primers, flanks, SNP locations and the coding region. In the figure the long sequence was
divided in half, so the upper part should be understood as the left part and the lower as the
right respectively. Additionally, the double-stranded DNA was combined into a one line, but
keep in mind that the primers are single-stranded.
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of 18 to 27 nucleotides but the flank regions are full of forbidden places (e.g. SNPs
locations) that may occur in small intervals from each other. Therefore, to increase
the likelihood of designing optimal primers the size of the flank regions should be
properly chosen.

The second key element of the query for the program is the value of expected
results. This parameter affects the processing step and will be discussed later. It is
worth mentioning that the bigger value has a positive effect, because many primers
are very similar (the difference is in the 1-2 characters/nucleotides). A greater value
of parameter is equivalent to greater diversity of primers, but only by increasing the
frequencies.

4 Data Processing

Data processing begins when all the candidate primers are obtained. Then we use lo-
cal installation of the BLAST program to check the specificity of candidate primers
(to check that candidate primers do not cover more than one region of DNA). The
Basic Local Alignment Search Tool (BLAST) it the most popular program for
searching regions of local similarity between sequences [2]. In the proposed ap-
proach the database of human genome is used, but the solution can be easily ex-
tended to other organisms. The human genome is downloaded from NCBI servers
and is converted from the FASTA format into a BLAST database. The output of
BLAST (we are interested in the part containing matches of each primer to the
genome sequence called hits) can be in many formats (XML, text) but the best per-
formance is achieved using the text format and the efficient parser. This is because
the input of the program has many sequences and the output contains a lot of data,
whose size can easily exceeds hundreds of megabytes. It seems that a compromise
between the file size and the performance of using the BLAST is to run the program
separately for each of the selected coding regions. In other words, in our approach
the number of primers corresponds to the value of the parameter of the expected
results from the Primer3Plus program.

The goal of checking specificity step is to discard candidate primers that are non-
specific, that is, they cover more than one region of DNA. Primers specificity is
checked by examining matches to the human genome of each candidate primer. To
ensure that the primers are specific the BLAST program is run with the parameter
E-value equal to 7 (that returns also less significant hits, that is, hits with more
mismatches to the checked sequence). The key assumption in the analysis of tens of
thousands of hits is to ensure the absence of occurrences of matches within a certain
distance from each other. The assumption is that only these primers can be assumed
to be specific, which give only one product with a desired size but the products of
much larger size (in proposed approach more than 3000 characters) do not impinge
on the specificity.

The next and the most important part of the data processing is to assign a set
of candidate primers into groups in the way that all primers within one group can



248 A. Skowron and R. Pokrzywa

work together. For this purpose, the hierarchical clustering and the separate-and-
conquer strategy are used. In the hierarchical clustering in order to decide which
primers can be combined the upper or lower triangular matrix of distance is required.
The matrix is composed for all obtained and non-rejected primers. The cells of this
matrix represent the relationship between corresponding primers. The value of each
cell is calculated using the distance function and is equal to 0, if primers are able
to work in one group without affecting each other, otherwise the distance is equal
to 1. The distance function checks the complementarity of primers and the cross
specificity. None of the conditions should be met.

The complementarity is calculated using the Smith-Waterman algorithm, which
is a popular algorithm for determining the similarity between two sequences. The
rejection threshold is equal to 8 and the parameters are: match 1, mismatch -1, gap
open and gap extend -2. The same algorithm is used to calculate the complementar-
ity between endings of each of primers pair. The reason is that the ends can connect
with other primers regardless of the full complementarity of primers (in this case
the rejection threshold is equal to 4).

The specificity is checked using the same results from BLAST, but the specificity
is checked by the impact on cross. In order to illustrate the evaluation let LP1 and
PP1 denote the left and right primers for the first coding sequence, and LP2 and PP2
denote the left and right primers for second coding sequence. The checking pairs
can be presented as: LP1 – PP2, PP1 – LP2, LP1 – LP2, PP1 – PP2. The primers are
specific if none of combinations work (the pairs for the same coding sequence are
checked earlier).

To create optimal groups of primers the separate-and-conquer strategy is in-
volved. The main idea of this method is to find the biggest possible group of primers
within distance matrix (the conquer step). If two or more groups have the same num-
ber of primers then the first one is chosen. After the group is selected, it is added to a
final set and the assigned primers are removed from the matrix (the separate step). In
addition, the matrix is removed from primers attached to the same coding regions as
primers separated. Then, the next group is searched on the smaller distance matrix.
The step is repeated until no more groups can be created. The remaining primers are
added to the final set as a separate group.

The method of hierarchical clustering is used in the conquer step. However our
approach is unconventional, because in the grouping primers case there is no need
to cut the tree. None of primers can have relation to others so the interesting group is
on the ground level. For the same reason, the complete link cluster method is used.
It should be noted that the complexity for complete-linkage clustering is O(n2),
however the number of state matrix rows in real life cases do not exceed a few
thousand (the largest tested square matrix had below 2000 rows).

The reason that the separate-and-conquer method was chosen is that for each
of coding regions only one pair of primers should be in one of groups in the final
set. The problem of grouping primers into a few sets for the multiplex PCR can
be also considered as a set of sub-problems with lower complexity (the focus is
on creating a single group rather than all at once). The separate step ensures that
redundant primers are removed and in the next iteration the next biggest group can
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be found. On the other hand the conquest step guarantees to find the largest possible
group thus allowing for the maximum limiting reagents needed for the laboratory
experiments and that in turn reduces costs.

5 Results

The Table 1 shows the results of grouping for various genes. We tried a few genes
in order to check a grouping efficiency for different and unrelated primers.

It can be seen that our approach gives promising results. The average value of
grouping efficiency is 78%, which means that using our method to design primers
and groups for experiment of the multiplex PCR could reduce the number of single-
plex experiments by 78%. This can also be understood as cost and time reduction of
laboratory experiments.

Table 1 The results of the effectiveness of primers grouping

Gene Regions
(Parts)

Regions and specific primers
(Parts / Reduction)

# Groups Grouping
efficiency %

CFTR 27 (32) 25 (29 / 9%) 6 79
NF1 58 (63) 42 (44 / 30%) 9 80

CFTR+NF1 85 (95) 68 (74 / 22%) 13 82
PARP1 22 (23) 19 (20 / 13%) 4 80

BRCA1 22 (34) 15 (27 / 21%) 7 74
BRCA2 26 (51) 21 (35 / 31%) 9 74

BRCA1+BRCA2 48 (85) 34 (60 / 29%) 12 80
ABCC1 31 (32) 23 (24 / 25%) 6 75

Average reduction: 23% Average efficiency: 78%

Interestingly, the grouping efficiency is the best when the problem is the most
complex (the largest number of parts of coding regions are considered). Moreover a
combination of primers in the groups (CFTR+NF1 and BRCA1+BRCA2) increases
the grouping efficiency. It seems that a greater number of primers has a positive
effect on grouping performance because there are more primers not affecting each
other. However, to confirm this thesis further studies are required.

On the other hand the reduction shows how many parts are rejected because the
Primer3 program designs for them non-specific primers. One possibility to decrease
the reduction value is to change parameters of BLAST, but that change may lead
to worse results of laboratory experiments. Another way to minimize this value is
to design more primers in the hope that at least some of them will be specific. It
seems that the second possibility is safer but requires the optimal value, because
larger number of primers simultaneously increase the number of iterations and thus
the time of the algorithm. Those parts of coding regions for which the Primer3Plus
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program was unable to design primers also increase the value of reduction. The rea-
son for this could be too large a number of SNPs, the low-complexity of sequences
of flanks, self complementarity of primers or primers were rejected because of other
parameters. To limit the impact of the lack of primers on the reduction value the
greatest hopes are in further research on the optimal setting.

It can be noticed that the combination of genes (CFTR + NF1) gives 68 parts
with specific primers whereas separately these genes give 67 parts (the same situa-
tion is with genes BRCA1 and BRCA2, which give 36 (separately) and 34 (in com-
bination) respectively parts). A possible explanation could be that the Primer3Plus
program returns different set of primers and for one region all of these primers are
non-specific. It is worth mentioning that the Primer3Plus program often returns sev-
eral primers that differ by 1-2 characters. Such groups with very similar primers are
often non-specific precisely because of the small changes. Only the larger differ-
ences in these short sequences (ie more than 5 characters) may make it appear spe-
cific primers. Therefore, the larger number of candidates obtained from Primer3Plus
could give better results.

Results of the reduction of regions and the grouping efficiency confirm the thesis
that both steps (the acquisition stage and the processing step) are equally important
in the overall performance of the multiplex PCR. However, due to the overall per-
formance of both PCR processes (singleplex and multiplex), the reduction is more
important. The smaller value of reduction may also adversely affect the grouping
efficiency, because of a bigger number of primers for clustering (but up to now the
larger number of primer has a positive effect). The reduction measure also provides
information about the complexity of the problem for various genes. Note, that for
the CFTR gene it is rather easy to get primers, but for two genes (BRCA2 and NF1)
almost one third of all regions received no primers. To minimize the measure of re-
duction the further research on the influence of parameters on the results (especially
for complex genes) should be carried out.

6 Conclusions

We propose an original and unconventional approach to design reliable and specific
primers for the multiplex PCR. The process is divided into two phases: the data
acquisition and the data processing. In the data acquisition step we demonstrate an
automatic way to obtain primers for coding sequences including the known locations
of SNPs. In the step of data processing the program ensures that received primers
are specific and uses two well-known algorithms called the hierarchical clustering
combined with the separate-and-conquer strategy in order to group primers in the
same tubes without any undesirable interactions between the primers.

To evaluate the approach we examine a few genes with many exons and the
results tend to be very promising. The grouping efficiency is nearly 80%, which
proves that the proposed approach is effective and can be successfully used in the
multiplex PCR reactions. To ensure that all primers and groups work the laboratory
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experiments were conducted with the primers designed by the program. However,
we did not perform all the experiments and devise results that could be published.
The biological experiments are also outside the scope of this article.

Future efforts will focus on the development of the data processing algorithm. In
the hierarchical clustering the matrix of distance is filled with discrete values and
is identical to the matrix in the application MuPlex [20, 19]. In the conquer step of
separate-and-conquer strategy if two groups have the same number of primers, the
first one is chosen. It seems obvious to develop an evaluation function that will point
a better set. We also plan to provide an efficient web application and a stand-alone
version of our program. Another aim may be to optimize all input parameters of
applications: Primer3Plus, BLAST and parameters of our algorithm.
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Functional Dependencies on Symbol Strings
Generated by Extended Context Free
Languages∗

Gyula I. Szabó and András Benczúr

Abstract. In this paper, we first rephrase the notion of regular functional depen-
dency. The original definition based upon the dual language emerging from a regular
grammar. We define now regular functional dependencies on finite state automata
constructed from regular expressions. We extend the definition of regular functional
dependency to extended context free languages. We define the syntactical form of
functional dependencies on the graph of the FSA, constructed from the regular ex-
pression denoting the right side of the production rules. The semantics of the func-
tional dependency will be given on the generated language. Using this model we
can handle extended relations generated by recursive regular expressions too. The
implication problem of our class of dependencies is decidable by a version of Chase
algorithm specified on the graph of the associated FSA.

1 Introduction

Functional dependency (FD) is perhaps the most important integrity constraint for
any data model, but surely, it is the most exhaustively analyzed one of them. In
relational data model, FDs are well studied and are widely used in normalization
theory([1]). XML has recently been practically the standard format of data exchange
over the world wide web. XML was originally defined for describing and presenting
individual documents, but it has been used for building databases too. Because of the
use of XML as database model, one needs XML integrity constraints, and also XML
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functional dependency concepts. The main problem with defining functional depen-
dency in the XML context is the lacking ”tuple” concept for XML. An instance of a
relational schema is a set of tuples, and one can easily select pairs of tuples from this
set for comparing in order to check whether the instance satisfies a given functional
dependency defined on the relational schema. In the XML world there is no general
accepted definition for the concept of tuple, and even if one chooses a collection of
elements and declares them to be a ”tuple”, it is very hard to find a proper matching
algorithm for them. Arenas and Libkin defined ”tree tuples” in their seminal work
[5], based upon DTD schema. Vincent et al.[8] described some cases, not covered
with ”tree tuples”, and invented the notion ”closest node” to deal with them. They
defined functional dependency on XML trees without any schema, and used DTDs
just to prove that their definition is equivalent with ”tree tuples” for some classes of
DTDs.

All XFD concepts are very intricate, compared with the classical functional de-
pendency concept for relational databases. In the case of XML data model they base
mostly upon path expressions.

We have proposed recently ([7]) a new functional dependency concept, regular
FD, applicable for data models, those extended ”tuples” are sentences from a reg-
ular language. Our main motivation was to find a simple, but general definition of
functional dependency for a broad family of data models: our only assumption was
that the ”tuples” should be sentences of a given regular language (i.e., they should
be generated by a regular grammar).

We generalized in [7] the concept of functional dependency defined on attributes
of a relational schema in a natural way to the sentences of the dual language as-
sociated to the ”tuple”-generator regular language using the finite state automaton
associated to the regular grammar.

In this paper we rephrase the concept of regular FD when the concerned regu-
lar language is given by a regular expression then extend it to scoped functional
dependency defined on extended context free languages.

2 Regular Expressions and Associated FSAs

We want to define regular functional dependencies for a regular language on the
graph of the corresponding ((non)deterministic) finite state automaton (FSA). This
automaton can be created from the grammar of the language by Alg. 1:

Algorithm 1. Regular Grammar to FSA.
Input: G regular grammar, generating the language L(G);
Output: M(G) finite state automaton, accepting L(G);
Let G=G(N,T,S,P),
then the corresponding FSA: M(G) = (N,T,δ ,S,E N D), where
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N is the (finite) set of the internal states of M,
T is the input alphabet,
δ is the transition function: for each X ∈ N,y ∈ T,δ (X ,y) ∈ N, iff, when there is a
production rule X ⇒ xY ∈ P,
S is the initial state,
E N D is the (unique) final state.

In the usual case (e.g. XML schema language) the regular language will be given
in the form of a regular expression built up from symbols picked from the alphabet
of the language: the collection of these symbols is the set of terminal values of the
regular grammar generating the language, when this grammar is given.

We need for our definition of regular functional dependency a finite state au-
tomaton accepting the regular language. There exists a great number of algorithms
for the efficient construction of a finite automaton from a given regular expression.
There are two main types of them according to the working-method of the resulting
state machines: non-deterministic (NFA, e.g. Glushkov automaton) and determinis-
tic (DFA, e.g. Brzozowski’s construction ). We borrow here the classical algorithm
of Berry and Sethi [4] that constructs efficiently a DFA from a regular expression
when all symbols are distinct. The states of this DFA can be associated uniquely
to the symbols. The construction works via Alg. 2, for the definition of regular ex-
pression derivative, derivative extension, function Δ and continuation we refer to
[4].

Algorithm 2. Construction Berry-Sethi [4].
Input: distinct regular expression E (built from the alphabet Σ ,
Output: deterministic finite state automaton M(E) accepting L(E).

1. M(E) has a state for the continuation of each (distinct) symbol in E.
2. Construct a transition from state p to the state of the continuation for α ∈ E, if

and only if, when p is for some continuation C and C can generate a string with
a leading α .

3. The start state is for the whole expression E. A state is an accepting state iff,
when it is a continuation C and Δ (C) = 1.

Definition 1 (FSA for Regular Language). Let L be a regular language, generated
by either a regular expression E ∈ RE , or by a regular grammar G, then the FSA
M(L) accepting L is either M(G), constructed by Alg. 1, or M(E), constructed by
Alg. 2.

Example 1. Let G({S,A,B} ,{a,b} ,S,P) be a regular grammar, where
P = {S ⇒ aS,S ⇒ bS,S ⇒ aA,A ⇒ bB,B ⇒ a}.

The regular expression E = (a+ b)∗ aba generates the regular language L(G) too.
Figure 1 shows the FSA constructed by Alg. 2, using distinct symbols in E.
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Fig. 1 Example FSA graph for Example 1

3 FD on Regular Languages

We can now generalize the notion of the dual language introduced in [7].

Definition 2 (Dual Language for Regular Language). Let L be a regular lan-
guage, accepted by the FSA M(L). The alphabet of the dual language for L consists
of the states of M(L), the sentences of the dual language are the strings of states
visited by the accepting traversings (from START to END) of M(L).

According to the concept of relational functional dependency we can select two
subsequences on each dual sentence, as the left and right side of the dependency, let
we state this as the syntactic specification for the dependency. The set of sentences
R satisfies this dependency, when there exist no two tuples in R so, that they are
identical in all the nonterminals fitting to the left side subsequences, but on the
subsequences selected for the right side, they differ on at least one position.

Notice, that we specify the syntax of the dependency on the dual language, its
satisfaction will be checked on the accepted sentences of the language L(G).

If the definition of the language L is non-recursive, then the associated L’ dual
language is finite, because there is only a finite number of paths in the graph M(L).
We can define functional dependencies (left and right side) on each one of these
dual sentences, we can check the logical implications among them.

If the definition of the language L is recursive then the associated L’ dual lan-
guage is infinite. We can use the pumping process to select substrings of dual sen-
tences for defining functional dependencies on them. We can select sub-paths on
the non-pumped area as described before,(pumping 0-times the circles), then on the
pumped part we can select left and right side of the dependency and pumping them
together with the same frequencies. It is important, that we should always consider
the visited nodes for a whole path (from S T A RT to E N D) in the sequence
of the processing, and the repeatings (recursions) should also be taken in sequence.
For all dual sentences should be the selection unique for the left and right sides of
the dependency.

In order to specify the (left and right) sides of a functional dependency we should
pick up two sets of nodes from the graph M(L): one set for the left side (denoted by
X), another one for the right side (denoted by Y). We can choose nodes visited by
a traversing and state that each visiting of these nodes would be selected. We can
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choose starting and ending points for a path in the traversing, so that this pair of
nodes will be selected at each closing of that path.

Definition 3 (Assignment). Let L be a regular language, let M(L)=(V,E) be its FSA
as defined in Def. 1. We say that the tuple Y=(Y1,Y2), where Y1 ⊆ V and Y2 is a
subgraph of the transitive closure of M(L) is an assignment on M(L). Y1 is taken
from the non-recurred part of M(L), Y2 refers to nodes and edges whose are (could
be) repeatedly visited during a traversing.

Let Y be an assignment, Y selects a unique subsequence from a given dual sentence
as follows:

Definition 4 (Selection). Let Y = (Y1,Y2) be an assignment and let w be a dual
sentence over M(L). Let walk (w) = {v1,v2, . . . ,vn} be a traversing on M(L). The
symbols in Y1 will be selected in order of their exploration (when visited). For
each edge e ∈ Y2 when the edge will be closed on the shortest path between its
endpoints during the traversing on walk (w), these two endpoints will be selected in
their succession order (when visited at all). By the end of the selection the from w
selected symbols build up the (possibly empty) array w [Y ] =

{
vi1 , . . . ,vik

}
(1≤ i1 <

i2 < .. . < ik ≤ n(k ≥ 0)).

Let t∈ L, the corresponding dual sentence w ∈ L’. We can interpret the w[Y] se-
quence of symbols as set of ”attributes”, that projects the ”tuple” t to the values
t[Y]. If w[Y]={}, then t[Y]={} as well.

Example 2. Let the edge (A,B) ∈ Y2. Let a traversing in M(L) be

BCADCACAEBDCBAEB.

We select the non-capitalized nodes enumerated in the subscript according to the
sequence numbers of the visiting:

BCADCACa1Eb1DCBa2Eb2.

Definition 5 (Regular Functional Dependency). Let L be regular language and let
M(L) be the graph representation of the finite state automaton for L. Let X =(X1,X2)
and Y = (Y1,Y2) be two assignments over M(L) so, that X1 ⊆Y1 and V (X2)⊆V (Y2).
A functional dependency defined over M(L) (regular FD) is an expression of the
form X → Y . The R (finite) database instance over L satisfies the X → Y functional
dependency (denoted by R |= X →Y ), if for any two t1, t2 ∈ R tuples t1[X]=t2[X] can
be fulfilled only then, when t1[Y]=t2[Y] also comes true. We call the case Y=M(L)
key dependency.

The main difference between the XFD (XML functional dependency) concepts and
regular functional dependency is, that RFD can deal with only one element type
declaration, it takes a ”horizontal” snapshot from an XML tree, however, the XFD
concepts represent a mainly ”vertical” approach, using path expressions from the
root to the scope of the XFD components, those components could belong to ele-
ments of different types on the XML tree.
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4 FD on Extended Context Free Languages

We extend the definition of regular functional dependency to dependencies over
extended context free languages. An extended context free language is generated by
an extended context free grammar (ECFG). An ECFG is a tuple G=(N,T,S,P), where

N is the (finite) set of non-terminal symbols,
T is the (finite) set of terminal symbols, and N ∩T = /0,
P is the set of production rules of the form A ⇒ RA, where A ∈ N, RA is a regular
expression over N ∪T ,
S ∈ N is the start symbol.

In the following we restrict ECFG allowing production rules of two forms only:

1. A ⇒ RA, where A ∈ N, RA is a regular expression over N,
2. A ⇒ u, where A ∈ N, u ∈ T .

We assume that the two sets of non-terminals those are LHS in group 1. or 2. are
disjoint.

For each production rule A ⇒ RA the regular expression RA denotes a regular
language LA ⊆ N∗, the corresponding FSA (denoted by MA) can be constructed
according to Alg. 2. During derivation by the grammar G we substitute the non-
terminal A either by a sentence from LA (for group 1. rules), or by a terminal symbol
(for group 2. rules).

There is another (not necessary regular) language generated from A: we denote
L(A)⊆ T ∗ the strings derived from A by the rules in P.

Remark 1. We can assume without loss of generality, that each non-terminal symbol
occurs once as LHS in a production rule, because the rules A ⇒ R1

A and A ⇒ R2
A can

be replaced with the rule A⇒ (
R1

A +R2
A

)
so, that the obtained grammar is equivalent

with the original one ([2]).

Let t ∈ L(A), let U ∈ N be a non-terminal symbol so, that U ∈ RA. We can interpret
U as attribute of A. U, as start symbol is the root of the ECFG GU = G(N,T,U,P),
so when generating t by G, some sentences of L(U) will be generated by the way,
let these sentences be u1, . . . ,uk (k ≥ 1). Then t = ω1u1 . . .ωkukωk+1, where ωi ∈
T ∗,1 ≤ i ≤ k+ 1. We interpret the projection of U to t as t [U ] = u1 . . .uk.

Definition 6. The symbol Y ∈ N∪T is reachable from the X ∈ N non-terminal sym-
bol (denoted by X

∗⇒ Y ) if X ⇒∗ αY β where α,β ∈ (N ∪T )∗, and ⇒∗ denotes a
sequence of substitutions.

Definition 7. Let G=(N,T,S,P) be an ECFG, let α ∈ N∗ be a non-terminal string,
then the language L(α) ⊆ T ∗ is the set of all strings that can be derived from α
by the production rules in P. Formally, let α = α1α2. . .αn,αi ∈ N,1 ≤ i ≤ n, then
L(α) = {ω ∈ T ∗|ω = ω1ω2. . .ωn}, αi ⇒+ ωi, where ⇒+ is the transitive closure
of the derivating relation.
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Theorem 1. Let G=(N,T,S,P) be an ECFG, let A ∈ N and let α ∈ LA and let ω ∈
L(α). Let α = {B1B2. . .Bn} then ω = {ω1ω2. . .ωn} so, that ωi ∈ L(Bi) ,1 ≤ i ≤ n.

Proof. We can see via a simple induction on the number of derivation steps, that
each member of the derivation chain α #→ α1 #→ α2 . . . #→ αm = ω is a concatenation
of n substrings βi ∈ (N ∪T )∗ ,1 ≤ i ≤ n, so, that βi is a derivation from Bi. This is
true for the first step. When in the step k the member βi contains the non-terminal
Q to be substituted in the step k+1 using the rule Q ⇒ RQ, means, Q ⇒ Q1Q2 . . .Qs,
then let βi = γQη , with some γ η ∈ (N ∪T )∗, if βi #→ β ′

i then β ′
i = γQ1Q2 . . .Qsη .

Using the rule Q ⇒ u we get β ′
i = γuη .

We can assign values (taken from a non-empty domain set D) to the terminal sym-
bols as follows. Let u ∈ T be terminal symbol, then let Du ∈ D be a set so, that when
u,v ∈ T,u �= v then Du ∩Dv = /0.

The mapping val : u ∈ T #→ Du assigns a domain value to a terminal symbol
so, when the assignment will be made for a string of terminal symbols, then each
assignment occurs autonomously, that is, val (u1) �= val (u2) can occur also when
u1 = u2. Obviously, when u1 �= u2 then val (u1) �= val (u2).

For ω ∈ L(A), let ω = {u1u2. . .un} then val (ω) = {v1v2. . .vn} is a valuation of
ω , where vi = val (ui) ,1 ≤ i ≤ n.

Definition 8 (Complex valued tuple). Let G=(N,T,S,P) be an ECFG, let A ∈ N be
a non-terminal symbol and let α ∈ LA,α = {B1B2. . .Bn} be a string of non-terminal
symbols and let ω ∈ L(α) ,ω = {ω1ω2. . .ωn} so, that ωi ∈ L(Bi) ,1 ≤ i ≤ n then we
say, that α is a dual sentence in the scope A, the Bi-s are the attributes of α , ωi is the
extended attribute associated to Bi and a valuation of ω is a complex valued tuple t
of A, denoted by tCV = valCV (ω).

We say that A is an ECFG-style schema to G, and if R is a finite set of tuples of
A then we say that R is an instance of A.

If ω = {ω1ω2. . .ωn} then val (ω) = {val (ω1)val (ω2). . .val (ωn)}
We presented functional dependencies in Sect. 3 syntactical defined on the graph

for the accepting FSA of a regular language, and we gave semantics for them on
sentences of the language. We extend this definition to ECFG so, that the syntax of
the FDs will be defined on a single regular expression (using one production step
only), but for the semantics we use the whole derivation tree of the ECFG. With this
restriction we can yet handle most real-life applications, meaning ”horizontally”
connected data, and it allows a quadratic complexity of implication.

We get the dual language according to Def. 2. For the syntax of the functional
dependency we can select two subsequences on each dual sentence, as the left and
right side of the dependency.

Let G=(N,T,S,P) be an ECFG, let A∈ N and let MA be the corresponding automa-
ton. Let w = {v1 v2 . . . vn} be a traversing on MA.

Definition 9 (Selection on Scope). Let Y = (Y1,Y2) be an assignment on MA for
the scope A and let w be a traversing on MA. The symbols in Y1 will be selected
in order of their exploration (when visited). For each edge e ∈ Y2 when the edge
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will be closed on the shortest path between its endpoints during the traversing on
w, these two endpoints will be selected in their succession order (when visited at
all). That is, if the two endpoints of the closing path are A and B (A = vi,B = v j

for some 1 ≤ i < j ≤ n) then that path will be selected which does not contain
neither A nor B. The nodes in Y2 will be selected by each visiting (if any) during the
traversing on walk (w). The selection will be processed for all edges and nodes in
Y2 autonomously. By the end of the selection the from w selected symbols build up
the (possibly empty) array w [Y ] =

{
vi1 , . . . ,vik

}
(1 ≤ i1 < i2 < .. . < ik ≤ n(k ≥ 0)).

Let w be a traversing on MA, let ω ∈ L(w), and let t = val (ω) be a tuple of A.
We interpret the w[Y] sequence of symbols as set of ”attributes”, that projects the
tuple t to the values t [Y ] = val (ω [Y ]), that is, let w = {v1 v2 . . . vn}, let w [Y ] ={

vi1 , . . . ,vik

}
(1≤ i1 < i2 < .. . < ik ≤ n(k ≥ 0) and let ω = {ω1ω2. . .ωn} then t [Y ] =

val (ωi1)val (ωi2) . . .val
(
ωik

)
.

If w[Y]={}, then t[Y]={} as well.
Concerning the regular language LA we can define functional dependency over

MA as we seen in Sec. 3, considering the non-terminal A as the scope for the func-
tional dependency.

Definition 10 (Scoped Functional Dependency). Let A be a scope in the ECFG
G and let MA be the corresponding finite state automaton. Let X = (X1,X2) and
Y = (Y1,Y2) be two assignments over MA. A functional dependency defined over
MA (FDA) is an expression of the form X →Y . The R (finite) database instance of A
satisfies the X → Y functional dependency (denoted by R |= X → Y ), if for any two
t1, t2 ∈ R tuples t1[X]=t2[X] can be fulfilled only then, when t1[Y]=t2[Y] also comes
true. We call the case Y = MA key dependency.

Definition 11 (Scoped Functional Dependency Implication). Let A be a scope in
the ECFG G and let MA be the corresponding finite state automaton. Let Σ be a set
of FDA-s and let σ be an FDA over MA, then Σ implies σ (denoted by Σ |= σ ) when
for all R (finite) database instances of A those satisfy Σ , R |= σ will also be fulfilled.

Algorithm 3. Algorithm for checking implication.
Input: graph MA = (V,E), a set Σ and σ : X →Y (where X=(X1,X2) and Y=(Y1,Y2))
functional dependencies over MA

Output: true, if Σ |= σ , false otherwise

1. Initialization
TC=(V’,E’) := transitive closure of M(L)
do color all nodes and edges in M(L) black,in TC blue,
do color all nodes and edges in X: both graphs green,
do color all nodes and edges in Y: for M(L) yellow,for TC red
2. FDSET := Σ ;
3. greene := X (means, that greene1 := X1 and greene2 := X2);
4. repeat until no more dependency applicable:
if W = (W1,W2) → Z = (Z1,Z2) ∈ Σ and W ⊆ greene (means, that W1 ⊆ greene1

and W2 ⊆ greene2) then
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i. FDSET := FDSET − (W → Z);
ii. greene := greene ∪ Z (means, that greene1 := greene1 ∪ Z1 and greene2 :=
greene2 ∪Z2);
iii. do color all nodes and edges in Z green(for M(L) and TC)

5. if count nodes(V,yellow) = count nodes(V’,red) = 0 and count edges(E,yellow)
= count edges(E’,red) = 0 then output true else output false.

Proposition 1 (Scoped Functional Dependency Implication). Let A be a scope in
the ECFG G and let MA be the corresponding finite state automaton and let Σ be a
set of FDs and let X → Y be an FD over MA, then Σ |= X → Y if and only if when
the Algorithm 3 for input MA, Σ and X → Y returns true.

Proof. We only sketch here the proof: the chasing process guarantees the success,
because the non-recursive parts could be viewed as relational attributes, the recur-
sive parts are fixed on the graph. For details we refer to [7]

Remark 2 (Reasoning about Scoped Functional Dependencies). The Algorithm 3
runs in quadratic time measured in the number of extended attributes appearing in
Σ and σ : X → Y respectively.

Definitions 9 and 10 based upon immediate components of a scope, represented by
the states of the automaton for the scope. This relative simple case allows an easy
handling and tractable decision on implication. We can get a more complex concept
when we take into account sub-elements, reachable from the immediate elements,
too.

Definition 12 (Single valued tuple). Let G=(N,T,S,P) be an ECFG, let A ∈ N be
a non-terminal symbol and let ω ∈ L(A) ,ω = {ω1ω2. . .ωn} ,ωi ∈ T be a string of
terminal symbols, then we say, that ω is a single valued dual sentence in the scope
A, the ωi-s are the attributes of ω , and a valuation of ω is a single valued tuple t of
A, denoted by t = val (ω).

We say that A is an ECFG-style schema to G, and if R is a finite set of tuples of
A then we say that R is an instance of A.

If ω = {ω1ω2. . .ωn} then val (ω) = {val (ω1)val (ω2). . .val (ωn)}
Let A ∈ N, let ω ∈ L(A), let Y ⊆ T and let t = val (ω) be a tuple of A.

We interpret the ω [Y ] sequence of symbols as set of ”attributes”, that projects
the tuple t to the values t [Y ] = val (ω [Y ]), that is, let ω = {v1 v2 . . . vn}, let
ω [Y ] =

{
vi1 , . . . ,vik

}
(1 ≤ i1 < i2 < .. . < ik ≤ n(k ≥ 0) iff, when vik ∈ Y , then

t [Y ] = val (vi1)val (vi2) . . .val
(
vik

)
.

If ω [Y ] = {}, then t[Y]={} as well.
Concerning the regular language LA we can define functional dependency con-

sidering the non-terminal A as the scope for the functional dependency.
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Definition 13 (TreeScoped Functional Dependency). Let A be a scope in the
ECFG G. Let X ⊆ T and Y ⊆ T be set of attributes to A. A functional dependency
defined over A (FDA) is an expression of the form X → Y . The R (finite) database
instance of A satisfies the X →Y functional dependency (denoted by R |= X →Y ), if
for any two t1, t2 ∈ R tuples t1[X]=t2[X] can be fulfilled only then, when t1[Y]=t2[Y]
also comes true. We call the case Y = MA key dependency.

4.1 Scoped FD on XML Schema Languages

We apply our definitions of functional dependency for XML schema languages.
As presented in Section 1 elements of XML documents are sentences of regular
languages and the corresponding dual language is the language generated by the
element declaring regular expressions of DTD or XML Schema. We consider an
example with DTD element description.

Let us see an example XML document (Fig. 2.), the corresponding DTD contains
the following declaration:

<!ELEMENT course (Cid,(Stid,Stn)+)>

Figure 3 presents the corresponding automaton constructed from the regular expres-
sion above.

Based upon this automaton we can define the following key dependency:

({Cid} ,{})→ ({} ,{Stid,Stn})

Fig. 2 Example XML data document (courses.xml)
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Fig. 3 Example FSA for course data

5 Conclusion and Future Works

Functional dependency is a constraint that can help to detect corrupt data in a data
set. But functional dependency is also a tool for the database (document) admin-
istrator supporting him or her to create a consistent data structure. Functional de-
pendency for relational data model is easy to understand and it can be used easily
in database design. The known FD concepts for other data models (e.g. XML and
semantic data models) are very intricate. We wanted to propose a general functional
dependency concept, based upon extended context free languages, that works with
the relational and other (e.g. XML) data models as well.

Our model can deal with the XML schema language DTD well, but it can not
manage some properties of W3C XML Schema (XSD Mixed Type,XSD Element
Substitution, XSD Restriction etc.). We would like to extend our model to deal with
them too.

Another future research direction would be to use the concept of regular grammar
for describing the complex value model (tuple and set constructor) and for defining
dependencies on this model. We can specify the structure of the complex value
with a regular expression, so that each constructor would have a distinct name. This
differs from the traditional concept of complex values used by Abiteboul et al. [1],
but no more than writing type names in state of constructor symbols. We can also
say, that the notation will have an XML character. The name of the constructor
corresponds to an XML tag.

There exists no finite axiomatization for the logical implication of XFD (XML
functional dependency) as proven by Arenas and Libkin in [5]. Using our model we
would like to investigate the reason of this hardness.
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7. Szabó, G.I., Benczúr, A.: Functional Dependencies on Extended Relations Defined by
Regular Languages. In: Lukasiewicz, T., Sali, A. (eds.) FoIKS 2012. LNCS, vol. 7153,
pp. 384–403. Springer, Heidelberg (2012)

8. Vincent, M.W., Liu, J., Liu, C.: Strong functional dependencies and their application. To
Normal Forms in XML. ACM ToDS 29, 445–462 (2004)



Extending HQL with Plain Recursive Facilities

Aneta Szumowska, Marta Burzańska, Piotr Wiśniewski, and Krzysztof Stencel

Abstract. The mismatch between relational databases and object-oriented program-
ming languages has been significantly mitigated by the use of object-relational map-
ping. However, the querying facilities available in such mapping systems are still
inferior when compared to the features of a fully-fledged relational DBMS. In our
research we aim at enriching object-relation mapping with advanced database con-
cepts. An example of such an aspect is recursive querying. In prequel papers we have
shown how to extend Hibernates mapping configurations with comprehendible re-
cursive views that map to SQL common table expressions. In this paper we show
how one can extend Hibernate Query Language (HQL) with plain recursive query
facilities based on Oracles CONNECT BY phrase. Although, unfortunately it has
not become a part of the SQL standard, its properties like cleanness and guaran-
teed stop make it worth exploiting. We propose adding CONNECT BY to HQL. We
have implemented a prototype mapping of this phrase to recursive queries in major
DBMSs and tested its efficiency. As the result we have got a simple, safe and fast
way to pose recursive queries in HQL.

1 Introduction

Already for a noteworthy number of years software development has been object-
oriented, while the data storage has been relational. That situation has been the
cause of many problems implied by the mismatch of these two data models. These
problems widely recognised as so called impedance mismatch concern security,
maintainability, portability and data-type mismatch. They have become a severe
obstruction. The software industry soon addressed that problems and proposed
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object-relational mapping (ORM). ORMs significantly reduced problems troubling
application programmers [7, 8].

With the advent of ORM systems, programmers can focus on the application
code and at least to some extent they do not have to worry about advanced SQL
aspects. Most of the complexity of joins, nested queries, aggregations and updates
is separated from a programmers domain.

Currently most of object-oriented programming languages are supported with
object-relational mapping. Some of them like LINQ are even built into the basic
feature set of their host languages. Others are smoothly integrated add-ons. The most
noteworthy of them are Hibernate and JDO for Java, ADO.NET for .NET platform,
Django-models and SQLObject for Python. There were also some proposals of a
standard for object relational mapping frameworks. One of them is the Oracle’s Java
Persistence API (JPA). It has quickly gained popularity among software developers.
Nowadays many application servers implement JPA. Examples are JBoss, Apache
Geronimo or Oracle’s OC4J.

Although object-relational systems has been a major improvement to a software
developers toolkit, they still lack numerous features that are offered by query en-
gines of mature relational database systems. One of them is recursive querying. In
business application there are numerous entities that are best modelled and stored as
networks or hierarchies. Such data items are best queried by recursive facilities that
have been implemented in relational DBMSs for already 25 years (Oracles CON-
NECT BY) and eventually they qualified into the SQL-1999 standard (recursive
common table expressions—CTE). Currently recursive CTEs are implemented in
all major database systems.

More about history of recursive queries, their availability and efficiency of eval-
uation in modern DBMSs may be found in [1, 2]. Despite the fact that recursive
queries appeared quite a long time ago, intensive research is still being conducted
on their optimization [3, 4]. The time that has passed allowed the field of recur-
sive queries to mature and now they become increasingly popular among software
developers.

SQL standard promotes recursive CTEs. However, the original Oracles recursive
contribution, namely CONNECT BY, has various interesting properties. CONNECT
BY is significantly simpler than CTEs and its stop is guaranteed. In contrast, one can
easily code a recursive CTE that will never stop. Therefore, we have decided to pro-
pose extending HQL with CONNECT BY. In our opinion it is natural compared to
CTE and safe (guaranteed termination). We have prepared a prototype implemen-
tation of this extension in Hibernate for Java [9, 11, 12] that currently is the most
popular object-relational mapping system. The results prove that using the proposed
facility we can achieve orders of magnitude of performance improvement.

The initial research on joining ORM systems and recursive queries has been made
for a SQLObject - an ORM system for Python and PostgreSQL [10]. Initial work
on recursive query system for Hibernate has been presented in [6, 13]. This paper
makes the following contributions:
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• we propose an extension to HQL with Oracle-like CONNECT BY phrase;
• we describe our prototype implementation of the mapping of this phrase to the

query language of the underlying DBMS; our prototype is able to map queries to
Oracle Database, IBM DB2 and PostgreSQL;

• we show experimental results that prove the robustness of our idea.

The paper is organized as follows. In Section 2 we describe the data sorts and prob-
lems that are best solved by recursive queries. Section 3 presents the proposed
extension to HQL. Section 4 details performance evaluation of our prototype im-
plementation. Section 5 concludes and portrays our plans for future work.

2 Data Structures

The research presented in this papers focuses on the problem of processing graph
and hierarchical data structures. There is an abundance of real-life problems asso-
ciated with such structures among which are: finding the communication links be-
tween two cities or finding routes based on information provided by GPS systems,
processing championships’ scoreboards, corporate hierarchy or bill-of-material. In
this section we present two natural examples of recursive data. The first table called
Emp contains data on corporate hierarchy with special focus on employees hierar-
chy. A sample of its rows is presented by Table 1. The second table is called Conns.
It describes a network of flight connections between cities. Table 2 shows a small
fragment of it.

SQL-1999 introduced common table expressions in order to query data struc-
tures having recursive or graph-like structure. Then, various database management
systems implemented this construct. A query that selects Smith’s direct and indirect
subordinates based on the recursive CTE is shown on Listing 1. It starts from the
rows with the data on all Smiths and then in subsequent iterations it collects their
subordinates. Direct subordinates are gathered in the first iteration, while indirect
subordinates are accumulated in all further iterations. In fact the forest with the tree
for each Smith is being built.

Table 1 Hierarchical data, table Emp

empId bossId sname fname salary
7521 7698 Christie Andrew 210
7566 7839 Jones Brandon 360
7654 7698 Ford Carl 210
7698 7839 Blake Ernest 360
7782 7839 Bell Gordon 360
7788 7839 Willis James 360
7839 Smith John 500
7844 7698 Turner Johnathan 210
7902 7698 Adams Trevor 210
7900 7566 Miller Kyle 150
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Table 2 Graph data, table Conns

departure arrival flightId price travelTime
Phoenix Huston PW 230 100 3h 10min
Huston Chicago RW 121 90 2h 45min
Huston Dallas RW 122 80 3h
Dallas Chicago DW 80 110 2h 30min

Chicago Atlanta CH 542 220 2h 45min
Chicago Berlin CH 543 360 7h 15min

Paris Berlin TW 118 300 1h 10min
Dallas Berlin DW 90 350 5h 45 min
Berlin Boston YW 421 100 6h

Chicago Boston CH 544 250 2h 15min

Listing 1 List of Smith’s Subordinates

WITH RECURSIVE r c t e (
SELECT sname , fname , empId , F a l s e as i s S u b

FROM Emp WHERE sname = ’ Smith ’
UNION

SELECT e . sname , e . fname , e . empId , True as i s S u b
FROM Emp e JOIN r c t e r ON ( e . b o s s I d = r . empId ) )

SELECT sname , fname FROM r c t e WHERE r c t e . i s S u b = True ;

However the first DBMS that introduced recursive querying was Oracle. It had
then an elegant approach based on the CONNECT BY clause. The abovementioned
query in the form of the SQL statement with CONNECT BY phrase would have the
following form:

Listing 2 List of Smith’s Subordinates using CONNECT BY

SELECT sname , fname FROM Emp
WHERE l e v e l > 1
START WITH sname = ’ Smith ’
CONNECT BY b o s s I d = PRIOR empId ;

Listing 3 Recursive data retrieval using traditional tools

L i s t<Empl> f i r s t = s e s s i o n . c r e a t e C r i t e r i a ( Empl . c l a s s ) .
add ( R e s t r i c t i o n s . eq ( ” sname ” , ” Smith ” ) ) . l i s t ( ) ;

Empl f i r s t E m p = f i r s t . g e t ( 0 ) ;
whi le ( ! s t a c k . i sEmpty ( ) ) {

Empl emp = ( Empl ) s t a c k . f i r s t E l e m e n t ( ) ;
L i s t<Empl> emps = s e s s i o n . c r e a t e C r i t e r i a ( Empl . c l a s s ) .

add ( R e s t r i c t i o n s . eq ( ” b o s s I d ” , emp . g e t I d ( ) ) ) . l i s t ( ) ;
f o r ( i n t i = 0 ; i < emps . s i z e ( ) ; i ++)

s t a c k . push ( emps . g e t ( i ) ) ;
s t a c k . remove ( 0 ) ;

}
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3 CONNECT BY in HQL

Currently, in order to perform a recursive query in Hibernate an application pro-
grammer has to use a non-declarative 3GL code. An example of such code is pre-
sented as Listing 3.

In Section 4 we call this approach the Hibernate loop. Performance evaluation
shown in Section 4 proves that this approach is highly inefficient compared to the
evaluation of recursive queries performed by a DBMS.

In papers [6, 13] we have presented proposals of the integration of recursive
queries into Hibernate object-relational mapping system. This integration was done
through the means of definition of the recursive queries in XML files [6] or via anno-
tations for the classes specifically designed for this purpose [13]. However, observ-
ing the number of projects that utilize HQL language, we have decided to integrate
the recursive queries into HQL. The main idea that guided the proposed solutions
was the intuitiveness and the simplicity of use. We have abandoned the initial idea
of the introduction of the common table expressions’ equivalents in the HQL. These
expressions provide ample opportunities, but would require major changes in the
grammar. Also, programmers often view more complex CTEs as lacking readability
and difficult to understand and maintain. Therefore, we decided to base the solu-
tion on the START WITH and CONNECT BY expressions proposed by the Oracle.
These queries do not solve all of the problems covered by the recursive common
table expressions. However, they are still very expressible and useful. Furthermore,
their syntax is more readable that CTE.

With the usage of the extensions to the language HQL introduced in this paper,
the query retrieving Smith’s direct or indirect subordinates would take the form
presented an the listing 4.

Listing 4 List of Smith’s Subordinates using CONNECT BY

Query que ry = s e s s i o n . c r e a t e Q u e r y ( ”FROM Emp
WHERE l e v e l != 1
START WITH sname = : bossname
CONNECT BY b o s s I d = PRIOR empId ” ) ;

que ry . s e t P a r a m e t e r ( ” bossname ” , ” Smith ” ) ;
L i s t l i s t = q u e ry . l i s t ( ) ;

The introduction of the CONNECT BY phrase required a number of changes in
the grammar of HQL. The original query rule have been extended with symbols
StartWithCondition and connectbyClause:

queryRule : selectFrom (whereClause)?
( (groupByClause)? (orderByClause)? )

| ( (StartWithCondition)? (connectbyClause) );

We have also added two rules for new non-terminalsStartWithCondition and
connectbyClause:

StartWithCondition: STARTWITHˆ logicalInitExpression;
connectbyClause : CONNECTBYˆ logicalRecursiveExpression;
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Rules for other two non-terminal symbols logicalInitExpression and
logicalRecursiveExpression are slight modifications of the existing sym-
bol logicalExpression that disallow subqueries. Moreover, the rules for
logicalRecursiveExpression include the possibility to use the PRIOR
keyword.

Those modifications allow parsing recursive queries based on the CONNECT BY
clause. Such query is then processed by the query generators developed by the au-
thors of this paper. Those generators create a recursive CTE in the desired SQL
dialect that represents the requested query. The CTE is then sent to the database.
The query from Listing 4 is thus translated into the query from Listing 5.

Listing 5 List of Smith’s Subordinates

WITH RECURSIVE r c t e (
SELECT empId , sname , fname , b o s s I d

FROM Emp WHERE sname = ’ Smith ’
UNION

SELECT e . empId , e . sname , e . fname , e . b o s s I d
FROM Emp e JOIN r c t e r ON ( e . b o s s I d = r . empId )

)
SELECT empId , sname , fname , b o s s I d FROM r c t e

It is noteworthy that the structure of the records returned by this query corre-
sponds to the structure of the Emp table. Moreover, because of this correspondence
the resulting records are mapped directly to instances of the Emp class.

4 Performance

In this section we present experimental data that is intended to verify the efficiency
of the prototype implementation. The feasibility of the whole approach is also as-
sessed by a comparison to coding recursive queries using 3GL languages. Since our
solution concerns modifications to HQL, obviously we use Hibernate as the test bed.

The problem of corporate hierarchy has been tested against five data sets: 900
records with 7 levels of hierarchy, 1800 records with 8 levels of hierarchy, 2700
records with 9 hierarchy levels, 3600 records with 10 hierarchy levels and 4500
records with 11 hierarchy levels. In order to test the native Hibernate’s method
(called in this paper Hibernate loop), we have prepared the source code based on the
while loop. The main part of this code has been presented in Listing 3 in Section 3.

We traced the execution of the Hibernate loop and we detected that Hibernate
generated and sent to the database as many queries as there are matching objects
in the examined data set. Obviously, the recursive HQL query induces the execu-
tion of only one database query. It saves a significant amount of database (parsing
queries, consulting the data dictionary etc.) and communication resources (network
round-trips).

The results of those tests are presented in Tables 3, 4 and 5. Tests were performed
on different machine configurations for different database systems. Therefore one
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should only judge the results for a single DMBS. The results are incomparable be-
tween different DBMSs. However, the goal of our performance tests was to com-
pare the evaluation of Hibernate’s solutions and the proposed extension of HQL.
The Hibernate loop column presents the time needed to complete the execution of
the native Hibernate code (Listing 3). The Ratio column presents the percentage of
time needed for the HQL CONNECT BY to complete with respect to the native
method. The results of the performance evaluation is obvious. An extended HQL
query is significantly faster than corresponding 3GL code for all sizes of the data set
and for all database systems. This shows potential improvement that an application
programmer can exploit using our proposal.

Table 3 Comparison of average execution times on ORACLE

Hibernate loop HQL with CONNECT BY Ratio
900 rec. 1385 ms 159 ms 11.48 %

1800 rec. 3475 ms 205 ms 5.89 %
2700 rec. 6152 ms 242 ms 3.39 %
3500 rec. 9534 ms 276 ms 2.89 %
4500 rec. 14912 ms 301 ms 2.02 %

Table 4 Comparison of average execution times on IBM DB2

Hibernate loop HQL with CONNECT BY Ratio
900 rec. 2045 ms 210 ms 10.26 %

1800 rec. 4678 ms 398 ms 8.50 %
2700 rec. 10255 ms 831 ms 8.10 %
3500 rec. 15121 ms 1301 ms 8.61 %
4500 rec. 22045 ms 1892 ms 8.59 %

Table 5 Comparison of average execution times on PostgreSQL

Hibernate loop HQL with CONNECT BY Ratio
900 rec. 3121 ms 153 ms 4.90 %

1800 rec. 8723 ms 272 ms 3.10 %
2700 rec. 18012 ms 287 ms 1.59 %
3500 rec. 27979 ms 413 ms 1.48 %
4500 rec. 41412 ms 434 ms 1.05 %

5 Conclusions and Future Work

In this paper we have presented a proposal to extend HQL with plain recursive facil-
ities based on the Oracle’s style CONNECT BY clause. In our opinion this option
may be considered by most programmers as a brief, simple and readable alternative
to Hibernate loops and SQL’c CTEs. In fact initially we considered extending HQL
with recursive CTEs. However, the syntactical complexity of SQL queries using
CTEs convinced us that it would be more profitable to application developers to use
simpler means. Another advantage of CONNECT BY is its guaranteed stop.
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In order to encourage potential users we implemented a prototype mapper module
that serves HQL queries enriched with CONNECT BY. The result of performance
tests conducted for this prototype emphasize the value of the proposed improvement.
Compared to 3GL code we can achieve orders of magnitude improvement using our
solution.

As the future research we plan to continue pushing recursive query facilitates
closer to application programmers. Database engines have numerous features that
are not used in practical development because of (1) the ignorance of potential users
and (2) the complexity of these features. If one offers these facilities as a part of an
object-relational mapper, they can eventually become useful. An example of such
a feature is a support for logical constraints that would allow automatic generation
of DBMS specific triggers. We also plan to develop corresponding extensions for
other Database Management Systems with the special focus on SQL Server and
SQL Anywhere.
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Trust in RDF Graphs

Dominik Tomaszuk, Karol Pąk, and Henryk Rybiński

Abstract. It is well-known that pure Resource Description Framework (RDF) is not
suitable to represent trust information. This work is to overcome these limitations.
In our proposal RDF graphs are extended by trust metrics. The paper describes
a mechanism for representing and reasoning with trust annotated RDF data. We
present how with metric algebra such an annotation can be used for processing data
on inferred RDF triples.

Keywords: Semantic Web, Resource Description Framework, trust, metric,
annotation.

1 Introduction and Motivation

An RDF triple consists of a subject, a predicate, and an object. In [5] the mean-
ing of subject, predicate and object is explained. The subject denotes the resource,
the predicate means traits or aspects of the resource, and expresses a relationship
between the subject and the object. A collection of RDF statements intrinsically
represent a labeled, directed multigraph. The nodes are the subjects and objects of
their triples.
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With the increasing interest in trust metric in classical systems, there have been a
number of proposals for data description. One can distinguish two main categories
of trust values: discrete [1] and continuous [17, 10]. In the context of Semantic
Web, information providers do not have any explicit way to express any intention
concerning trust information. The tools supporting storage of RDF triples have no
support for the trust of knowledge written in RDF and it is not possible to store
such metrics in RDF triples directly. In the paper we attempt to define the proper
functions to equip the RDF information with trust means.

In this paper a new annotation for RDF is presented, which providing trust met-
rics. The approach makes possible sharing private and public resources between the
sites, according to a trust information. Our proposal extends RDF graphs to fourth
value, which symbolizes trust. We also introduce inference rules, annotation alge-
bra, and mapping algorithms for this approach.

The paper is constructed as follows. Section 2 is devoted to related work. In Sec-
tion 3 we introduce preliminaries concerning our proposal. In Section 4 we propose
a solution for trust in RDF graphs. Section 5 presents algorithms for mapping our
approach to the RDF model. The paper ends with conclusions.

2 Related Work

In Semantic Web, there have been proposals for trust metrics. They can be divided
into categories: based on Web of Trust [6, 13], and based on ontologies [7, 8]. In
[6] continuous trust metrics is defined as interval {x ∈ R : 0 ≤ x ≤ 1}. Yet another
proposal in this area is provided in [13], which describes metrics as interval {x ∈R :
1 ≤ x ≤ 10}. The authors of [7] extended the Friends of Friends (FOAF) ontology
with a value of trust {1,2, ...,9}, where 1 means complete distrust and 9 absolute
trust. Another proposal is Hoonoh ontology [8], which in contrast to [7] allows to
use a continuous scale.

On the other hand, there are also proposals for annotation algebras and deduc-
tive systems. One of the paper [11] presents a simple abstract fragment of RDF,
easy to formalize and to reason about. Unfortunately, it do not support trust met-
rics. Yet another approach is shown in [15], which presents a generic framework
for representing and reasoning with annotated Semantic Web data. Unfortunately,
the authors do not demonstrate inference rules for RDF with trust. What is impor-
tant is that, our approach differs from [11, 15] in that we support OWL properties.
In [16], the authors discuss how to annotate the predicate, rather than the triple.
Unfortunately, it needs specific algorithms, while we describe that a simple exten-
sion to the pure RDF inference rules is adequate. In [9] annotation of authority is
presented, which is a boolean value. This approach uses Linked Data principles to
conservatively determine whether or not some terminological information can be
trusted.
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3 Preliminaries

Following [5], let I be the set of all Internationalized Resource Identifiers (IRI)
references, B an infinite set of blank nodes, Ls the set of RDF plain literals without
language tag, Ll the set of RDF plain literals with language tag, and Ld the set of
all RDF typed literals. Let L = Ls ∪Ll ∪Ld , O = I ∪B∪L and S = I∪B, then
T ⊆ S× I×O is set of RDF triples. If t = 〈s, p,o〉 is a RDF triple, s is subject, p
predicate and o object. An RDF graph G is a finite set of RDF triples G ⊆ T .

Let us denote by ρ a subset of the vocabularies of RDF [5], RDFS [3] and OWL
[14] as follows: ρ = {rn,dm, tp,spo,sco,sa,df, io,ep,ec,pdw,dw}, where the ele-
ments of ρ are as in Table 1.

Table 1 ρ set elements

Set element Description

rn range predicate (defined in [3])
dm domain predicate (defined in [3])
tp type predicate (defined in [5] and [3])

spo subPropertyOf predicate (defined in [3])
sco subClassOf predicate (defined in [3])
sa sameAs predicate(defined in [14])
df differentFrom predicate(defined in [14])
io inverseOf predicate (defined in [14])
ep equivalentProperty predicate (defined in [14])
ec equivalentClass predicate (defined in [14])

pdw propertyDisjointWith predicate (defined in [14])
dw disjointWith predicate (defined in [14])

Let V1 be the RDF vocabulary, V2 the RDFS vocabulary, and V3 the OWL vocab-
ulary, then V =V1 ∪V2 ∪V3 is a vocabulary that includes the RDF, RDFS and OWL
vocabularies. A simple interpretation over a vocabulary V is N = 〈RN ,PN ,
EXTN ,SN ,LN ,LV N 〉, where:

1. RN is a nonempty set of named resources (the universe of N ) RN ⊇ I ∪Ls ∪
Ll ∪Ld ,

2. PN is a set which elements are named properties, PN ⊆ RN ,
3. EXTN is an extension function used to associate properties with their property

extension, EXTN : PN → 2RN ×RN
,

4. SN is a function used to assign the IRIs to resources or properties, SN : I →
RN ∪PN ,

5. LN is a function used to assign the typed literals to resources, LN : Ld → RN ,
6. LVN is a subset of literal values, LVN ⊆ Ls ∪Ll .

Following [3, 14, 5] SN (Property) ∈ CN , SN (Resource) ∈ CN , SN (Literal) ∈
CN and SN (Class) ∈CN . The set of classes CN is defined as CN = {x ∈ RN :

〈x,SN (Class)〉 ∈ EXTN (SN (tp))}, and the mapping CEXTN : CN → 2RN
is
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T hings
inviduals

Literal
data values

Resource
inviduals

Property
properties

Class
classes

Ob jectProperty
properties

DatatypeProperty
properties

Fig. 1 Parts hierarchy of RDF semantics

defined as CEXTN (c) = {x ∈ RN : 〈x,c〉 ∈ EXTN (SN (tp))}. All relations
between RDF parts are presented in Fig. 1. Let RN =CEXTN (Resource), PN =
CEXTN (Property), CN =CEXTN (Class) and LVN =CEXTN (Literal), then a
simple interpretation satisfies the following conditions:

1. Properties:

1. x ∈ PN ⇔ 〈x,SN (Property)〉 ∈ EXTN (SN (tp)),
2.

(
p ∈ {SN (dm),SN (rn)}∧〈x,y〉 ∈ EXT N (p)

)⇒(
x ∈ PN ∧ (〈u,v〉 ∈ EXTN (x)⇒ u ∈CEXTN (y))

)
,

3. p ∈ {SN (spo),SN (ep)}⇒ ( (
x ∈ PN ⇒ 〈x,x〉 ∈ EXTN (p)

) ∧(
(〈x,y〉 ∈ EXTN (p)∧〈y,z〉 ∈ EXTN (p))⇒ 〈x,z〉 ∈ EXTN (p)

) ∧(〈x,y〉 ∈ EXTN (p)⇒ (x,y ∈ PN ∧EXTN (x)⊆ EXTN (y))
) )

,
4. 〈x,y〉 ∈ EXTN (SN (ep))⇒ 〈y,x〉 ∈ EXTN (SN (ep)),
5.

(〈x,y〉 ∈ EXTN (SN (io))∧〈u,v〉 ∈ EXTN (x)
)⇒ 〈v,u〉 ∈ EXTN (y),

6. 〈x,pdw,y〉 ⇔ 〈x,ep,y〉.
2. Class:

1. x ∈CN ⇒ 〈x,SN (Resource)〉 ∈ EXTN (SN (sco)),
2.

(
p ∈ {SN (dm),SN (rn)}∧〈x,y〉 ∈ EXT N (SN (p))

)⇒ y ∈CN ,
3. p ∈ {SN (sco),SN (ep)} ⇒ ( (

x ∈CN ⇒ 〈x,x〉 ∈ EXTN (p)
) ∧(

(〈x,y〉 ∈ EXTN (p)∧〈y,z〉 ∈ EXTN (p))⇒ 〈x,z〉 ∈ EXTN (p)
) ∧(〈x,y〉 ∈ EXTN (p)⇒ (x,y ∈CN ∧CEXTN (x)⊆CEXTN (y))
) )

,
4. 〈x,y〉 ∈ EXTN (SN (ec))⇒ 〈y,x〉 ∈ EXTN (SN (ec)),
5. 〈x,ec,y〉 ⇔ 〈x,dw,y〉.

3. Individuals:

1.
(
p ∈ {SN (sa),SN (df)}∧〈x,y〉 ∈ EXTN (p)

) ⇒(
x ∈CEXTN (c)⇔ y ∈CEXTN (c)

)
,

2. x ∈ RN ⇒ 〈x,x〉 ∈ EXTN (SN (sa)),
3. 〈x,y〉 ∈ EXTN (SN (sa))⇒ 〈y,x〉 ∈ EXTN (SN (sa)),
4.

(〈x,y〉 ∈ EXTN (SN (sa))∧〈x,z〉 ∈ EXTN (p)
)⇒ 〈y,z〉 ∈ EXTN (p),
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5.
(〈x,y〉 ∈ EXTN (SN (sa))∧〈y,z〉 ∈ EXTN (SN (sa))

)⇒
〈x,z〉 ∈ EXTN (SN (sa)),

6.
(〈x,y〉 ∈ EXTN (SN (sa))∧〈x,z〉 ∈ EXTN (p)

)⇒ 〈y,z〉 ∈ EXTN (p),
7. 〈x,y〉 ∈ EXTN (SN (df)) ⇒ ( ∃

p∈PN ,z∈RN
(〈x,z〉 ∈ EXTN (p) ⇐⇒

〈y,z〉 /∈ EXTN (p))∨ (〈z,x〉 ∈ EXTN (p)⇐⇒〈z,y〉 /∈ EXTN (p))
)
.

4 Annotated RDF with Trust Metrics

4.1 RDF Quads

An RDF quad Q is an RDF triple with a trust metric. Let M be the set of all trust
metrics, then Q ⊆ S × I × O × M. If q = 〈s, p, o, m〉 is a RDF quad, s is
subject, p predicate, o object (see Section 3) and m trust metric. The listing in Table
2 presents the example of possible syntax of RDF quad The RDF quads grammar is
defined in Appendix 6.

Table 2 Example of RDF quad

:me rdf:type :Teacher 0.9

An RDF graph with trust metrics (Fig. 2) is T G = 〈S∪O,ARC, f ,g, I,M〉, where
ARC ⊆ S×O, f is a function from ARC to the set of predicates I (see Section 3)
f : ARC → I and g is a function from ARC to the partially ordered set of trust
metrics M = {x ∈ R : 0 ≤ x ≤ 1}, g : ARC → M. An RDF graph with trust metrics
T G is a finite set of RDF triples T G ⊆ Q.

Sub ject Ob ject
Predicate

Trust metric

Fig. 2 An RDF graph with trust metrics

4.2 Interpretation and Inference Rules

A M-annotated interpretation is E = 〈RN ,PN ,EXT N ,SN ,LN ,LVN ,EXTM〉,
where RN , PN , EXTN , SN , LN and LVN are exactly the same as for simple
interpretation (see Section 3). The EXTM is a partial function used to trust met-
ric for triple, which are built from property and each pair of resources. EXTM :
RN × PN ×RN → M, for which the triple 〈x, p,y〉 is in the domain of EXTM

if and only if 〈x,y〉 ∈ EXTN (p), with p ∈ PN , x,y ∈ RN . The set of classes
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CN is based on EXTN and also defined exactly the same as for simple inter-
pretation. In the same way, CEXTM based on EXTM. CEXTM is a partial func-
tion CEXTM : CN × RN → M. {〈c,r〉 : c ∈ CN ∧ r ∈ CEXTN (c)} is do-
main of a partial function CEXTM and CEXTM(c,r) = EXTM(r,SN (tp),c), where
c ∈CN ,r ∈CEXTN (c).

Let M= 〈M,⊕,⊗,',⊥,)〉 be a boolean algebra, where:

1. M is partially ordered set of trust metrics M = {x ∈ R : 0 ≤ x ≤ 1},
2. ⊕ is binary operation of addition,
3. ⊗ is binary operation of multiplication,
4. ⊗ is unary operation of complement,
5. ⊥ is the smallest element,
6. ) is the largest element.

This structure complies the following conditions:

• associativity: (a⊕ b)⊕ c= a⊕ (b⊕ c) ∧ (a⊗ b)⊗ c= a⊗ (b⊗ c),
• commutativity: a⊕ b = b⊕ a ∧ a⊗ b = b⊗ a,
• absorption: a⊕ (a⊗ b)= a ∧ a⊗ (a⊕ b= a),
• distributivity: a⊕ (b⊗ c) = (a⊕ b)⊗ (a⊕ c) ∧ a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c),
• complements: a⊕'a =) ∧ a⊗'a=⊥,

where a, b, c are elements of M. For every a,b ∈ M we define a * b iff for certain
c ∈ M we have a⊕ c = b.

We assume simple interpretation N = 〈RN
,P

N
,EXT

N
,S

N
,L

N
,LV

N 〉, which

extends E that satisfies RN ⊆R
N
, PN ⊆P

N
, p∈PN =⇒EXTN (p)⊆EXT

N
(p),

S
N |D(SN ) = SN , L

N |D(LN ) = LN and LVN ⊆ LV
N

, where D( f ) denotes the do-

main of function f . We also consider a partial function E : P
N ×R

N → M, which
satisfies D(EXTM) = D(E ) and EXTM(x, p,y) = E (x, p,y), where 〈x, p,y〉 ∈
D(EXTM).

We construct the trust function EXT
M, which is natural extension of E , so that

the N structure enriched with EXT
M

is an interpretation. Additionally, we intend
that it should comply condition E (x, p,y)* EXT

M
(x, p,y), where 〈x, p,y〉 ∈D(E ).

Let us consider to this end an auxiliary partial function E ′ : R
N×P

N ×R
N → 2M,

such that D(E ′) = {〈x, p,y〉 : p ∈ P
N ∧〈x,y〉 ∈ EXT

M
(p)} and given dependence

E ′(x, p,y) = {E (x, p,y)} if 〈x, p,y〉 ∈D(EXT
M
) and /0 otherwise.

We will denote by (x, p,y,m) the dependence m ∈ (EXTM)(x, p,y). Using the
inference rules (see Table 3) we enrich each sets (EXTM)(x, p,y) 1. Lastly, the

partial function EXT
M

is determined by dependence D(EXT
M
) = D(E ′) and

EXT
M
(x, p,y) = infE ′(x, p,y), where (x, p,y) ∈ D(E ′) and infE ′(x, p,y) is

1 x, y, z represent properties, X , Y , Z represent classes, A, B, C represent individuals and m, n
are trust metrics.
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Table 3 Inference rules

(A,x,B,m)(A,x,B,n)
(A,x,B,m⊕n) , (x,spo,y,m)(y,spo,z,n)

(x,spo,z,m⊗n) , (A,x,B,m)(x,spo,y,n)
(A,y,B,m⊗n) ,

(x,spo,y,m)
(x,spo,x,m)(y,spo,y,m) , (A,x,B,m)

(x,spo,x,m) , p∈ρ
(p,spo,p,)) ,

(X ,sco,Y,m)(Y,sco,Z,n)
(X ,sco,Z,m⊗n) , (A,tp,X ,m)(X ,sco,Y,n)

(A,tp,Y,m⊗n) , (X ,sco,Y,m)
(X ,sco,X ,m)(Y,sco,Y,m)

,

(A,tp,X ,))
(X ,sco,X ,))

, (A,x,B,m)(x,dm,Y,n)
(A,tp,Y,m⊗n) , (A,x,B,m)(x,rn,Y,n)

(B,tp,Y,m⊗n) ,

(x,q,Y,m)q∈{dm,rn}
(Y,sco,Y,m)

, (x,q,Y,m)q∈{dm,rn}
(x,spo,x,m)

, (x,ep,y,m)(y,ep,z,n)
(x,ep,z,m⊗n)

(A,x,B,m)(x,ep,y,n)
(A,y,B,m⊗n) , (x,ep,y,m)

(x,ep,x,m)(y,ep,y,m) , (A,x,B,m)
(x,ep,x,m) ,

p∈ρ
(p,ep,p,))

, (x,ep,y,m)
(y,ep,x,m)

, (X ,ec,Y,m)(Y,ec,Z,n)
(X ,ec,Z,m⊗n) ,

(A,tp,X ,m)(X ,ec,Y,n)
(A,tp,Y,m⊗n) , (X ,ec,Y,m)

(X ,ec,X ,m)(Y,ec,Y,m) , (A,tp,X ,))
(A,ec,A,)) ,

(X ,ep,Y,m)
(Y,ep,X ,m) , (x,pdw,y,m)(y,pdw,z,n)

(x,pdw,z,m⊗'n)
, (A,x,B,m)(x,pdw,y,n)

(A,y,B,m⊗'n) ,

(x,pdw,y,m)

(x,pdw,x,'m)(y,pdw,y,'m)
, (A,x,B,m)

(A,pdw,A,'m)
, p∈ρ

(p,pdw,p,⊥)
,

(X ,dw,Y,m)(Y,dw,Z,n)
(X ,dw,Z,m⊗'n)

, (A,tp,X ,m)(X ,dw,Y,n)
(A,tp,B,m⊗'n) , (X ,dw,Y,m)

(X ,dw,X ,m)(Y,dw,Y,'m)
,

(A,x,B,m)(x,io,y,n)
(A,y,B,m⊗n) , (A,x,B,m)(A,sa,C,n)

(C,x,B,m⊗n) , (A,x,B,m)(A,df,C,n)
(C,x,B,m⊗'n) ,

(A,x,B,m)(B,sa,C,n)
(C,x,A,m⊗n) , (A,x,B,m)(B,df,C,n)

(C,x,A,m⊗'n) , (A,sa,B,m)
(B,sa,A,m)

,

(A,df,B,m)

(B,df,A,m)
, (A,tp,X ,))

(A,sa,A,)) , (A,sa,B,m)(B,sa,C,n)
(A,sa,C,m⊗n) .

evaluated * relation. Finally, E = 〈RN
,P

N
,EXT

N
,S

N
,L

N
,LV

N
,EXTM〉 is ex-

tended interpretation of M-annotation.

5 Mapping into RDF Model

In this Section the mapping from our approach to the RDF model is presented. We
propose simple ontology for trust metric. We define trustValue property, where
trust metric can be stored. A range of the property uses subset {x ∈ R : 0 ≤ x ≤ 1}
as typed literal. Listing in Table 4 presents Simple Trust Ontology (STO) in Terse
RDF Triple Language [12].

We present two methods for mapping our proposal to RDF model: reification of
the statement and Named Graphs [4].

The first method is based on the built-in vocabulary intended for describing
RDF statements. Our reification proposal consists of the type Statement, and
the properties: subject, predicate, object, and trustValue. The algo-
rithm in Table 5 presents the process of transforming our approach, which uses RDF
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Table 4 Simple Trust Ontology

:trustValue rdf:type owl:DatatypeProperty;
rdfs:range [rdf:type rdfs:Datatype;

owl:onDatatype xsd:float;
owl:withRestrictions (

[xsd:minInclusive 0]
[xsd:maxInclusive 1])

].

Table 5 Algorithm of mapping to reification statements

input: TG
output: G
foreach quads do
get triple from q = (s, p, o, m)
create unique subject US
create predicates "subject" PS, "predicate" PP, "object" PO
insert triples (US, PS, s), (US, PP, p), (US, PO, o)
get metric from q = (s, p, o, m)
create predicate "trustValue" PV
insert triple (US, PV, m)

end

Table 6 Example of reification statements

_:st rdf:type rdf:Statement;
rdf:subject :me;
rdf:predicate rdf:type;
rdf:object :Teacher;
sto:trustValue "0.9"^^xsd:float .

Table 7 Algorithm of mapping to Named Graphs

input: TG
output: NG, G
foreach quads do
create unique named graph UNG
get triple from q = (s, p, o, m)
insert (s, p, o) into UNG
create subject UNG
create predicate "trustValue"
get metric from q = (s, p, o, m)
create object m

end
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Table 8 Example of Named Graphs

metric:tg { :me rdf:type :Teacher }
metric:tg sto:trustValue "0.9"^^xsd:float .

reification. An example of mapping RDF quads, shown in Table 2, is presented in
Table 6. This example is expressed in Terse RDF Triple Language [12].

The second method is based on Named Graphs [4]. Named Graphs NG is a set of
pairs forming a partial function from I to T (see Section 1) and each pair (n,g)∈NG,
where n is called name and g is called graph. Our proposal consists of the triple in
named graph and trustValue property in default graph. The algorithm in Table 7
presents the process of transforming, which uses Named Graphs. An example of
mapping RDF quads, shown in Table 2, is presented in Table 8. This example is
provided in TriG [2].

However, the second method has two problems: many pure RDF providers would
not be forwards-compatible with such quad-centric data representation and none of
named graph syntaxes are standards at the moment. But the second approach allows
for more compact annotation serialization than the first method.

6 Conclusions

The problem of how to support trust in RDF has produced many proposals. We
assume that RDF, to be more functional, should provide a method to set the trust
metrics. There is a need to be able to attach it to the RDF triples.

We have produced a simple and thought-out proposal for representing and rea-
soning with trust annotated RDF data. We propose how our annotation with metric
algebra can be used for processing data on inferred RDF graphs. We believe that
our idea is an interesting approach, because it can be transformed to pure RDF
model. More importantly, we have provided algorithms for mapping our proposal.
Our approach excellently extends the classical case of RDF with trust annotations.
A crucial advantage of the proposal is that it can work either with graph stores or
serialized RDF documents.

References

1. Adams, C., Lloyd, S.: Understanding PKI: Concepts, Standards, and Deployment Con-
siderations. Sams (2002)

2. Bizer, C., Cyganiak, R.: The trig syntax. Tech. rep., Freie Universität Berlin (2007)
3. Brickley, D., Guha, R.V.: Rdf vocabulary description language 1.0: Rdf schema. Tech.

rep., World Wide Web Consortium (2004)



282 D. Tomaszuk, K. Pąk, and H. Rybiński
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Appendix: RDF Quads Syntax

Listing in Table 9 presents the syntax of RDF quads. All possible terminals are taken
from Terse RDF Triple Language [12].
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Table 9 RDF quads EBNF

1. quadDoc ::= WS* statement? (EOL WS* statement)*
WS* EOL?

2. statement ::= subject WS+ predicate WS+ object
(WS+ metric) WS* "."

3. subject ::= IRI_REF | BLANK_NODE_LABEL
4. predicate ::= IRI_REF
5. object ::= IRI_REF | BLANK_NODE_LABEL |

literal
6. metric ::= 0.[0-9]+ | 1
7. literal ::= STRING_LITERAL2 ("^^" IRI_REF |

("@" LANG) )?
8. IRI_REF ::= "<" ([^<>"{}|^‘\]-[#x00-#x20] |

UCHAR )* ">"
9. BLANK_NODE_LABEL ::= "_:" PN_LOCAL
10. LANG ::= [a-zA-Z]+ ( "-" [a-zA-Z0-9]+ )*
11. WS ::= " " | "\t" | "\r" | "\n"
12. EOL ::= [\r\n]+
13. UCHAR ::= ( "\\u" HEX HEX HEX HEX ) |

( "\\U" HEX HEX HEX HEX HEX HEX
HEX HEX )

14. PN_LOCAL ::= ( PN_CHARS_U | [0-9] )
( ( PN_CHARS | "." )* PN_CHARS )?

15. STRING_LITERAL2 ::= ’"’ ( ( [^\"\\\n\r] ) | ECHAR |
UCHAR )* ’"’

16. ECHAR ::= "\\" [tbnrf\\\"’]
17. HEX ::= [0-9] | [A-F] | [a-f]
18. PN_CHARS_U ::= PN_CHARS_BASE | "_"
19. PN_CHARS ::= PN_CHARS_U | "-" | [0-9] |

#00B7 | [#0300-#036F] |
[#203F-#2040]

20. PN_CHARS_BASE ::= [A-Z] | [a-z] | [#00C0-#00D6] |
[#00D8-#00F6] | [#00F8-#02FF] |
[#0370-#037D] | [#037F-#1FFF] |
[#200C-#200D] | [#2070-#218F] |
[#2C00-#2FEF] | [#3001-#D7FF] |
[#F900-#FDCF] | [#FDF0-#FFFD] |
[#10000-#EFFFF] | UCHAR



Inference of XML Integrity Constraints∗

Matej Vitásek and Irena Mlýnková

Abstract. In this paper we expand upon the previous efforts to infer schema
information from existing XML documents. We focus on inference of integrity
constraints, more specifically ID/IDREF/IDREFS attributes in DTD. Building
on the research by Barbosa and Mendelzon (2003) we introduce a heuristic ap-
proach to the problem of finding an optimal ID set. The approach is evaluated and
tuned in a wide range of experiments.

1 Introduction

The XML is one of the leading formats for representing structured data. However,
even though languages such as DTD and XML Schema [4] to describe XML struc-
ture exist for a long time, most of the documents use outdated or have no schema
at all [17]. To tackle this problem one may employ reverse-engineering techniques
to infer the schema from existing documents [1, 3]. In particular, [12] introduces
the jInfer schema inference framework, dealing primarily with the structural parts
of the schema: how all the elements, attributes and text data are to be organized in
an XML document conforming to that schema.

But the structural requirements of a schema is not the only constraint that can be
imposed on an XML document. The concept of keys and foreign keys, well known
from the relational database world, applies to schemas as well and will be the topic
of this paper.

From all the constraints that can be applied to an XML document by means of
its schema, this paper will focus on keys and foreign keys. The most important con-
cepts in this field are introduced in [5] and formalized in the notions of ID/IDREF/
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IDREFS attributes in DTD and XSD and xs:key/xs:keyref structures in XSD
[4]. The scope of this paper is focussed on inference of ID/IDREF/IDREFS from
existing XML documents. We discuss the equivalence of ID set search and max-
imum weighted independent set. We introduced the mixed integer problem and
demonstrated how to solve it using external GLPK1 solver in the environment of
the jInfer framework [13].

The paper is structured as follows: In Section 2 we describe all necessary def-
initions and terms used in the rest of the text. In Section 3 we discuss the related
papers and problems. In Section 4 we specify the MIP approach and in Section 5 we
discuss related experiments. Finally in Section 6 we conclude.

2 Definitions

We use the representation introduced in [2], where an XML file is represented by a
labeled tree consisting of nodes for elements, attributes and simple text data. Parent
nodes are connected to child nodes with edges. This tree shall be called an XML
tree. For a given node v of an XML tree we define label(v) (name of the node in
the document, only for elements and attributes), id(v) (unique identifier across the
document) and value(v) (text content, only for attributes and simple text data). We
denote I the set of all ids in the document. Without loss of generality we ignore
the actual ordering of nodes in the tree.

From [4]: an XML attribute may have the type ID, IDREF or IDREFS. In short,
ID attribute values must be unique across the document, element cannot have more
than one ID attribute, IDREF and IDREFS values must reference an ID value.

Attribute Mapping

We will use a slightly different definition of attribute mappings (AMs) than [2]
(without introducing keys from [5]) that will however give us the same result.

Definition 1 (ΣE , ΣA, Σ ). ΣE is the set of all element labels, ΣA is the set of all
attribute labels. Σ = ΣE ∪ΣA is their union and effectively the set of all labels in the
document.

Definition 2 (Attribute mapping). For x ∈ ΣE and y ∈ ΣA we define the attribute
mapping of y over x, denoted My

x , the I ×I relation defined by

My
x = {(z,w) : label(z) = x, label(w) = y, parent(w) = z}.

Thus the relation My
x contains edges in the XML tree connecting element nodes

labeled x and attribute nodes labeled y. We can use a projection to retrieve all the
unique ids of either elements or attributes from the relation, with notation πE(M

y
x )

and πA(M
y
x ).

1 GNU Linear Programming Kit, http://www.gnu.org/s/glpk/

http://www.gnu.org/s/glpk/
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Definition 3 (Type of the attribute mapping). AM My
x is of the type τ(My

x ) = x.

Definition 4 (Image of attribute mapping). Image ι of the attribute mapping My
x

is defined as ι(My
x ) = {z : z = value(w),w ∈ πA(M

y
x )}.

So the image of an AM is a set of all the values of all attribute nodes contained in
the mapping.

Definition 5 (name()). Given an attribute mapping m = My
x , name(m) shall be de-

fined as the string x− y.

ID Set

Based on the requirements for an ID attribute [4] we define ID set with the help of
the following definition.

Definition 6 (Candidate attribute mapping). An attribute mapping m is a can-
didate attribute mapping if it is an injective function, that is, |m| = |πE(m)| =
|πA(m)|= |ι(m)|.
Definition 7 (ID set). A set of candidate attribute mappings I = {m1, . . .mn} is an
ID set iff ⋂

mi∈I

τ(mi) = /0 and
⋂

mi∈I

ι(mi) = /0.

That is, an ID set has images without repeating values and all the types are unique
(an element cannot have more than one ID attribute).

Given an ID set I, the requirements from [4] give us the following condition
for an attribute mapping m to be marked IDREF (IDREFS in case of multivalued
attributes): ι(m)⊆⋃

mi∈I ι(mi).

Attribute Mapping Weight

This definition of weight for AMs or AM sets comes from [2] again. Let M =
{m1, . . .mi} be the set of all non-empty AMs in the document.

Definition 8 (Support). Support of AM m is defined as φ(m) =
|m|

∑p∈M |p| .

Definition 9 (Coverage). Coverage of AM m is defined as

χ(m) =

(
∑

p∈M,p �=m

|ι(m)∩ ι(p)|
)
/ ∑

p∈M
|ι(p)|.

Definition 10 (Weight). For α,β ≥ 0 as relative priorities of support and coverage
we define the AM weight as weight(m) = α.φ(m)+β .χ(m). For a set of AMs S =
{m1, . . .mi} we define weight(S) = ∑m∈S weight(m).



288 M. Vitásek et al.

Definition 11 (Independent set). Given an undirected graph G = (V,E), a set of
vertices I ⊆V is an independent set, iff ∀v1,v2 ∈ I,v1 �= v2 : (v1,v2) /∈ E.

Definition 12 (Maximum weighted independent set). Given an undirected graph
G=(V,E) and a weight function w :V →R, an independent set Imax is the maximum
weighted independent set, iff the following is satisfied:

∀I′ ⊆V, I′is an independent set : ∑
v∈I′

w(v)� ∑
v∈Imax

w(v).

Finding the maximum weighted IS is an NP-hard optimization problem [15].

Linear Programming

The problem of linear programming is optimization of a linear function under a set
of linear constraints. The formulation is usually called a linear program (LP). It can
be written in the following form (a minimization version is possible, too).

max
x

z = cTx

s.t.Ax � b

x � 0

where x is the vector of variables (to be found by the optimization), b is the vector
and A its accompanying matrix of constraints and c is the vector of coefficients for
the objective function.

Definition 13 (Mixed integer problem). A mixed integer problem (MIP) is an in-
stance of LP in which some or all variables are limited to integral or boolean values.

While solving LP is usually possible in polynomial time using the simplex algorithm
(see [6]), solving MIP in general is NP-hard.

3 Related Work

According to the article [2, Chapter 4], the problem of finding an ID set with weight
more than some given K (K-IDSET) is in NP. Furthermore, the independent set (IS)
problem can be reduced to K-IDSET, meaning K-IDSET is NP-hard and thus NP-
complete. The article continues by proving that finding the maximum weighted IS
can be reduced to the problem of finding an ID set with maximum weight (MAX-
IDSET). This again means that MAX-IDSET is NP-complete and, furthermore, un-
less P = NP, MAX-IDSET has no constant factor approximation algorithm. The
transformation works in both ways: it is equivalently possible to create a maximum
weighted IS instance for a given MAX-IDSET instance. The authors then suggest
a heuristic algorithm, which is incorporated into the framework proposed by this
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paper. To the best of our knowledge, there are no other articles dealing with this
problem.

Finding XML Keys

XML keys are a structure somewhat similar to ID attributes, but with a much larger
expressive strength. They have been introduced in [5] and implemented in XML
Schema2.

Fajt in [8] summarizes several algorithms to help find XML keys in existing
data, namely Gordian, XML Primary Keys, SPIDER and DBA Companion. Except
for XML Primary Keys, they all are originally purposed to find keys in relational
databases.

In our paper we find ID attributes directly. And even though we can always con-
vert them to XML keys by the process mentioned above, we are unable to find more
complex keys this way.

Maximum Weighted IS

Maximum weighted IS is a well researched topic with a lot of known direct or ap-
proximation algorithms, see e.g. [15] or [9]. According to [14], the best known
approximation algorithm for weighted IS to-date achieves an approximation ratio of
3(Δ + 2), where Δ is the maximum degree of a vertex in the IS graph.

4 MIP Approach

In this section we introduce a new approach to finding maximum ID sets. First,
we transform the problem formulation to maximum weighted IS problem formu-
lation. Then we transform this into an MIP formulation and demonstrate how this
can be solved using a solver such as GLPK. We will continue by applying heuristic
approaches to improve the performance of the process.

4.1 ID Set to IS Formulation

Given C = {m1, . . . ,mn} a set of all AMs in a document, we construct a graph
G = (V,E) as follows. For each AM mi ∈ C we create a vertex vname(mi). Two ver-
tices vname(mi) and vname(mj) shall be connected by an edge iff they cannot share the
same ID set, either because they have the same type (τ(mi) = τ(m j)), or their im-
ages intersect (ι(mi)∩ ι(m j) �= /0). Weight of a vertex vname(mi) is the weight of the
attribute mapping: w(vname(mi)) = weight(mi).

2 http://www.w3.org/TR/xmlschema11-1/#Identity-constraint_
Definition details

http://www.w3.org/TR/xmlschema11-1/#Identity-constraint_
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Now finding the maximum weighted IS in G finds the maximum (optimal) ID set
in the original document.

4.2 IS to MIP Formulation

Given a graph G = (V,E) with a weight function w : V → R, we introduce a bi-
nary variable xi for each vertex vi ∈ V and an inequality constraint xi + x j ≤ 1 for
each edge e = (vi,v j) ∈ E . Furthermore we introduce an objective function in form
∑xi

xiw(vi).
It is obvious that the objective function and all the constraints consitute a MIP

instance, and that solving it finds the maximum weigthed IS in G.

4.3 Finding ID Sets with GLPK

By chaining these two translations we can create a MIP formulation for a given set
of AMs from a document. Solving this MIP instance will give us the optimal ID set
for this document.

GLPK is a multi-platform, multi-purpose solver well suited for this task. This ap-
proach works and for any possible input we can let GLPK find the optimal solution.
However, sometimes it takes too long to find the optimum, thus the aim of this paper
is to improve this process.

A heuristic is an approach to problem solving based on prior experience, edu-
cated guess or common knowledge. A heuristic algorithm is one that, in a reason-
ably short time, generates a good, maybe even optimal solution to an optimization
problem. However, it will not provide any formal guarantee about its quality.

While a heuristic algorithm can be seen as a tool designed to solve one spe-
cific problem, the notion of a metaheuristic3 is a recipe to solve a whole family of
problems.

Definition 14 (Solution Space, Solution Quality). Solution space in general is the
set of all permissible solutions (not violating any constraints). In the specific case
of a MIP formulation it is the set of all x subject to Ax � b. Every solution in the
solution space has its quality, in case of MIP for solution x it is the value of the
objective function in x.

Definition 15 (Solution Neighborhood). A neighborhood of a solution x in the so-
lution space are all the other solutions close to x according to some metric.

The precise definition of the neighborhood is always adjusted according to specific
needs. However, the neighborhood should be defined so that it is continuous (with
respect to quality).

3 A metaheuristic covers a wide range of topics in the field of heuristics, such as Tabu Search
[10], Ant Colony Optimization [7] or Genetic Algorithms [11], to name a few.
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Definition 16 (Solution Pool, Incumbent Solution). Solution pool (sometimes
called pool of feasible solutions or feasible pool) is a set of solutions of different
qualities that were found in one of the stages of the metaheuristic. The solution with
the highest quality is called the incumbent solution.

Our problem is the following: given a list of AMs with weights, find a non-con-
flicting subset maximizing the sum of weights in the subset. This sum will be the
quality of the solution (subset). Our metaheuristic from Figure 1 works as follows:
First we take the list of candidate AMs and ask a construction heuristic (CH) to
provide us with a pool of solutions. Then, in a loop, we use this pool as input for im-
provement heuristics (IH) and in turns ask them to improve it. All the time we check
whether termination criteria are met, and if so, we terminate the metaheuristic. The
incumbent solution from the last pool is then the output ID set.

Constructions Heuristics

The purpose of a CH is to find at least one solution. Some IHs can profit from having
several sub-optimal solutions, and some CHs can produce this pool from them. We
implemented the following CHs:

• FIDAX: The deterministic algorithm described in [2] gives us one feasible
solution.

• Random: Greedy algorithm, picks AMs at random and adds them if possible.
• Fuzzy : Greedy algorithm, similar to Random, but picks on weighted random.
• Incremental: Greedy algorithm, iterates AMs by descending weight, adds if

possible.
• Removal: Greedy algorithm, adds all AMs, then iterates by ascending weight

and removes until the ID set condition is not violated.
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• Glpk (Truncated Branch & Bound): This is a time-constrained run of GLPK:
limiting the run time gives us the best solution found so far. To be able to create
a pool of solutions, the GLPK input is always shuffled. This causes the solver
to explore the search tree in various orders, producing different solution in each
run.

Improvement Heuristics

IHs start with a solution pool, attempt to improve one or more solutions in it and then
return this improved pool. Intensification is the attempt to move the solution towards
the nearby local optimum in the solution space. Diversification is the attempt to
escape the local optimum, to be able to explore more of the solution space when the
metaheuristic starts stagnating. A metaheuristic needs to combine both tendencies
to explore the solution space and finally arrive at a local optimum.

We implemented the following IHs:

• Remove Worst: Removes the worst solution from the pool.
• Random Remove: Removes a random subset of specified size from each solu-

tion in the pool.
• Hungry : Intensification IH, tries to improve each solution in the pool by itera-

tively adding AMs sorted by weight, whenever possible.
• Mutation: Assumes that an incumbent solution already contains some AMs

from the optimal solution. It takes a random guess and fixes some them, i.e.
adds new constraints to the MIP formulation setting values of the respective
variables to 1. This new formulation contains less free variables and is easier
to solve, probably even to optimum. GLPK is run again with the constrained
formulation. The solution found this way is a feasible solution of the original
problem, but its optimum is not necessarily the same as in unconstrained formu-
lation. It is intensification: we limit the search to the neighborhood of incumbent
solution.

• Crossover: This IH looks for commonalities among the solutions in the pool.
This is based on the idea that if more solutions agree on the same AMs, those
probably are in the optimal solution, too. Crossover takes a parameter – frac-
tion of solutions in the pool among which to look for commonalities. AMs found
in every one of them are fixed in the modified MIP formulation the same way as
in Mutation. This is again intensification.

• Local Branching: Another intensification IH, where the neighborhood be-
ing searched is defined by edit distance. The incumbent solution is represented
by a vector of ones and zeroes, signifying which AMs belong to the ID set. A new
constraint is added to the MIP formulation: for every other solution its edit dis-
tance, i.e. number of positions in which this solution and the incumbent solution
differ, will have to be less than some threshold.
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5 Experiments

Our aim in performing experiments is: firstly, to describe behavior of the system
and its components. Secondly, to evaluate performance in terms of speed and results
quality. And finally, to find the “best” heuristic configuration.

In our experiments, we are using realistic, converted and artificial XML docu-
ments. Converted documents were created taking some of the values in text nodes
and converting them to attributes. Artificial documents are randomly generated and
have the following structure:

<graph>
<vertex0 attr="-296887"/>
<vertex1 attr="1729745"/>
<vertex2 attr="-902054/>
...
<vertex99 attr="-75459"/>

<vertex82 attr="0"/><vertex21 attr="0"/>
<vertex64 attr="1"/><vertex21 attr="1"/>
<vertex44 attr="2"/><vertex2 attr="2"/>
...
<vertex96 attr="99"/><vertex40 attr="99"/>

</graph>

It is interesting to look at graphs from the IS interpretation of our problem. Two
of them are in Figure 2, one for a realistic XML document, one for an artificial. A
quick reminder: vertices are AMs, edges connect pairs of AMs that cannot be in the
same ID set together.

m_da

o_xm_ov

o_xm_xs

o_xm_re

o_xs_sc

r_te_id

r_te_xm

s_te_re

s_or

o_ov_sc

o_xm

o_re_sc

o_ov_ti

c_te_re

u_te_id

u_te_xm

d_id

c_st

v_da v_op

d_cl

c_da

r_te_co

m_cl_op

u_te_co

s_op

c_te_id

s_ch_da

a_fa

p_te_id

(a) OVA3

ve r t ex10_a t t r

ve r t ex56_a t t r

ve r t ex6_a t t r

ve r t ex22_a t t r

ve r t ex33_a t t r ve r t ex19_a t t r

ve r t ex65_a t t r

ve r t ex9_a t t r

ve r t ex29_a t t r

ve r t ex3_a t t r

ve r t ex54_a t t r

ve r t ex51_a t t r

ve r t ex5_a t t r

ve r t ex61_a t t r

ve r t ex67_a t t r

ve r t ex13_a t t r

ve r t ex66_a t t r

ve r t ex39_a t t r

ve r t ex24_a t t r

ve r t ex38_a t t r

ve r t ex2_a t t r

ve r t ex37_a t t r

ve r t ex4_a t t r

ve r t ex27_a t t r

ve r t ex68_a t t r

ve r t ex59_a t t r

ve r t ex26_a t t r

ve r t ex41_a t t r

ve r t ex60_a t t r

ve r t ex8_a t t r

ve r t ex32_a t t r

ve r t ex58_a t t r

ve r t ex69_a t t r

ve r t ex7_a t t r

ve r t ex53_a t t r

ve r t ex63_a t t r

ve r t ex20_a t t r

ve r t ex31_a t t r

ve r t ex48_a t t r

ve r t ex45_a t t r

ve r t ex49_a t t r

ve r t ex50_a t t r

ve r t ex62_a t t r

ve r t ex23_a t t r

ve r t ex55_a t t r

ve r t ex64_a t t r

ve r t ex42_a t t r

ve r t ex47_a t t r

ve r t ex36_a t t r

ve r t ex34_a t t r

ve r t ex14_a t t r

ve r t ex40_a t t r

ve r t ex11_a t t r

ve r t ex52_a t t r

ve r t ex44_a t t r

ve r t ex28_a t t r

ve r t ex15_a t t r ve r t ex25_a t t r

ve r t ex43_a t t r

ve r t ex18_a t t r

ve r t ex17_a t t r

ve r t ex57_a t t r

ve r t ex21_a t t r

ve r t ex0_a t t r

ve r t ex12_a t t r

ve r t ex16_a t t r

ve r t ex1_a t t r

(b) 70-245

Fig. 2 IS Graphs for XML Documents

The size and density of these IS graphs determines how hard it is to solve the
maximum ID set problem. It is obvious that the artificial document (70-245) is
much harder – we created these artificial XML files to test our algorithms in the
worst-case scenarios.

We performed a number experiments, but due to space limitations, we cannot
possibly list them all here. Please refer to [16] for details. Only key findings will be
mentioned here.



294 M. Vitásek et al.

Fuzzy outperforms FIDAX

First, we compared FIDAX from the original article [2] to our trivial CHs Random
and Fuzzy . Times for each of the algorithms were very similar. However, FIDAX
was outperformed in terms of solution quality in most cases by our most trivial
construction heuristics. Interestingly enough, adding our trivial IH Hungry after
FIDAX, we were able to improve the quality of its results. This means, that FIDAX
is not “greedy enough”.

Best standalone CH is Glpk

We tried to find the CH that, on its own, produces the best results. The only CH with
a parameter is Glpk, where we set the time limit to 1 second. It became obvious
that pure Glpk is best one for this setup.

Best IH for Glpk is Mutation

After we found Glpk to be the best CH, we tried to find the best IH to complement
it. This means, our metaheuristic setup for this case was Glpk(limit = 1s) → IH,
with the selected IH constrained for 1 run only. We found that the best IH for this
purpose is Mutation, with time limit of 1 second (this was a common limit) and
f raction = 0.1.

Chaining IHs – strategy

Next we tried the full strength of our metaheuristic approach by chaining several
IHs together in “strategies” and comparing them. Our chosen CH was Random
with pool size 10. The best strategy was the following.
RndRemove→ Mutation→ RndRemove→ Crossover→
RemoveWorst→ . . . < repeat >.
In all IHs that support it, the fraction was 0.1 and the time limit 1 second. Results

of several runs of this strategy are visualized in Figure 3. Each broken line is a
representation of one run. X axis is time, Y axis is quality. Each break in the line
indicates an IH finishing its work and handing the pool over to the next one, in a
specific time and with a specific incumbent quality. Some lines terminate soon –
this happens when the known optimum is reached.

Chaining IHs – tuning

We then tuned fractions in IHs in our “best” strategy. We found the best values: 0.5
for RandomRemove, 0.2 for Mutation and 0.1 for Crossover4.

4 Interpretation: RandomRemove fraction of 0.5 means that a randomly chosen half of all
AMs from every ID set in the pool will be discarded. This amounts to a very strong diversi-
fication tendency and keeps the strategy from stalling in local optima. Mutation fraction
of 0.2 means around 1/5th of AMs in the incumbent solution will be fixed for the next
GLPK optimization. Crossover fraction of 0.1 means that around 10% of ID sets in the
pool (randomly chosen) will be scanned for common AMs.
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Comparison with pure Glpk

Finally, we compared our tuned strategy to the performance of pure Glpk. We
measured the time needed to find optimum in the hardest test XML document. The
results are in Figure 4. Our tuned strategy found optimum in on average almost 4x
shorter times than pure Glpk and under 10 seconds in more than a half of cases.

6 Conclusion

From all the integrity constraints in XML we chose the ID/IDREF/IDREFS at-
tributes and decided to improve upon the search for them. We discussed the ap-
proach from [2] and the equivalence of ID set search and maximum weighted in-
dependent set. We introduced the MIP approach and demonstrated how to solve it
using external GLPK solver in the environment of jInfer framework. Afterwards,
we introduced a range of construction and improvement heuristics. We combined
these algorithms to create a metaheuristic and performed a number of experiments
to understand its behavior. Finally, we selected a promising metaheuristic strategy
and tuned its parameters to find very good ID sets in short times.

A straightforward extension granting the ability to handle more than one input
XML file has already been suggested in [2]. It is easy to add more CHs and IHs,
as well as more metaheuristics using the existing IHs. A starting point is in [16]. It
would be interesting to compare performance of our metaheuristic against two other
interesting classes: Ant Colony Optimization and Genetic Programming.
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(2011), http://jinfer.sourceforge.net/modules/architecture.pdf
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Optimizing the Resource Allocation
for Approximate Query Processing∗

Anna Yarygina and Boris Novikov

Abstract. Query optimization techniques are a proven tool essential for high perfor-
mance of the database management systems. However, in a context of data spaces
or new querying paradigms, such as similarity based search, exact query evaluation
is neither computationally feasible nor meaningful and approximate query evalua-
tion is the only reasonable option. In this paper a problem of resource allocation for
approximate evaluation of complex queries is considered and an approximate al-
gorithm for an optimal resource allocation is presented, providing the best feasible
quality of the output result subject to a limited total cost of a query.

1 Introduction

Query optimization techniques are considered as a cornerstone for high performance
of the database management systems. Modern optimizers provide for efficient eval-
uation of queries expressed in high-level declarative languages, typically extensions
of relational algebra and calculus.

However, in broader contexts of heterogeneous federations of autonomous in-
formation resources and in presence of alternative querying paradigms, such as
probabilistic and similarity-based queries, the traditional exact queries are neither
computationally feasible nor semantically meaningful. Hence an approximate query
evaluation is the only option.

The query evaluation is approximate if the output is, in certain sense, incomplete
or imprecise. Obviously, approximate evaluation makes sense only if it requires less
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resource (e.g. time) than exact execution. Informally, the quality of the result is
expected to be better if more resources are spent on the query evaluation.

In the context of approximate evaluation the optimization techniques should be
re-considered. The problem of traditional query optimization, namely “find an exe-
cution plan with the minimal cost” is replaced with either “find the best plan yield-
ing at least specified quality”, or “provide the best possible quality for at most given
amount of resources”. The remaining part of this research considers the latter prob-
lem only.

More specifically, we assume that the query is formulated as an algebraic ex-
pression in terms of certain set of operations. Typically these operations consti-
tute a variation or extension of the relational algebra; however, this is not essential
for the algorithms presented in this research. For each operation the relative qual-
ity of its output depends on the amount of resources allocated to the operation.
Usually the critical resource is time. Further we use terms resource, time, and cost
interchangeably.

In this research a problem of resource allocation for approximate evaluation of
complex queries is considered and an algorithm for an optimal resource allocation is
presented, providing the best feasible quality of the output result subject to a limited
total cost of a query.

The optimization problem for approximate query evaluation seems to be much
harder than commonly known exact query optimization: in addition to selection of
one of equivalent execution plans, the optimizer has to distribute available process-
ing resources between operations of the query execution plan.

An approximate solution is to find the best execution plan for unlimited resource
yielding the best possible quality and then allocate the limited resource for the se-
lected plan.

Thus, the contribution of this research is an algorithm for near-optimal allocation
of limited resources providing the best possible quality of the output.

We start with the definition of extended abstract cost model providing trade-offs
between quality and cost for all operations and proceed with the formal statement
of the resource allocation problem. We then provide a solution for the problem for
some special cases and proceed with an algorithm for a general case.

2 Abstract Model

2.1 Query Execution Plans

The query processor operates with a query evaluation plan consisting of unary and
binary operations and represented as a binary tree. In this query tree vertices are
operations and edges connect operations with their arguments. Let P be an execution
plan, that is, a set of operations op(P) organized as a tree.
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In this research we assume that data may be imprecise or uncertain and the op-
erations may yield incomplete or imprecise output. Although the concept of data
quality is complex, we assume that the quality of a data set is estimated with a sin-
gle numeric value and the quality of different data sets is expressed in comparable
way. Further, (most of) operations in our model are approximate and may produce
different quality of the output depending on the quality of input and amount of al-
located resources. We define the relative quality as the ratio of the achieved quality
to the best one for given arguments. Subsequent paragraphs describe this more for-
mally. The expected behavior of each operation from the query tree (op ∈ op(P))
depends on its relative quality (q(op)).

The quality of each subquery (Q(op)) in the execution plan rooted in op ∈ op(P)
depends on the quality of its child subqueries and properties of the root operation.
Say, for a binary operation it depends on 3 parameters: the quality of the left sub-
query (Q(l)), the quality of the right subquery (Q(r)), and the quality which the root
operation produces (q(op)).

For binary operations we assume that the impact of the worst argument (in
terms of quality) dominates. More formally, we assume the following dependence
Q(op) = min(Q(l),Q(r))q(op).

For each operation the relative quality of its output depends on the amount of
resources allocated to it. Therefore, the behavior of each operation from the query
tree (op∈ op(P)) can be expressed with the relative quality function q(op) : Time→
Quality.

The relative quality of the query (Q(root)) represents the quality of the whole
query, where root ∈ op(P) is a root operation of the query.

2.2 Problem Statement

For any given total resource specified, find the amount of resources top ∈ Time for
any operation op ∈ op(P) such that the estimated quality of the final query result
is maximized. The set tP = {tp, p ∈ op(P)} is called a distribution of resources.
The amount of resources allocated for subquery rooted in op ∈ op(P) is denoted as
Top ∈ Time.

Let us state the problem in exact terms. We have the query tree organized as
described above and fixed amount of time (T ). The resource allocation process can
be represented by an algorithm which for any operation op ∈ op(P) allocates top ∈
Time resource such that ∑op∈op(P) top ≤ T and Q(root) is maximized.

2.3 Assumptions

We assume that the following conditions hold.
For each operation op ∈ op(P) a minimal amount of resources needed to com-

plete the operation is known tmin(op) ∈ Time. This amount yields a certain level of
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the output quality. For each operation op ∈ op(P) an amount of time tmax(op) ∈
Time is known, such that any additional resource does not improve the quality.

For any amount of resources allocated between the minimal and maximal amount,
the quality of the output is a non-decreasing function of the amount allocated
(∀op ∈ op(P), t1, t2 ∈ Time : t1 < t2 q(op)(t1)≤ q(op)(t2)).

In this research we assume that each operation quality function can be approxi-
mated by a continuous piecewise linear function. That is we assume that

∀op ∈ op(P) q(op)(t) = qi(op)+ si(op)(t − ti
min)

where t ∈ [ti
min, t

i
max] and qi(op)+ si(op)(ti

max − ti
min) = qi+1(op).

Further we will work with resource increments and consider at each moment of
time only one linear segment: ∀op ∈ op(P) q(op)(Δ t) = q(op)+ s(op)Δ t, where
t ∈ [ti

min, ti
max], tmax = ti

max − t, Δ t ∈ [0, tmax], and q(op) = q(op)(t) = qi(op)+
si(op)(t − ti

min).

2.4 Critical Subquery

As soon as minimal needed resource is allocated for each operation in a query,
additional resource may be allocated to some operations to improve the quality of
the final result. Obviously, the resource should be allocated only to operations which
have an impact on the output quality. These operations constitute a critical sub-query
C, which is formally defined as follows.

The critical subquery is a set of nodes in the query tree (op(C)⊆ op(P)) which
can be constructed recursively:

• root ∈ op(C);
• if c is an only child of op ∈ op(C) then c ∈ op(C);
• if Q(l)< Q(r) where l,r are children of op ∈ op(C) then l ∈ op(C);
• if Q(l)> Q(r) where l,r are children of op ∈ op(C) then r ∈ op(C);
• if Q(l) = Q(r) where l,r are children of op ∈ op(C) then l,r ∈ op(C).

Lemma 1. For op ∈ op(P)\ op(C) top = 0 according to the optimal resource allo-
cation process.

In order to meet page limits we omit all proofs in this version of the paper.
It is important to mention that the quality of the whole query is equal to the

quality of its critical subquery.

2.5 Resource Allocation along Paths and between Siblings

In case when the critical subquery is a path the quality function of the query is a
product of the linear quality functions of its operations. Now we face the problem
of resource allocation along this path and have to solve corresponding optimization
problem.
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Lemma 2. Let C be a critical path, T the amount of resources for allocation, for
each op ∈ op(C) the quality function is linear, that is q(op)(t) = q(op)+ s(op)t,
where t is within the limits for the quality function. According to the optimal re-
source allocation process ∃op(C+)⊆ op(C) : tp > 0 iff p ∈ op(C+); and

top = max

(
T
n
+

1
n ∑

p∈op(C+)

q(p)
s(p)

− q(op)
s(op)

,0

)
,

where op ∈ op(C), and n = |op(C+)|.
The following lemma 3 suggests how to split resource between critical siblings.

Lemma 3. Let C be a critical subtree; l,r ∈ op(C) are two root nodes of sibling
subtrees with linear quality functions, that is Q(l)(t) = Q(l)+ S(l)t and Q(r)(t) =
Q(r)+S(r)t, where t is in the range for the quality function; T ∈ Time is the amount
of resources for allocation between this siblings. According to the optimal resource
allocation process Tl =

S(r)
S(l)+S(r)T and Tr =

S(l)
S(l)+S(r)T.

3 Resources Allocation Algorithm

3.1 The Algorithm and Data Structures

This section describes an approximate algorithm for optimal resource allocation on
a fixed query execution plan. To obtain an optimal plan for query evaluation un-
der constrained resource, we first build a plan with conventional optimization tech-
niques which do not account for amount of resources, and then apply the resource
allocation algorithm to this plan. Of course, this plan is not necessarily optimal
globally. However, our approach provides locally optimal plan for any fixed tree.

According to lemmas in section 2 we are able to efficiently distribute resource
among operations for two types of the plan structure, naively, for plans consisting
of a single path from root to leaf (vertical path) or between leaf siblings of a single
parent node.

In order to exploit these lemmas, we build virtual hypernodes from certain parts
of the query execution plan and then apply an appropriate lemma inside a hypernode.

A node is called a splitting point if it has two child nodes. The virtual hypernodes
are constructed for the critical tree according to the following rules:

• If the critical plan contains sibling leaf (hyper-)nodes, these siblings a retracted
into a hypernode, which becomes a single child of the parent node.

• Any path from a leaf to a splitting point is retracted into a vertical hypernode,
which becomes a leaf child of the splitting point.

Obviously, at least one of two steps listed above is applicable if a plan contains at
least two nodes. The process stops when the whole plan is retracted into a single
hypernode which is always vertical as a root cannot have siblings.
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Fig. 1 An example of
hypernodes

Horizontal hypernodes

Vertical hypernodes

Non-critical node

An example of hypernode structure is shown on figure 1.
The quality functions for original tree nodes are provided from cost models for

corresponding operations. Quality functions for hypernodes are constructed when
the hypernodes are created.

The lemmas require that the quality of each operation (node) be a linear function
of the allocated resource. Unfortunately, the quality of a hypernode cannot be always
expressed as a linear function and it is replaced with a liner approximation, making
our algorithm approximate (except for few special cases). The quality functions for
horizontal (sibling) hypernodes are linear by lemma 3. Functions for vertical nodes
are not linear in general, and are replaced with linear approximations, valid on a
certain range of the argument values.

The range for a hypernode is constructed in such a way that the corresponding
amount of resources can always be distributed to the sub-nodes of this hypernode
without violation of the constraints inside the hypernode.

The overall resource allocation control flow is displayed in the following pseudo
code:

Input: Query tree P, resource for allocation T .
Output: For all operations op ∈ op(P) allocated amount of resources top.

Initialization(P,T)
while T > 0 & !isMaxQualityReached(P) do

QualityEstimation(P)
C=CriticalSubtreeConstruction(P)
H=HypergraphConstruction(C)
ResourceAllocation(H,T)

end while

The algorithm can now be outlined as follows.
During the initialization the resource equal to minimal needed is allocated for

each operation in P and the quality functions are adjusted to accept increments. If
the sum of minimal resources exceeds T , the algorithm fails as the execution of the
plan is not possible with available resource.

After initial allocation of minimally required resources the remaining amount of
resources is distributed in incremental amounts. The increments are subject to the
following constraints:



Optimizing the Resource Allocation for Approximate Query Processing 303

• boundaries of linear segments are not exceeded for any node, and
• the quality of a critical sub-query should not exceed the quality of its non-critical

siblings.

The incremental allocation is repeated until either all available resource will be ex-
hausted or a maximal possible quality for the query is reached.

For each incremental step, the critical sub-tree and hypernode structure are re-
calculated and then allocation proceeds recursively into all hypernodes, using ap-
propriate lemma for allocation inside each hypernode.

It is easy to prove that our algorithm has polinomial complexity on the number
of nodes in the query evaluation plan.

3.2 Horizontal Hypernodes

According to lemma 3, the amount of resources allocated to the horizontal hypern-
ode is distributed between siblings so that the increase of quality function is same
for all siblings in the hypernode. Let H be a hypernode with operations l,r and sl ,sr

be the slopes for the quality functions. Let S = sl + sr for brevity. If the total amount
of resources allocated to H is T, then tl =

srT
S , tr =

slT
S .

The construction of the quality function for a horizontal hypernode is straightfor-
ward: the initial quality is the same as that of siblings, and the slope is calculated
from the slopes of siblings and is equal to slsr

S . Let tl
max, t

r
max be the right boundaries

for the linear segments of the quality functions of siblings, then the right boundary

for linear segment of the hypernode is Tmax = min( tr
maxS
sl

,
tl
maxS
sr

).

3.3 Vertical Hypernodes

Handling of vertical nodes is more complex.
Let V = {p} be a vertical hypernode with nodes p as its elements, and let

r(p) = q(p)/s(p) , where q and s are defined as in lemma 2. Also let S = ∑p∈V r(p).
According to this lemma, an optimal allocation of resources T is reached when

tp =

{
(T + S)/n− r(p), if (T + S)/n− r(p)> 0
0 otherwise

where S and n are the sum and count, respectively, of those r(p) for which the
(T +S)/n−r(p)> 0. Obviously, this expression will be positive for minimal values
of r(p) as S/n is the arithmetic mean of r(p).

To construct the quality function for a hypernode, the algorithm selects the subset
of sub-nodes with minimal value of r(p). The resource will be allocated to these
nodes only. The allocated amounts cannot exceed the ranges for quality functions
of respective nodes. In addition, the increased value of quality functions should not
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exceed that of the node with second minimal r(p) and the quality of non-critical
siblings also should not be exceeded.

The exact quality function for V is a product ∏p∈V (q(p)+ s(p)tp). This func-
tion is replaced with a linear tangent approximation. The range is calculated from
the constraints. As soon as the amount of resources allocated to a hypernode is
calculated, it is divided between selected sub-nodes evenly and this completes the
incremental step for a hypernode.

Our algorithm is approximate because linear approximations are used instead
of precise quality functions. However the smaller time increments are allocated at
each iteration the smaller error we obtain and more iterations are spent for resource
allocation. This fact enables us to balance cost with quality of the output.

4 Experiments

To analyze the behavior of the proposed approximate resource allocation algorithm
we have performed the set of experiments. All experiments are based on Java im-
plementation, running on i5 2.67 GHz CPU, 8 Gb RAM, 64 bit operating system.

We evaluated both the efficiency and the effectiveness of the developed tech-
nique. The performance is measured in terms of the amount of time needed for
resource allocation and the number of iterations in the main loop of the algorithm.

To analyze the accuracy of the algorithm, a value of the optimal relative quality
for a plan is needed.

The error of our algorithm is caused by use of linear approximations instead of
precise quality functions. Obviously, this error becomes negligible for sufficiently
small increments. To obtain an estimation of the optimal resource allocation, the
algorithm was executed with additional restriction on the size of the increment at
each iteration. The results were used as a substitute for the optimal solution.

All experiments were run on synthetic data. A number of random query trees
were generated with N nodes, where N ∈ {5,10,15,20,25}. Quality functions for
each operation in the query were generated with the number of linear segments
varying from 1 to l, with l ∈ {1,2,3,4,5}. Minimum and maximum amounts of
resources for each operation were also chosen randomly from the range [0, 100].
The topology of the query tree was defined randomly and then the number of splits
was calculated in order to estimate how this parameter affects the approximate
algorithm.

The most interesting findings from our algorithms are described below.
Figure 2(a) shows how the number of iterations needed to allocate all available

resource depends on the query tree: number of operations and number of linear
segments in operation quality functions. For each pair (N, l) 300 trees were con-
structed for the experiment. For each tree we allocated by the approximate algo-
rithm T = Tmin + p(Tmax −Tmin) resource, where p ∈ {0,0.25,0.5,0.75,1}. Similar
results with absolute time measurements are presented on figure 2(b). One may see
that the average number of iterations and average absolute time needed for resource
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Fig. 2 Average number of iterations and absolute time for various queries
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Fig. 3 Cost-quality trade-off

allocation goes up with increase of number of operations in the query and number
of linear segments in each node.

The results of experiments on accuracy of the proposed approximate resource
allocation algorithm are presented on figure 3. For each pair (N, l) 100 trees were
randomly constructed for the experiment and for each tree 10 quality functions were
generated in order to collect enough number of examples for trees with rare topolo-
gies. We allocated T = Tmin +0.5∗ (Tmax−Tmin) resource. On the Y-axis figure 3(a)
shows the relative quality produced by the proposed approximate algorithm com-
pared to one with artificially restricted resource increments allocated on each iter-
ation to be equal 5% of maximum amount of resources needed for the query. One
may see the relative quality decreases when the number of splits grows, that is, a tree
becomes bushy. In this case trees contain enough paths to use tangent approxima-
tion of the sub-query quality functions and enough splits to use them in the resource
allocation process.
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Figure 3(b) shows the ratio of the number of iterations used in approximate al-
gorithm and in the nearly exact one. The number of iterations in the approximate
algorithm decreases as the portion of available splits grows. The reason is that hor-
izontal hypernodes accept larger increments of resources compared to the vertical
ones.

The results of experiments have shown that approximate resource allocation al-
gorithm is quite precise and efficient.

5 Related Work

The query optimization became both required and enabled since the advent of high-
level declarative query languages, mostly in the context of the relational database
model. A brief overview of classical query optimization techniques can be found
in [9]. The optimization techniques for distributed systems are summarized in [8]
An optimizer for distributed heterogeneous systems is proposed in [11]. The query
optimization techniques based on hypergraphs are analyzed in [12].

The algorithm proposed in this research uses the output of traditional a optimizer
as its starting point.

The approximate query evaluation techniques were considered in the context of
very large data warehouses and mobile networks [1, 3, 2, 6]. The approximation
is typically based on sampling, wavelets, or synopsis. However, in both cases the
query optimization was not extensively studied. For data warehouses, the domi-
nating cost is produced by accesses to a single huge table, hence the performance
depends mostly on the performance of a single operation, namely, data extraction
from this table. For mobile networks the queries are typically very simple and the
optimization is not an issue. Note that the critical resource might depend on the
context: in contrast with large database and data warehouses, where time is the most
important, the energy might be more valuable for mobile or sensor devices. Our ap-
proach does not depend on the nature of the resources to be allocated and might be
applicable in both contexts.

Handling of time constraints on complex SQL queries is proposed in [5]. The
authors distinguish approximate (based on sampling) and partial (top k) query eval-
uation. The proposed approach is based on extendibility of an optimizer in the com-
mercial DBMS and does not consider resource allocation problem.

The quality and performance trade-offs for stream processing are discussed
in [14, 7].

Optimal resource allocation was studied in the context of distributed query eval-
uation and load balancing [15, 13, 4]. Although our algorithm resembles load bal-
ancing, it is not specifically related to a distributed system and allocates resource to
operations rather than to processing units.

The approximate query evaluation is a must in contexts such as information re-
trieval, however, in these contexts the primary objective is the quality of result (usu-
ally measured as precision and recall, while resource are considered less important.
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Further, complex queries and hence query optimization are not common in these
contexts.

The extensive research on data and information quality is summarized in [10].
Although the nature of data quality is essential, in our research we rely on a quan-
titative estimation of quality expressed as a single number and abstract from any
specific aspects of data quality. Further, our goal is to estimate relative quality, that
is, how the operations and the whole query affects and depends on the quality of
data sources and final output, rather than the absolute quality.

6 Conclusion

The high-level declarative querying facilities both require and enable sophisticated
query optimization. In the context of data spaces and/or heterogeneous information
resources an approximate query evaluation turns out to be a dominating paradigm.

To address the need in controlled trade-offs between quality and performance,
the optimization techniques should be augmented with additional capabilities.

We presented an approximate polynomial algorithm for optimal resource allo-
cation providing best possible quality of the result subject to the constrained total
resource for a query and experimentally evaluated its performance.
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