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Preface

The Pacific Rim International Conferences on Artificial Intelligence (PRICAI) is
a biennial international event. The PRICAI series aims at stimulating research
by promoting exchange and cross-fertilization of ideas among different branches
of artificial intelligence (AI). It also provides a common forum for researchers
and practitioners in various fields of AI to exchange new ideas and share their
experience.

This volume contains the proceedings of the 12th Pacific Rim International
Conference on Artificial Intelligence (PRICAI 2012) held in Kuching, Sarawak,
Malaysia. PRICAI 2012 received 240 submissions from 43 countries. From these,
82 papers (34%) were accepted as regular and short papers and included in
this volume. Eleven papers were accepted for poster presentations, and a four-
page paper for each poster is included in this volume. All submitted papers
were reviewed by three or more reviewers selected by the Program Committee
members. The reviewers’ evaluations and comments were carefully examined by
the core members of the Program Committee to ensure fairness and consistency
in the paper selection.

The papers in this volume give an indication of new movements in AI. The
topics roughly include, in alphabetical order, AI foundations, applications of
AI, cognition and intelligent interactions, computer-aided education, constraint
and search, creativity support, decision theory, evolutionary computation, game
playing, information retrieval and extraction, knowledge mining and acquisition,
knowledge representation and logic, linked open data and semantic Web, ma-
chine learning and data mining, multimedia and AI, natural language processing,
robotics, social intelligence, vision and perception, Web and text mining, Web
and knowledge-based systems.

The technical program comprised two days of workshops and tutorials, fol-
lowed by paper and poster sessions, invited talks, and six special sessions. The
keynote speakers of PRICAI 2012 were Hiroaki Kitano (Sony CS Lab./System
Biology Institute, Japan) and Francesca Rossi (University of Padova, Italy). In
addition to these two talks, the participants of PRICAI 2012 could attend four
invited talks of two other AI-related conferences co-located at the same venue:
the 15th International Conference on Principles and Practice of Multi-Agent
Systems (PRIMA 2012) and the International Conference on Dublin Core and
Metadata Applications (DC 2012).

The success of a conference depends on the support and cooperation from
many people and organizations; PRICAI 2012 was no exception. PRICAI 2012
was supported by MIMOS Berhad, Malaysia. MIMOS organizes a yearly event
called the Knowledge Technology Week, and this year PRICAI 2012 operated
as the main part of this umbrella event.



VI Preface

We would like to take this opportunity to thank the authors, the Program
Committee members, reviewers, and fellow members of the Conference Com-
mittee for their time and effort spent in making PRICAI 2012 a successful and
enjoyable conference. We also thank the PRICAI Steering Committee, especially
its Chair, Abdul Sattar, for giving us helpful advice.

Finally, we thank Springer, its computer science editor, Alfred Hofmann, and
Anna Kramer, for their assistance in publishing the PRICAI 2012 proceedings
as a volume in its Lecture Notes in Artificial Intelligence series.
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Nada Lavrač Jozef Stefan Institute
Doheon Lee KAIST
Eunseok Lee Sungkyunkwan University
Liew Lee Hung Universiti Teknologi MARA
Roberto Legaspi Osaka University
Tze-Yun Leong National University of Singapore
Chun-Hung Li Hong Kong Baptist University
Gang Li Deakin University
Li Li Southwest University
Zhenpeng Li CAS Academy of Mathematics and Systems

Science
Zhoujun Li Beihang University
Tek Yong Lim Multimedia University
Fangzhen Lin Hong Kong University of Science and

Technology
Huan Liu Arizona State University
Jiamou Liu Auckland University of Technology
Qing Liu CSIRO Australia
Chu Kiong Loo University of Malaya
Dickson Lukose MIMOS Berhad
Xudong Luo Sun Yat-sen University
Michael Maher The University of New South Wales
Ashesh Mahidadia The University of New South Wales



Organization XI

Stefan Mandl EXASOL AG
Ivan Marsa-Maestre University of Alcala
Eric Martin The University of New South Wales
Thomas Meyer UKZN/CSIR Meraka Centre for AI Research
Benjamin Chu Min Xian MIMOS Berhad
Riichiro Mizoguchi Osaka University
Fitri Suraya Mohamad Universiti Malaysia Sarawak
Shahrul Azman Mohd Noah Universiti Kebangsaan Malaysia
Diego Molla Macquarie University
James Mountstephens Universiti Malaysia Sabah
Raja Kumar Murugesan Taylor’s University
Edmund Ng Universiti Malaysia Sarawak
Radoslaw Niewiadomski CNRS LTCI Telecom ParisTech
Masayuki Numao Osaka University
Magalie Ochs CNRS LTCI Télécom ParisTech
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Pascual Mart́ınez-Gómez, Tadayoshi Hara, Chen Chen,
Kyohei Tomita, Yoshinobu Kano, and Akiko Aizawa

Stigmergic Modeling for Web Service Composition and Adaptation . . . . . 324
Ahmed Moustafa, Minjie Zhang, and Quan Bai

Recognizing Human Gender in Computer Vision: A Survey . . . . . . . . . . . . 335
Choon Boon Ng, Yong Haur Tay, and Bok-Min Goi

Web-Based Mathematics Testing with Automatic Assessment . . . . . . . . . . 347
Minh Luan Nguyen, Siu Cheung Hui, and Alvis C.M. Fong

Content-Based Collaborative Filtering for Question Difficulty
Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

Minh Luan Nguyen, Siu Cheung Hui, and Alvis C.M. Fong

Natural Language Opinion Search on Blogs . . . . . . . . . . . . . . . . . . . . . . . . . 372
Sylvester Olubolu Orimaye, Saadat M. Alhashmi, and Eu-Gene Siew

Buy It – Don’t Buy It: Sentiment Classification on Amazon Reviews
Using Sentence Polarity Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Sylvester Olubolu Orimaye, Saadat M. Alhashmi, and Eu-Gene Siew



XX Table of Contents

Generation of Chord Progression Using Harmony Search Algorithm
for a Constructive Adaptive User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . 400

Noriko Otani, Katsutoshi Tadokoro, Satoshi Kurihara, and
Masayuki Numao

A Local Distribution Net for Data Clustering . . . . . . . . . . . . . . . . . . . . . . . . 411
Qiubao Ouyang, Furao Shen, and Jinxi Zhao

Improving Multi-label Classification Using Semi-supervised Learning
and Dimensionality Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 423

Eakasit Pacharawongsakda, Cholwich Nattee, and
Thanaruk Theeramunkong

Generic Multi-Document Summarization Using Topic-Oriented
Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 435

Yulong Pei, Wenpeng Yin, and Lian’en Huang

Intelligent Ethical Wealth Planner: A Multi-agent Approach . . . . . . . . . . . 447
Wai San Phang, Li Im Tan, and Patricia Anthony

Scalable Text Classification with Sparse Generative Modeling . . . . . . . . . . 458
Antti Puurula

UPM-3D Facial Expression Recognition Database(UPM-3DFE) . . . . . . . . 470
Rabiu Habibu, Mashohor Syamsiah,
Marhaban Mohammad Hamiruce, and Saripan M. Iqbal

Probabilistic Reasoning in DL-Lite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480
Raghav Ramachandran, Guilin Qi, Kewen Wang, Junhu Wang, and
John Thornton

A Semantics Driven User Interface for Virtual Saarlouis . . . . . . . . . . . . . . . 492
Deborah Richards and Stefan Warwas

Fuzzified Game Tree Search – Precision vs Speed . . . . . . . . . . . . . . . . . . . . . 504
Dmitrijs Rutko

Processing Incomplete Temporal Information in Controlled Natural
Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 516

Rolf Schwitter

Opinion Target Extraction for Short Comments . . . . . . . . . . . . . . . . . . . . . . 528
Lin Shang, Haipeng Wang, Xinyu Dai, and Mengjie Zhang

Managing the Complexity of Large-Scale Agent-Based Social Diffusion
Models with Different Network Topologies . . . . . . . . . . . . . . . . . . . . . . . . . . 540

Alexei Sharpanskykh

Building Detection with Loosely-Coupled Hybrid Feature Descriptors . . . 552
Sieow Yeek Tan, Chin Wei Bong, and Dickson Lukose



Table of Contents XXI

Towards Optimal Cooperative Path Planning in Hard Setups through
Satisfiability Solving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564

Pavel Surynek

A New Algorithm for Multilevel Optimization Problems Using
Evolutionary Strategy, Inspired by Natural Adaptation . . . . . . . . . . . . . . . 577

Surafel Luleseged Tilahun, Semu Mitiku Kassa, and Hong Choon Ong

Hamming Selection Pruned Sets (HSPS) for Efficient Multi-label Video
Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 589

Tiong Yew Tang, Saadat M. Alhashmi, and Mohamed Hisham Jaward

Hierarchical Workflow Management in Wireless Sensor Network . . . . . . . . 601
Endong Tong, Wenjia Niu, Gang Li, Hui Tang, Ding Tang, and
Song Ci

Multimodal Biometric Person Authentication Using Fingerprint,
Face Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 613

Tran Binh Long, Le Hoang Thai, and Tran Hanh

Explaining Subgroups through Ontologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 625
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Abstract. Systems biology is an attempt to understand biological sys-
tem as system thereby triggering innovations in medical practice, drug
discovery, bio-engineering, and global sustainability problems. The fun-
damental difficulties lies in the complexity of biological systems that have
evolved through billions of years. Nevertheless, there are fundamental
principles governing biological systems as complex evolvable systems that
has been optimized for certain environmental constraints. Broad range of
AI technologies can be applied for systems biology such as text-mining,
qualitative physics, marker-passing algorithms, statistical inference, ma-
chine learning, etc. In fact, systems biology is one of the best field that
AI technologies can be best applied to make high impact research that
can impact real-world. This talk addresses basic issues in systems biol-
ogy, especially in systems drug discovery and coral reef systems biology,
and discusses how AI can contribute to make difference.
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Preference Reasoning and Aggregation: Between

AI and Social Choice

Francesca Rossi
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Abstract. Preferences are ubiquitous in everyday decision making.
They should therefore be an essential ingredient in every reasoning tool.
Preferences are often used in collective decision making, where each agent
expresses its preferences over a set of possible decisions, and a chair aggre-
gates such preferences to come out with the ”winning” decision. Indeed,
preference reasoning and multi-agent preference aggregations are areas
of growing interest within artificial intelligence.

Preferences have classically been the subject also of social choice stud-
ies, in particular those related to elections and voting theory. In this con-
text, several voters express their preferences over the candidates and a
voting rule is used to elect the winning candidate. Economists, political
theorist, mathematicians, as well as philosophers, have made tremendous
efforts to study this scenario and have obtained many theoretical results
about the properties of the voting rules that one can use.

Since, after all, this scenario is not so different from multi-agent de-
cision making, it is not surprising that in recent years the area of multi-
agent systems has been invaded by interesting papers trying to adapt
social choice results to multi-agent setting. An adaptation is indeed nec-
essary, since, besides the apparent similarity, there are many issues in
multi-agent settings that do not occur in a social choice context: a large
set of candidates with a combinatorial structure, several formalisms to
model preferences compactly, preference orderings including indifference
and incomparability, uncertainty, as well as computational concerns.

The above considerations are the basis of a relatively new research
area called computational social choice, which studies how social choice
and AI can fruitfully cooperate to give innovative and improved solu-
tions to aggregating preferences given by multiple agents. This talk will
present this interdisciplinary area of research and will describe several
recent results regarding some of the issues mentioned above, with special
focus on robustness of multi-agent preference aggregation with respect
to influences, manipulation, and bribery.
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Abstract. This paper presents an economic optimal operation strategy
for thermal power generation units integrated with smart houses. With
the increased competition in retail and power sector reasoned by the
deregulation and liberalization of power market make optimal economic
operation extremely important. Moreover, the energy consumption is
multiplying due to the proliferation of all-electric houses. Which is why,
controllable loads such as electric water heater, heat pump (HP) and
electric vehicles (EV) have great potentials to be introduced in a smart-
grid oriented environment. The presented strategy models thermal power
generators with controllable loads (HP and EV) in a coordinated man-
ner in order to reduce the production cost as a measure of supply side
optimization. As of demand side, the electricity cost is minimized by
means of reducing the interconnection point (IP) power flow. Particle
swarm optimization (PSO) is applied to solve both of the optimization
problems in efficient way. A hypothetical power system (with practical
constraints and configurations) is tested to validate the performance of
the proposed method.

Keywords: Smart grid, thermal unit commitment, smart house, renew-
able energy sources, particle swarm optimization.

1 Introduction

The restructuring in the electric power industry leads the deregulation of elec-
tric utilities and the number of new power suppliers in electric power market
has grown significantly due to this deregulation. Consequently such deregula-
tion and liberalization in power market lead to the increased competition in re-
tail power sector and electric sources operated by independent power producer.
Such situation demands efficient thermal generation strategy while minimizing
the production cost as well as maximizing the profit. On the other hand, CO2

emission and energy consumption need to be reduced to compensate fossil fuel
burning and global warming [1]. Therefore, renewable power plant such as pho-
tovoltaic (PV) facilities and wind turbine generators (WG) are integrated with
conventional power system.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 3–14, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The reduction of production cost by controlling the thermal units and storage
system is essentially feasible and researchers have proposed optimization strate-
gies for such economical operations [2]. Since the amount of energy consumption
being increasing in domestic house holdings, controllable loads are thought to
be very useful inclusion. The usage of smart grid is very effective considering the
load leveling and cost reduction facilitating controllable loads and batteries. Ear-
lier, a method [3] is proposed which provides power balance while coordinating
thermal generators with controllable load. On that work, the authors introduced
HP, water heater and EV as smart grid components. The effective demand side
management was ensured by optimal operation of thermal units and smart grid
components. Such research further enhanced in [4] where smart house concept
was introduced comprising with HP, batteries, solar collector system and PV
system. Moreover, as a measure of control signal, the IP power flow from supply
side to demand side was also discussed.

This paper determines the reference of the IP power flow sent to the demand
side by the integration of HP, EV as controllable loads while the thermal gen-
erating units are in supply side. Henceforth, an optimal economical operation
methodology for smart grid is proposed which can reduce the cost for both supply
and demand sides. The organization of the paper is briefed as follows: Section 2
presents the optimal operation of supply side where as the demand side operation
is presented in Section 3. The operation of smart grid introducing bidirectional
connection is presented in Section 4. The conduction simulation and conclusion
are presented in Section 5 and 6, respectively. The simulation section shows the
effectiveness of the proposed method by various numerical simulations and verify
the capability and effect of the optimal operation of thermal units introduced
by the new electricity tariff based on IP power flow.

3 4 5

6

1

GA GB

2

WG1PV1 PV2 WG2

PV3 WG3

Battery1 Battery2

Battery4

GD

Battery3

7

GC

(Unit 1, 5)(Unit 2, 4, 7, 8)(Unit 3, 6)

(Unit 9, 10, 11, 12, 13)

Fig. 1. Hypothetical power system model with 13-units
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2 Power Supply Side Optimal Operation

The hypothetical power system model used in this paper is shown in Fig. 1. The
model comprises with PV systems, wind turbines, batteries, controllable loads
and thermal units. The each battery inverter ratings are 50 MW and 250 MWh.
The state of charge (SOC) of each battery is ranged from 20% to 80%. The rated
power of the thermal units Unit 1-6, Unit 7-9 and Unit 10-13 are 162 MW, 130
MW and 85 MW, respectively.

Table 1. Forecasted load demand for 24-hours

Node No. 1 2 3 4 5 6 7

Node Load PLi
PL
16

PL
8

PL
8

PL
8

PL
16

PL
4

PL
4

Table 1 shows the perspective load demand in each node of the system model.
The assumed maximum rated power and the total thermal units rated power
are 1,145 MW and 1,702 MW, respectively.

2.1 Formulation

The formulation of the optimization problem including the considered con-
straints will be shown in this section.

Objective Function. The objective function is formulated to minimize the
operational cost which is a summation of fuel cost and start-up cost for the
committed units.

min F =
∑
tεT

[FCi(Pg,i(t)).ui(t) + costi.ui(t).(1− ui(t− 1))] (1)

where T is the total scheduling period [hour], FCi(Pg,i(t)) is the fuel cost[$] for
unit i at t-th hour for generating Pg,i power, ui(t) is the on/off status of unit i at
t-th hour and costi is the start-up cost [$]. The fuel cost is a quadratic function
comprises of various cost coefficients.

Constraints. The constraints considered in this paper for power supply side in-
clude power balance constraints, thermal unit constraints, the controllable loads
constraints and battery constraints. The minimum up/down constraints and
thermal unit output power constraints are considered as thermal unit constraints.
The batteries are possessed in the main electricity power company. They can be
controlled within the acceptable range to coordinate the thermal units optimal
operation. The battery constraints include the battery output limit and the state
of the charge.
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As controllable loads constraints, it can be safely assumed that these loads’
output are high in night time and low in daytime. Accordingly, the controllable
loads output is limited in the acceptable range as follows:

− 1.0× 105

PLi(t)
≤ Pco,i(t) ≤

1.0× 105

PLi(t)
(2)

Note that, the controllable load constraint of the node 1 described in Section 4
is determined by HP and EV in demand side.

2.2 Optimal Operation

Particle swarm optimization is used in this paper to solve the optimization prob-
lem. PSO was introduced as a swarm based computational algorithm, imitating
the behavior of flocks of birds or school of fish coupled with their knowledge shar-
ing mechanisms. Individual, in the context of PSO, referred as ‘particle’ which
represents potential solution, utilizes two important kinds of information in de-
cision process; 1) its own experience, which says the choices it has tried so far
and the best one within them, 2) knowledge of the other particles, i.e. it has also
the information of how the other agents performed. The movement of particle
requires updating the velocity and position according following equations

vi(t+ 1) = w.vi(t) + c1.r1.[pbesti(t)− xi(t)] (3)

+ c2.r2.[gbest− xi(t)]

xi(t+ 1) = xi(t) +Δt.vi(t+ 1) (4)

where w is the weight; t represents the current iteration; c1 and c2 represent
the acceleration constants of cognitive and social components, respectively and
r1,2 = U(0, 1) are the uniform random numbers distributed within [0, 1].

Since the generation scheduling requires binary value optimization, the corre-
sponding binary version of PSO is introduced. Henceforth, the position updating
equation is changed as follows:

xi(t+ 1) =

{
1 if rand < Sigmoid(vi(t+ 1))
0 otherwise

(5)

where Sigmoid(λ) is defined as

Sigmoid(λ) =
1

1 + exp(λ)
(6)

The outline of the applied PSO method for supply side optimization is shown in
Fig. 2.
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Start

The forecasted load demand data, PV
system output and wind turbine output
are loaded into the system

The initial schedule of thermal units
are determined based on the process 
described in later section.

The schedules are treated as particles
in the context of PSO and refined us-
ing Eqs. (3) and (5).

The fitness of each schedule is deter-
mined considering Eq. (1) as evolut-
ionary function.

Termina-
tion condition

checked?

Stop

No

Yes

Fig. 2. Flow chart of the PSO based supply side optimization

2.3 Generating Initial Solution

All thermal units in this paper always operated at rated output level. Therefore,
the thermal units initial schedule are produced based on the thermal units, the
controllable and the batteries condition. The difference of the thermal units
output and the load demand is controlled by the controllable loads and the
batteries. For producing the priority list, the proposed method considers on/off
frequency of thermal unit. Therefore, the largest rated thermal unit has the
highest priority.

3 Optimal Operation in Demand Side

3.1 PV System

Fig. 3 shows the smart house model used in demand side. The system parameters
used in this paper for PV are, the conversion efficiency of solar cell array ηPV d

(= 14.4%), the panel number nPV d (= 18), the array area SPV d (= 1.3 m2), the
rated power (= 3.5 kw). The PV generated output PPV d [kW] from the amount
of solar radiation is calculated as following equation:

PPV d = ηPV dnPV dSPV dIPV d(1 − 0.005(TCR − 25)) (7)

where, IPV d and TCR are the solar radiation[kW/m2] and the out side air
temperature[◦C].
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DC
DC
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AC

DC
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DC
DC

DC
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SC

One-unit house

PEV PLd PHP

PI

PPVdInfinite bus

Electric
Heat

Fig. 3. Applied smart house model

3.2 Solar Collector System

This paper employs the solar collector system referred in [4]. This solar collec-
tor system contains the HP as an auxiliary heat source. The hot water heated
up from the solar collector is adjusted by diluting the water flow. The water
temperature lower than 60 ◦C at 18 hour is heated to 60 ◦C by the heat pump.

3.3 Objective Function and Constraints

PI(t), PLd(t), PPV d(t), PEV (t) and PHP (t) in Fig. 3 are the IP power flow to the
smart houses, the power consumption except the controllable loads, the battery
output, the PV system output, and heat pump output, respectively. The power
balance condition in demand side is represented as following equation:

PLd(t) = PI(t) + PPV d(t) + PEV (t)− PHP (t) (8)

The objective function in the demand side is formulated to minimize the IP power
flow from the power supply side to the smart houses. The objective function and
the constraints are as follows:

Objective Function

min F =
∑
t∈T

[BIcen(t)− PI(t)]
2 (9)

where, T ,BIcen(t) and PI(t) are the total scheduling period [hour], the referenced
IP power flow and injected the IP power flow to the smart house, respectively.

Constraint Conditions. The constraints considered in the smart house con-
tain the IP power flow, the EV battery output and the capacity of EV battery.
The IP power flow is represented as following equations

PImin(t) < ΔPI(t) < PImax(t) (10)
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{
ΔPI(t) = PI(t)−BIcen (PI(t) > BIcen)
ΔPI(t) = BIcen − PI(t) (BIcen > PI(t))

}
(11)

where, PImin(t), PImax(t) and ΔPI(t) are IP power flow minimum bandwidth,
IP power flow maximum bandwidth and the violated interconnection point power
flow, respectively.

Fig 4 shows the new electricity tariff system. The electricity tariff system
is determined advantaging both power supply and demand sides, which agrees
with the concept of future smart grid system. The electricity tariff to buy new
electricity tariff is 10 Yen/kWh within the region/bandwidth A shown in Fig 4,
and it is 20 and 30 Yen/kWh in the violated bandwidth B and C, respectively.
The electricity tariff to sell is 10 Yen/kWh.
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7
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Smart Grid

Substation Substation

PI

Supply side (Section 2) Demand side (Section 3)

House4 (Fig. 3.)

Fig. 5. Concept of smart grid

Optimization Method. PSO method is used here as the optimization algo-
rithm. It is assumed that load demand and heat load in demand side are fore-
casted. Therefore,the operating time should be estimated by the solar radiation.
Continuous PSO determines the operating time of the EV output and the heat
pump output for each hour.
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4 Optimal Operation Based on Smart Grid

The IP power flow is controlled by the controllable loads within the bandwidth
in the new electricity tariff based on the IP power flow in demand side. Fig 5
shows the smart grid scheme used in this paper. Here are the outline of the
optimization algorithm.

Step 1: The controllable loads information, shown in Fig. 6(a) is assembled
from the demand side.

Step 2: The thermal units schedule shown in Fig. 6(b) is determined in the
power supply side and the IP power flow reference sent to the node 1 (Section
2). Consequently, the demand side operation is performed (Section 3).

Step 3: The IP power flow is checked whether it can be controlled within the
bandwidth. If not, the controllable loads constraint is revised (as shown in Fig.
6(c)) and the searching procedure back to Step 2.

Step 4: The difference of the IP power flow and the reference of that is con-
trolled by the batteries in the power supply side. When the difference is mini-
mized, the searching procedure backs to Step 1.

Table 2. Parameter in demand side (node 1)

Node 1 Smart house

Maximum power (PLd) 78 MW(25,000 houses) 3 kW
Inverter of EV (PEV ) 19 MW(7,500 houses) 2.5 kW
Capacity of EV (SEV ) 120 MWh(7,500 houses) 16 kWh
Heat pump (PHP ) 11 MW(7,500 houses) 1.5 kW
Photovoltaic (PPV d) 26 MW(7,500 houses) 3.5 kW
Used hours of shower 18∼21 hour 18∼21 hour
Amount of Shower 750 kl(7,500 houses) 100 l

Area of SC 1.6 m2 1.6 m2

Number of SC 22,500(7,500 houses) 3
Tank capacity 2775 kl(7,500 houses) 370 l

5 Simulation

5.1 Simulation Condition

Supply Side System. The load demandPL, the PV system output PPV and
the wind energy system output PWG (shown in Fig. 1) are assumed to have
no forecasting error. The 30,000 houses are cumulated in node 1 among 30 %
of them are assumed to be smart house. These houses comprised with the PV
system, the solar collector system, HP and EV. The conditions in node 1 are
summarized in Table 3.

Demand Side System. Assuming no forecasting error of the load demand PLd,
the PV system output PPV d in smart house shown in Fig. 3. The simulation
results contain the fair, cloudy and rainy environmental conditions. The PV
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system output in each weather condition is shown in Fig. 7(d). The load demands
except the controllable loads are divided into each node as shown in Table 1.
For the heat load, we assume the use of showers from 18th to 21st hour.
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Fig. 7. Simulation conditions

5.2 Simulation Results

The simulation results of the optimal operation considering the smart house is
shown Fig. 8 and Table 4. Table 4 shows result in cloudy condition. The “control-
lable load” and “inverter” in supply side are represented (in Table 4) as the sum of
the each controllable loads Pco and the each battery output Pinv in 0∼8, 9∼17 and
18∼24 hour, respectively. The load demand is increased in 0∼8 hour, decreased
in 9∼17 by the controllable loads in demand side, hence smoothing the demand.
“state of charge” in Table 4 indicates the state of charge of charge of battery in
0∼25 hour. The “Output of EV” in “Demand” are represented (in Table 4) as the
sum of the each battery outputPEV in 0∼8, 9∼17 and 18∼24 hour. Fig. 8(a) shows
the revised controllable loads output constraint in node 1. In this controllable loads
output constraint, the controllable loads in demand side can control the IP power
flow within the bandwidth. Fig. 8(b) shows the thermal units output. Fig. 8(c)
shows the water temperature in demand side. The water temperature lower than
60 ◦C is heated by the heat pump. Fig. 8(d) shows the IP power flow and the band-
width and the reference of that. The search direction of the IP power flow reference
is determined to increase the load demand in night time and to decrease the load
demand in day time in order to reduce the output from thermal units. The IPpower
flow is controlled within the region A shown in Fig. 4 by optimizing the heat pump
and the electricity. The electricity tariff is expected to be reduced in demand side.
Table 5 shows the calculated electricity tariff for eachweather condition in demand
side. The tariff shown in table 5 is the one that employed in Tokyo Electric Power
Company. The tariff in 7∼23 hour is 21.87 Yen/kWh, and tariff of the other time
is 9.17 Yen/kWh.
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Table 3. Summarized result for cloudy condition

Time[hour]
0∼8 9∼17 18∼24 0 25

Pinv1[MW] 34.7 15.3 0
Inverter Pinv2[MW] 0 5.2 35.2
of battery Pinv3[MW] -3.0 37.8 11.4

Pinv4[MW] 0 0 0
SB1[MWh] 100.0 59.6

y State of SB2[MWh] 100.0 59.6

l charge SB3[MWh] 100.0 53.8

p of battery SB4[MWh] 100.0 100.0

p Pco1[MW] -42.1 61.8 8.4

u Pco2[MW] -50.7 88.9 49.3

S Controllable Pco3[MW] -64.0 60.8 46.9
load Pco4[MW] -64.0 30.4 38.4

Pco5[MW] -25.7 9.9 18.8
Pco6[MW] -48.2 24.8 75.4
Pco7[MW] -27.1 24.8 59.7

d Output of EV PEV [MW] -70.0 168.0 -21.0

n State of

a charge SEV [MWh] 80.0 91.0

m of EV

e Heat pump Time[hour] 6∼8

D PHP [MW] 9.7
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Fig. 8. Simulation results in cloudy condition

The IP power flow is controlled within the Region A in each weather condition,
thereby reducing the price. Table 6 shows the total cost of thermal units in the
supply side. Operating the thermal units in the rated power by controlling the con-
trollable loads in demand side leads to the total cost reduction of thermal units. It
is noted that, the operating cost in fair condition is lower than cloudy and rainy
conditions because of the usage of HP facilitating solar collector system.
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Table 4. Electric cost for smart houses (node 1)

Fair Cloudy Rain
Conventional cost [$] 236,050 275,020 290,870
Proposed cost [$] 121,470 146,140 156,150

Table 5. Operating cost

Conventional Fair Cloudy Rain

Fuel cost[$] 591,630 481,190 484,940 484,940
Start cost[$] 2,200 4,800 4,800 4,800

Total energy[MWh] 25,469 24,775 24,937 24,937
Total cost[$] 593,830 485,990 489,740 489,740

6 Conclusion

With the increasing concerns regarding renewable energy sources and smart
grid infrastructure, the applicability of smart houses is growing. Considering
such scenario in mind, this paper presents an economical optimal operation of
conventional thermal units integrated with smart houses. The heat pump, the
solar collector system and electric vehicle are modeled into the smart house. The
optimization procedure tries to minimize the cost and controlling IP power flow
in supply and demand side, respectively. Both continuous and binary version of
PSO are applied to carry out the procedure. This optimal operation shows that
the electricity tariff in demand side can be reduced by controlling the IP power
flow within the bandwidth in new electricity tariff based on the IP power flow
injected to the demand side.
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Abstract. Ontology construction in OWL is an important and yet time-
consuming task even for knowledge engineers and thus a (semi-)
automatic approach will greatly assist in constructing ontologies. In this
paper, we propose a novel approach to learning concept definitions in
EL++ from a collection of assertions. Our approach is based on both
refinement operator in inductive logic programming and reinforcement
learning algorithm. The use of reinforcement learning significantly re-
duces the search space of candidate concepts. Besides, we present an
experimental evaluation of constructing a family ontology. The results
show that our approach is competitive with an existing learning system
for EL.

Keywords: Concept Learning, Description Logic EL++, Reinforcement
Learning, Refinement Operator.

1 Introduction

Description logics have become a formal foundation for ontology languages since
the Web Ontology Language (OWL), which is adapted as the World Wide Web
Consortium (W3C) standard for ontology languages. Recently, OWL has evolved
into a new standard OWL 2 1, which consists of three ontology language pro-
files: EL, QL and RL. OWL 2 standard provides different profiles that trade
some expressive power for the efficiency of reasoning, and vice versa. Depending
on the structure of the ontologies and the reasoning tasks, one can choose either
of these profiles. OWL 2 EL, which is based on EL++ [1], is suitable for appli-
cations employing ontologies that contain very large numbers of properties and
classes, because the basic reasoning problems can be performed in time that is
polynomial with respect to the size of the ontology.

The ontology consists of a terminology box, Tbox, and an assertion box, Abox.
Besides, concept learning concerns learning a general hypothesis from the given
examples of the ontology that we want to learn; those examples are instances

1 http://www.w3.org/TR/owl2-overview/

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 15–26, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://www.w3.org/TR/owl2-overview/
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of Abox. The problem arises when constructing ontologies in OWL, which is
an onerous task even for knowledge engineers. Additionally, this construction
may have diverse presentations with different engineers. For example, there are
many ontologies for a particular subject like wine, which can be found in Falcons
ontology search engine 2. One of the applications of concept definition learning
is to assist knowledge engineers construct an ontology harmoniously.

In the past few decades, research has been performed towards learning in var-
ious logics such as first order logic (FOL) and logic programs. Inductive logic
programming has been intensively investigated; there are also different exist-
ing ILP approaches such as GOLEM [11], and FOIL [13]. Similar works have
been less performed on description logic despite the recent attempts [3,5,10].
Currently, these approaches to concept learning for description logics are not
scalable, not because of their methodology, but due to the fact that the un-
derlying description logics such as ALC are inherently intractable. As a result,
existing concept learning systems for expressive logics are not scalable.

One natural option for obtaining scalable systems for concept learning in
ontologies is to use a tractable ontology language. A theory of learning concepts
in EL ontologies have been proposed in [9]. In particular, EL++ extends EL
by allowing concept disjointedness, nominals and concrete domains. EL++ is
attractive due to at least three key facts: (1)it is a lightweight description logic, in
particular, the subsumption problem is tractable even in the presence of general
concept inclusion axioms (GCIs) [2], which is important for large scale ontology
applications; (2) many practical ontologies can be represented in EL++ such as
SNOMED CT [15], the Gene ontology [16], and large parts of GALEN [14], and
(3)several efficient reasoners for EL++ are available, e.g. Snorocket system [7]
and ELK reasoner [6].

In this paper we propose a novel approach to learn a concept in EL++ by
employing techniques from reinforcement learning [17] and inductive logic pro-
gramming [12]. Our method has been implemented and some preliminary exper-
iments have been conducted. The experimental results show that the new system
for concept learning in EL++ is competitive compared to the method proposed
in [9]. The method of learning concepts in this paper is based on the refinement
operator that is used in inductive logic programming. Our refinement operators
for EL++ consists of a downward operator for concepts transformation. This op-
erator is designed to specialise a concept to not satisfy negative examples in the
class definition. A key issue encountered in concept learning is how to efficiently
explore the search space and eventually find a correct hypothesis with respect
to the given examples, reinforcement learning technique is a suitable candidate
for this purpose. The RL agent can learn to efficiently build an hypothesis over
time by systemical trial and error.

The rest of the paper is organized as follows. In Section 2, we introduce the
preliminaries of the description logics, concept learning problem, and refinement
operators. In Section 3, we comprehensively explain how to apply the reinforce-
ment learning technique and refinement operators in solving the concept learning

2 http://ws.nju.edu.cn/falcons/objectsearch/index.jsp

http://ws.nju.edu.cn/falcons/objectsearch/index.jsp
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problem. We report the experimental results in Section 4 and discuss the related
work in next section. Finally, some conclusions are drawn and further enhance-
ments to this work are mentioned.

2 Preliminaries

2.1 The Description Logic EL++

Description logics is a family of knowledge representation language that repre-
sent knowledge in terms of concept, role, and individuals. Individuals represent
constants, concepts correspond to classes of individuals in the domain of interest,
while roles represent binary relations in the same domain. In description logics,
information is represented as a knowledge base which is divided into TBox, the
terminology axioms, and ABox, the assertional axioms. The description logic
EL++ is a fragment of DL that is restricted to few concept and role construc-
tors, which are shown in Table 1. In Table 2, the possible knowledge base axioms
in DL EL++ are listed. Besides, an interpretation I is a model of a knowledge
base K iff the restriction on the right-side of Table 2 are accomplished for all
axioms in K.

Definition 1. Let A be an Abox, T be a Tbox and K= (T ,A) be an EL++

knowledge base. Let NC be a set of concept names, NI be a set of individuals,
and NR be a set of roles. a ∈ NI is an instantiation of a concept C, denoted by
K |= C(a), iff in all models I of K, we have aT ∈ CT . Furthermore, a and b
∈ NI are an instantiation of a role R, denoted by K |= R(a, b), iff in all models
I of K, we have (aT , bT ) ∈ RT .

Example 1. The following shows a sample Tbox and Abox for family knowledge
base.
NC= {Person, Male, Female, Parent}
NR= {hasChild, marriedTo, hasSibling}
NI= {Christopher, Pennelope, Arthur, Victoria, Colin, Charlotte}

Tbox= { Male � Person, Female � Person, Parent ≡ ∃ hasChild.Person,

Parent ≡ hasChild�̇
range(hasChild) � Person, hasSibling is symmetric, marriedTo is symmetric }

Abox= { Parent(Christopher), Parent(James),
Parent(Pennelope), Parent(Victoria),
hasChild(Christopher,Victoria), hasChild(Pennelope,Victoria),
hasChild(Victoria,Colin), hasChild(Victoria,Charlotte),
hasChild(James,Colin), hasChild(James,Charlotte),
marriedTo(Christopher,Pennelope), marriedTo(Victoria,James) }
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Table 1. EL++syntax and semantics

Name Syntax Semantic

top � ΔI

nominal {a} {aI}
bottom ⊥ ∅
concept name A AI ⊆ ΔI

role name r rI ⊆ ΔI ×ΔI

conjunction C �D CI ∩DI

existential restriction ∃r.C {x ∈ ΔI | there is y ∈ ΔI with (x, y) ∈
rI ∧ y ∈ CI}

Table 2. Knowledge Base Axioms

Name Syntax Semantic

concept inclusion C � D CI ⊆ DI

concept equivalence C ≡ D CI = DI

role inclusion r1 ◦ . . . ◦ rk � r rI1 ◦ . . . ◦ rIk ⊆ rI

domain restriction dom(r) � C rI ⊆ CI ×ΔI

range restriction rang(r) � C rI ⊆ ΔI × CT

disjointness C �D � ⊥ CI ∩DI = ∅
concept assertion C(a) aI ∈ CI

role assertion r(a, b) (aI , bI) ∈ rI

2.2 Concept Learning Problem for EL++

Concept learning in EL++ concerns learning a general hypothesis from the given
examples of the background knowledge that we want to learn. There are two
kinds of examples: positive examples, which are true, and negative examples,
which are false. The positive and negative examples are given as sets E+ and
E−, respectively, of Abox assertions. Literally, if one assumes a set A′ ⊆ A, then
A′ can be viewed as a finite example set of the goal concept G (or the learned
concept):

A′ = {G(a1), G(a2), . . . , G(ap),¬G(b1),¬G(b2), . . . ,¬G(bn)}
E+ = {a1, a2, . . . , ap} E− = {b1, b2, . . . , bn}.

Besides, let G be a concept, CG be the definition of G, and TG = T ∪ {G≡ CG}.
G is complete w.r.t. E+, if (TG,A) |= G(a) for every a ∈ E+. G is consistent
w.r.t. E−, if (TG,A) �|= G(b) for every b ∈ E−. G is correct, if G is complete and
consistent w.r.t. E+ and E− respectively. In the following definition, we define
the concept learning problem in general.

Definition 2 (Concept Learning Problem). The concept learning problem
consists in finding a concept definition, denoted by CG, for G, such that G is
correct with respect to the examples [12].
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Example 2. If one wants to learn the concept ofGrandfather for the ontologymen-
tioned in the previous example with a positive example, E+ = {Christopher},
and a negative example, E− = {James}, the possible correct solution is:

G ≡ Male � ∃hasChild.Parent

2.3 Refinement Operators

The refinement operators were first defined in inductive logic programming (ILP).
In the learning system, there are large space of hypothesis that would be tra-
versed to reach an optimal hypothesis. This could not happen by a simple search
algorithm, thus external heuristics are needed to traverse the search space flex-
ibly. Refinement operators introduce this heuristic to be used in the search
algorithm. Downward (upward) refinement operators construct specializations
(generalization) of hypotheses [12].

The pair 〈G,R〉 is a quasi-ordered set, if a relation R on a set G is reflexive
and transitive. If 〈G,≤〉 is a quasi-ordered set, a downward refinement operator
for 〈G,≤〉 is a function ρ, such that ρ(C) ⊆ {D|C ≤ D}.

An upward refinement operator for 〈G,≤〉 is a function δ, such that δ(C) ⊆
{D|D ≤ C}.

A refinement chain from C to D is a finite sequence C0, C1, ..., Cn of concepts
such that C = C0, C1 ∈ ρ(C0), C2 ∈ ρ(C1), ..., Cn ∈ ρ(Cn−1), D = Cn.

3 Concept Learning Using Reinforcement Learning

Although, the reinforcement learning technique has been used in other areas
of machine learning, its application in concept learning has not to the best
of our knowledge been explored. Concept learning exploits the RL due to its
dynamic nature. The goal of the RL agent is to find an optimal way to reach
the best concept definition. Nevertheless, we do not use the basic RL system
in our approach, because the algorithm that generates a possible action among
many ones is heuristics that may not converge. Therefore, we have modified the
standard RL system to suit our approach.

In the standard reinforcement learning, a RL agent interacts with its environ-
ment via perception and action. On each step of interaction the agent receives
an input, the current state of the environment. The RL agent then chooses an
action to generate an output. The action changes the state of the environment
and the value of this state transition is then received by the RL agent through
a reinforcement signal. The RL agent’s behavior should lead the RL agent to
choose actions that tend to increase the overall sum of values of the reinforce-
ment signals, except for occasional exploratory actions. The state, action and
reward function should be defined when using RL method. The number of in-
stances in E+ and E− identifies the states. Firstly, the RL agent starts with the
top concept as an initiative, then finds the current state of the learned concept.
Each state in the search space is associated with some actions; these are the
refinement operators to explore the search space. The actions will make changes
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Fig. 1. The global view of the proposed method

in the hypothesis to specialize it. Therefore, we used only downward refinement
operator in our method. Then, after each iteration the RL agent receives a signal
as its evaluation value. Therefore, the RL agent tries to achieve the best concept
definition while maximizing the given rewards.

In the proposed method, as shown in Figure 1, the input of the method is a
knowledge base, K , and as well a list of positive and negative examples. The
system finds the state of hypothesis with the help of reasoning API such as
finding instance of a concept, or subsumption properties. Then, the RL agent
chooses one action among those possible actions of this undecided state. The
evaluation part will determine the correctness of the hypothesis. It evaluates the
changes that have been done by the RL agent, although, it is possible to ignore
the chosen action and forces the RL agent to the previous state in order to reach
the goal state more efficiently and rapidly. Consequently, we score the RL agent.
After the RL agent has finished its work on the hypothesis, we use some of the
reasoning features to polish the hypothesis, because it is possible that a few of
its items are redundant. Besides, the possible actions for each state guide the
RL agent to achieve the goal. These definition of actions are based on refinement
operators. In the following, we define the state, action and reward function for
concept learning in EL++.

Definition 3 (State). Let p and n be the number of instances in E+ and E−,
respectively. A state, s, is a pair (a, b) where 0 ≤ a ≤ p and 0 ≤ b ≤ n. The goal
state is (p, 0).
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Table 3. The possible actions for each states

State Action Meaning

(p,n) a1 or a2 (TG,A) |= G(a) for every a ∈ E+ and (TG,A) |= G(b)
for every b ∈ E−

(0, 0) a6 (TG,A) �|= G(a) for every a ∈ E+ and (TG,A) �|= G(b)
for every b ∈ E−

(p, i) a3-a5 (TG,A) |= G(a) for every a ∈ E+ and (TG,A) |= G(b)
for some b ∈ E−

(p, 0) N/A The goal state:(TG,A) |= G(a) for every a ∈ E+ and
(TG,A) �|= G(b) for every b ∈ E−).

The number of state sets depends on the number of examples, because the num-
ber of pairs are dependent on |A′|. Therefore, the total number of states is
(p+ 1)× (n+ 1).

Example 3. The given positive and negative examples for learning Grandfather
concept based on the ontology described in Example 1 are:
E+ = {Christopher} and E−= {James}.
The states are: { [(1,1),0], [(1,0),1], [(0,1),2], [(0,0),3] }.
The first state means that (TG,A) |= G(Christopher) and (TG,A) |= G(James).
The next state is the goal state that (TG,A) |=G(Christopher) and (TG,A) �|=
G(James).
The third state means that (TG,A) �|= G(Christopher) and (TG,A) |= G(James).
The last state happens when (TG,A) �|=G(Christopher) and (TG,A) �|=G(James).

The actions are the refinement operators that we need for EL++. These actions
try to change CG, in the way that the change improves the learned concept to
be correct eventually.

Definition 4 (Action). Let CG be the definition of the goal concept, NC be the
set of concept names, and NR be the set of role names. An action for the RL
agent is one of the following refinement operators, for concepts C, C1, C2, and
rules r, r1 and r2:

a1. CG = CG � C, if C ∈ NC ;
a2. CG = CG � ∃r.C if r ∈ NR and range(r) � C;
a3. CG = C1 � CG = C2 if C1 � C2;
a4. CG = ∃r.C1 � CG = ∃r.C2, if C1 � C2;
a5. CG = ∃r1.C � CG = ∃r2.C, if r1 � r2;
a6. CG = CG � C � CG = CG or CG = CG � ∃r.C � CG = CG, if a1 or a2 was
chosen respectively.

From the definition of actions, it is easily seen that a3 to a5 are downward
refinement operators because every operation changes the current concept in the
definition with one of its subsumers. Moreover, there is a function to produce
the possible actions for each state. For example, when the program starts the
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top concept has to be changed by one of its subsumers, therefor the number of
possible actions for this states are the number of subsumers of top concepts.

The reward function returns a reinforcement signal to the RL agent as an
evaluation of the current concept definition.

Definition 5 (Reward). The reward function is defined as follows:

Reward(state⇐ (a, b)) =

⎧⎨⎩1 if a = |E+| and b < |E−|
−1 if a < |E+|
100 if a = |E+| and b = 0

Each state has its own meaning (as it is explained in Example 3), therefore it
is possible to change G state when this change improves it and helps to reach
the goal state. Consequently, for each state there are different actions to be
considered. In Table 3, the possible actions for each state are shown. The first
row shows that when the learned concept entails all of positive and negative
examples, a role or a concept should be added to the concept definition. The
next row illustrates the condition that the learned concept does not entail both
positive and negative examples, in this case the last item that was added to the
concept definition is removed. The third row happens when the learned concept
entails all positive examples and some negative examples, then it is specialized
to remove negative examples. The last row shows the goal state that no further
action is needed.

However, it is not mentioned in Table 3 that for each state when the possible
action is not applicable, the system will allow the RL agent to perform the action
a1 or a2; this is respectively adding a concept or role to the concept definition.
For instance, when the RL agent is in the state that should change the concept to
one of its subsumer, and there is no sub-class for this concept, it is configured to
leave the changes and add another item . This configuration allows the addition
of some overlapping items to the concept definition, but it will be ignored after
the RL agent has reached the goal with some post-processing tasks. Moreover,
if the RL agent received a negative signal, it means that the concept definition
does not entail some positive examples, therefore the system forces the RL agent
to the previous state and return to the previous definition, although the Q-value
of the chosen action is updated to make it less be chosen in the future.

For each state s, after performing an action on G, the next state s′ should be
an improved state. Otherwise, the action is dismissed and G is backtracked to
state s. The improvement state means that as long as G is going to entail more
instances in E+ and not entail any instances from E−, then the next state is an
improvement state. The reinforcement signal is the way of communicating to the
RL agent what we want it to achieve, not how we want it to achieve. Therefore,
in the reward definition, the RL agent receives a reinforcement signal of 1, if the
G state is an improvement state, and it receives a significant greater reward if
the G state is a goal state.

In Algorithm 1, the whole procedure for the proposed method is shown. The
inputs of the algorithm are the positive and negative examples, as well as the
number of exploration times for the RL agent. Initially, the concept definition



Concept Learning for EL++ 23

Algorithm 1. Concept Learning in EL++

Input: E+, E− and iterations
Output: CG

state ←− 0
while state is not the goal state and iterations > 0 do

CG ←− �
state ←− FindState(G ≡ CG,E

+,E−)
action ←− GetAction(state)
DoActionOn(action,G ≡ CG)
nextState ←− FindState(G ≡ CG,E

+,E−)
reward ←− Reward(nextState)
Q(state, x) = (1−α)Q(state,x)+α(reward+γmaxx′Q(nextState, x′)) where x ∈
all possible actions for state and x′ ∈ all possible actions for nextState
if nextState is not an improvement state then

Backtrack(G ≡ CG,state)
else

state ←− nextState
end if

end while

is the top concept, then FindState function finds the state of G, after that
GetAction function will produce a list of possible actions for the state of G,
then return a possible action for the current state by max-random rule which
returns an action with maximum Q-Value with probability Pmax. DoActionON
function will perform the action on the G. Then the nextState is found by the
FindState function. If the nextState is not an improvement state, G will revert
to the previous sentence. Otherwise, the state will be replaced by nextState. This
loop continues until, the RL agent reaches to the goal statE.

4 Empirical Evaluations

The experiment illustrates our result in learning concepts from a family ontol-
ogy. The ontology used is a combination of forte ontology [10] and BasicFamily
ontology [5]; it has 2 classes, 4 properties and 474 Abox assertions. The only
existing method of concept learning for EL has been proposed by Lehmann
and Haase [9]. We compared our result with the latest version of DL-Learner 3,
which configure the program by ELTL algorithm. The tests were run on an Intel
Core i5-2400 3.10GHz CPU machine with 4GB RAM. We used the Pellet 2.3.0
reasoner4 which was connected to our test program via OWL API 3 interface5.

The program started with two concepts, Female and Male, then progressed
to finding a definition for each concept. For learning the concepts from Uncle
till Grandmother concepts, we added the concept of Parent in the ontology,

3 http://sourceforge.net/projects/dl-learner/files/DL-Learner/
4 http://clarkparsia.com/pellet
5 http://owlapi.sourceforge.net/index.html

http://sourceforge.net/projects/dl-learner/files/DL-Learner/
http://clarkparsia.com/pellet
http://owlapi.sourceforge.net/index.html
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Table 4. The results of learning concept from the family ontology. The average and
standard deviation of computation time is shown in milliseconds.

Our approach ELTL
Concept | E+ | | E− | average SD average SD

Mother 31 89 23.7 0.67 27.67 0.87
Father 33 87 23.8 0.62 28.94 1.51
Brother 38 79 23.69 0.59 28.44 2.53
Sister 39 79 23.67 0.56 28.22 2.24
Child 77 40 23.53 0.91 26.4 1.95
Sibling 77 40 23.68 0.78 27.29 2.77
Son 40 77 24.0 1.66 27.43 2.54
Daughter 37 80 24.38 2.01 27.62 2.45
Parent 64 53 25.26 3.5 32.7 9.56
Uncle 17 100 24.79 2.48 26.29 4.48
Aunt 20 97 25.04 2.8 27.67 5.76
Nephew 26 91 25.29 3.05 29.13 7.04
Niece 31 86 25.32 3.08 30.42 7.87
Grandfather 16 101 25.25 3.12 31.69 8.62
Grandmother 15 102 25.5 3.41 32.96 9.82
Grandparent 31 86 25.36 3.58 33.36 9.57

otherwise the learned concept definition is not presented in DL EL++. Besides,
for learning the concept Niece and Nephew, the concept of Sibling is added
to the ontology because of the mentioned reason. Table 4 shows the results of
this experiment. The first column is the learned concept.The next two columns
contains the number of positive and negative examples. We run the system 10
times, subsequently, the next two columns of Table 4 show the average and the
standard deviation (SD) of computation time for our approach, respectively. The
last two columns are the average and standard deviation of [9] approach. In their
system, there were some initializations of different components which are needed
for learning the concept, we are included only the ELTL component taken times
in Table 4.

The most interesting outcome is that the definition was always correct based
on the given examples. It is observed from the result that the average computa-
tion time for our approach is between 23 to 25 ms, which is less than the average
computation time of EL Tree approach. On the other hand, the DL-Learner
system has an efficient built-in instance checker which decreases the total com-
putation time. As a result of this experiment, our approach is a competitive
approach with the current system for learning concept definition in EL++.

5 Related Work

The only existing method of concept learning for DL EL has been proposed by
Lehmann and Haase [9]. They used minimal trees to construct DL EL axioms
then refined these by refinement operators. The description logics were converted
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to trees and four different operators were defined to amend these trees. We
compare our approach with this system which is explaned in Section 4.

Currently, the concept learning approaches in DLs are an extension of induc-
tive logic programming (ILP) methods. Additionally, these approaches consider
the Open World Assumption (OWA) of DLs rather than Close World Assump-
tion (CWA) of LP. In the area of concept learning in description logic promising
research has been investigated and described in [5,3,10]. All these approaches
have been proposed for expressive description logics like ALC, although we pro-
pose an approach for less expressive logic, EL++, in the hope of developing a
scalable concept learning system. The most significant concept learning system
for DL is DL-Learner. Besides, there are few works in concept learning in DLs
that transferred DL axioms to logic programs (LP), then applied the ILP method
in order to learn a concept [4]. This approach is too expensive in terms of com-
putation time. Furthermore, it is not always guaranteed that this conversion is
possible. Additionally, another approach to tackle the concept learning problem
in DL is by employing a Machine Learning approach such as Genetic Program-
ming [8]. They performed genetic programming (GP) in concept learning in two
different ways. First, standard GP was used in concept learning; however, the re-
sults were not satisfactory because the subsumption properties of concepts could
not be employed in the model. Then, a hybrid system that uses refinement op-
erators in GP was proposed, it was DL-Learner GP. The results for the hybrid
system outperformed the standard GP, although it generated longer hypotheses
and the performance is not the best.

6 Conclusion and Further Work

In summary, we propose a novel approach to solve the concept learning problem
in DL EL++. Our approach takes into account refinement operator then applies
it to our reinforcement learning algorithm. Subsequently, we compare it with
the current approach, which our approach is competitive. It is also possible to
use this approach to construct an ontology, the average computation time for
the family ontology was less than 25ms. However, our approach has few short-
comings. In future, we will improve the optimization process of our approach to
reduce the redundant items in the concept definition. Moreover, we will work on
the implementation of our approach that can be used for a very large ontology
in order to show its scalability.

Acknowledgement. This work was supported by the Australia Research Coun-
cil (ARC) Discovery grants DP1093652 and DP110101042.
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Abstract. The abundance of information published on the Internet
makes filtering of hazardous Web pages a difficult yet important task.
Supervised learning methods such as Support Vector Machines can be
used to identify hazardous Web content. However, scalability is a big
challenge, especially if we have to train multiple classifiers, since differ-
ent policies exist on what kind of information is hazardous. We there-
fore propose a transfer learning approach called Hierarchical Training
for Multiple SVMs. HTMSVM identifies common data among similar
training sets and trains the common data sets first, in order to obtain
initial solutions. These initial solutions then reduce the time for training
the individual training sets without influencing classification accuracy. In
an experiment, in which we trained five Web content filters with 80% of
common and 20% of inconsistently labeled training examples, HTMSVM
was able to predict hazardous Web pages with a training time of only
26% to 41% compared to LibSVM, but the same classification accuracy
(more than 91%).

Keywords: HazardousWebcontent,Hierarchical training,Transfer learn-
ing, SVM, Machine learning.

1 Introduction

The abundance of information published on the Internet makes filtering of haz-
ardous Web pages a difficult yet important task. Supervised learning methods
such as Support Vector Machines (SVM) can be used as an accurate way of
identifying hazardous Web content [1], but scalability is a big challenge due to
the fact that SVM needs to solve the quadratic programming (QP) problem.

With the help of an Internet monitoring company, we have collected a set of
3.1 million training examples with 12,000 features for automatically detecting
hazardous Web pages. Training the whole data set is expected to take at least
one month. If we assume that the training process has to be conducted only
once, such a long training time might be acceptable. However, we will certainly
encounter different policies on what kind of information is hazardous, depending
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on which organization is requesting the Web content filter and for what purpose.
For instance, parents might want a Web filter that protects their children from
adult content such as gambling and legal drugs. A company might want to set
up a filter that prevents employees from visiting Web sites that are not work
related. Moreover, laws and ethical standards vary widely among countries.

Under the circumstances explained above, a training example might have to
be labeled hazardous in one Web content filter and harmless in another, but the
majority of instances is still labeled equally. We therefore propose a new approach
called Hierarchical Training for Multiple SVMs (HTMSVM), which can identify
common data among similar training sets and train the common data sets first
in order to obtain initial solutions. These initial solutions can then reduce the
time for training the individual training sets, without influencing classification
accuracy.

The rest of the paper is structured as follows. In Section 2, we introduce the
HTMSVM algorithm. In Section 3, we present and discuss an experiment, which
shows that our personalized Web content filters can predict hazardousWeb pages
with an accuracy of more than 91%, and that HTMSVM can reduce training
time by more than half without affecting classification accuracy. In Section 4,
we give an overview on related research in training time reduction for SVM as
well as on the training of similar tasks. Finally, we draw a conclusion and outline
future work in Section 5.

2 Hierarchical Training for Multiple SVMs

In this section, we give a broad overview on Support Vector Machines and de-
scribe how Hierarchical Training for Multiple SVMs (HTMSVM) can be used to
improve training time without affecting classification accuracy.

2.1 Support Vector Machines

The basic principle of Support Vector Machines can be expressed as follows.
We are given a data set of l training examples xi ∈ Rd, 1 ≤ i ≤ l with labels
yi ∈ {−1,+1}, and want to solve the following quadratic problem:

min L(α) =
1

2

l∑
i,j=1

yiyjαiαjK(xi, xj)−
l∑

i=1

αi (1)

subject to

l∑
i=1

yiαi = 0, 0 ≤ αi ≤ C, 1 ≤ i ≤ l

where K(xi, xj) is a kernel function calculating the dot product between two
vectors xi and xj in a feature space. C is a parameter penalizing each “noisy”
example in the given training data. The optimal coefficients {αi|1 ≤ i ≤ l} form
the decision function:
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y = sign

⎛⎝f(x) = ∑
αi �=0

yiαiK(xi, x) + b

⎞⎠ , (2)

b =
1

|SV|
∑
i∈SV

⎛⎝yi − N∑
j=1

αiyiK(xi, x)

⎞⎠
for predicting the target class of an example, where SV = {i|αi ∈ (0, C]} is
the set of true support vectors. Initially, the values of all parameters αi are
zero. In each iteration of the training process, new values for the parameters are
calculated. If the new values provide an optimal solution, the training stops.

2.2 Learning Problem

If we need to produce several classifiers, e.g. due to different policies in the filter-
ing of hazardous Web pages, each classifier is usually trained independently in
standard SVM, even if they share a significant number of common training ex-
amples. HTMSVM, however, detects common training examples and trains them
first, after which it uses the obtained alpha parameters for training each training
set individually. Given a number of M training sets, HTMSVM constructs SVM
classifiers with the decision function y.

T u =
{
(xi, y

u
i ) ∈ Rd × {−1,+1}|i = 1, . . . , l

}
, u = 1, . . . ,M (3)

y = sign

⎛⎝fu(x) =
∑
αu

i �=0

yui α
u
i K(xi, x) + bu

⎞⎠ , u = 1, . . . ,M (4)

2.3 Training Order

In order to decide the training order, we identify clusters of overlapping training
data. The algorithm is specified in Figure 1.

We detect suitable clusters of overlapping training data in a bottom-up ap-
proach. In Steps 1-3 of the algorithm, one cluster is created for each training
set. The index set of each cluster (c→Idx) has one element, which is the index
of the data, and the two children (c→Child) are set to zero. The α parameter
(c→α) is initialized to be zero. In Step 4, ClusterSet is defined as the initial
set of M clusters.

In Steps 5-10, the bottom-up hierarchical clustering is applied to ClusterSet.
In each iteration, the two closest clusters ci and cj are selected (Step 6). They
are then combined into a new cluster cij (Step 7). The two child clusters ci
and cj are removed from ClusterSet (Step 8) and the newly created cluster cij
is added instead (Step 9). The distance between the two clusters ci and cj is



30 M. Erdmann et al.

Input: T u =
{
(xi, y

u
i ) ∈ Rd × {−1,+1}|i = 1, . . . , l

}
, u = 1, . . . ,M

Phase 1: Label-based data clustering

1. For u = l to M do

2. Define clusters cu→Idx = {u}, cu→Child 1 = cu→Child 2 =NULL,
cu→α = 0

3. EndFor

4. ClusterSet = {cu, u = 1, . . . ,M}
5. While |ClusterSet| > 1

6. (ci, cj) = arg min
cu,cv∈ClusterSet

{dist(cu, cv)}

7. cij→Idx = ci→Idx ∪ cj→Idx, cij→Child 1 = ci, cij→Child 2 = cj
8. ClusterSet = ClusterSet\{ci, cj}
9. ClusterSet = ClusterSet ∪ {cij}
10. EndWhile

Phase 2: Training SVM hierarchy

11. Call root is the remaining cluster in ClusterSet, set root→α = 0

12. Push(root, F IFO)

13. While FIFO is not empty

14. c = Pop(FIFO)
15. Solve the problem (1) on T c =

⋂
u∈c→Index

T u, call αc is the optimal solution

16. If c→Child 1 �=NULL AND c→Child 2 �= NULL Then
17. c→Child 1→α = αc

18. c→Child 2→α = αc

19. Push(c→Child 1, F IFO)
20. Push(c→Child 2, F IFO)
21. EndIf

22. EndWhile

Output: Optimized solution αu on T u, u = 1, . . . ,M

Fig. 1. Hierarchical Training Algorithm

calculated from the total number of training examples without the number of
common training examples in the two clusters:

dist(ci, cj) = l −

∣∣∣∣∣∣
⋂

u∈cij→Index

T u

∣∣∣∣∣∣ , cij→Index = ci→Index ∪ cj→Index (5)

The cluster structure derived from Step 5-10 is visualized in Figure 2.
In Steps 11-12, the remaining cluster in ClusterSet becomes the root of the

hierarchy. Its coefficient vector α is initialized to be zero, and it is pushed into
a FIFO structure (First-in-First-out).

In Steps 13-22, the SVM training is performed in the order determined by the
cluster hierarchy. In each iteration, one data cluster c is picked from ClusterSet
in the FIFO structure (Step 14). The SVM training algorithm finds the optimal
solution αc on that cluster. If c has two child clusters, αc will be used as an
initial solution for training the child clusters. The training order follows the
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Fig. 2. Visualization of Common Data Selection

FIFO structure (Steps 16-21) as visualized in Figure 3. When all child clusters
have been trained, the training process stops. The output of the training are the
classifiers for each child cluster.

2.4 Finding an Initial Solution

In the following, we describe how HTMSVM finds a first feasible solution for a
cluster, as described in Steps 17-18 of the algorithm (Figure 1).

For the Sequential Minimal Optimization (SMO) algorithm, the following
margin plays a crucial role:

Ei =

l∑
k=1

ykαkK(xk, xi)− yi, i = 0, . . . , l (6)

More specifically, the maximum gain selection heuristic for a pair of vectors to
be optimized is ⎧⎨⎩ i = arg max

k
{Ek|k ∈ Iup(α)},

j = arg max
k

{|Δik||k ∈ Ilow(α)}
(7)

where Iup, Ilow and Δij are defined as

Iup(α) = {k|αk < C, yk = +1 or αk > 0, yk = −1} (8)

Ilow(α) = {k|αk < C, yk = −1 or αk > 0, yk = +1} (9)

Δij =
(Ei − Ej)

2

2(Kii +Kjj − 2Kij)
(10)
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Fig. 3. Visualization of Training Order

The stopping condition of the SMO is also based on the degree of improvement
in objective function Δij . There are two ways for calculating Ei, i = 1, . . . , l.
Firstly we could use the formula (6) directly. However, this direct method re-
quires K(xi, xj), which could be very expensive.

Alternatively, we can assume that α1 = {α1
1, α

1
2, . . . , α

1
|T |} is the optimal so-

lution on the common data T = {(xi, yui )|yui = y1i , ∀u = 2, . . . ,M}, then the
coefficient vector

αu
0 = {αu

1 = α1
1, α

u
2 = α1

2, . . . , α
u
|T | = α1

|T |, α
u
|T |+1 = 0, . . . , αu

l = 0} (11)

is a feasible solution on T u, u = 2, . . . ,M . The margins Eu
i in the u-th training

data can be calculated efficiently from E1
i , for i = 2, . . . , l

Eu
i =

{
E1

i if yui = y1i ,
(Ei − 2) if yui y

1
i = −1 (12)

In (12), there is no need to re-calculate the margin information of the new
learning problem. Instead, they are transferred from training a parent cluster to
sub-clusters.

3 Web Content Filter

In this section, we discuss an experiment, for which we constructed personalized
Web content filters using our proposed method and compared their performance
to standard SVM (LibSVM).
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Table 1. Web Content Categorization Examples

Class Category Subcategory

Harmless Shopping Auctions
Shopping, general
Real estate
IT related shopping

Hobby Music
Celebrities
Food
Recreation, general

Hazardous Illegal Terror, extremism
Weapons
Defamation
Suicide, runaway

Adult Sex
Nudity
Prostitution
Adult search

3.1 Construction of Training Sets

For the experiment, we used a training corpus of about 3,1 million manually
labeled examples of hazardous and harmless Web pages with 12,000 features.
The training data is categorized into into 27 categories with 103 subcategories.
Some examples of hazardous and harmless categories are shown in Table 1.

From the training corpus, we constructed five training sets representing five
different data labeling policies ranging between conservative (e.g. parental con-
trol) Web filters to very liberal Web filters. For the first set, we used the original
labels. In order to construct the other four sets, we changed the labels of se-
lected categories and subcategories from harmless to hazardous or vice versa. As
a result, 80% of the training examples were identical in all five sets, 10% were
different in only one of the training sets and another 10% were different in two
training sets. Although the training sets were created solely for the experiment,
we made sure that they represented realistic Web filtering policies.

The training order for our corpus is visualized in Figure 4. The first training
is conducted on T1,2,3,4,5, i.e. the training data which is identical in all five sets
(80% of the data). After that, the set T1,4,5 is trained, which consists of the
training data that is identical in three of the training sets (90% of the data).
Subsequently, the sets T1,4 and T2,3 are trained, both containing 95% of the
training examples. Finally, each training set is trained individually.

In our experiment, we compared the training time of HTMSVM with the
training time of LibSVM for different amounts of training data. The smallest set
contained 50,000 training examples per training set whereas the largest contained
250,000 training examples. We selected the RBF kernel (for both HTMSVM and
LibSVM), since we want to ensure a high classification accuracy. Our proposed
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Fig. 4. Training Order for Web Content Filter

method can be applied to any kernel, but due to the complexity of our classifi-
cation problem, especially due to the large number of features, the classification
accuracy of the linear kernel is not sufficient.

3.2 Training Time

The training time for HTMSVM and LibSVM is given in Table 2. The experiment
was conducted on a server with 8 CPUs and 60GB of memory. The column
“common” shows the training time for training the data that is identical in
multiple training sets. The common training time is zero in the case of LibSVM.
The column “private” shows the training time for training all five training sets
individually.

As the results show, the training time for the private training data is no-
ticeably shorter for HTMSVM than for LibSVM. As a consequence, the overall
training time of HTMSVM lies between 26% and 41% of that of LibSVM, even
though the training time for the common data sets has to be added.

Noticable is that the training time for the common data in HTMSVM is a lot
shorter than the training time for private data in LibSVM, even though the size
of both data sets is similar. The main reason for that phenomenon is that the
common data contains much fewer support vectors than the private data. Since
the complexity of SVM training algorithms depends on the number of support
vectors, it is not unusual for training data sets of the same size to have different
training times.
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Table 2. Training Time of Web Content Filter

Common Private Overall Ratio
Training Size Method (hh:mm:ss) (hh:mm:ss) (hh:mm:ss) (HTMSVM/LibSVM)

50,000 LibSVM 2:11:58 2:11:58
HTMSVM 0:31:49 0:22:55 0:54:44 41.48%

100,000 LibSVM 15:14:17 15:14:17
HTMSVM 2:07:21 1:51:35 3:58:56 26.13%

150,000 LibSVM 25:38:48 25:38:48
HTMSVM 5:21:52 3:30:54 8:52:46 34.62%

200,000 LibSVM 59:06:13 59:06:13
HTMSVM 8:41:48 8:16:17 16:58:05 28.71%

250,000 LibSVM 83:10:33 83:10:33
HTMSVM 14:20:44 19:53:11 34:13:55 41.16%

Fig. 5. Detailed Training Time of Web Content Filter

The large discrepancy in training time ratio for different training sets seems
to be caused by the interference of the memory swapping process. In our experi-
ments, the number of support vectors in the initial solutions was unusually large
and therefore did not fit into the main memory. Thus, memory swapping was
necessary, but the number of memory swappings depends on the actual data and
can differ significantly. Nevertheless, HTMSVM reduced training time by more
than half in each of the experiments.

Figure 5 shows details of the training process for 250,000 training exam-
ples. Training time for each “private” data set varies, but the training time
of HTMSVM is at all times much shorter than that of LibSVM.

3.3 Classification Accuracy

After training the classifiers, we tested their classification accuracy on a test set
of 50,000 examples. We were able to confirm our assumption that the shorter
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Table 3. Classification Accuracy of Web Content Filter

Training Size
Method 50,000 100,000 150,000 200,000 250,000

LibSVM (linear) 82.1988% 83.7752% 84.6660% 85.3120% 85.7216%

LibSVM (RBF) 89.0704% 90.0500% 90.7504% 91.0444% 91.2540%

HTMSVM (RBF) 89.0696% 90.0500% 90.7528% 91.0432% 91.2208%

training time of HTMSVM does not affect classification accuracy. As the results
in Table 3 show, the classification accuracy of LibSVM (RBF) and HTMSVM
(RBF) is not identical, yet the difference in accuracy (< 0.04%) is neglectible.
Furthermore, the classification accuracy of the linear kernel was noticably lower
than that of the RBF kernel, which shows that saving training time by using the
linear kernel is not an option.

For the classifier trained on 250,000 examples, a classification accuracy of
about 91% was achieved. Since a minimum accuracy of 95% is required to ensure
applicability of the classifier to real applications, we need to train the whole data
set of 3.1 million training examples, which is expected to take more than one
month, even assuming the usage of other training time reduction methods such
as Condensed SVM [2]. For that reason, we can expect that the reduction of
training time using HTMSVM will be substantial.

4 Related Work

Support Vector Machines [3] have proved to be an effective tool for a wide
range of classification problems including Web content filtering. One of the most
popular translations of SVM into practice is Sequential Minimal Optimization
(SMO) [4], which is implemented in e.g. the LibSVM software [5].

Many attempts have been made to optimize SVM for large-scale training data
by e.g. online and offline-style learning algorithms, parallelization of the train-
ing process, or data sampling. Impressive results have been achieved for linear
classification problems [6], but linear classification is not suitable for complex
tasks that require a large numbers of features. Only few attempts have been
made to optimize training time for RBF kernel classification [2, 7], which is
more suitable for complex tasks such as Web content filtering. However, our
proposed method can easily be combined with those training time reduction
approaches.

In order to differentiate our contribution, we will introduce research on the
training of similar tasks, which focusses on improving classification accuracy
rather than reducing training time.

In multitask learning [8–11], related tasks are learned simultaneously or se-
quentially. The approach is often used when the number of training examples is
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insufficient for a single task. One typical example for multitask learning is the
simultaneous recognition of attributes such as age, sex and facial expression of
a person in a photograph.

Multitask learning is a form of transfer learning, but transfer learning [12, 13]
does not necessarily require the feature space of the related tasks to be identical.
Transfer learning can be applied, for instance, if the knowledge obtained from
training a classifier for customer reviews should be transfered to customer reviews
on a different product. The previous knowledge can be transfered in form of
e.g. reusing features or training examples that are present in both tasks. Several
proposals have been made to apply transfer learning to the task of spam filtering,
but based on the assumption that the personalization of the classifiers has to be
undertaken using unlabeled data [14].

Yet another related research area is incremental learning [15–17], which is
suitable particularly for dynamic applications, where new training data is added
or existing training data needs to be revised frequently. Thereby, a first classifier
is built on the training data available at a given time, and a second classifier is
built on the updated training set, i.e. new and modified examples, by reusing
the results of the first training process. Incremental learning can also be used to
train subsets of a training corpus in cases where training of the whole data at
once would take too much time.

Our task is not to be confused with multi-label classification [18], in which
more than one label can be assigned to each training example. Multi-label classi-
fication often occurs in e.g. text classification. For instance, a newspaper article
might be assigned both the label “politics” and the label “economy”. In our
classification problem, however, each training example is assigned only one label
per training set.

5 Conclusion

In this paper, we introduced a transfer learning approach called Hierarchical
Training for Multiple SVMs (HTMSVM), that can identify common data among
similar training sets and train the common data sets first in order to obtain
initial solutions. These initial solutions can then reduce the time for training the
individual training sets, without influencing classification accuracy.

Furthermore, we tested our proposed method in an experiment in which we
trained five personalized Web content filters from an identical training corpus.
In the experiment, 20% of the training examples were labeled inconsistently,
assuming that different policies exist on which Web pages should be labeled as
hazardous. HTMSVM was able to predict hazardousWeb pages with an accuracy
of more than 91%, but only 26% to 41% of the training time of LibSVM.

In the next step, we want to further reduce training time by optimizing mem-
ory usage. If the number of support vectors in the initial solutions is too large,
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the time required for memory swapping undermines the training time advantage
of HTMSVM.

HTMSVM can be applied to other kinds of transfer learning problems, where
we have several classification tasks with overlapping training sets. For that rea-
son, we also want to apply HTMSVM to other applications, such as recommen-
dation systems. In order to avoid negative transfer, i.e. causing an increase in
training time through a bad initial solution, it is necessary to develop an algo-
rithm to estimate for which applications our proposed method is useful.
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Abstract. This paper presents an approach towards using both incom-
ing and outgoing citation information for document summarisation. Our
work aims at generating automatically catchphrases for legal case re-
ports, using, beside the full text, also the text of cited cases and cases
that cite the current case. We propose methods to use catchphrases and
sentences of cited/citing cases to extract catchphrases from the text of
the target case. We created a corpus of cases, catchphrases and citations,
and performed a ROUGE based evaluation, which shows the superiority
of our citation-based methods over full-text-only methods.

1 Introduction

Citations have been used for summarisation of scientific articles: sets of citations
to a target article (sentences about the cited paper) are believed to explain its
important contributions, and thus can be used to form a summary [1,8,12,9]. In
this paper we explore a different direction: we consider not only documents that
cite the target document, but also documents cited by the target one and how
they can be used for summarisation. Furthermore we consider not only sentences
about the document, but also catchphrases of related documents, and how they
can be used both as summary candidates and to identify important fragments
in the full text of the target document.

We apply our approach to a particular summarisation problem: creating catch-
phrases for legal case reports. The field of law is one where automatic summari-
sation can greatly enhance access to legal repositories: Legal cases, rather than
summaries, often contain a list of catchphrases: phrases that present the impor-
tant legal points of a case, giving a quick impression on what the case is about:
“the function of catchwords is to give a summary classification of the matters
dealt with in a case. [...] Their purpose is to tell the researcher whether there
is likely to be anything in the case relevant to the research topic” [11]. As cita-
tions are a peculiar feature of legal documents (decisions always cite precedent
cases to support their arguments), this work focuses on using a citation-based
approach to generate catchphrases. Examples of catchphrases and citations for
a case report are shown in Table 1.

We created a large corpus of seed cases, and downloaded cases that cite or are
cited by them (Section 2). We investigate different novel methods to use citing
sentences and catchphrases of related cases to generate catchphrases for the
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c© Springer-Verlag Berlin Heidelberg 2012
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Table 1. Examples of (1) the catchphrases of a case (Re Read), and (2) two citations
to the case

CORPORATIONS - winding up - court-appointed liquidators - entry into agreement -
able to subsist more than three months - no prior approval under s 477(2B) of Corpora-
tions Act 2001 (Cth) - application to extend ”period” for approval under s 1322(4)(d)
- no relevant period - s 1322(4)(d) not applicable - power of Court under s 479(3) to
direct liquidator - liquidator directed to act on agreement as though approved - implied
incidental powers of Court - prior to approve agreement - power under s 1322(4)(a) to
declare entry into agreement and agreement not invalid - COURTS AND JUDGES -
Federal Court - implied incidental power - inherent jurisdiction

However, in Re Read and Another [2007] FCA 1985 ; (2007) 164 FCR 237 ( Read ),
French J (as the Chief Justice then was) expressed disagreement with the approach
taken in those two cases. His Honour was of the opinion (at [32]-[39]) that s 1322(4)(d)
of the Act could not be relied upon to extend time under s 477(2B). French J’s reason
was that s 477(2B) did not specify a ”period for” the making of an application for
approval under s 477(2B).
In Re Read [2007] FCA 1985 ; (2007) 164 FCR 237 French J (as his Honour then was)
held that s 1322(4)(d) of the Corporations Act could not be relied upon to extend time
under s 477(2B) because the latter provision did not fix a period for making application
which could be extended under s 1322(4)(d) (at [32]-[39]).

current documents: using only the citation text or using the citation to extract
sentences from the target document. These methods are explained in Section 4.
We use an evaluation procedure based on ROUGE to match generated candidates
with author-given catchphrases, described in Section 3, to compare the different
methods. In Section 5 we show that using catchphrases of related cases to identify
important sentences in the full text gives the best results. Section 6 explains
how this work differs from other citation-based summarisation approaches, and
in Section 7 we draw the conclusions and indicate directions of future work.

2 Corpus of Legal Catchphrases and Citations

In Australia documents that record court decisions are made publicly available
by AustLII1, the Australasian Legal Information Institute [4]. AustLII is one of
the largest sources of legal material on the net, with over four million documents.

We created an initial corpus of 2816 cases accessing case reports from the Fed-
eral Court of Australia (FCA), for the years 2007 to 2009, for which author-made
catchphrases are given, extracting the full text and the catchphrases of every doc-
ument. Each document contains on average 221 sentences and 8.3 catchphrases.
In total we collected 23230 catchphrases, of which 15359 (92.7%) are unique,
appearing only in one document in the corpus.

In order to investigate if we could automatically generate catchphrases for
those cases, we downloaded citation data from LawCite2. LawCite is a service

1 http://www.austlii.edu.au
2 http://www.lawcite.org

http://www.austlii.edu.au
http://www.lawcite.org


42 F. Galgani, P. Compton, and A. Hoffmann

provided by AustLII that, for a given case, presents a list of cited cases and
a list of more recent cases that cite it. We build a script that for each case
queries LawCite, obtains the two lists, and downloads the full texts and the
catchphrases (where available) from AustLII, of both cited (previous) cases and
more recent cases that cite the current one (citing cases). Of the 2816 cases, 1904
are cited at least by one other case (on average by 4.82 other cases). We collected
the catchphrases of these citing cases, and searched the full texts to extract
the location where a citation is explicitly made, and extracted the containing
paragraph(s). For each of the 1904 cases we collected on average 21.17 citing
sentences and 35.36 catchphrases (from one or more other documents). We also
extracted catchphrases from previous cases cited by the judge, obtaining on
average 67.41 catchphrases for each case (all cases cite at least one other case).

The corpus thus contains the initial 2816 cases with given catchphrases, and
all cases related to them by incoming or outgoing citations, with catchphrases
and citing sentences explicitly identified. We plan to release the whole corpus
for researchers interested in citations analysis. For the experiments described in
the remainder of this paper, of the 2816 initial documents we selected all those
which have at least 10 citing sentences and at least 10 catchphrases of related
cases, resulting in a total of 926 cases.

We refer to the document from our FCA corpus for which we want to create
catchphrases as the target document, to sentences collected from cases that
cite it as its citances [16] and to the catchphrases of the citing and cited cases as
citphrases, the latter can be divided into citing and cited, but for most of the
discussion we will consider the union of them (see Figure 1 for a schematic rep-
resentation). We use the term citations to refer to both citphrases and citances
together.

Fig. 1. Citances and Citphrases for a given case

3 Evaluation Methodology

We propose a simple method to evaluate candidate catchphrases automatically
by comparing them with the author-made catchphrases from our AustLII corpus
(considered as our “gold standard”), in order to quickly estimate the relative
performance of a number of methods on a large number of documents. As our
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system extracts sentences from text as candidate catchphrases, we propose an
evaluation method which is based on ROUGE scores between extracted sentences
and given catchphrases. ROUGE [7] includes several measures to quantitatively
compare system-generated summaries to human-generated summaries, counting
the number of overlapping n-grams of various lengths, word pairs and word
sequences between two or more summaries. Among the various scores in the
ROUGE family we used ROUGE-1, ROUGE-SU and ROUGE-W.

If we follow the standard ROUGE evaluation, we would compare the whole
block of catchphrases to the whole block of extracted sentences. However when
evaluating catchphrases, we do not have a single block of text, but rather several
catchphrase candidates, these should thus be evaluated individually: the utility
of any one catchphrase is minimally affected by the others, or by their particular
order. On the other hand we want to extract sentences that contain an entire
individual catchphrase, while a sentence that contains small pieces of different
catchphrases is not as useful: see the example in Figure 2.

Fig. 2. In this example both sentences 1 and 2 have three words in common with
the catchphrases, thus they have the same ROUGE score. Using our evaluation meth-
ods, however, only sentence 2 is considered a match, as it covers all three terms of
catchphrase 1, while sentence 1 has terms from different catchphrases, and thus is
not considered a match. This corresponds to the intuition that sentence 2 is a better
catchphrase candidate than sentence 1.

We therefore devised the following evaluation procedure: we compare each ex-
tracted sentence with each catchphrase individually, using ROUGE. If the recall
(on the catchphrase) is higher than a threshold, the catchphrase-sentence pair is
considered a match, and the sentence is considered relevant. For example if we
have a 10-words catchphrase, and a 15-words candidate sentence, if they have
6 words in common we consider this as a match using ROUGE-1 with thresh-
old 0.5, but not a match with a threshold of 0.7 (requiring at least 7/10 words
from the catchphrase to appear in the sentence). Using other ROUGE scores
(ROUGE-SU or ROUGE-W), the order and sequence of tokens are also consid-
ered in defining a match. Once defined the matches between single sentences and
catchphrases, for one document and a set of extracted (candidate) sentences, we
can compute precision and recall as:

Recall =
MatchedCatchphrases

TotalCatchphrases
Precision =

RelevantSentences

ExtractedSentences

The recall is the number of catchphrases matched by at least one extracted sen-
tence, divided by the total number of catchphrases, the precision is the number
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of sentences extracted which match at least one catchphrase, divided by the
number of extracted sentences.

This evaluation method lets us compare the performance of different extrac-
tion systems automatically, by giving a simple but reasonable measure of how
many of the desired catchphrases are generated by the systems, and how many
of the sentences extracted are useful. This is different from the use of standard
ROUGE overall scores, where precision and recall do not relate to the number of
catchphrases or sentences, but to the number of smaller units such as n-grams,
skip-bigrams or sequences, which makes it more difficult to interpret the results.

4 Methods for Catchphrase Generation Using Citations

Given a target document, and the set of its citances and citphrases extracted
from connected documents, we use two kinds of methods to generate candidate
catchphrases for the target document: (1) directly using the text from citances
and citphrases as catchphrase candidates for the target document, or (2) using
the text from citances and citphrases to identify relevant sentences in the target
documents, and use those sentences as candidate catchphrases.

4.1 Using Citations Text

We experimented with using citphrases and citances directly as candidate catch-
phrases for the target documents. To choose the best citations as candidates for
extraction, we rank all citations to find the most “central” ones, hoping to iden-
tify “concepts” that are repeated across different citations. The proposed meth-
ods belong thus to the class of centroid or centrality-based summarisation (see
for example [2,14], which are used as baselines in our evaluation). For one target
case, we take all citphrases and citances, both for citing and cited cases, and
we compute scores to measure group similarity and extract only the most “cen-
tral” citations (either citphrases or citances). We propose two types of centrality
scores:

– AVG: for each citance or citphrase, we compute the average value of similar-
ity with all the other citances/citphrases, where the similarity is measured
using ROUGE-1 or ROUGE-SU recall.

– THR: we establish a link between two citances/citphrases if their similarity
(ROUGE recall) exceed a certain threshold (which we set to 0.5), and then
we score the citations based on the number of such links.

Because we use a method based on similarity, we also applied a re-ranker to
avoid selecting sentences very similar to those already selected.

The results of these methods applied to the citances and citphrases of every
case are presented in Figure 3. In this plot we used ROUGE-1 with threshold
0.5 as matching criteria (as defined in Section 3). The plot clearly shows that
citphrases give results significantly better than citances in terms of precision,
while the recall is comparable. The use of different ROUGE scores (ROUGE-1
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or ROUGE-SU) and of different similarity measures (AVG or THR) does not
influence the results substantially. The plot shows that we can find “good” ci-
tances and citphrases, that are similar to the target catchphrases, however the
recall fails to grow over a certain limit (around 0.6) even when increasing the
number of extracted citations, thus suggesting that we cannot cover all aspects
of a case relying only on citances or citphrases.

4.2 Using Citations to Rank Sentences

To increase the number of recalled catchphrases, we experimented with using
citation text to select candidates from the sentences of the target case, as op-
posed to using citations directly as candidates (this is in some way similar to
finding implicit citing sentences, i.e. [6], but used both for citing and cited doc-
uments). We use again a centrality-based approach. For each sentence in the
target document, we measure similarity with all the citations (either citphrases
or citances), and rank the sentences in order of decreasing similarity: a sentence
which has high similarity with many citations is preferred. We rely on the idea
that citations indicate the main issues of the case, and that they can be used to
identify the sentences that describe these relevant issues. We measure similarity
between a sentence and the citphrases or citances in the following ways:

– AVG: for each sentence, compute ROUGE-1 or ROUGE-SU6 recall with
each citphrase/citance, and take the average of such scores.

– THR: for each sentence, compute ROUGE-1 or ROUGE-SU6 recall with
each citation, and count how many exceed a certain threshold (set to 0.5).

The results for this class of methods are shown in Figure 4, where again we
use ROUGE-1, with threshold 0.5 as matching criteria. As before citphrases
give better results than citances both in terms of precision and recall, although
the difference is less pronounced, and the use of different similarity measures
(ROUGE-1/ROUGE-SU6 and AVG/THR) does not bring significant differences.
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Compared to the first class of methods, these give better performances: they
cover a larger number of catchphrases and at the same time fewer irrelevant sen-
tences are extracted. An example of sentences extracted by this class of methods
(using AVG on citphrases) is given in Figure 5. Results are further examined
and discussed in the next section.

Fig. 5. The first 5 sentences (centre) as extracted using citphrases for a case. Words
in bold appear also in the catchphrases (right). For each sentence the matching catch-
phrases (if any) are indicated in brackets. In this case the recall is 9/18=0.5 and the
precision 4/5=0.8. For the first two sentences we also show (on the left) some of the
citphrases which contribute to their rank, words in bold occur in the corresponding
sentence.

5 Experimental Results

To better characterize the performances of citation based methods, in this section
we compare our methods to other approaches which do not use citation data.
We show that our citation based methods outperform both general purpose
summarisation approaches, and domain specific methods based solely on the full
text.

Baselines

The first baseline we use is the FcFound method, an approach developed for
legal catchphrases extraction. FcFound was found to be the best method for
legal catchphrase extraction when compared to a number of other frequency
based approaches [3]. FcFound uses a database of known catchphrases to identify
relevant words: words that, if they appear in the text, are more likely to appear
also in the catchphrases of the case. The FcFound score of a term t (a term is
a single token) is defined as the ratio between how many times (that is in how
many documents) the term appears both in the catchphrases and in the text of
the case, and how many times in the text (of the case):

FcFound(t) =
NDocstext&catchp.(t)

NDocstext(t)
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We computed FcFound scores for every term, using our original corpus of 2816
case reports and corresponding given catchphrases. Then for each document we
gave a score to each sentence, computing the average FcFound score of the terms
in the sentence.

We used four other baselines: Random, Lead, Mead Centroid and Mead
Lexrank. Random is a random selection of sentences from the document, Lead
(a commonly used baseline in summarisation, see for example [8]) takes the sen-
tences of the document in their order. As a more competitive baseline, we used
also Mead, a state-of-the-art general purpose summariser [14]. In Mead we can
set different policies: Mead Centroid (the original Mead score) builds a vector
representation of the sentences, and extracts the sentences most similar to the
centroid of the document in the vector space. A variation of Mead is LexRank [2],
which first builds a network in which nodes are sentences and a weighted edge
between two nodes shows lexical cosine similarity. Then it performs a random
walk to find the most central nodes in the graphs and takes them as the sum-
mary. We downloaded the Mead toolkit3 and applied both methods, obtaining
a score for each sentence.

Results and Discussion

An overall evaluation of all the methods is given in Figure 6, which shows
precision and recall of the different methods against the number of extracted
sentences, averaged over all the documents. The matches are computed using
ROUGE-1 with threshold=0.5. In the plot, we have the four citation based
methods we developed and five baselines:

– CpOnly: citphrases are used directly as candidates.
– CsOnly: citances are used directly as candidates.
– CpSent: citphrases are used to rank sentences of the target document.
– CsSent: citances are used to rank sentences of the target document.
– Fcfound, Mead (LexRank and Centroid), Random and Lead, which do not

use citation information in selecting sentences from the document.

The four citation methods use ROUGE-1 AVG as similarity score to rank text
fragments (it was shown in Section 4 that varying the similarity score does not
significantly impact the performances).

We can see from Figure 6 that the best methods are those using citations
to select sentences: CpSent is the method which consistently gives the highest
performances both for precision and recall, CsSent gives the second best recall,
while CpOnly the second best precision. These results suggest that using citation
data to select sentences can improve significantly the performance over using only
citation text or only the full text of the case. While CpSent and CsSent give high
precision and recall, CpOnly and CsOnly have high precision but lower recall,
confirming the hypothesis that citation data alone, while useful in identifying
some key issues of the target case, is not enough to cover all the main aspects of

3 www.summarization.com/mead/

www.summarization.com/mead/
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the case, and should be used in combination with the full text to obtain better
summaries (see Figure 9).

We performed other evaluations, varying the matching criterion: using dif-
ferent ROUGE scores (ROUGE-1, ROUGE-SU and ROUGE-W) with different
thresholds (0.5 and 0.7, we tried also other values and the results were compa-
rable) to define a match between a sentence and a catchphrase. More “strict”
match conditions give lower values for recall and precision, and vice-versa. As a
comparison Figure 7 shows the results using ROUGE-SU6. We can see that, for
any criteria used, the shape of the curves and the performance of the methods
relative to each other are still consistent.
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Fig. 6. Precision and Recall (dashed) of
different methods. The matching criteria
is ROUGE-1 with threshold 0.5.

Fig. 7. Precision and Recall (dashed) of
different methods. The matching criteria
is ROUGE-SU6 with threshold 0.5.

Regarding the use of different types of citations, generally citphrases give
higher performances than citances: it seems that citances match more irrele-
vant sentences, while citphrases select better candidates. A reason may be that
citphrases use a language at the right level of abstraction to describe the rel-
evant issues, while citances may examine those issues in a more specific way.
The difference in performance may also be influenced by the fact that citphrases
are generally present in larger numbers than citances. Thus for many cases ci-
tances may be just not enough to cover all the main issues. Another difference
is that citphrases are taken from both previous cited cases and following citing
cases, while citances can be extracted only from the latter. Both citphrases and
citances, however, outperform methods based only on the full text of the case.

All the methods based on citphrases were evaluated using two kind of cit-
phrases, those from citing documents (cases that cite the target case) and cited
documents (cases cited by the target case). In Figure 8 we evaluate the two
kinds of citations separately: plotting separate results from the two sources as
well as the union of them. The difference between using citing citphrases or cited
citphrases is minimal in terms of recall and precision, while using both kinds of
citation together improves the results, especially in the CpOnly case. This has
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important implications for the general applicability of these methods: contrary
to most citation-based summarisation approaches, we can apply our methods
also for new cases that have not yet been cited, using cited cases to extract
catchphrases. Thus we show that it is possible to use citation to summarise new
documents not yet cited, using only outgoing citations (not considering incoming
citations) is applicable to all cases and it still outperforms text-only methods.
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Fig. 8. Precision and Recall (dashed) of
candidates for different citation types

Random FcFound Mead-C CpSent

Precision 0.314 0.484 0.589 0.827
Recall 0.359 0.454 0.609 0.702
F-Measure 0.335 0.469 0.599 0.759

Fig. 9. Evaluation for 10 sentences ex-
tracts

Finally, to compare our evaluation method with a more traditional method, we
also ran a standard ROUGE evaluation in which we compare the whole block of
extracted sentences with the block of given catchphrases, without distinguishing
among single catchphrases or single sentences (using all the gold standard). Table
2 presents the results of such evaluation.. CpSent still emerges as the best method
outperforming all baselines. However the ranking between other system differs, as
FcFound is the second best, followed by CpOnly. The main difference between the
two evaluation methods is that standard ROUGE rewards any matching token,
while our evaluation method only considers matches between two units with a

Table 2. ROUGE evaluation for extracts (10 sentences)

ROUGE-1 ROUGE-SU6 ROUGE-W-1.2
Pre Rec Fm Pre Rec Fm Pre Rec Fm

CpSent 0.1876 0.4660 0.2469 0.0674 0.1850 0.0895 0.1230 0.2264 0.1426
FcFound 0.1733 0.4389 0.2293 0.0598 0.1672 0.0797 0.1154 0.2168 0.1346
CpOnly 0.1724 0.4034 0.2216 0.0599 0.1537 0.0774 0.1165 0.1996 0.1308
Mead LexRank 0.1629 0.4071 0.2145 0.0569 0.1559 0.0753 0.1092 0.2013 0.1263
CsSent 0.1524 0.3871 0.2015 0.0502 0.1420 0.0668 0.1029 0.1934 0.1198
Lead 0.1432 0.3606 0.1890 0.0487 0.1332 0.0644 0.0985 0.1822 0.1141
Mead Centroid 0.1343 0.3405 0.1777 0.0439 0.1225 0.0584 0.0897 0.1679 0.1043
Random 0.1224 0.3164 0.1624 0.0326 0.0948 0.0436 0.0812 0.1567 0.0952
CsOnly 0.1043 0.2416 0.1319 0.0291 0.0753 0.0371 0.0716 0.1218 0.0790
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minimum number of common elements (as discussed in Section 3, see Figure 2).
Another difference is that our evaluation method does not take into account the
length of the extracted sentences. Methods like FcFound and CpOnly extract
shorter sentences, and thus obtain an higher score in this kind of evaluation.
While on the one hand it is correct to penalize long sentences in the evaluation (if
two sentences contain the same information - having the same units in common
with citations- we prefer to select the shorter one), on the other hand methods
that penalize longer sentences, having a bias towards selecting short sentences,
have also problems, as many catchphrases are actually quite long and they are
covered only by long sentences.

6 Related Work

The use of citations for summarisation has been mainly applied to scientific
articles. In 2004 Nakov et.al. [10] pointed out the possibility of using citation
contexts directly for text summarisation, as they provide information on the
important facts contained in a paper. An application of the idea can be found in
the work of Qazvinian and Radev [12,13], where they propose different methods
to create a summary by extracting a subset of the sentences that constitute the
citation context. Mohammad et.al. [9] apply this approach to multi-document
summarisation, building on the claim by Elkiss et.al. [1] about the difference of
information given by the abstract and the citation summary of a paper. Mei and
Zhai [8] use citation data to summarise the impact of a research paper. The use
of citation contexts to improve information retrieval is analysed in [15].

Rather than scientific papers, our work investigates the application of us-
ing citations for summarisation of legal text. While most approaches generate
summaries directly from citation text only, we also show how to use citations
to extract a summary ranking sentences from the full text (analogous to what
was done by [8]). Another point of distinction is the use of catchphrases of cit-
ing/cited cases for summarisation. This is not possible for scientific articles as
catchphrases are not given; at best a few keywords are given. A way to apply a
similar idea to articles might be to use the abstracts of cited papers, normally
provided, for extractive summarisation. Our work is also novel in the sense that
it considers for each document both incoming and outgoing citations, while work
on scientific articles is usually confined to incoming citations. This is particularly
important if we want to summarise new documents, which have not yet been
cited.

In the legal field, researchers have investigated extractive summarisation of
legal cases, but without using any citation information: examples include the
work of Hachey and Grover [5], ProdSum [17] and [3].

7 Summary and Future Work

In this paper, we proposed an innovative approach to using citations for sum-
marisation that (1) uses also older documents cited by the target document
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for summarisation (as opposed to using only newer documents citing the tar-
get one, as done in scientific papers), this allows us to summarise a new case
which has not been cited yet with no significant loss of performances; (2) uses
catchphrases taken from cited and citing cases and show that they improve per-
formances compared to using citing sentences (which is what is usually done in
citation summarisation); (3) uses ROUGE scores to match citation text with
the full text of the target document to find important sentences, rather than
extracting the summary directly from the citation text.

We applied our methods to catchphrase extraction for legal case reports and
presented the results of our validation experiments. Catchphrases are considered
to be a significant help to lawyers searching through cases to identify relevant
precedents and are routinely used when browsing documents. We created a large
corpus of case reports, corresponding catchphrases and both incoming and out-
going citations. We set an evaluation framework, based on ROUGE, that let us
automatically evaluate catchphrase candidates on a large number of documents.
Our results show that extracting the sentences which are most similar to ci-
tation catchphrases gives the best results, outperforming several baselines that
represent both general purpose and legal-oriented summarisation methods. The
method can also be applied to recent cases that do not have incoming citations,
using cited cases. It is worth noting that legal case texts use citations differently
to most scientific papers which, e.g. , also need to cite papers that presented
competing work.

In future work we will explore the different ways of combining information
from citation data with other features of the target document, such as frequency
or centrality measures. We suspect that different combinations of methods de-
pending on the documents being analysed will give the best results. Another
direction for future development is to study how these techniques (using both
incoming and outgoing citations, and use of citphrases) can be applied in other
domains such as scientific articles.
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Abstract. Video-based face clustering is a very important issue in face analy-
sis. In this paper, a framework for video-based face clustering is proposed. The
framework contains two steps. First, faces are detected from videos and divided
into subgroups using temporal continuity information and SIFT (Scale Invari-
ant Feature Transform) features. Second, the typical samples are selected from
these subgroups in order to remove some non-typical faces. A similarity matrix is
then constructed using these typical samples in the subgroups. The similarity ma-
trix is further processed by our method to generate the face clustering results of
that video. Our algorithm is validated using the SPEVI datasets. The experiments
demonstrated promising results from our algorithm.

Keywords: face clustering, similarity measure, subgroup.

1 Introduction

Considering that video sequences contain much more information than images and text,
increasing attention has been paid to video-based content understanding, searching and
analysis in recent years. Among these applications, human face is one of the most im-
portant features. Face clustering and indexing in videos is a general method, which
could enhance computational efficiency and decrease memory usage in searching a
specified person from a clip of video or making personal digital albums. The perfor-
mance of most existing methods [1] [2] [3] [4] [5] is easily influenced by variations of
pose, expression, illumination, and also partial occlusion and low resolution.

Some methods have been proposed to solve these difficulties mentioned. Ji et al. [1]
propose a constraint propagation algorithm to get face clusters in videos. However,
their method only solves the influence of pose in clustering. Based on SIFT (Scale
Invariant Feature Transform) features [6], Li et al. [2] create subgroups of a video and
incorporate these subgroups into the final face clusters. Although their method alleviates
these difficulties using SIFT, the strategies of creating and incorporating subgroups can
be further improved. Frey et al. [3] introduce an affinity propagation method to generate
cluster results without defining the number of clusters and the initial cluster centers. But
this method produces duplicated cluster results for the same person in a video.
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In this paper, a novel approach of creating and incorporating subgroups is proposed.
Our method is similar to the SIFT-based method proposed by Li et al. [2]. However,
there are major differences, and our contributions lie in the following two aspects. First,
a new face similarity measurement method named SIFT fusion is proposed to divide
the detected faces into different subgroups based on SIFT features of faces. Unlike [2]
that uses partial matching points, SIFT fusion integrates all matching SIFT key points
information and temporal information to measure the similarity between two faces. This
enhancement makes the similarity measurement more accurate and robust. Second, a
new method of combining subgroups is proposed. In this method, the typical samples
of subgroups are selected and the similarity matrix of these subgroups is generated.
Then the similarity matrix is analyzed to generate the final clustering results of the
detected faces in a video. The experimental results show that our method improves the
robustness and accuracy of face clustering in video surveillance.

The remainder of the paper is organized as follows. In Section 2, the framework of
video-based face clustering using SIFT features is introduced. In Section 3, we explain
the proposed face similarity measurement method to generate the subgroups of the de-
tected faces in video surveillance. The proposed method for merging face sub-groups
into the final clusters is introduced in Section 4. Experiments are conducted and the
results are discussed in Section 5. Concluding remarks are given in Section 6.

2 The Framework of Face Clustering Algorithm

This section introduces the framework of video-based face clustering using both SIFT
features and temporal continuity information. In Figure 1, the process of the framework
is described. In construction step of the face subgroups, we use AdaBoost [7] to de-
tect faces from a video, and then we divide them into subgroups using the proposed
SIFT fusion method. In the combination step of the subgroups, we construct a similar-
ity matrix of the subgroups that only contain typical face samples. Then, the similarity
matrix is further processed to get the final clustering results.

Adaboost detect 

face
Get face subgroups

Get typical 

examples 
Similarity Matrix

Clustering

incorporating

Face similarity analysis 

based on SIFT_fusion
Video sequence 

Cluster result

Face Subgroups Construction

Combining the Subgroups

Fig. 1. Framework of the video-based face clustering algorithm
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3 Face Subgroups Construction

Lowe’s SIFT [6], which has been proved to be effective for object recognition, is used in
our method. SIFT features are invariant to image scaling, transformation and rotation,
and partially invariant to illumination and viewpoint changes. There are mainly four
steps to extract SIFT features from a given face:

1. select the peak of scale-space;
2. localize the accurate positions of the key points;
3. assign the orientation;
4. get key point descriptors (1× 128vectors) .

In [2], a face similarity measurement method is proposed based on SIFT. We name the
method SIFT max. The details of SIFT max are: First, the SIFT key point descrip-
tors {(scli, posi, roti, vcti), i ∈ A} is extracted from face image A using [6]. Let
scli, posi, roti, vcti denote respectively the scale-space, position, orientation and de-
scriptor of SIFT key point i. {(sclj, posj , rotj , vctj), j ∈ B} is extracted from face B
also using [6]. Second, the similarity value between key point i and j is defined as:

Sij = exp(− 1

σ2
|posi − posj |) · ‖vcti, vctj‖ (1)

Assume Si1 and Si2 are the two largest similarity scores. If Si1/Si2 is larger than a
ratio (taken as 1.16 in [2]), the similarity value between A and B is defined as Si1.

3.1 SIFT fusion Method

SIFT max only considers the largest similarity scores of the matching pairs and dis-
cards the surplus matching pairs between two faces. However, the surplus matching
pairs contain much more information that can be utilized to get more exact similarity
measure between two faces. Therefore, a new SIFT-based face similarity measurement
method is proposed. We name it SIFT fusion, which fuses the similarity scores of
all matching pairs between two face A and B. {(posi, roti, scli, vcti), i ∈ A} and
{(sclj, posj , rotj , vctj), j ∈ B} are the SIFT descriptors. dis(•, •) is the correlation
coefficient of two vectors. j is the matching key point in face B with key point i in face
A. k is another key point in image B. If i and j satisfy the following 4 conditions:

dis(vcti, vctj) < dis(vcti, vctk)×R, k �= j (2){
If scli/sclj<1, satisfy sclj/scli < sclthres
else satisfy scli/sclj < sclthres

(3)

|posi − posj | < posthres (4)

|roti − rotj | < rotthres (5)

then Sij is the similarity value of the key point i in image A and the key point j in
image B. Sij can be calculated by Equation 6. The more similar the two key points i
and j, the smaller the similarity value will be.

Sij =

{
1 if i and j are not the matching key points
min
j∈B

{
arccos(vcti × vctj

T )
}

else (6)
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Finally the similarity of image A and B, DIS is defined as:

DIS =

M∏
i=1

N∏
j=1

Sij (7)

where M is the number of the key points in image A, N is the number of the key
points in image B. Using Equation 7, an accurate measurement of the similarity value
between A and B could be obtained because the information of all matching pairs is
considered and fused. The more similar two faces are, the smaller DIS is. If A and
B are faces in adjacent frames, the temporal information can be used to improve the
similarity between A and B using:

DISNEW =

{
exp(− 1

σ2 |pA − pB|)×DIS,if A and B are adjacent
DIS, else

(8)

The parameters pA and pB are the face positions of A and B in the frame if the faces
are adjacent faces.

Because of using SIFT fusion method, DISNEW will be very small, so the
absolute value of the similarity value’s natural logarithm is introduced.

newsim = |log(DISNEW )| (9)

Using Equation 9 the improved similarity value of two faces is newsim. It can be found
that the more similar the two images are, the bigger the similarity value will be.

3.2 Obtaining the Face Subgroups

Faces in a video are detected by AdaBoost. Then SIFT fusion is implemented to
compute the similarity between these faces and the faces are divided into different sub-
groups by a threshold δ1.

Firstly, the faces in the first frame of the video sequence are detected by AdaBoost.
Once a human face is detected, a new subgroup is created to label that face. The face is
the index face of this subgroup. The process lasts until all the faces are detected from
the first frame in the video.

Secondly, detect the faces along the time sequence of the frames in the video by
AdaBoost. If a face is detected in one frame, the similarity between that face and the
index face of every subgroup is calculated using Equation 9. If the largest similarity
value is larger than the given threshold δ1, the face is added to that subgroup whose
index face is most similar to it. Otherwise, a new subgroup is generated which contains
that face, and it is the index face of the new subgroup.

Finally, do the second step until every frame in the video is processed and every
detected face is labeled.

4 Combining the Subgroups

In this section, the method of combining the subgroups into several clusters is intro-
duced. It is a matrix integrating method using the similarity matrix which is constructed
based on the typical samples from the subgroups.
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4.1 Getting the Typical Samples

In this step, the first face in every subgroup is kept and used to be the index face,
and then we compute the similarity value between the index face and every remaining
face in the subgroup using Equation 9. If the similarity value is smaller than a pre-
determined threshold δ2, it will be deleted from this subgroup. The deleted samples
are the redundant faces that are easily affected by pose, expression, illumination, partial
occlusion and low resolution. Because the remaining faces are much more similar to the
index face than the ones deleted in the same subgroup, every subgroup keeping similar
samples will decrease the within-class scatter and increase the between-class scatter of
subgroups. This will improve clustering efficiency in the next step.

4.2 Similarity Matrix Construction

Now a set G = {G1, · · · , Gi, · · · , Gn} is defined, Gi is the ensemble of the typical
examples in the ith. A similarity matrix of the different subgroups is constructed in this
step. The similarity between different subgroupsGu and Gp is defined as:

Simu,p = min
i∈Gu,j∈Gp

(simi,j) (10)

The value of simi,j can be calculated by Equation 7, now a n× n similarity matrix M
can be constructed. The element Mu,p in M equals to Simu,p, the diagonal elements
in M equal to zero. The similarity value of two subgroups is defined as the minimize
similarity values in the between-class of them.

4.3 Clustering Incorporating

In this part, the APC (affinity propagation clustering) is introduced to incorporate the
subgroups to the final clustering. APC is an efficient clustering algorithm published on
Science in 2007 [3]. This method could automatically determine the cluster number,
so it can be used to incorporate our subgroups. Now we should input the parameters
similarity and preference to the cluster method, the similarity is generated by the
similarity matrix, and preference equals to the mean of the similarity matrix.

In this part, an incorporating method named SIFT fusion + APC is proposed,
which utilizes the similarity matrix generated by Equation 10. Then the parameters
similarity and preference could be generated by the similarity matrix. Inputting the two
parameters to APC the finally clustering results will be generated. A novel subgroups
incorporation method is also proposed. There are the details:

1. Initialize an empty set R = {}, then assign R = {R1, · · · , Rn}, n is the num-
ber of subgroups. Ri = {Mi,i+1, · · · ,Mi,n, }, M is the similarity matrix of the
subgroups;

2. Check every element in Ri and see whether Mi,j > Threshold. Then delete the
element Mi,j , j ∈ {i+ 1, · · · , n} from Ri and update the set R. The Threshold
can be calculated by Equation 11;

3. Initialize an empty set C = {}, in the beginning, C = {C1}, where C1 = {R1};
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4. Update set C and its element Ci by the relationship between Ci and Rj . If Ci ∩
Rj �= ∅, update Ci = Ci ∪ Rj . Otherwise, generate a new element in set C, and
then assign C = {C1, · · · , Cn, Cn+1}, assign Cn+1 = Rj ;

5. Repeat the step (4) until all elements Ri in set R has been compared with the
element Ci in set C;

6. If the number of elements in set C is not equal to the number of elements in set
R, we calculate the similarity matrix M of C by the method mentioned by Equa-
tion 10, repeat the step (1) to (5) until the number of elements in set C is equal to
the number of elements in set R.

Threshold = min
Gu∈G,Gp∈G,Gu �=Gp

{
max

i∈Gu,j∈Gp

(simi,j)

}
(11)

The similarity matrix is generated by the minimum similarity value of between-class of
two subgroups. The threshold is the minimum value of between-class matrix, which
is composed of the maximum similarity value of between-class. The threshold gener-
ating in subgroups incorporation method and the similarity matrix generating method
determine the wrongly incorporated rate will be very small because the get-ting typical
samples step decreases the within-class scatter and increases the between-class scatter
of subgroups. After several iterations, the final clustering results will be generated.

5 Experimental Results and Discussion

5.1 Database Introduction

The multiple faces dataset in SPEVI datasets [8] is used for evaluating the proposed
method. The dataset has three sequences. People in these videos repeatedly occluded each
other while appearing and disappearing along with the fast changes of rotation and posi-
tion. Figure 2 shows the three multiple face datasets in SPEVI datasets and their face de-
tection results ,these three face videos in SPEVI namedmotinas multi face frontal,
motinas multi face turning, motinas multi face fast from left to right in
Figure 2.

Fig. 2. SPEVI datasets and their face detection results

We select 22 different persons from FERET face database [9] to compare our algo-
rithm SIFT fusion with SIFT max, PCA and LBP. Figure 3 shows the 22 persons.
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Fig. 3. 22 persons selected from FERET database

5.2 The Comparison of Similarity Measure Algorithms

In this experiment, SIFT fusion, SIFT max, PCA and LBP are tested on the
FERET face database. 22 people are selected from FERET. The 22 persons can be
found in Figure 3. 10 different pictures are selected from the datasets of FERET face
database, R = 0.8, σ = 9, posthres = 7, rotthres = 0.27, sclthres = 0.77 are the
parameters in SIFT fusion. ratio = 1.16, σ = 9 are the parameters in SIFT max.
The Eigenvector number of PCA is 219. LBP operator is (8, 1). We randomly select n
faces from the 10 faces of every person as the training temples, then find the most sim-
ilar face of everyone in the 220 faces by using SIFT fusion, SIFT max, LBP and
PCA from the 22× n training temples. If the testing face and its most similar template
face are from the same person, the testing face is correctly recognized. When the tem-
plate number is n, the cumulative recognition rate equals to the number of the correctly
recognized faces divide the total number of faces. It can be found that our algorithm
SIFT fusion get the best cumulative recognition rate at different template numbers
from Figure 4.

1 2 3 4 5 6 7 8 9

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

template numbers

c
u
m

u
la

ti
v
e
 r

e
c
o
g
n
it
io

n
 r

a
te

SIFT-Fusion

PCA

SIFT-Max

LBP

Fig. 4. The experiment of SIFT fusion, SIFT max, PCA and LDA
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5.3 Selecting the Optimal Threshold to Obtain Subgroups

The video named motinas multi face frontal, which has 4 targets in SPEVI [8], is
used as the training sample, 3396 faces including 35 non-faces is detected by AdaBoost.
In this experiment, the relationships among the wrongly divided rate of faces, the value
of parameter δ1 used in the SIFT fusion, and the number of the divided sub-groups
are tested. Equation 12 is applied to calculate the wrongly divided rate. Set A is the
subgroups we have divided, K is the number of subgroups. Set M is manual divided
the detected faces by the person occludes in the test video, Bj is the set of the faces of
the jth person. Set B is used as the ground truth.

wronglydividedrate =

K∑
i=1

{
|Ai| − argmax

Bj∈B
|Ai ∩Bj |

}
K∑
i=1

|Ai|
(12)

In Figure 5, the data on the curve is the number of the subgroups. It can be found
that when the threshold δ1 increases the wrongly divided rate decreases. The wrongly
divided rate and the subgroups number are moderated when the threshold is bigger than
4.5, so finally we assign the threshold as 4.9 for testing. Different surveillance video
will have different, but for face clustering, the value near to 5.
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Fig. 5. The relationships between wrongly divided rate, subgroups number and threshold δ1

5.4 The Comparison of SIFT fusion and SIFT max on the Efficiency of
Getting Subgroups

In this experiment, the number of subgroups between SIFT fusion and SIFT max
are compared when the wrongly divided rate of faces is approximately equal. From Ta-
ble 1 and Table 2, it is easy to find that using SIFT fusion method only needs about
10 percent of the subgroups that SIFT max method needs to get the same wrongly
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Table 1. The relationship between subgroup and wrongly divided rate by using SIFT fusion

subgroup number 180 201 214 223
wrongly divided rate 0.0188 0.0133 0.0124 0.0115

divided rate. Therefore, less subgroup numbers means less time to get typical samples,
construct similarity matrix, generate final clustering, and decrease the final wrongly
divided rate in incorporating subgroups.

Table 2. The relationship between subgroup and wrongly divided rate by using SIFT max

subgroup number 2079 1583 1221 685
wrongly divided rate 0.0035 0.0121 0.02 0.0439

5.5 Choose the Optimum Threshold to Get Cluster Results

In this experiment, the typical samples are obtained from the subgroups by modify-ing
the threshold δ2, which determines the within-class scatter and the between-class scatter
of subgroups and influences the final clustering result. Now we change δ2 to get the
typical samples and then get its minimum similarity matrix, and then use the proposed
incorporating method to get the final clustering result. It can be found from Table 3 that
when δ2 changes from 13 to 14.5, the clustering results are optimal. Because there are
4 persons in the testing video named motinas multi face frontal.

Table 3. The relationship between cluster number and threshold δ2

cluster number 2 2 4 4 4 5 5
δ2 10 12 13 14 14.5 14.8 15

5.6 The Testing of Our Algorithm

The rest two multiple faces dataset in SPEVI [8] are used as the testing samples. 1112
faces including 12 non-faces are detected from motinas multi face fast, which has
3 targets, while from motinas multi face turning, 2511 faces including 53 non-
faces are detected, which has 4 targets. The testing results of our algorithm, method
in [2] [3] and SIFT fusion + APC are listed in Table 4. The results show that our
algorithm could get nearly exact clustering results and lower wrongly divided rate com-
pared to the method in [2] [3]. Figure 6 gives the face clustering results of
motinas multi face fast using our method.

In Figure 6, it can be found that the top 3 clusters has get the satisfied result, in
the bottom, there has some wrongly results. That is because some non-typical samples
reside in the subgroups because of the threshold δ1 . Through adjusting the threshold,
we could get more perfect clustering results.
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Table 4. The testing results of our algorithm, method in [2] [3] and SIFT fusion +APC

Method Testing video Cluster number Wrongly divided rate
SIFT fusion+ APC motinas multi face fast 4 0.3052

Method in[2] motinas multi face fast 8 0.3902
Method in[3] motinas multi face fast 12 0.2275
our algorithm motinas multi face fast 4 0.1359

SIFT fusion+ APC motinas multi face turning 4 0.3658
Method in[2] motinas multi face turning 8 0.1072
Method in[3] motinas multi face turning 13 0.0848
our algorithm motinas multi face turning 5 0.1215

Fig. 6. Face clustering results of motinas multi face fast using our method (only show parts
of the results)

5.7 The Face Searching from Different Video

Using our proposed method we get the cluster results of motinas multi face fast,
in this part, then form the video motinas multi face turning, we randomly select a
detected face, we use the Equation 9 to get the most similarity cluster from the cluster
results of motinas multi face fast. Figure 7 shows the searching results.

Fig. 7. Face searching results from motinas multi face fast(only show parts of the results)
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6 Conclusion and Future Work

This paper proposed an effective face clustering algorithm based on SIFT for video
surveillance. SIFT fusion, a new SIFT-based similarity method is proposed, which
divides the detected faces into more efficient subgroups with lower wrongly divided
rate. Then we propose a novel similarity matrix incorporation method, which integrates
the subgroups into the final clustering results. Our algorithm has better performance
over general APC [3], Li’s method [2] and the proposedSIFT fusion+APC method
on SPEVI [8]. Our algorithm can be used in video and surveillance face indexing,
searching and clustering. Our algorithm is robust to the variations of pose, expression,
illumination, partial occlusion and low resolution.
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Abstract. Efficient face encoding is an important issue in the area of face recog-
nition. Compared to holistic features, local features have received increasing atten-
tion due to their good robustness to pose and illumination changes. In this paper,
based on the histogram-based interest points and the speeded up robust features,
we propose a hybrid local face feature, which provides a proper balance between
the computational speed and discriminative power. Experiments on three databases
demonstrate the effectiveness of the proposed method as well as its robustness to
the main challenges of face recognition and even in practical environment.

Keywords: Local feature detection, feature descriptor, face recognition.

1 Introduction

The human face is one of the most important cues to identify a person, therefore face
recognition has been the key component in biometric recognition systems for many
decades. However, the performance of a face recognition algorithm tends to be impaired
by poor face quality, pose variation, illumination changes, and partial occlusions. Ac-
cording to [1], the success of a face recognition algorithm relies on effective facial fea-
tures which enlarges inter-class variations while decreases intra-class ones, especially
in a practical environment.

Many approaches have been proposed to extract facial features from texture images.
Both holistic and local ones can be used to represent faces and measure their similar-
ities. For holistic based, the whole facial images are directly projected and compared
in a relatively low dimensional subspace in order to avoid the curse of dimensional-
ity. Holistic features can be extracted using methods like principal component analysis
(PCA) [2] and linear discriminant analysis (LDA) [3]etc. While local based face recog-
nition ones, the facial images are partitioned into local blocks to extract features and
then classify faces by combining and matching with corresponding features extracted
from local blocks. Local features can be extracted using methods like scale-invariant
feature transform (SIFT) [4], local binary patterns (LBP) [5], and speeded up robust
features (SURF) [6] etc. But the limitation of holistic face recognition is that it requires
accurate face normalization according to pose, illumination, scale, facial expression and
occlusions. Variations in these factors can affect the holistic features extracted from the
faces leading to inaccuracies of the recognition rate of system. Compared to holistic fea-
tures, local features based face recognition algorithms have an advantage over holistic
ones because they are more robust to pose and illumination changes [5], also insensitive
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to clutter and occlusion [7]. Therefore, in this paper, we aim to construct a novel and
effective local feature which could be utilized in face recognition.

When local features are extracted, the next step is matching these features for face
recognition. The matching method could be divided to the strategy they use i.e.,the
dense as well as the sparse. Dense matching is used to find matches for all points in the
image, when the local features are extracted from all the pixels of the facial image one
by one, have to choose dense matching method. The typical a good representative of
dense matching is LBP [5], LBP is an efficient texture operator which labels the pixels
of an image by thresholding the neighborhood of each pixel and considers the result as
a binary number. The dense matching method may cause the probably induces curse of
dimensionality when concatenating all local features in a whole vector for classification
or high computational cost since too many pixels are to be matched. Sparse matching
method is used to establish a set of robust matches between the interest points of an
image pair. Extracting sparse local features can be divided to be two phases [8]: 1)inter-
est point detection, 2)local feature description. The typical sparse features are SIFT [4],
and SURF [6] in face recognition domain. SIFT utilizes difference-of-Gaussian (DoG)
detector to extract keypoints from image, then assign the orientation and scale, finally
generate a 1 × 128 vector to describe the keypoint. SURF feature is extracted by the
similarity framework to SIFT, but using hessian matrix to detect keypoints and based
on the neighborhood information of keypoints to describe them.

In the past decade, many interest point detectors and local feature descriptors have
been proposed [9]. Current detecting methods normally obtain interest points from im-
ages by measuring pixel-wise differences in image intensity. For instance, the Harris
corner detector [10] uses the trace and the determinant of the second moment matrix,
which is obtained from the image intensity function, to explore the locations of inter-
est points. Mikolajczyk and Schmid [11] developed the Harris-Laplace and the Harris-
Affine detectors, which are based on affine normalization around Harris and Hessian
points. Lowe [4] proposed the DoG detector that approximates the scale-space Lapla-
cian by DoG. Kadir et al.[12] proposed a salient point detector that takes into account
local intensity histograms. Maver [13] divided local regions by radial, tangential, and
residual saliency measures and then located the local extreme in the scale space of each
saliency measure. SIFT descriptors are computed for normalized image patches with
the code provided by Lowe [4]. Gradient location-orientation histogram (GLOH) [14]
is an extension of the SIFT descriptor designed to increase its robustness and distinc-
tiveness. SURF descriptor describes the distribution of the intensity content within the
neighborhood of interest point, this descriptor is robust and fast than SIFT descriptor.

In recent years, some new local sparse features are proposed in general object recog-
nition domain may also be applied to face recognition. Laptev and Lindeberg [15] used
space-time interest points to interpret events recorded in videos. Dalal and Triggs [16]
introduced the histograms of oriented gradients (HOG) for human detection. Lee and
Chen [17] proposed the histogram-based interest points (HIP) to match images and
showed that the matching results are invariant to scale and illumination changes.

In this paper, a hybrid local feature is proposed for face recognition based on HIP
and SURF. Existing interest point detectors generally use pixel-based (intensity/color)
representations to characterize local features. However, for face images consisting of
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highly textured regions, the pixel-based information may generate too many unstable
corners during interest point detection. Even though the variations in the distribution
of texture patterns may be insignificant, the sum of squared differences will increase
dramatically. In contrast, the histogram-based interest point detectors are able to iden-
tify interest points that exhibit a distinctive distribution of low-level features in a local
area of a face image. The widely-used histogram-based detectors are HOG and SIFT.
The HIP detector proposed by Lee and Chen [17] is relatively new and have not been
applied to face recognition. HIP is able to capture large-scale structures and distinctive
textured patterns. In addition, HIP exhibits strong invariance to rotation, illumination
variation, and blur. Therefore, we employ HIP in the interest point detection step of our
local feature extraction method. For the description step, a robust descriptor is required
in practical environments. Currently, the most popular descriptors are SIFT descriptor
and SURF descriptor. SIFT descriptor is robust to lighting variations and small posi-
tion shift. SURF descriptor was designed as an efficient alternative to SIFT descriptor,
and therefore it has smaller time and space complexity compared to SIFT. Hence, we
employ SURF to describe the interest points detected by HIP in the first step. Exper-
imental results demonstrate that the proposed face feature, i.e., HIP+SURF performs
well on different databases even under noisy condition.

The remainder of the paper is organized as follows. In Section 2, the proposed
HIP+SURF face feature extraction method is described in detail. The experimental re-
sults are discussed in Section 3. Conclusion and future work are given in Section 4.

2 Methodology

Figure 1 illustrates the general process of face feature extraction. The face recognition
framework used in this paper is as follows:

1. Candidate face segmented images are detected by Adaboost [18] from the input
images.

2. Interest points are detected from the face images and then described using descrip-
tors. These descriptors are used for face training and recognition in the next step.

3. The detected face images from step 1 are divided into gallery set and probe set.
The nearest neighbor (NN) classifier is used to recognize faces by calculating the
similarity between the images in gallery and probe sets using the local features
extracted in step 2.

Fig. 1. The process of face feature extracting and the framework of face recognition
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The three main phases in our face feature extraction method are: 1) Extract interest
points using HIP; 2) Generate descriptors of the interest points using SURF; 3) Calcu-
late similarity measure of face images.

2.1 Histogram-Based Interest Points

Given a face sequence/image, HIP [17] is employed to extract robust interest points
from each frame/image. A face image is first divided into different patches. A color
histogram or oriented gradient histogram [16] h̄ with L bins is then built for each patch.
Based on this histogram h̄, a weighted histogram h(x, y) is constructed from pixels
in the neighborhood Ω(x, y) of each pixel location (x, y) in each patch. More specifi-
cally, the kth bin of h(x, y), denoted by hk(x, y), is computed using Equation 1. Note
that only those neighboring pixels in Ω(x, y), which take values equivalent to h̄kj,
contribute to hk(x, y), where h̄k denotes the value (i.e., color or oriented gradient) as-
sociated with the kth bin of h̄.

hk(x, y) =
1

Z

∑
(xi, yi)

∈Ω(x,y)
b(xi,yi)=k

w(xi − x, yi − y) (1)

whereZ is a normalizing parameter;w(xi−x, yi−y) is a Gaussian weighting function,

which takes the formw(x, y) = e−
(x2+y2)

σ2 ; and b(xi, yi) is the discrete quantity derived
from the color or oriented gradient of image.

In order to estimate whether (x, y) is an interest point, the Bhattacharyya coefficient
ρ [19], a measurement of the amount of overlap between two samples, is used to evalu-
ate the similarity between h(x, y) and the weighted histogram h(x+Δx, y+Δy) of its
shifted pixel. The smaller ρ is, the more different hk(x, y) and hk(x+Δx, y+Δy) are.
Therefore, the pixel location which projects to the local minimum of ρ are selected as
the interest points in a patch. However, these interest points obtained from HIP cannot
be directly applied to measure the similarity of different faces because the information
associated with them is insufficient for effective comparison. Hence, based on the loca-
tion information of the interest points, we further describe them using SURF descriptor.

Color histogram and oriented gradient histogram are used to generate the histogram-
based interest points. Here, we give a brief description.

Color Histogram. For a RGB color face image, each color channel (256 levels as-
sumed) is quantized into 8 bins, and a histogram with 83 = 512 bins can be obtained.
The quantization function is given by:

b (x, y) = �Rx,y/32� × 82 + �Gx,y/32� × 8 + �Bx,y/32�+ 1, (2)

where 32 is calculated as the 256 levels divided by the 8 bins; Rx,y, Gx,y, Bx,y are
the RGB values of pixel (x, y) in face images. Then, b (x, y) is substituted into the
constraint condition of Equation 1 where b (x, y) = k in the set Ω(x, y).

Oriented Gradient Histogram. The intensity gradients can also be used to construct
the histograms for face images. We quantize the orientation of the gradient into 8 bins,
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and each bin covers a 45◦ angle (360◦ ÷ 8). The magnitude of the gradient is also
divided into 8 bins, thus the resulting histogram contains 64 bins. The magnitude of
the gradient provides useful information for interest point detection. Equation 1 can be
changed to Equation 3. ‖g(xi, yi)‖α is the magnitude of the gradient at pixel (xi, yi),
and α is a scaling parameter.

hk(x, y) =
1

Z

∑
(xi, yi)

∈Ω(x,y)
b(xi,yi)=k

w(xi − x, yi − y) ‖g(xi, yi)‖α (3)

2.2 Interest Point Descriptors

In this phase, a descriptor is built for each interest point based on its neighborhood
information using SURF [6]. SURF is chosen because it is more efficient than other
invariant local descriptors like SIFT and it is robust to the variation of scales, rotations,
and poses [6]. In order to generate the descriptors, a square area around each interest
point is selected as the interest region, whose size is 20 times of the interest point’s
scale. This interest region is then split equally into 16 square subregions with 5×5 reg-
ularly spaced sample points in each subregion. Haar wavelet responses dx and dy for
the x- and y-directions are calculated in every subregion. The generation of descriptors
is shown in Figure 2. The responses in each subregion are weighted using a Gaussian
function and then summed up in the x- and y-directions respectively to generate the
feature descriptor (

∑
dx,
∑
dy), which is a 32-dimensional vector (4 × 4 × 2). When

the absolute responses are considered, the descriptor becomes a 64-dimensional vec-
tor (

∑
dx,
∑
dy,
∑
|dx|,

∑
|dy|). Furthermore, when

∑
dx and

∑
|dx| are computed

according to the signs of dy’s, similarly
∑
dy and

∑
|dy| according to the signs of

dx’s, the descriptor becomes a 128-dimensional vector. In this paper, the normalized
128-dimensional descriptors are used in order to provide more information for the face
similarity measure and recognition in the next phase.
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Fig. 2. The generation of descriptors [6]

2.3 Face Similarity Measure

Given two face images Ii and Ij , we respectively generate the SURF descriptorsDi =
{di1, · · · , diM} and Dj = {dj1, · · · , d

j
N} of HIPs extracted from Ii and Ij , where M and
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N are the numbers of HIPs in Ii and Ij respectively. First, we find the two matching
descriptors betweenDi andDj using the strategy proposed in [4,6]. For each descriptor
dim in Di, a similarity score sm,n is computed between it and each descriptor djn in Dj

using Equation 4.
sm,n = [dim − djn][d

i
m − djn]

T . (4)

The smaller sm,n is, the more similar dim and djn are. Because dim and djn are nor-
malized, sm,n � 2. In practical situations, normally sm,n � 1. After all the similarity
scores {sm,1, · · · , sm,N} are calculated for a descriptor dim, the ratio between the small-
est score sm,p and the second smallest score sm,q can be calculated. If this ratio is less
than 0.8, dim and djp are considered as a good match; otherwise, no good match is found
and we set sm,p = 1.

The more matching descriptor pairs are found, the more similar the two faces are.
Therefore, the similarity between Ii and Ij is defined by the product rule:

Si,j =

M∏
p=1

N∏
q=1

sp,q. (5)

The smaller Si,j is, the more similar Ii and Ij are. Because Si,j may get extremely
small, we take the absolute value of the logarithm of Si,j to measure the similarity of
Ii and Ij , i.e.,

S̄i,j = | log(Si,j)|. (6)

It could be found that a larger S̄i,j indicates the face pair is more similar.

3 Experimental Results

We evaluated the performance of the proposed color-HIP+SURF (using color histogram)
and gradient-HIP+SURF (using oriented gradient histogram) against SIFT, SURF and
LBP on three databases.

3.1 Databases

Three databases are used to test the effectiveness of the proposed local features, i.e.,
color-HIP+SURF and gradient-HIP+SURF. The first database was collected by our-
selves in an indoor environment and contains 17 subjects. All subjects have head move-
ments and face expression changes. Two videos were collected for each subject. One
is used for training, and the other one for testing. Face sequences were automatically
generated using Adaboost and scaled to 100× 100 pixels. We use the first 25 and 100
frames respectively from every subject’s training and testing face sequences for per-
formance evaluation. Some face images of different subjects can be found in Figure 3.
It could be found that the face conditions vary according to different poses, lighting
conditions, and expressions.

The second database is the multi-modal VidTIMIT database [20], which was also
collected in an indoor environment. The VidTIMIT database contains 43 subjects and
13 sequences were recorded for each subject. Each subject rotates the head in four
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Fig. 3. Faces of some subjects in our database

Fig. 4. Faces of some subjects in the VidTIMIT database

directions and recites short sentences. Their head poses and expressions also vary when
they are reciting sentences. Same as in our database, face sequences were automatically
generated using Adaboost and scaled to 100 × 100 pixels. We use the first 25 and
100 frames respectively from every subject’s training and testing face sequences for
performance evaluation. Figure 4 shows some face images from different subjects in
this database.

The third database is the Computer Vision Laboratory (CVL) face database [21].
This database has 114 subjects. For 111 subjects, 7 images were collected for each
person. The 7 images are of seven different poses: far left face pose, angle 45◦ face
pose, face with serious expression, angle 135◦ face pose, far right face pose, smile
(showing no teeth), and smile (showing teeth). Figure 5 shows 7 images of one person
detected by Adaboost. For the other 3 subjects, only 6 images were collected for each
person. Because every subject in this database has only 7 (or 6) images, we choose
the leave-one-out cross-validation method to test the performance of different feature
extraction methods.

Far left 45° serious 135° far right smile smile
expression (no teeth) (teeth)

Fig. 5. Seven face images of a subject in the CVL face database

3.2 Experiment I - Face Recognition on Clean Data

In this experiment, we compared the performance of the proposed color-HIP+SURF
and gradient-HIP+SURF with other local features, i.e., SIFT, SURF and LBP. The face
recognition rates are reported in Table 1. For our database, gradient-HIP+SURF gets the
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Table 1. Face recognition rates on CVL database, our database and VidTIMIT database

Database color-HIP+SURF gradient-HIP+SURF SIFT SURF LBP

CVL

far left 6.14% 7.02% 2.65% 5.26% 6.14%
45◦ 4.39% 8.77% 7.08% 5.26% 5.26%

serious expression 91.23% 82.46% 84.96% 64.91% 78.95%
135◦ 6.14% 5.26% 7.08% 5.26% 7.02%

far right 3.51% 7.02% 10.61% 4.39% 8.77%
smile no teeth 88.50% 90.27% 89.29% 68.14% 85.84%

smile teeth 93.52% 95.37% 92.59% 65.09% 84.26%
All 41.26% 41.64% 41.13% 30.57% 38.97%

Our 82.47 % 87.53% 81.00 % 81.47 % 86.47 %
VidTIMIT 67.21% 70.84% 60.00% 53.84% 55.81%

Fig. 6. Clean face samples (first row) and the same faces corrupted with AGWN (second row)

best recognition rate. color-HIP+SURF shows similar performance to SIFT and SURF.
For VidTIMIT, color-HIP+SURF and gradient-HIP+SURF perform better than all the
other three features. On the uniform test framework (Section 2), the results suggest that
color-HIP+SURF and gradient HIP+SURF encode face images more effectively than
SIFT, SURF, and LBP. Color-HIP+SURF and gradient-HIP+SURF extract more useful
information from the face images. Gradient-HIP+SURF is better than color-HIP+SURF
on our database and VidTIMIT database because the magnitude of gradient could pro-
vide useful information for interest point detection.

Different from the tests on our database and VidTIMIT database. We divide the CVL
database to be 7 different probe sets according to faces’ poses or expressions. From Ta-
ble 1, it can be seen that all the five local features perform relatively well on 3 expression
probe sets and very poor on the other 4 pose probe sets. This is due to the leave-one-out
cross-validation method used in testing the performance of these face features. When
a pose of one subject is in the probe set, there is no similar poses of that subject in
the gallery set. Therefore, the recognition result is very poor on the 4 pose probe sets.
On the 3 expression probe sets, color-HIP+SURF and gradient-HIP+SURF show bet-
ter performance than SURF and LBP, and similar or slightly better performance than
SIFT. Therefore, color-HIP+SURF and gradient-HIP+SURF are robust to expression
variation.

From the recognition results in Table 1, we can find that when the head pose of the
subject does not exist in the gallery sets, our system will recognize the subject to be
another subject which has the similar head pose in the gallery set. Because our goal is
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to explore a robust face feature to represent faces, we compare these features on the
simple NN classifier without preprocessing. The face recognition framework cannot
process profile faces with small samples efficiently. The algorithm of recognizing the
profile faces with small samples could be found in [22].

3.3 Experiment II - Face Recognition on Noisy Data

In this experiment, we evaluated color-HIP+SURF and gradient-HIP+SURF against
SIFT, SURF and LBP on our database, VidTIMIT database and CVL database cor-
rupted with additive Gaussian white noise (AGWN) with 0 mean and 0.002 variance.
Some corrupted face images are shown against clean images in Figure 6. Table 2 gives
the test results of the five face features on our database, VidTIMIT database and CVL
database. Under noisy conditions, the face recognition rates of color-HIP+SURF and
gradient-HIP+SURF are decreased, but they still perform better than SIFT, SURF, and
LBP on the average. Comparing Table 2 and Table 1, we can see that the face recogni-
tion rates using color-HIP+SURF and gradient-HIP+SURF decrease much slower than
SIFT, SURF and LBP, when noise is introduced. Hence, color-HIP+SURF and gradient-
HIP+SURF are more robust under noisy conditions than SIFT, SURF, and LBP.

Table 2. Face recognition rates on CVL database, our database and VidTIMIT database corrupted
with AGWN

Database color-HIP+SURF gradient-HIP+SURF SIFT SURF LBP

CVL

far left 4.39% 8.77% 7.08% 5.26% 5.26%
45◦ 4.39% 5.26% 1.75% 7.89% 7.89%

serious expression 76.32% 71.05% 69.30% 51.75% 71.93%
135◦ 4.39% 6.14% 2.63% 6.14% 8.77%

far right 4.39% 3.51% 7.89% 5.26% 7.89%
smile no teeth 80.53% 76.99% 74.34% 59.29% 76.99%

smile teeth 81.48% 76.85% 75.93% 57.01% 76.85%
All 35.72% 33.96% 32.87% 26.67% 35.81%

Our 81.00 % 85.29% 83.82 % 70.59 % 83.94 %
VidTIMIT 65.51% 69.53% 50.14% 50.14% 53.81%

3.4 Experiment III - Computational Complexity

The average computation times of color-HIP+SURF, gradient-HIP+SURF, SIFT, SURF,
and LBP are compared in Table 3 on the databases. Note that the proposed feature ex-
traction algorithm is not optimized. LBP is the most efficient feature extraction method,
but LBP has worse recognition results compared to color-HIP+SURF or gradient-HIP
+SURF. Although color-HIP+SURF and gradient-HIP+SURF take twice the times
needed by SURF, the recognition results of SURF are the worst and easily effected
by noise. SIFT is quite time consuming even though it gets close performance to color-
HIP+SURF and gradient-HIP+SURF. Considering both recognition rates and computa-
tion speed, color-HIP+SURF and gradient-HIP+SURF are the best local features
compared to SIFT, SURF, and LBP.
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Table 3. Comparison of average computation times (seconds) on the three test database

Features color-HIP+SURF gradient-HIP+SURF SIFT SURF LBP
Our 0.3729 0.3092 3.9753 0.1681 0.0214

VidTIMIT 0.3017 0.2524 5.3559 0.1389 0.0143
CVL 0.4670 0.3447 4.9103 0.1550 0.0123

Table 4. Average numbers of interest points detected by different interest point detector form our
database

Interest point detector color-HIP gradient-HIP DoG(SIFT) Hessian Matrix(SURF)
Avg. # 28.09 18.99 68.73 10.32

3.5 Experiment IV - Impact of the Number and Location of Interest Points in
the Recognition Results

In this section, we discuss the impact of the number and location of interest points ex-
tracted from face images in our database. LBP is not discussed because it is a dense
matching local feature. Average numbers of interest points detected by color-HIP+SURF,
gradient-HIP+SURF, SIFT, and SURF in a 100×100 face image are reported in Table 4.
Our proposed two local features using HIP to detect interest points, color-HIP+SURF
and gradient-HIP+SURF get more interest points than SURF but fewer than SIFT. Al-
though the color-HIP+SURF, gradient-HIP+SURF use SURF as the descriptor to de-
scribe the detected interest points, more interest points are detected than the original
SURF, therefore, color-HIP+SURF, gradient-HIP+SURF get better recognition rates
than SURF. Although color-HIP+SURF and gradient-HIP+SURF features detect fewer
interest points than SIFT, the interest points are mainly located on the eye and mouth
areas as shown in Figure 7, which are the most important recognition areas in face
recognition [5]. Therefore, the color-HIP+SURF, gradient-HIP+SURF lead to better
face recognition rates than SIFT. The face recognition results in Table 1 and Table 2
validate our above conclusion and analysis.

We could also find the below results. SIFT extracts more interest points and some
of them have no contribution for face recognition, this is why extracting SIFT feature

(a) color-HIP+SURF (b) gradient-HIP+SURF (c) SIFT (d) SURF

Fig. 7. The interest points detected by color-HIP, gradient-HIP, SIFT, and SURF from one face in
our database
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needs more time consuming in Experiment III and SIFT feature could not perform
better than color-HIP+SURF and gradient-HIP+SURF in Experiment I and II. Because
SURF gets fewer interest points than color-HIP+SURF, gradient-HIP+SURF and SIFT,
SURF features will fail when the face images are low resolution. But color-HIP+SURF,
gradient-HIP+SURF and SIFT work well on the low resolution face images.

4 Conclusion and Future Work

In this paper, we proposed a novel face feature HIP+SURF to encode face images.
HIP is used to extract interest point locations from face images, and SURF is used
to generate descriptors of these interest points for a robust feature representation. The
hybrid HIP+SURF face feature was tested on our database, VidTIMIT database and
CVL database. Experimental results suggest that compared with other local face fea-
tures, HIP+SURF produces good face recognition accuracy. HIP+SURF feature also
gets robust results under noisy conditions. In future work, we will extend the proposed
HIP+SURF face feature to low resolution faces taken under more challenging condi-
tions, e.g., outdoor scenes and surveillance.

Acknowledgments. This work is funded by the National Basic Research Program of
China (No. 2010CB327902), the National High Technology Research and Development
Program of China (No. 2011AA010502), the National Natural Science Foundation of
China (No. 61005016, No. 61061130560), the Fundamental Research Funds of Beihang
University and the Central Universities.

References

1. Yan, S., Wang, H., Tang, X., Huang, T.: Exploring feature descritors for face recognition. In:
Proc. ICASSP, pp. 629–632 (2007)

2. Liu, X., Chen, T., Thornton, S.M.: Eigenspace updating for non-stationary process and its
application to face recognition. Pattern Recognition, 1945–1959 (2003)

3. Lu, J., Plataniotis, K.N., Venetsanopoulos, A.N.: Regularization studies on lda for face recog-
nition. In: Proc. ICIP, pp. 63–66 (2004)

4. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. IJCV, 91–110 (2004)
5. Ahonen, T., Hadid, A., Pietikainen, M.: Face description with local binary patterns: Applica-

tion to face recognition. IEEE Trans. PAMI 28(12), 297–301 (2006)
6. Bay, H., Ess, A., Tuytelaars, T., Gool, L.V.: Surf: Speeded up robust features. CVIU 110(3),

346–359 (2008)
7. van de Sande, K.E.A., Gevers, T., Snoek, C.G.M.: Evaluating color descriptors for object and

scene recognition. IEEE Trans. PAMI 32(9), 1582–1596 (2009)
8. Cai, J., Zha, Z., Zhao, Y., Wang, Z.: Evaluation of histogram based interest point detector in

web image classification and search. In: Proc. ICME, pp. 613–618 (2010)
9. Mikolajczyk, K., Tuytelaars, T., Schmid, C., Zisserman, A., Matas, J., Schaffalitzky, F.,

Kadir, T., Gool, L.V.: A comparison of affine region detectors. IJCV 65(30), 43–72 (2005)
10. Harris, C., Stephens, M.: A combined corner and edge detection. IEEE Trans. PAMI, 147–

151 (1988)
11. Mikolajczyk, K., Schmid, C.: Scale and affine invariant interest point detectors. IJCV 60(1),

63–86 (2005)



A Hybrid Local Feature for Face Recognition 75

12. Kadir, T., Zisserman, A., Brady, M.: An Affine Invariant Salient Region Detector. In: Pajdla,
T., Matas, J(G.) (eds.) ECCV 2004. LNCS, vol. 3021, pp. 228–241. Springer, Heidelberg
(2004)

13. Maver, J.: Self-similarity and points of interest. IEEE Trans. PAMI 32(7), 1211–1226 (2010)
14. Mikolajczyk, K., Schmid, C.: A performance evaluation of local descriptors. IEEE Trans.

PAMI 10(27), 1615–1630 (2005)
15. Quelhas, P., Monay, F., Odobez, J.M., Gatica-Perez, D., Tuytelaars, T., Gool, L.V.: Modeling

scenes with local descriptors and latent aspects. In: Proc. ICCV, pp. 883–890 (2005)
16. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: Proc. CVPR,

pp. 886–893 (2005)
17. Lee, W., Chen, H.: Histogram-based interest point detectors. In: Proc. CVPR, pp. 1590–1596

(2009)
18. Viola, P., Jones, M.: Robust real-time face detection. In: Proc. ICCV, pp. 590–595 (2001)
19. Comaniciu, D., Ramesh, V., Meer, P.: Real-time tracking of non-rigid objects using mean

shift. In: Proc. CVPR, pp. 142–149 (2000)
20. Sanderson, C., Paliwal, K.K.: Polynomial features for robust face authentication. In: Proc.

ICIP, pp. 997–1000 (2002)
21. Kovac, J., Peer, P., Solina, F.: Illumination independent color-based face detection. In: Proc.

ISPA, pp. 510–515 (2003)
22. Li, S.Z., Jain, A.K.: Handbook of Face Recognition. Springer (2005)



P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 76–87, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Ontology Querying Support in Semantic 
Annotation Process 

Miha Grčar, Vid Podpečan, Borut Sluban, and Igor Mozetič 

Jožef Stefan Institute, Jamova c. 39, 1000 Ljubljana, Slovenia 
{miha.grcar,vid.podpecan,borut.sluban,igor.mozetic}@ijs.si 

Abstract. In this paper, we present an approach to ontology querying for the 
purpose of supporting the semantic annotation process. We present and evaluate 
two algorithms, (i) a baseline algorithm and (ii) a graph-based algorithm based 
on the bag-of-words text representation and PageRank. We evaluate the two 
approaches on a set of semantically annotated geospatial Web services. We 
show that the graph-based algorithm significantly outperforms the baseline al-
gorithm. The devised solution is implemented in Visual OntoBridge, a tool that 
provides an interface and functionality for supporting the user in the semantic 
annotation task. The improvement over the baseline is also reflected in practice.  

1 Introduction and Motivation 

Semantic annotations are formal, machine-readable descriptions that enable efficient 
search and browse through resources and efficient composition and execution of Web 
services. It this work, the semantic annotation is defined as a set of interlinked do-
main-ontology elements associated with the resource being annotated. For example, 
let us assume that our resource is a database table. We want to annotate its fields in 
order to provide compatibility with databases from other systems. Further on, let us 
assume that this table has a field called “employee_name” that contains employee 
names (as given in Fig. 1, left side). On the other hand, we have a domain ontology 
containing knowledge and vocabulary about companies (an excerpt is given in Fig. 1, 
right side). In order to state that our table field in fact contains employee names, we 
first create a variable for the domain-ontology concept Name and associate it with the 
field. We then create a variable for an instance of Person and link it to the variable for 
Name via the hasName relation. Finally, we create a variable for an instance of Com-
pany and link it to the variable for Person via the hasEmployee relation. Such annota-
tion (shown in the middle in Fig. 1) indeed holds the desired semantics: the annotated 
field contains names of people which some company employs (i.e., names of em-
ployees).  

Note that it is possible to instantiate any of the variables with an actual instance 
representing a real-world entity. For example, the variable ?c could be replaced with 
an instance representing an actual company such as, for example, Microsoft ∈ Com-
pany. The annotation would then refer to “names of people employed at Microsoft”. 
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The annotation of a resource is a process in which the user (i.e., the domain expert) 
creates and interlinks domain-ontology instances and variables in order to create a 
semantic description for the resource in question. Formulating annotations in one of 
the ontology-description languages (e.g., WSML [1]) is not a trivial task and requires 
specific expertise.  

 

Fig. 1. Annotation as a “bridge” between a resource and the domain ontology 

In the European projects SWING1 and ENVISION2, we have for this reason de-
veloped Visual OntoBridge (VOB) [2], a system that provides a graphical user inter-
face and a set of machine learning algorithms that support the user in the annotation 
task. VOB allows the user to (i) visualize the resource and the domain ontology 
(much like this is done in Fig. 1), (ii) create variables by clicking on the domain-
ontology concepts, and (iii) interlink the variables and/or instances by “drawing” 
relations between them. 

In addition, the user is able to enter a set of natural-language (Google-like) queries, 
according to which the system provides a set of “building blocks” that can be used for 
defining the annotation. 

The main purpose of this paper is to present and evaluate the developed ontology 
querying facilities implemented in VOB. The paper is organized as follows. In Sec-
tion 2, we present two approaches to ontology querying, the baseline approach and the 
proposed graph-based approach. We evaluate these two approaches in Section 3 and 
present our conclusions in Section 4. We discuss some related work in Section 5. 

                                                           
1  Semantic Web Services Interoperability for Geospatial Decision Making (FP6-26514),  

http://138.232.65.156/swing/ 
2  Environmental Services Infrastructure with Ontologies (FP7-249120),  

http://www.envision-project.eu/ 
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2 Ontology Querying Approach 

Establishing annotations manually is not a trivial task, especially if the domain ontol-
ogy contains a large number of entities and/or the user is not fully familiar with the 
conceptualizations in the ontology. VOB provides functionality for querying the do-
main ontology with the purpose of finding the appropriate concepts and triples. A 
triple in this context represents two interlinked instance variables (e.g., ?Company 
hasEmployee ?Person) and serves as a more complex building block for defining 
semantic annotations. 

The process of querying the domain ontology is as follows. The user enters a set of 
Google-like natural-language queries. The system then provides the user with two 
lists—the list of proposed concepts and the list of proposed triples. The user inspects 
the two lists, from top to bottom, and selects the relevant entities. If the required con-
cepts/triples are not found at the top of the list, the user should consider reformulating 
the queries. The selected concepts and triples are transferred to the graphical annota-
tion editor, where the user is able to revise and extend the annotation as required. 

VOB employs text mining techniques, the PageRank algorithm, and consults a 
Web search engine to populate the two lists of recommended building blocks. In the 
following sections, we first present two important technical aspects of our ontology 
querying approach and later on discuss the developed ontology querying algorithms in 
more details. 

2.1 Text Preprocessing and PageRank 

In this section, we present two important aspects of our ontology querying procedure, 
i.e., the bag-of-words vector representation of documents and the (Personalized) Pa-
geRank algorithm. 

Bag-of-Words Vectors and Cosine Similarity 
Most text mining approaches rely on the bag-of-words vector representation of docu-
ments. To convert text documents into their bag-of-words representation, the docu-
ments are first tokenized, stop words are removed, and the word tokens are stemmed 
[4, 5]. N-grams (i.e., word sequences of up to a particular length) can be considered in 
addition to unigrams [17]. Infrequent words and terms (n-grams) are removed from 
the vocabulary (regularization). The remaining words and terms represent the dimen-
sions in a high-dimensional bag-of-words space in which every document is 
represented with a (sparse) vector. The words and terms in this vector are weighted 
according to the TF-IDF weighting scheme (TF-IDF stands for “term frequency—
inverse document frequency”; see http://en.wikipedia.org/wiki/Tf*idf). A TF-IDF 
weight increases proportionally to the number of times a word appears in the docu-
ment, but is decreased according to the frequency of the word in the entire document 
corpus.  

Cosine similarity is normally used to compare bag-of-words vectors. It measures 
the cosine of the angle between two vectors. Note that cosine similarity is equal to dot 
product, provided that the two vectors are normalized in the Euclidean sense. 
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PageRank and Personalized PageRank 
PageRank [6] is a link analysis algorithm that assigns a numerical weighting to each 
element of a set of interlinked documents, such as the World Wide Web, with the 
purpose of “measuring” its relative importance within the set. The algorithm can be 
applied to any collection of entities with reciprocal references. 

PageRank effectively computes the importance of a vertex in the graph with re-
spect to a set of source vertices. The way PageRank is typically used, every vertex is 
considered a source vertex. This means that we are interested in the importance of 
vertices in general (i.e., with respect to the entire set of vertices). Note that it is possi-
ble to modify the algorithm to limit the set of source vertices to several selected ver-
tices or only one vertex. This variant of PageRank is called Personalized PageRank 
(P-PR). “Personalized” in this context refers to using a predefined set of nodes as the 
starting nodes for random walks. At each node, the random walker decides whether to 
teleport back to the source node (this is done with the probability 1 – d where d is the 
so-called damping factor) or to continue the walk along one of the edges. The proba-
bility of choosing a certain edge is proportional to the edge’s weight compared to the 
weights of the other edges connected to the node. In effect, for a selected source node 
i in a given graph, P-PR computes a vector of probabilities with components PRi(j), 
where j is one of the nodes in the graph. PRi(j) is the probability that a random walker 
starting from node i will be observed at node j at an arbitrary point in time. 

2.2 Baseline Ontology Querying Algorithm 

In [3], we presented and evaluated several term matching techniques that serve as the 
basis for automating the annotation process. To produce the two lists of recommenda-
tions as discussed in the previous section, it is possible to directly apply the term 
matching techniques. The algorithm is as follows: 

1. Each concept and each possible domain-relation-range triple in the domain ontolo-
gy is grounded through a Web search engine [3]. Grounding a term means collect-
ing a set of documents and assigning them to the term. In our case, the terms are 
the concept and relation labels in the domain ontology. With the ontology  
being grounded, it is possible to compare a natural-language query to the grounded 
domain-ontology entities. To ground a concept, the search engine 3  is queried  
with the corresponding concept label. To ground a triple, on the other hand, the 
search engine is queried with the search term created by concatenating the label of 
the relation domain, the label of the relation, and the label of the relation range,  
respectively.  

2. The groundings are converted into TF-IDF bag-of-words vectors [5]. Each vector 
is labeled with the corresponding domain ontology entity (either the concept or  
the triple label). These vectors constitute the training set (i.e., the set of labeled  
examples). 

                                                           
3  We use the Yahoo search engine through their API. 
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3. The training set is used to train the centroid classifier [7]. Each centroid is com-
puted as the l2-normalized sum of the corresponding TF-IDF vectors. 

4. The set of queries, provided by the user, is first grounded through a Web search 
engine. For each query, the corresponding centroid TF-IDF vector is computed. 
These TF-IDF vectors constitute the test set (i.e., the set of unlabeled examples). 

5. Given a bag-of-words vector from the test set, the centroid classifier is employed to 
assign a classification score to each target class, that is, to each ontology entity. 
These scores are aggregated over the entire set of query vectors.  

Given the set of bag-of-words vectors representing the user’s queries, the classifier is 
thus able to sort the domain ontology concepts and triples according to the relevance 
to the queries. This gives us the two required lists of annotation building blocks: the 
list of concepts and the list of triples. 

2.3 Incorporating Ontology Structure: The OntoBridge Approach 

To establish the baseline discussed in the previous section, we treated the domain 
ontology as a flat list of entities. What we did not take into account is that these enti-
ties are in fact interlinked. This means that the domain ontology can be represented as 
a graph in which vertices are entities and edges represent links. In this section, we 
show how we can couple text similarity assessments with PageRank to exploit the 
ontology structure for determining relevant ontology entities. 

To employ PageRank, the domain ontology is first represented as a graph. This can 
be done in numerous different ways. Naively, we could represent each concept with a 
vertex and interconnect two vertices with an undirected edge if there would exist at 
least one domain-relation-range definition involving the two concepts. However, 
since only the concepts would then be represented with vertices and would thus be the 
only entities able to “accumulate” rank, we would not be able to rank the triples. With 
a slightly more sophisticated transformation approach, it is possible to include the 
triples as well. This type of transformation is illustrated in Fig. 2. We create additional 
vertices (i.e., vertices representing triples; drawn as squares and triangles in the fig-
ure) to “characterize” all possible relations between the two concepts. We also include 
vertices representing triples based on inverse relations (drawn as triangles in the fig-
ure) even though they are not explicitly defined in the domain ontology. The reason 
for this is that we do not want the random walker to reach a triple vertex and then 
head back again; we want it to reach the other concept through a pair of directed 
edges.  

In more details, the proposed ontology-to-graph transformation process is as fol-
lows: 

1. Represent each concept with a vertex. 
2. Represent each triple c1-r-c2 ∈ T, where T is the set of triples in the domain ontol-

ogy, with two vertices: one representing c1-r-c2 and one representing the corres-
ponding inverse relation, c2-r

–1-c1.  
3. For each pair of concepts c1, c2 and for each relation r such that c1-r-c2 ∈ T, do the 

following: 
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─ Connect the vertex representing c1 to the vertex representing c1-r-c2 with a di-
rected edge and weight it with C(Q, c1-r-c2). Here, Q = {q1, q2, q3…} is a set of 
natural-language queries and C(Q, c1-r-c2) is computed as Σq∈QC(q, c1-r-c2). 
C(a, b) refers to cosine similarity between the centroid of groundings of con-
cept/relation a and the centroid of groundings of concept/relation b. A centroid 
is computed by first converting the corresponding groundings to TF-IDF feature 
vectors and then computing the l2-normalized sum of these feature vectors. 

─ Connect the vertex representing c1-r-c2 to the vertex representing c2 with a di-
rected edge and weight it with 1. 

─ Connect the vertex representing c2 to the vertex representing c2-r
–1-c1 with a di-

rected edge and weight it with C(Q, c1-r-c2). 
─ Connect the vertex representing c2-r

–1-c1 to the vertex representing c1 with a di-
rected edge and weight it with 1. Note that since this is the only edge going out 
of this vertex, its weight can in fact be an arbitrary positive value. This is be-
cause PageRank normalizes the weights of the outgoing edges at each vertex so 
that they sum up to 1. 

4. Represent each bag-of-words vector qi, representing the test set Q = {q1, q2, q3…}, 
with a vertex. Note that the test set represents the user queries. 

5. For each bag-of-words vector qi representing the query and each concept cj, if 
C(qi, cj) > 0, create a directed edge from qi to cj and weight it with C(qi, cj). 

This process is illustrated in Fig. 2 where wi represent the weights computed in Step 3 
of the presented ontology-to-graph transformation process. 

 

Fig. 2. Representing ontologies as graphs 

When the graph is created and properly weighted, we run PageRank to rank vertic-
es (i.e., concepts and triples) according to the relevance to the query. The vertices 
representing the query are therefore used as the source vertices for PageRank. Note 
that a triple c1-r-c2 ∈ T “accumulates” the ranking score in two different vertices: in 
the vertex representing c1-r-c2 and in the vertex representing c2-r

–1-c1. It is thus neces-
sary to sum the ranking scores of these two vertices to obtain the ranking score of the 
corresponding triple.  
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With the discussed procedure, every concept and every triple is ranked by Page-
Rank. We can therefore populate the two lists of annotation building blocks and 
present these to the user. 

3 Evaluation of the Ontology Querying Algorithms 

We evaluated our approach to ontology querying in the context of a project commit-
ted to develop an infrastructure for handling geospatial Web services. In the devised 
system, geo-data is served by a database of spatial-information objects through stan-
dardized interfaces. One of such standard interfaces, defined by the Open Geospatial 
Consortium (OGC), is the Web Feature Service (WFS) [16]. WFS are required to 
describe the objects that they provide (e.g., rivers, roads, mountains…). These objects 
are also termed “features”. Each feature is described with a set of attributes (e.g., 
water bodies can have depth, temperature, water flow…).  

We used a set of WFS schemas, enriched with the golden-standard annotations and 
user queries, to evaluate the developed ontology querying algorithms. The evaluation 
process and the evaluation results are presented in the following sections. 

 

Fig. 3. The golden-standard acquisition form for the feature type “regions”. The feature type 
(green box) with all its attributes (yellow boxes) is visualized in the left-hand side, the corres-
ponding queries, provided by one of the participants, can be seen in the right-hand side. 

3.1 Golden Standard 

For the experiments, we acquired a set of Web Feature Services (WFS). Each WFS 
was accompanied with the corresponding semantic annotation and several sets of user 
queries. The service schemas were annotated with the SWING ontology (available at 
http://first-vm2.ijs.si/envision/res/swing.n3). It contains 332 concepts, 141 relations, 
and 4,362 domain-relation-range triples (taking the basic triple-inference rules into 
account). We asked the domain experts at Bureau of Geological and Mining Research 
(BRGM, France) to provide us with natural-language queries with which they would 
hope to retrieve relevant building blocks for the annotations. For this purpose, we 
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gave each of the participating domain experts a set of forms presenting the WFS 
schemas. A participant had to describe each feature type with a set of English queries, 
one query per attribute and one additional query for the feature type itself. Fig. 3 
shows one of such golden-standard acquisition forms. 

We received input from 3 domain experts, each assigning queries to 7 feature types 
(41 queries altogether by each of the participants). We have identified 114 concepts 
and 96 triples (unique in the context of the same feature type) relevant for annotating 
the feature types involved in the golden-standard acquisition process. Since the ac-
quired golden standard thus contained both, the queries and the corresponding build-
ing blocks, we were able to assess the quality of the ontology querying algorithms by 
“measuring” the amount of golden-standard building blocks discovered in the domain 
ontology, given a particular set of queries. We measured the area under the Receiver 
Operating Characteristic (ROC) curve to evaluate the lists produced by the algorithm. 
We discuss the evaluation process and present the results in the following section. 

 

Fig. 4. Evaluation results for the baseline methods 

3.2 Evaluation of the Baseline Algorithm 

In this section, we establish the baselines and determine the setting in which the base-
line algorithm, presented in Section 2.2, performs best. Through the evaluation, we 
determined the number of search-result snippets used for grounding domain ontology 
entities and user queries. We experimented with 10, 25, 50, and 100 documents per 
grounding. 

The results are shown in Fig. 4. The chart in the figure presents the evaluation re-
sults for the list of proposed concepts and the list of proposed triples. Both series 
show the average area under the ROC curve (y axis) with respect to the number of 
documents per grounding (x axis). 

From the results, we can conclude that the concepts—as well as the queries when 
used for ranking the concepts—should be grounded with at least 50 documents 
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(91.47% AUC). As we can see from the chart, at around 50 documents, all available 
useful information is already contained in the collected documents. On the other hand, 
the triples—as well as the queries when used for ranking the triples—should be 
grounded with only around 10 documents (89.52% AUC). We believe this is because 
the triples are more precisely defined than the concepts (i.e., the corresponding search 
terms contain more words), which results in a smaller number of high-quality search 
results.  

 

Fig. 5. Evaluation results for the graph-based methods 

3.3 Evaluation of the Graph-Based Algorithm 

When evaluating the graph-based algorithm, the most important parameter to tune is 
the PageRank damping factor. We experimented with the damping factor values of 
0.2, 0.4, 0.6, 0.8, and 0.9. The results are presented in Fig. 5. The chart in the figure 
presents the evaluations result for the list of proposed concepts and the list of pro-
posed triples. Both series represent the average area under the ROC curve (y axis) 
with respect to the value of the damping factor (x axis). The chart also shows the 
baselines (see the previous section). 

When evaluating the baseline algorithm, we learned that the concepts should be 
grounded with 50 documents each, so should the queries when used to rank the con-
cepts. On the other hand, the triples should be grounded with only 10 documents each, 
so should the queries when used to rank the triples. The evaluation of the graph-based 
algorithms fully confirms these findings at low damping factor values. This is ex-
pected because low damping factor values mean putting less emphasis on the struc-
ture—the random walker “gets tired” after only a few steps and “jumps” back to a 
source vertex. However, as we increase the damping factor towards the values at 
which the graph-based algorithms perform best, we achieve better results when simp-
ly grounding concepts, triples, and queries with 50 documents each. Note that this 
grounding size setting was also used for computing the results in Fig. 5. 

0.9694

0.9634

0.89

0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

A
U

C

Damping factor

Concepts Triples Baseline concepts Baseline triples



 Ontology Querying Support in Semantic Annotation Process 85 

The damping factor should be set to 0.6 for the concepts and 0.8 for the triples. 
This means that we can either run PageRank twice or set the damping factor to 0.7 to 
increase the speed at the slight expense of quality on both sides. The rewarding fact is 
that we managed to significantly beat the baselines. We have increased the average 
AUC for 5.48% on the concepts and for 6.82% on the triples. This presents a big dif-
ference. For example, if the correct triples were distributed amongst the top 597 of 
4,362 suggestions with the baseline algorithm, they will now be distributed amongst 
the top 319 suggestions (almost half less). Also, we believe that the user will have to 
inspect far less than 319 items to find the required building blocks as he will be able 
to interact with the system (i.e., reformulate queries to direct the search). To support 
this claim, we computed the average AUC by taking, for each annotation, only the 
most successful annotator into account (i.e., the annotator that formulated the query 
resulting in the highest AUC). In this modified setting, the average AUC on the triples 
rose to 98.15%. This reduces the number of items that need to be inspected from 319 
to 161 (of 4,362). The improvement over the baseline method is also reflected in prac-
tice. Several user queries and the corresponding retrieved concepts (top 10 according 
to the relevance) from the SWING ontology are shown in Table 1. 

Table 1. Several user queries and the corresponding retrieved concepts 

User query Retrieved concepts 
“rare birds, sequoia forests, natural 
parks” 

ImportantBirdArea, AviFauna, Bird, 
NationalProgram, QuarrySite, Lake, 
NationalCoordinator, ProtectedArea, 
NaturalSite, Mammal… 

“protected fauna and flora in France” WildFauna, WildFlora, Fauna, Flora, 
ProtectedArea, AviFauna, Znieff 4 , 
ZnieffTypeI, ZnieffTypeII, Natural-
Site… 

“locaiton5 of open-pit mine” AllowedMiningDepth, QuarrySite, Leg-
islation, QuarryAdministration, Quarry-
SiteManagement, MineralResource, 
QuarryLocation, MineralProperty, Con-
structionApplication, Location… 

4 Conclusions 

Semantic annotations are formal, machine-readable descriptions that enable efficient 
search and browse through resources and efficient composition and execution of Web 
services. Formulating annotations in one of the ontology-description languages is not 

                                                           
4  ZNIEFF stands for “Zone naturelle d’intérêt écologique, faunistique et floristique” and 

denotes protected natural areas in France. This example demonstrates that we are able to use 
descriptive queries to discover concepts labeled with acronyms. 

5  This example shows that our ontology-querying approach is even resilient to typos. 
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a trivial task and requires specific expertise. In this paper, we presented an approach 
to ontology querying for the purpose of supporting the semantic annotation process. 
In the approach, we use the bag-of-words text representation, employ a Web search 
engine to ground ontology objects and user queries with documents, and run Page-
Rank to take the ontology structure into account.  

We evaluated the approach in the context of geospatial Web services. In the evalu-
ation process, we used a set of Web Feature Service (WFS) schemas, enriched with 
the golden-standard annotations and user queries. In the experiments, we varied the 
number of grounding documents and PageRank damping factor. We concluded that it 
is best to ground the concepts, triples, and user queries with 50 documents each and to 
set the damping factor to 0.7. The achieved AUC for retrieving concepts was 96.94% 
and for retrieving triples, 96.34%. With these results, we managed to achieve a signif-
icant improvement over the baselines. 

5 Related Work 

The main contribution of this paper is a novel ontology querying algorithm. In this sec-
tion, we overview several techniques that can be used to assess the relevance of an ob-
ject (with respect to another object or a query) or the similarity between two objects in a 
network. Some of these techniques are: spreading activation [8], hubs and authorities 
(HITS) [9], PageRank and Personalized PageRank [6], SimRank [10], and diffusion 
kernels [11]. These methods are extensively used in information-retrieval systems. The 
general idea is to propagate “authority” from “query nodes” into the rest of the graph 
or heterogeneous network, assigning higher ranks to more relevant objects. 

ObjectRank [12] employs global PageRank (importance) and Personalized Page-
Rank (relevance) to enhance keyword search in databases. Specifically, the authors 
convert a relational database of scientific papers into a graph by constructing the data 
graph (interrelated instances) and the schema graph (concepts and relations). To speed 
up the querying process, they precompute Personalized PageRank vectors for all poss-
ible query words. HubRank [13] is an improvement of ObjectRank in terms of space 
and time complexity without compromising the accuracy. It examines query logs to 
compute several hubs for which PPVs are precomputed. In addition, instead of pre-
computing full-blown PPVs, they compute fingerprints [14] which are a set of Monte 
Carlo random walks associated with a node.  

Stoyanovich et al. [15] present a ranking method called EntityAuthority which de-
fines a graph-based data model that combines Web pages, extracted (named) entities, 
and ontological structure in order to improve the quality of keyword-based retrieval of 
either pages or entities. The authors evaluate three conceptually different methods for 
determining relevant pages and/or entities in such graphs. One of the methods is 
based on mutual reinforcement between pages and entities, while the other two ap-
proaches are based on PageRank and HITS, respectively. 
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Abstract. During multi-agent interactions, robust strategies are needed
to help the agents to coordinate their actions on efficient outcomes. A
large body of previous work focuses on designing strategies towards the
goal of Nash equilibrium under self-play, which can be extremely inef-
ficient in many situations. On the other hand, apart from performing
well under self-play, a good strategy should also be able to well respond
against those opponents adopting different strategies as much as pos-
sible. In this paper, we consider a particular class of opponents whose
strategies are based on best-response policy and also we target at achiev-
ing the goal of social optimality. We propose a novel learning strategy
TaFSO which can effectively influence the opponent’s behavior towards
socially optimal outcomes by utilizing the characteristic of best-response
learners. Extensive simulations show that our strategy TaFSO achieves
better performance than previous work under both self-play and against
the class of best-response learners.

1 Introduction

Multi-agent learning has been studied extensively in the literature and lots of
learning strategies [9,17,2,6,8] are proposed to coordinate the interactions among
agents. As multiple agents from different parties may coexist in the same envi-
ronment, we need robust strategies for efficient coordination among the agents
and also effectively responding to other external agents.

The multi-agent learning criteria proposed in [2] require that an agent should
be able to converge to a stationary policy against some class of opponent (conver-
gence) and the best-response policy against any stationary opponent (rational-
ity). If both agents adopt rational learning strategies in the context of repeated
games and also their strategies converge, then they will converge to the Nash
equilibrium of the stage game. Unfortunately, in many cases Nash equilibrium
does not guarantee that the agents receive their best payoffs. One typical ex-
ample is the prisoner’s dilemma game shown in Fig. 1(a). By converging to the
Nash equilibrium (D,D), both agents obtain a low payoff of 1, and also the
sum of the agents’ payoffs is minimized. On the other hand, both agents could
have received better payoffs by coordinating on the non-equilibrium outcome of
(C,C) in which the sum of the players’ payoffs is maximized.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 88–99, 2012.
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One major reason for resulting in inefficient Nash equilibria is that the ra-
tionality mentioned above is myopic, i.e., the strategies are designed for best
response towards stationary opponents only. They do not explicitly leverage the
fact that their opponents’ behaviors are adaptive and can be affected by the
behaviors of their interacting partners as well. To see how the failure to consider
this can decrease the agents’ payoffs, let us consider the stacklberg game shown
in Fig. 1(b). We know that the outcome will converge to the Nash equilibrium
(D,L) of the stage game if two agents play this game repeatedly by adopting
a best-response strategy against each other. On the other hand, if the left-side
agent can realize that its opponent is learning its past behaviors and always
making the best response, then it would be better for the left-side agent to take
the role of a teacher by choosing action U deliberately. After a while, it is reason-
able to expect that its opponent will start responding with action R. Therefore
both agents’ payoffs are increased by 1 compared with their Nash equilibrium
payoffs and also the achieved outcome (U,R) is socially optimal, i.e., the sum of
their payoffs is maximized.

From the above example, we can see that the role of teaching can be par-
ticularly important for improving the learning performance. When choosing a
course of actions, an agent should take into account not only what it learns from
its opponent’s past behaviors, but also how it can better influence its oppo-
nent’s future behaviors towards its targeted outcomes. We refer to the learning
strategies employing the role of a teacher as teacher strategies, and those learnig
strategies always making best response to their opponents (e.g., fictitious play
[6], Q-learning [17]) as follower strategies [4,5]. A number of different teaching
strategies [10,11,5] have been proposed aiming at achieving better payoffs for
the agents. However, those strategies suffer from at least one of the following
drawbacks.

– The punishment mechanism is usually implemented as choosing an action
to minimize the payoff of the opponent in the following rounds after its
deviation from the target action. The resulting problem is that the opponent
may still be punished when it has already been back to choose the target
action, thus making it difficult for a follower agent to determine which of
its actions is being punished. Therefore the teaching performance can be
degraded due to mistaken punishments.

– The agent’s own payoff is not taken into consideration when the opponent
is being punished, which makes the punishment too costly.

– The agents using those strategies may fail to coordinate their actions (e.g.,
under self-play) if there exist multiple optimal target solutions.

To solve the above problems, in this paper, we propose a novel learning strategy
TaFSO combining the characteristics of both teacher and follower strategies.
We are interested in how the opponent’s behavior can be influenced towards
the coordination on socially optimal outcomes through repeated interactions in
the context of repeated games. We consider an interesting variant of sequential
play here. In addition to choose from their original action spaces, the agents are
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given a free option of deciding whether to entrust its opponent to make decision
for itself or not (denoted as action F ). If agent i asks its opponent j to make
decision for itself, then the agents will execute the action pair assigned by agent
j in this round. The motivation behind is to determine whether the introduction
of the additional action F can improve the coordination between agents towards
socially optimal outcomes. Similar idea has been adopted in investigating multi-
agent learning in multi-agent resource selection problems [13], which has been
shown to be effective for agents to coordinate on optimal utilizations of the re-
sources. Similar with previous work [11,5], the TaFSO strategy is also based
on punishment and reward mechanisms, however, all the drawbacks existing in
previous work as previously mentioned are remedied. Firstly, in TaFOS, it can
be guaranteed that the opponent never perceives the wrong punishment signal
and thus the coordination efficiency among agents is greatly improved. Secondly,
The agent adopting TaFSO always picks an action in the best response to the
opponent’s strategy from the set of candidate actions suitable for punishment
instead of adopting the minmax strategy, thus the punishment cost is reduced.
Thirdly, due to the introduction of action F , the agents are guaranteed to always
coordinate on the same optimal outcome even if multiple optimal outcomes co-
exist. The performance of TaFSO is evaluated under self-play and also against
a number of best-response learners. Simulation results show that better perfor-
mance can be achieved when the agents adopt TaFSO strategy compared with
previous work.

The remainder of the paper is structured as follows. The related work is given
in Section 2. In Section 3, the learning environment and the learning goal are
introduced. In Section 4, we present the learning approach TaFSO in the con-
text of two-player repeated games. Experimental simulations and performance
comparisons with previous work are presented in Section 5. In the last section,
we conclude our paper and present the future work.

2 Related Work

A number of approaches [16,12] have been proposed targeting at the prisoner’s
dilemma game only, and the learning goal is to achieve pareto-optimal solution
of mutual cooperation instead of Nash equilibrium solution of mutual defec-
tion. Besides, there also exists some work [15,1] which address the problem of
achieving Pareto-optimal solution in the context of general-sum games as follow-
ing. Sen et al. [15] propose an innovative expected utility probabilistic learning
strategy by incorporating action revelation mechanism. Simulation results show
that agents using action revelation strategy under self-play can achieve pareto-
optimal outcomes which dominate Nash Equilibrium in certain games, and also
the average performance with action revelation is significantly better than Nash
Equilibrium solution over a large number of randomly generated game matrices.
Banerjee et al. [1] propose the conditional joint action learning strategy (CJAL)
under which each agent takes into consideration the probability of an action
taken by its opponent given its own action, and utilize this information to make
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its own decision. Simulation results show that agents adopting this strategy
under self-play can learn to converge to the pareto-optimal solution of mutual
cooperation in prisoner’s dilemma game when the game structure satisfies cer-
tain condition. However, all previous strategies are based on the assumption of
self-play, and there is no guarantee of the performance against the opponents
using different strategies.

There also exists a number of work [10,11,5,14] which assumes that the op-
ponent may adopt different strategies. One representative work is Folk Theorem
[14] in the literature of Game Theory. The basic idea of Folk Theorem is that
there are some strategies based on punishment mechanism which can enforce
desirable outcomes and are also in Nash equilibrium, assuming that all players
are perfectly rational. Our focus, however, is to utilize the ideas in Folk theorem
to design efficient strategy against adaptive best-response opponents from the
learning perspective. Also the strategies we explore need not be in equilibrium in
the strict sense, since it is very difficult to construct a strategy which is the best
response to a particular learning strategy such as Q-learning. Besides, a number
of teacher strategies [10,11] have been proposed to induce better performance
from the opponents via punishment mechanism, assuming that the opponents
adopt best-response strategies such as Q-learning. Based on the teacher strategy
Goldfather++ [11], Crandall and Goodrich [5] propose the strategy SPaM em-
ploying both teaching and following strategies and show its better performance
in the context of two-player games against a number of best-response learners.

3 Learning Environment and Goal

In this paper, we focus on the class of two-player repeated normal-form games
with average payoffs. Formally a two-player normal-form game G is a tuple
〈N, (Ai), (ui)〉 where

– N = {1, 2} is the set of players.
– Ai is the set of actions available to player i ∈ N .
– ui is the utility function of each player i ∈ N , where ui(ai, aj) corresponds

to the payoff player i receives when the outcome (ai, aj) is achieved.

At the end of each round, each agent receives its own payoff based on the outcome
and also observes the action of its opponent. Two example normal-form games
are already shown in Fig. 1(a) and Fig. 1(b).

We know that every two-player normal-form game has at least one pure/mixed
strategy Nash equilibrium. Each agent’s strategy in a Nash equilibrium is always
its best response to the strategy of the other agent. Though this is the best any
rational agent can do myopically, the equilibrium solution can be extremely in-
efficient in terms of the payoffs the agents receive. In this paper, we target at
achieving a more efficient solution from the system’s perspective, social optimal-
ity, in which the sum of both agents’ payoffs is maximized. We are interested in
designing a learning strategy such that the agent adopting this strategy can ef-
fectively influence its opponent towards cooperative behaviors through repeated
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(a) (b)

Fig. 1. Payoff matrices for (a) prisoner’s dilemma game, and (b) stackelberg game

interactions, and thus reach socially optimal outcomes finally. We adopt the same
setting as [10,5] assuming that the opponents are adaptive best-response learn-
ers, which cover a wide range of existing strategies. Specifically in this paper we
consider the opponent may adopt one of the following best-response strategies:
Q-learning [17], WoLF-PHC [2], and Fictitious play [6]. For our purpose, we do
not take into consideration the task of learning the games and assume that the
game structure is known to both agents beforehand.

4 TaFSO:A Learning Approach towards Socially Optimal
Outcomes

In this section, we present the learning approach TaFSO aiming at achieving
socially optimal outcomes. The strategy TaFSO combines the properties of both
teacher and follower strategies. On one hand, its teacher component is used to
influence its opponent to cooperate and behave in the expected way based on
punishment and reward mechanisms; on the other hand, its follower component
guarantees that the TaFSO agent can obtain as much payoff as possible against
its opponent at the same time.

4.1 Teacher Strategy of TaFSO

To enable the teacher strategy to exert effective influence on the opponent’s
behavior, we consider an interesting variation of sequential play by allowing en-
trusting decision to others. During each round, apart from choosing an action
from its original action space, every agent is also given an additional option of
asking its opponent to make the decision for itself. Whenever the opponent j
decides to entrust TaFSO agent i to make decisions (denoted as choosing ac-
tion F ), TaFSO agent i will select an optimal joint action pair (s1, s2) and both
agents will execute their corresponding actions accordingly. Similar to previous
work [11,5], in TaFSO, the optimal joint action pair (s1, s2) is defined as the
joint action maximizing the product of both player’s positive advantages (i.e.,
the difference between their payoffs in (s1, s2) and their minimax payoffs). We
assume that every agent will honestly execute the action assigned by its oppo-
nent whenever it asks its opponent to do so. If both agents choose action F
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simultaneously, then one of them will be randomly picked to make the joint
decision.

We can see that the opponent j may obtain higher payoff by deviating from
action F to some action from Aj . Therefore an TaFSO agent i needs to enable its
opponent j to learn that entrusting the TaFSO agent to make decisions is always
its best choice. To achieve this, the TaFSO agent i will teach its opponent by
punishment if the opponent j choose actions from Aj . To make it effective, the
punishment must exceed the profit of deviating. In other words, the opponent
j’s any possible gain from its deviation has to be wiped out. The TaFSO agent
i keeps the record of the opponent j’s accumulated gains Gt

j from deviation by
each round t and updates Gt

j as follows (Fig. 2).

– If the opponent j entrusts the TaFSO agent i to make decision for itself (i.e.,
atj = c), and also its current gain Gt

j ≥ 0, then its gain remains the same in
the next round t+ 1.

– If the opponent j asks the TaFSO agent i to make decision for itself (i.e.,
atj = c), and also its current gain Gt

j < 0, this indicates it suffers from
previous deviations. In this case, we forgive its previous deviations and set
Gt+1

j = 0.

– If the opponent j chooses its action independently and also Gt
j > 0, then its

gain is updated as Gt+1
j = max{Gt

j + uj(a
t
i, a

t
j)− uj(si, sj), ε}. If it obtains

higher payoff than that in the optimal outcome (si, sj) from this deviation,
then its gain will be increased, and vice versa. Besides, its total gain by
round t+1 cannot become smaller than zero since it deviates in the current
round.

– If the opponent j chooses its action independently and also Gt
j ≤ 0, its

gain is updated as Gt+1
j = uj(a

t
i, a

t
j)− uj(si, sj) + ε. That is, we forgive the

opponent j if since it learns the lesson by itself by suffering from previous
deviations (Gt

j ≤ 0), and its previous gain is counted only as ε.

Fig. 2. The rules of calculating the opponent j’s accumulated gain Gt
j by each round

t. Each path in the tree represents one case for calculating Gt
j .

Based on the above updating rules of Gt
j , the TaFSO agent needs to determine

which action is chosen to punish the opponent j. To do this, the TaFSO agent
i keeps a teaching function T t

i (a) for each action a ∈ Ai ∪ {F} in each round t,
indicating the action’s punishment degree. From the Folk theorem [14] we know
that the minimum payoff the TaFSO agent can guarantee that the opponent j
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receives via punishment is its minimax payoffminimaxj. If G
t
j > minimaxj, we

can only expect to exert minimaxj amount of punishment on the opponent j
since the opponent j can always obtain at leastminimaxj by playing its maxmin
strategy; if Gt

j ≤ minimaxj , then punishing the opponent j by the amount of
Gt

j is already enough. Therefore the punishment degree of action a in round t is
evaluated as the difference between the expected punishment on the opponent j
by choosing a and the minimum value between Gt

j and the punishment degree
under the minimax strategy. Formally the teaching function T t

i (a) is defined as
follows.

T t
i (a) = uj(s1, s2)− E[uj(., a)]−min{Gt

j , uj(s1, s2)−minimaxj} (1)

where E[uj(., a)] is the expected payoff that the opponent j will obtain if the
TaFSO agent i chooses action a based on the past history, and minimaxj is the
minimax payoff of the opponent j.

If T t
i (a) ≥ 0, it means it is sufficient to choose action a to punish the opponent

j. We can see that there can exist multiple candidate actions for punishing the
opponent j. If T t

i (a) < 0, ∀a ∈ Ai, then we only choose the action with the
highest T t

i (a) as the candidate action. Overall the set Ct
i of candidate actions

for punishment is obtained based on TaFSO’s teacher strategy in each round
t. Based on this information, the TaFSO agent i chooses an action from this
set Ct

i to punish its opponent according to its follower strategy, which will be
introduced next.

4.2 Follower Strategy of TaFSO

The follower strategy of TaFSO is used to determine the best response to the
strategy of the opponent if the opponent chooses its action from its original
action space. Here we adopt the Q-learning algorithm [17] as the basis of the
follower strategy. Specifically the TaFSO agent i holds a Q-value Qt

i(a) for each
action a ∈ Ai ∪ {F}, and gradually updates its Q-value Qt

i(a) for each action a
based its own payoff and action in each round. The Q-value update rule for each
action a is as follows:

Qt+1
i (a) =

{
Qt

i(a) + αi(u
t
i(O)−Qt

i(a)) if a is chosen in round t
Qt

i(a) otherwise
(2)

where uti(O) is the payoff agent i obtains in round t under current outcome O
by taking action a. Besides, αi is the learning rate of agent i, which determines
how much weight we give to the newly acquired payoff uti(O), as opposed to the
old Q-value Qt

i(a). If αi = 0, agent i will learn nothing and the Q-value will be
constant; if αi = 1, agent i will only consider the newly acquired information
uti(O).

In each round t, the TaFSO agent i chooses its action based on the ε-greedy
exploration mechanism as follows. With probability 1− ε, it chooses the action
with the highest Q-value from the set Ct

i of candidate actions, and chooses one
action randomly with probability ε from the original action set Ai ∪ F . The
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value of ε controls the exploration degree during learning. It initially starts at
a high value and decreased gradually to nothing as time goes on. The reason is
that initially the approximations of both the teaching function and the Q-value
function are inaccurate and the agent has no idea of which action is optimal,
thus the value of ε is set to a relatively high value to allow the agent to explore
potential optimal actions. After enough explorations, the exploration has to be
stopped so that the agent will focus on only exploiting the action that has shown
to be optimal before.

4.3 Overall Algorithm of TaFSO

The overall algorithm of TaFSO is sketched in Algorithm 1, and it combines
the teacher and follower elements we previously described. One difference is
that a special rule (line 5 to 9) is added to identify whether the opponent is
adopting TaFSO or not. If the opponent also adopts TaFSO, it is equivalent
to the reduced case that both agents alternatively decide the joint action and
thus the pre-calculated optimal outcome (s1, s2) is always achieved. Next we
make the following observations. First, in TaFSO, the teaching goal is to let the
opponent be aware that entrusting the TaFSO agent to make decisions for itself
is in its best interest. The opponent is always rewarded by the payoff in the
optimal outcome (s1, s2) when it chooses action F , and punished to wipe out its
gain whenever it deviates by choosing action from its original action space. In
this way, it prevents the occurrence of mistaken punishment and the opponent
never wrongly perceives the punishment signal, thus making the teaching process
more efficient. Second, the TaFSO agent always chooses the action which is in its
best interest among the candidate actions through exploration and exploitation
according to the follower strategy. Thus the TaFSO agent can reduce its own
cost as much as possible when it exerts punishment on its opponent.

5 Experiments

In this section, we present the experimental results in two parts. The first part
focuses on the case of self-play. We compare the performance of TaFSO with
previous work [1,15] using the testbed proposed in [3] based on a number of
evaluation criteria. In the second part, we evaluate the performance of TaFSO
against a variety of best-response learners and also make comparisons with pre-
vious strategy SPaM [5].

5.1 Under Self-play

In this section we compare the performance of TaFSO with CJAL [1], Action
Revelation [15] and WOLF-PHC 1[2] in two-player’s games under self-play. Both

1 WOLF-PHC is an algorithm which has been theoretically proved to be converge
to a Nash equilibrium for any two-action, two-player general-sum games, and we
consider it here for comparison purpose to show the inefficiency of always achieving
Nash equilibrium solution.
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Algorithm 1. Overall Algorithm of TaFSO

1: Initialize Gt
j , Q(a), ∀a ∈ Ai ∪ F

2: Observe the game G, calculate the optimal outcome (s1, s2).
3: for each round t do
4: Compute the set Ct

j of candidate actions.
5: if t = 1 then
6: Choose action F .
7: else
8: if at−1

j = F then
9: Choose action F .
10: else
11: Choose an action at

i according to the follower strategy in Sec 4.2.
12: end if
13: end if
14: if it becomes the joint decision-maker then
15: Choose the pre-computed optimal outcome (s1, s2) as the joint decision.
16: Update Gt

j based on the update rule in Sec 4.1.
17: else
18: Update Q(a), ∀a ∈ Ai ∪ F following Equation 2 after receiving the reward of

the joint outcome (at
i, a

t
j).

19: Update Gt
j based on the update rule in Sec 4.1.

20: end if
21: end for

players play each game repeatedly for 2000 time steps with learning rate of 0.6.
The exploration rate starts at 0.3 and gradually decreases by 0.0002 each time
step. For all previous strategies the same parameter settings as those in their
original papers are adopted.

Here we use the 57 conflicting-interest game matrices with strict ordinal pay-
offs proposed by Brams in [3] as the testbed for evaluation. Conflicting interest
games are the games in which the players disagree on their most-preferred out-
comes. These 57 game matrices cover all the structurally distinct two-player
conflicting interest games and we simply use the rank of each outcome as its
payoff for each agent. For the non-conflicting interest games, it is trivial since
there always exists a Nash equilibrium that both players prefer most and also is
socially optimal, and thus we do not consider here.

The performance of each approach is evaluated in self-play on these 57 con-
flicting interest games, and we compare their performance based on the the
following three criteria [1]. The comparison results are obtained by averaging
over 50 runs across all the 57 conflicting interest games.

Utilitarian Social Welfare. The utilitarian collective utility function swU (P )
for calculating utilitarian social welfare is defined as swU (P ) =

∑n
i pi, where

P = {pi}ni and pi is the actual payoff agent i obtains when the outcome is
converged. Since the primary learning goal is to achieve socially optimal out-
comes, utilitarian social welfare is the most desirable criterion for performance
evaluation.
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Nash Social Welfare. Nash social welfare is also an important evaluation
metrics in that it strikes a balance between maximizing utilitarian social welfare
and achieving fairness. Its corresponding utility function swN (P ) is defined as
swN (P ) =

∏n
i pi, where P = {pi}ni and pi is the actual payoff agent i obtains

when the outcome is converged. One one hand, Nash social welfare reflects util-
itarian social welfare. If any individual agent’s payoff decreases, the Nash social
welfare also decreases. On the other hand, it also reflects the fairness degree
between individual agents. If the total payoffs is a constant, then Nash social
welfare is maximized only if the payoffs is shared equally among agents.

Success Rate. Success rate is defined as the percentage of times that the socially
optimal outcome (maximizing utilitarian social welfare) is converged at last.

The comparison results based on these three criteria are shown in Table 1. We
can see that TaFSO outperforms all these three strategies in terms of the above
criteria. Players using ToFSO can obtain utilitarian social welfare of 6.45 and
Nash social welfare of 10.08 with success rate of 0.96, which are higher than all
the other three approaches. Note that the performance of WOLF-PHC approach
is worst since this approach is designed for achieving Nash equilibrium only which
often does not coincide with socially optimal solution. For Action Revelation
and CJAL, they both fail in certain types of games, e.g., the prisoner’s dilemma
game. For Action Revelation, self-interested agent can always exploit the action
revelation mechanism and have the incentive to choose defection D, thus leading
the outcome to converge to mutual defection; for CJAL, it requires the agents
to randomly explore for a finite number of rounds N first and the probability of
converging to mutual cooperation tends to 1 only if the value of N approaches
infinity.

Table 1. Performance comparison with CJAL, action revelation and WOLF-PHC
using the testbed in [3]

Utilitarian Social Welfare Nash Social Welfare Success Rate

TaFSO (our strategy) 6.45 10.08 0.96
CJAL [1] 6.14 9.25 0.86
Action Revelation [15] 6.17 9.30 0.81
WOLF-PHC [2] 6.03 9.01 0.75

5.2 Against Best-Response Learners

In this part, we evaluate the performance of TaFSO against the opponents adopt-
ing a varitey of different best-response strategies 2. Specifically here we consider
the opponent may adopt one of the following strategies: Q-learning [17], WoLF-
PHC [2], and Fictitious play (FP) [6]. We compare the performance of TaFSO
with SPaM [5] against the same set of opponents. The testbed we adopt here
is the same as the one in [5] by using the following three representative games:
prisoner’s dilemma game (Fig. 1(a)), game of chicken (Fig. 3(a)), and tricky
game (Fig. 3(b)).

2 In our current learning context, we assume that the agents using best-response strate-
gies will simply choose the joint action pair with the highest payoff for itself when
it becomes the decision-maker for both agents.
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(a) (b)

Fig. 3. Payoff matrices for (a) game of chicken, and (b)tricky game

For the prisoner’s dilemma game, the socially optimal outcome is (C,C), in
which both agents receive a payoff of 3. For the game of chicken, the target
solution is also (C,C), in which both agents obtain a payoff of 4. In the tricky
game, the socially optimal solution is (C,D), and the agents’ average payoffs
are 2.5. Table 2 shows the agents’ average payoffs when both TaFSO and SPaM
strategies are adopted to repeatedly play the above representative games against
different opponents.3 We can see that the agents adopting TaFSO can always
receive the average payoffs corresponding to the socially optimal outcomes for
different games. For comparison, for those cases when SPaM is adopted, the
agents’ average payoffs are relatively lower than the maximum value of the so-
cially optimal outcomes. The main reason is that the opponent agents adopting
the best-response strategies may wrongly perceive the punishment signals of the
SPaM agent, and thus result in mis-coordination occasionally.

Table 2. The agents’s average payoffs using TaFSO and SPaM strategies against a
number of best response learners in three representative games

Average Payoffs Prisoner’s Dilemma Game Game of Chicken Tricky Game

TaFSO vs. TaFSO 3.0 4.0 2.5
SPaM vs. SPaM 2.85 3.86 2.31
TaFSO vs. Q-learning 3.0 4.0 2.5
SPaM vs. Q-learning 2.46 3.46 2.15
TaFSO vs. WoLF-PHC 3.0 4.0 2.5
SPaM vs. WoLF-PHC 2.45 3.48 2.1
TaFSO vs. FP 3.0 4.0 2.5
SPaM vs. FP 2.5 3.6 2.17

6 Conclusion and Future Work

In this paper, we propose a learning strategy TaFSO consisting of both teacher
and follower strategies’ characteristics to achieve socially optimal outcomes. We
consider an interesting variation of sequential play by introducing an additional
action F for each agent. The TaFSO agent rewards its opponent by choosing its
optimal joint action if its opponent chooses action F , and punish its opponent

3 Note that only the payoffs obtained after 500 rounds are counted here since at the
beginning the agents may achieve very low payoffs due to initial explorations. The
results are averaged over 50 runs.
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based on its follower strategy otherwise. Simulation results show that TaFSO
can effectively influence the best-response opponents towards socially optimal
outcomes and better performance can be achieved than previous work. As future
work, we are going to further explore how to utilize the characteristics of the
opponents’ strategies towards the targeted goal when interacting with non best-
response learners. Besides, we are also interested in investigating how to handel
the cases when the targeted solution consists of a sequence of joint actions such
as achieving fairness [7].
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Abstract. Many multi-agent interaction problems, like auctions and
negotiations, can be modeled as games. Game theory, a formal tool for
game analysis, thus can be used to analyse the strategic interactions
among agents and facilitate us to design intelligent agents. Typically the
agents are assumed individually rational consistent with the principle of
classical game theory. However, lots of evidences suggest that fairness
emotions play an important role in people’s decision-making process. To
align with human behaviors, we need to take the effects of fairness mo-
tivation into account when analysing agents’ strategic interactions. In
this paper, we propose a fairness model which incorporates two impor-
tant aspects of fairness motivations, and the solution concept of fairness
equilibrium is defined. We show that the predictions of our model suc-
cessfully reflect the intuitions from both aspects of fairness motivations.
Besides, some general results for identifying which outcomes are likely
to be fairness equilibria are presented.

1 Introduction

In a typical multi-agent system, multiple autonomous entities, called agents, in-
teract with each other to achieve a common or individual goal. The interacting
agents can be software, robots or even humans. When designing intelligent agents
for multi-agent systems, it is usually beneficial to model the multi-agent inter-
action problems as games. The tools and language of game theory [1] provide us
with an elegant way to analyse how the agents should behave in such strategic
interaction environments. The analysis under the game-theoretic framework can
serve as the guidance for us to design effective strategies for the agents.

The typical assumption of individual agents in multi-agent system is self-
rationality, according to the principle of classical game theory. However, sub-
stantial evidences show that humans are not purely self-interested and thus this
strong assumption of self-rationality has been recently relaxed in various ways
[2–4]. One important aspect is that people strongly care about fairness. Since
many multi-agent systems are designed to interact with human or act on behalf
of them, it is important that an agent’s behavior should be (at least partially)
aligned with human expectations, and failure to consider this may incur sig-
nificant cost during the interactions. To assist the design of intelligent agents
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towards fairness, it is important for us to have some game-theoretic frameworks
which can formally model fairness. Within these frameworks, we can formally
analyse the strategic interactions among agents and help the agents predict the
behaviors of their interacting partners (especially with human) under the con-
cern of fairness.

When people make decisions, apart from their material payoffs, they also care
about themotive behind others’ actions [5]. People arewilling to sacrifice their own
material interests to help those who are being kind and also punish those who are
being unkind [6, 7]. Besides, people also care about the relative material payoffs
with others and are willing to sacrifice their ownmaterial payoffs to move in the di-
rection of decreasing the material payoff inequity [8]. However, in previous fairness
models [5, 8], only either of the previous factors is considered, which thus only re-
flects a partial view of the motivations behind fairness. In this paper, we propose a
fairnessmodel within the game-theoretic framework,which combines both aspects
of fairness motivations, to provide better predictions on the agents’ behaviors.

In our fairness model, following the inequity-averse theory proposed in [8],
each agent is equipped with a pair of inequity-averse factors to reflect his fairness
concern of the relative material payoff with others. Furthermore, the fairness
motion that people care about the motive behind others’ actions is modeled
by introducing kindness functions. To combine these two aspects of fairness
motivations together, these kindness functions are defined based on the agents’
inequity-averse factors and also their higher-order beliefs on those factors. In this
context, we define the game-theoretic solution concept of fairness equilibrium
similar to the equilibrium in psychological games. In general, fairness equilibria
do not constitute either a subset or a superset of Nash equilibria, and we show
that it can both add new predictions and rule out conventional predictions. We
use some examples to show that our fairness model is able to predict all behaviors
consistent with every aspect of fairness we considered. We also present some
general results about the conditions for an outcome to be a fairness equilibrium.

The remainder of the paper is organized as follows. In Section 2, we give a
brief overview of the related work. In Section 3, we introduce the fairness model
and the concept of fairness equilibrium we propose. Section 4 presents some
general results about fairness equilibrium. Lastly Section 5 concludes our paper
and presents some future work.

2 Related Work

One main line of research for modeling fairness is based on the theory of inequity
aversion with the premise that people not only care about their own material pay-
offs, but also the relative material payoffs with other people’s. Fehr and Schmidt
[8] propose an inequity aversion model, which is based on the assumption that
people show a weak aversion towards advantageous inequity, and a strong aver-
sion towards disadvantageous inequity. The authors have shown that this model
can accurately predict human behavior in various games such as ultimatum game,
pubic good game with punishments and so on. Similar model based on the same
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assumptions in the literature includes the ERC model in [9]. However, these work
are purely outcome-oriented in the sense that they only model the effects resulting
from the inequitable material payoffs, but not explicitly account for the role of in-
tentions. Accordingly their models fail to predict certain important phenomenons
which can be obtained only by considering the effect of intentions.

Another popularmodel for fairness is basedon the theory of reciprocity [5],which
is modeled as the behavioral response to actions which are perceived as being kind
or not. The distinction with the inequity-averse model is that it takes the fairness
intention into account, and fairness is achieved by reciprocal behavior which is a
response to kindness instead of a desire for reducing inequity. Other similar models
are developed for sequential games using the same framework [10, 11]. However, the
role of inequity aversion is ignored in previousmodels, and thus they fail to predict
certain behaviors caused by the effect of inequity aversion.

A number of prescriptive, computational models are proposed to assist the
agents to achieve fairness in multi-agent systems [4, 12, 13]. Nowé et al. [4] pro-
pose a periodical policy for achieving fair outcomes among multiple agents in
a distributed way. This policy can be divided into two periods: reinforcement
learning period and communication period. Simulation results show that the av-
erage material payoff each agent obtains is approximately equal. de Jong et al.
[12] propose a prescriptive fairness model in multi-agent system to obtain the
best possible alignment with human behavior. The model combines the Homo
Egualis utility function [8]with Continuous Action Learning Automata together.
They analyze two forms of games: Ultimatum Game and Nash Bargaining Game
and show that agents’ actions using this model are consistent with the empir-
ical results observed from human subjects in behavioral economics. However,
in our work, we focus on proposing a descriptive fairness model within the
game-theoretic framework instead of a prescriptive one, which is fundamental
for designing prescriptive models towards the goal of fairness.

3 Fairness Model and Fairness Equilibrium

3.1 Motivation

Consider the battle-of-the-sexes game shown in Fig. 1, whereX > 0. In this game,
both agents prefer to take the same action together, but each prefers a different
action choice. Specifically, agent 1 prefers that both agents choose action Opera
together, while agent 2 prefers that both agents jointly take action Boxing.

In this game there exist two pure strategy Nash equilibria, i.e., (Opera, Opera)
and (Boxing, Boxing). The outcomes (Opera, Boxing) and (Boxing, Opera) are
not Nash equilibria, in which each agent always has the incentive to deviate from
his current strategy to increase his material payoff. However, in reality, people
usually do not make their decisions based on the material payoffs only. Apart
from material payoff, people also take their fairness emotions into their decision-
making processes. People not only care about their material payoff, but also the
way that they are being treated by other people [6, 7, 14]. In reality, if agent 1
thinks that agent 2 is doing him a favor, then he will have the desire to do agent
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Fig. 1. Example 1: Battle of the Sexes Fig. 2. Example 2

2 a favor in return; if agent 2 seems to be hurting agent 1 intentionally, agent 1
will be motivated to hurt agent 2 as well.

Based on the above theories, let us look at the outcome (Opera, Boxing)
again. If agent 1 believes that agent 2 deliberately chooses Boxing instead of
Opera which decreases his material payoff, he will have the incentive to hurt
agent 2 in return in reality by sticking with Opera. If agent 2 is thinking in the
same way, then he will also have the motivation to sacrifice his own interest and
stick with Boxing to hurt agent 1. In this way, both agents are hurting each other
to satisfy their emotional desires. If this kind of emotions is strong enough, then
no agent is willing to deviate from the current strategy, and thus the outcome
(Opera, Boxing) becomes an equilibrium.

Another important aspect of fairness emotions that can influence people’s de-
cisions is the fact that people not only care about their own material payoffs,
but also the relative material payoffs with others. It has been revealed that peo-
ple show a weak aversion towards advantageous inequity, and a strong aversion
towards disadvantageous inequity [8, 15–17]. People may be willing to give up
their material payoffs to move in the direction of more equitable outcomes. For
example, consider the game shown in Fig. 2, where X > 0. It is easy to check
that a Nash equilibrium is (C,C). However, if we also consider the factor that
people are inequity-averse, then agent 1 may be very unhappy about the current
situation that his material payoff is much lower than that of agent 2. Thus agent
1 may have the incentive to switch to action D to achieve an equitable outcome
instead, and (C,C) is not an equilibrium any more.

Furthermore, consider the outcome (C,D), which is not a Nash equilibrium. If
agent 1 believes that agent 2 intentionally chooses D to avoid obtaining a higher
material payoff than agent 1, agent 1 may wish to reciprocate by sticking with C,
even though he could have chosen actionD to obtain a highermaterial payoffof 4X
(if he chooses actionD and obtains 4X , he may feel guilty for taking advantage of
agent 2.). Similarly, if agent 2 also believes that agent 1 is doing a favor to him by
choosingC instead ofD, he will also have themotivation to reciprocate by sticking
with action D. Thus the outcome (C,D) becomes an equilibrium if this kind of
emotions between the agents is taken into consideration.

From the above examples, we can see that apart from the material payoff,
each agent’s decision also depends on his fairness emotions resulting from both
his beliefs about his opponent’s motive and his own inequity-averse degree to-
wards unequal material payoffs. Is it possible to incorporate all these fairness
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motivations into the agents’ decision-making processes by transforming the ma-
terial payoffs to some kind of perceived payoffs, so that we can analyze the trans-
formed game in the conventional way? It turns out that the answer is “No”. In
Example 2, we have analyzed that both (C,C) and (C,D) can be strict equilib-
ria if emotion is taken into account. In the equilibrium (C,C), agent 2 strictly
prefers C to D; while in the equilibrium (C,D), agent 2 strictly prefers D to
C. We can see that there will always be contradictions no matter how perceived
payoffs are defined in this game, if they depend on the action profile only. Sim-
ilarly, in Example 1, both (Opera, Opera) and (Opera, Boxing) can be strict
equilibria, in which we can also get the contradictory conclusion no matter how
perceived payoffs are defined. To directly model these fairness emotions, there-
fore, it is necessary to explicitly take the agents’ thoughts into consideration.
In this paper, we propose a game-theoretic fairness model which incorporates
fairness motivations in the context of two-player finite games.

3.2 Fairness Model

Consider a two-player normal form game, and let A1, A2 be the action spaces
of agents 1 and 2. For each action profile (a1, b2) ∈ A1 × A2, let p1(a1, b2) and
p2(a1, b2) be the material payoff for agent 1 and 2 respectively.

Following the work of Fehr and Schmidt [8], to represent the inequity-averse
degree of the agents, we assume that each agent i has two inequity-averse factors
αi and βi. These two factors represent agent i’s suffering degree when he receives
relatively lower and higher material payoffs than his opponent respectively. We
use α′

i and β
′
i to denote agent i’s belief on agent j’s (i �= j) inequity-averse factors;

and α′′
i and β′′

i to denote his belief on agent j’s belief on agent i’s inequity-averse
factors. The overall utility of agent i thus depends on the following factors:1 (1)
the strategy profile played by the agents (2) his inequity-averse factors (3) his
belief about agent j’s inequity factors (4) his belief about agent j’s belief about
his own inequity-averse factors.

Each agent’s inequity-averse factors and his higher-order beliefs model how he
perceives the kindness from his opponent and also how kind he is to his opponent.
Before formally defining these kindness functions, we adopt the inequity-averse
model in [8] to define the emotional utility of agent i as follows.

ui(ai, bj) = pi − αimax{pj − pi, 0} − βi max{pi − pj, 0}, i �= j (1)

where pi and pj are the material payoffs of the agents i and j under strategy
profile (ai, bj) and αi and βi are agent i’s inequity-averse factors.

Given that agent j chooses strategy bj , how kind is agent i being to agent j
if agent i chooses strategy ai? Based on Equation 1, agent i believes that agent
j’s emotional utility is

1 Note that it is possible to perform higher-level modeling here. However, as we will
show, modeling at the second level is already enough and also can keep the model
analysis tractable.
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u′j(ai, bj) = pj − α′
i max{pj − pi, 0} − β′

imax{pi − pj , 0}. (2)

Let
∏
(bj) be the set of all possible emotional utility profiles if agent j chooses

action bj from agent i’s viewpoint, i.e.,
∏
(bj) = {(ui(ai, bj), u′j(ai, bj) | ai ∈ Ai}.

We define the reference emotional utility uej(bj) as the expected value of agent j’s

highest emotional utility uhj (bj) and his lowest one ulj(bj) among those Pareto-

optimal points in
∏
(bj). Besides, let u

min
j (bj) be the minimum emotional utility

of agent j in
∏
(bj).

Based on the above definitions, now we are ready to define the kindness of
agent i to agent j. This kindness function reflects how much agent i believes
that he is giving to agent j with respect to the reference emotional utility.

Definition 1. The kindness of agent i to agent j under strategy profile (ai, bj)
is given by

Ki(ai, bj , α
′
i, β

′
i) =

u′j(ai, bj)− uej(bj)

uhj (bj)− umin
j (bj)

. (3)

If uhj (bj)− umin
j (bj) = 0, then Ki(ai, bj , α

′
i, β

′
i) = 0.

Similarly we can define how kind agent i believes that agent j is being to him.
One major difference is that now agent i’s emotional utility is calculated based
on his belief about agent j’s belief about his inequity-averse factors. Given a
strategy profile (ai, bj), agent i’s believes that agent j wants him to obtain
emotional utility u′i(ai, bj), which is defined as follows.

u′i(ai, bj) = pi − α′′
i max{pj − pi, 0} − β′′

i max{pi − pj, 0}. (4)

Besides, we can similarly define
∏
(ai) = {(u′i(ai, bj), u′j(ai, bj) | bj ∈ Aj}, which

is the set of all possible emotional utility profiles if agent i chooses ai from
agent i’s viewpoint. The reference utility uei (ai) is the expected value of agent
i’s highest emotional utility uhi (ai) and his lowest one uli(ai) among those Pareto-
optimal points in

∏
(ai). Besides, let u

min
i (ai) be the minimum emotional utility

of agent i in
∏
(ai).

Finally, agent i’s perceived kindness from agent j is defined as how much agent
i believes that agent j is giving to him.

Definition 2. Player i’s perceived kindness from agent j under strategy profile
(ai, bj) is given by

δi(ai, bj, α
′′
i , β

′′
i ) =

u′i(ai, bj)− uei (ai)

uhi (ai)− umin
i (ai)

. (5)

If uhi (ai)− umin
i (ai) = 0, then δi(ai, bj, α

′′
i , β

′′
i ) = 0.

Each agent’s overall utility over an outcome (ai, bj) is jointly determined by his
emotional utility, his kindness and perceived kindness from his opponent. Each
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agent i always chooses action ai to maximize his own overall utility when he
makes his decisions. Player i’s overall utility function is defined as follows.

Ui(ai, bj , αi, βi, α
′
i, β

′
i, α

′′
i , β

′′
i ) = ui(ai, bj)+

Ki(ai, bj, α
′
i, β

′
i)× δi(ai, bj , α

′′
i , β

′′
i )

(6)

In this way, we have incorporated all the fairness motivations considered in pre-
vious discussions into the agents’ decision-making processes. If agent i believes
that agent j is kind to him, then δi(ai, bj, α

′′
i , β

′′
i ) > 0. Thus agent i will be emo-

tionally motivated to show kindness to agent j and choose an action ai such that
Ki(ai, bj, α

′
i, β

′
i) is high to increase his overall utility. Besides, agents’ kindness

emotions reflect the agents’ inequity-averse degrees. For example, assuming that
the value of αi is large, then agent i will believe that agent j is unkind to him if
his material payoff is much lower than that of agent j even if his current material
payoff is already the highest among all his possible material payoffs. Thus agent
i will reciprocate by choosing an action a′i to decrease agent j’s emotional utility
based on his own beliefs. Note that both kindness functions are normalized, and
thus they are insensitive to the positive affine transformations of the material
payoffs. However, the overall utility function is sensitive to such transformations.
If the material payoffs are extremely large, the effect of ui(ai, bj) may dominate
the agents’ decisions and the influences of the agents’ reciprocity emotions can be
neglected, which is consistent with the evidences in human experiments [6, 18].

3.3 Fairness Equilibrium

We define the concept of equilibrium using the concept of psychological Nash
equilibrium defined by [19]. This is an analog of Nash equilibrium for psycho-
logical games with the additional requirement that all higher-order beliefs must
match the actual ones.

Definition 3. The strategy profile (a1, a2) ∈ A1 × A2 is a fairness equilibrium
iff the following conditions hold for i = 1, 2, j �= i

– ai ∈ argmaxai∈Ai Ui(ai, aj , αi, βi, α
′
i, β

′
i, α

′′
i , β

′′
i )

– α′
i = αj = α′′

j

– β′
i = βj = β′′

j

In this fairness equilibrium definition, the first condition simply represents that
each agent is maximizing his overall utility, while the second and the third condi-
tions state that all higher-order beliefs are consistent with the actual ones. This
solution concept is consistent with the discussions in previous examples. Consid-
ering Example 1, suppose that α1 = α2 = β1 = β2 = 0.5, and let the higher order
beliefs be consistent with these actual ones. For the outcome (Opera, Boxing),
we haveK1(Opera,Boxing, 0.5, 0.5) = −1 and δi(Opera,Boxing, 0.5, 0.5) = −1,
and thus the overall utility of agent 1 is 1. If agent 1 chooses Boxing, then his
overall utility will be 0.5X . Thus if X < 2, agent 1 prefers Opera to Boxing
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given these beliefs. For the sake of symmetry, we can have that agent 2 would
prefer Boxing to Opera in the same situation. For X < 2, therefore, (Opera,
Boxing) is a fairness equilibrium. Intuitively, in this equilibrium, both agents
are hostile towards each other and unwilling to concede to the other. If X > 2,
the agents’ desires for pursuing emotional utility will override their concerns for
fairness, thus (Opera, Boxing) is not a fairness equilibrium. On the other hand,
it is not difficult to check that both (Opera, Opera) and (Boxing, Boxing) are al-
ways equilibria. In these equilibria, both agents feel the kindness from the other
and thus are willing to coordinate with the other for reciprocation, which also
maximizes their emotional utilities.

Next let us consider Example 2, and the same set of values for the agents’
inequity-averse factors is adopted as Example 1. For the outcome (C,D), we
have K1(C,D, 0.5, 0.5) =

1
2 and δi(C,D, 0.5, 0.5) =

1
2 , and thus agent 1’s overall

utility is 2X + 1
4 . If agent 1 switches to D, his kindness to agent j is changed to

K1(D,D, 0.5, 0.5) = − 1
2 , and thus his overall utility becomes 2.5X − 1

4 . There-
fore, if 2X + 1

4 > 2.5X − 1
4 , i.e., X < 1, he will prefer action C to action D.

Similarly, we can have the conclusion that if X < 0.1, agent 2 will prefer action
D to action C. Thus (C,D) is a fairness equilibrium if X < 0.1. In this equilib-
rium, both agents are kind to the other by sacrificing their own personal interest.
However, if the emotional utility becomes large enough such that the effect of
the emotional utility dominates the overall utility, (C,D) is not an equilibrium
any more. For example, if X > 1, agent 1 will have the incentive to choose action
D to maximize his overall utility. Similarly, we can also check that (C,C) is no
longer an equilibrium any more for any X > 0, since agent 1’s strong inequity-
averse emotion always induces him to deviate to action D to obtain an equal
payoff.

Overall, we can see that in both examples, new equilibria can be introduced
based on our fairness model, apart from the traditional Nash equilibria. Besides,
some Nash equilibria are ruled out in certain situations (e.g., the Nash equilib-
rium (C,C) is not a fairness equilibrium in Example 2). In next section, we are
going to present some general conclusions about fairness equilibrium explaining
why this is the case.

4 General Theorems

For any game G, we can obtain its emotional extension G′ by replacing every
material payoff profile with its corresponding emotional utility profile defined in
Equation 1. Considering the battle-of-the-sexes game, its emotional extension
using the same set of parameters as in the previous section is shown in Fig.
3. If both agents play strategy Opera, then both of them are maximizing their
opponents’ emotional utilities simultaneously. Similarly, if agent 1 chooses strat-
egy Opera while agent 2 chooses Boxing, then both agents are minimizing their
opponents’s emotional utilities at the same time. These strategy profiles are ex-
amples of mutual-max and mutual-min outcomes, which are formally defined as
follows.
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Fig. 3. Emotional Extension of Battle of the Sexes

Definition 4. A strategy profile (a1, a2) ∈ A1 × A2 is a mutual-max outcome
if, for i ∈ {1, 2}, j �= i, ai ∈ argmaxa∈Ai uj(a, aj).

Definition 5. A strategy profile (a1, a2) ∈ A1 × A2 is a mutual-min outcome
if, for i = {1, 2}, j �= i, ai ∈ argmina∈Ai uj(a, aj).

For any game G, we can also define Nash equilibrium in its emotional extension
G′ as follows.

Definition 6. For any two-player normal form game G, a strategy profile (a1,a2)
∈ A1 × A2 is a Nash equilibrium in its emotional extension G′ if, for i = 1, 2,
j �= i, ai ∈ argmaxa∈Ai ui(a, aj).

We also characterize an outcome of a game based on the kindness function of
the agents as follows.

Definition 7. An outcome (ai, bj) is

– strictly (or weakly) positive if, for i = 1, 2, Ki(ai, bj , α
′
i, β

′
i) > 0

(or Ki(ai, bj , α
′
i, β

′
i) ≥ 0);

– strictly (or weakly) negative if, for i = 1, 2, Ki(ai, bj, α
′
i, β

′
i) < 0

(or Ki(ai, bj , α
′
i, β

′
i) ≤ 0);

– neutral if for i = 1, 2, Ki(ai, bj, α
′
i, β

′
i) = 0;

– mixed if for i = 1, 2, i �= j, Ki(ai, bj, α
′
i, β

′
i)×Kj(ai, bj, α

′
j , β

′
j) < 0.

Based on previous definitions, we are ready to state the sufficient conditions for a
Nash equilibrium in game G’s emotional extensionG′ to be a fairness equilibrium
in the original game G.

Theorem 1. Suppose that the outcome (a1, b2) is a Nash equilibrium in G′, if it
is also either a mutual-max outcome or mutual-min outcome, then it is a fairness
equilibrium in G.

Proof. Since (a1, b2) is a Nash equilibrium in G′, both agents must maximize
their emotional utilities in this outcome. If (a1, b2) is also a mutual-max outcome,
then both K1(a1, b2, α

′
1, β

′
1) and K2(a1, b2, α

′
2, β

′
2) must be non-negative, which

implies that both agents perceive kindness from the other. Therefore, for each
agent, there is no incentive for him to deviate from the current strategy in terms
of maximizing both his emotional utility and the satisfaction of his emotional
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reactions to the other agent (maximizing the product of his kindness factors).
Thus the outcome (a1, b2) is a fairness equilibrium. Similarly, if (a1, b2) is a
mutual-min outcome, then both K1(a1, b2, α

′
1, β

′
1) and K2(a1, b2, α

′
2, β

′
2) must be

non-positive. Therefore both agents have the incentive to stick with the current
strategy to maximize the product of their kindness factors. Also their emotional
utilities are maximized in (a1, b2). Therefore their overall utilities are maximized
which implies (a1, b2) is a fairness equilibrium.

Next we characterize the necessary conditions for an outcome to be a fairness
equilibrium.

Theorem 2. If an outcome (a1, b2) is a fairness equilibrium, then it must be
either strictly positive or weakly negative.

Proof. This theorem can be proved by contradiction. Suppose that (a1, b2) is a
fairness equilibrium, and also we have Ki(ai, bj, α

′
i, β

′
i) > 0, Kj(ai, bj, α

′
j , β

′
j) ≤

0. Since Ki(ai, bj , α
′
i, β

′
i) > 0, it indicates that agent i is kind to agent j. Based

on Definition 1, we know that there must exist another strategy a′i such that by
choosing it agent i can increase his own emotional utility and also decrease agent
j’s emotional utility at the same time. Besides, since Kj(ai, bj, α

′
j , β

′
j) ≤ 0, it

implies that agent j is treating agent i in a bad or neutral way at least. Thus agent
i also emotionally have the incentive to choose strategy a′i rather than being nice
to agent j. Overall, agent i would have the incentive to deviate from strategy
ai to maximize his overall utility. Thus (a1, b2) is not an equilibrium, which
contradicts with our initial assumption. The only outcomes consistent with the
definition of fairness equilibrium, therefore, are those outcomes that are either
strictly positive or weakly negative.

Previous theorems state the sufficient and necessary conditions for an outcome
to be a fairness equilibrium in the general case. Next we present several results
which hold when the emotional utilities are either arbitrarily large or small. For
the sake of convenient representation, given a game G, for each strategy profile
(a1, b2) ∈ A1 ×A2, let us denote the corresponding pair of emotional utilities as
(X ×uo1(a1, b2), X ×uo2(a1, b2)), where X is a variable used as a scaling factor of
the emotional utility. By setting the value of X appropriately, therefore, we can
get the corresponding game G′(X) (or G(X)) of any scale.

Let us consider the emotional extension of the battle-of-the-sexes game in Fig.
3. Notice that (Opera, Boxing) is not a Nash equilibrium in the sense of the emo-
tional utilities, but it is a strictly negative mutual-min outcome. If the value of X
is arbitrarily small (X < 2), the emotional utilities become unimportant, and the
agents’ emotional reactions begins to take control. As we have previously shown,
in this condition, the outcome (Opera, Boxing) can be a fairness equilibrium.
Similarly, we can check that, in Example 2, the outcome (C,D) which is not a
Nash equilibrium, is strictly positive mutual-max. Besides, we have also shown
that if the value of X is small enough, (C,D) becomes a fairness equilibrium. In
general, we can have the following theorem, and we omit the proof due to space
limitation.
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Theorem 3. For any outcome (a1, b2) that is either strictly positive mutual-
max or strictly negative mutual-min, there always exists an X ′ such that for all
X ∈ (0, X ′), the outcome (a1, b2) is a fairness equilibrium in the game G(X).

Now let us consider another case when the value of X is arbitrarily large. Con-
sider the battle-of-the-sexes example again. As we have shown, if the value of
X is large enough, i.e., X > 2, then the emotional utility dominates, and thus
the outcome (Opera, Boxing) is not a fairness equilibrium any more. This can
be generalized to the following theorem, and the proof is omitted due to space
constraints.

Theorem 4. Given a game G(X), if the outcome (a1, b2) is not a Nash equilib-
rium in G′(X), then there always exists an X ′ such that for all X > X ′, (a1, b2)
is not a fairness equilibrium in G(X).

Similarly, we can have the symmetric theorem as following.

Theorem 5. Given a game G(X), if the outcome (a1, b2) is a strict Nash equi-
librium in G′(X), then there always exists an X ′ such that for all X > X ′,
(a1, b2) is a fairness equilibrium in G(X).

For example, consider Example 2, it can be checked that the outcome (D,C),
which is a Nash equilibrium in Example 2’s emotional extension, is always a
fairness equilibrium when the value of X is large enough. However, note that if
an outcome is weak Nash equilibrium in G′(X), there may not exist an X such
that it is a fairness equilibrium in G(X).

Overall, we have theoretically analyzed and proved why some Nash equilibria
can be ruled out and some non-Nash equilibria become fairness equilibria in
different cases. Based on the above theorems, it can provide us with valuable
instructions to identify fairness equilibria in games of different scales.

5 Conclusion and Future Work

In this paper, we propose a descriptive fairness model within the game-theoretic
framework which incorporates two important aspects of fairness: reciprocity and
inequity-aversion. The game-theoretic solution concept of fairness equilibrium
is defined using the concept of psychological Nash equilibrium. Besides some
general results about which outcomes can be fairness equilibria in games of
different scales are presented.

As future work, more experimental evaluations of the model will be conducted
to show that our model can better fit the empirical results found in human
behaviors, comparing with the existing fairness models in the literature. Another
important direction is to apply this fairness model into some practical multi-
agent applications such as multi-agent negotiation scenarios. We believe that
by utilizing the implications resulting from this model, more intelligent agents
can be designed to better align with human expectations, especially for the cases
involving interactions with humans or software agents with human-like emotions.
It would also be an interesting direction to extend this model to the n-player
case and sequential games.
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Abstract. In many real-world classifications such as video surveillance,
web retrieval and image segmentation, we often encounter that class
information is reflected by the pairwise constraints between data pairs
rather than the usual labels for each data, which indicate whether the
pairs belong to the same class or not. A common solution is combining
the pairs into some new samples labeled by the constraints and then de-
signing a smoothness-driven regularized classifier based on these samples.
However, it still utilizes the limited discriminative information involved
in the constraints insufficiently. In this paper, we propose a novel semi-
supervised discriminatively regularized classifier (SSDRC). By introduc-
ing a new discriminative regularization term into the classifier instead
of the usual smoothness-driven term, SSDRC can not only use the dis-
criminative information more fully but also explore the local geometry
of the new samples further to improve the classification performance.
Experiments demonstrate the superiority of our SSDRC.

Keywords: Discriminative information, Structural information, Pair-
wise constraints, Semi-supervised classification.

1 Introduction

Semi-supervised learning is a class of machine learning techniques that makes use
of both labeled and unlabeled data, which has achieved considerable development
in theory and application [1-4]. According to different actual circumstances, semi-
supervised learning usually involves two categories of class information, that is,
the class label and the pairwise constraint. The class label specifies the concrete
label for each datum, which is common in the traditional classification, while
the pairwise constraint is defined on the data pair, which indicates that whether
the pair belongs to the same class (must-link) or not (cannot-link). In many
applications, the pairwise constraint is actually more general than the class label,
because sometimes the true label may not be known prior, while it is easier for a
user to specify whether the data pair belong to the same class or different class.
Moreover, the pairwise constraints can be derived from the class label but not
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vice versa. Furthermore, different from the class label, the pairwise constraints
can sometimes be obtained automatically [5].

Recently, the research on semi-supervised classification with pairwise con-
straints has attracted more and more interests in machine learning [6,7]. How-
ever, compared to the common models, such classification problem is much
harder due to the difficulties in extracting the discriminative information from
the constraints. Generally, common classifiers mostly contain loss functions and
regularization terms, where loss functions measure the difference between the
predictions and the initial class labels. However, pairwise constraints just repre-
sent the relationship between the data pairs rather than certain labels. Conse-
quently, the constraints cannot be incorporated into the loss functions directly,
which leads to the inapplicability of most existing classifiers. Due to the particu-
larity of pairwise constraints, Zhang and Yan proposed a method dependent on
the value of pairwise constraints (OVPC), which combines the data pairs into
some new samples by outer product [8] and then designs a smoothness-driven
regularized classifier based on these samples. OVPC can deal with a large number
of pairwise constraints and avoid local minimum problem simultaneously. Yan
et al. [9] presented a unified classification framework which consists of two loss
functions for labeled data and pairwise constraints respectively and a common
Tikhonov regularization term to penalize the smoothness of the classifier.

Although these methods have shown much better classification performance,
they still extract the prior information from the pairwise constraints insuffi-
ciently. Firstly, they use the Tikhonov term as the regularization term which
only emphasizes on the smoothness of the classifier but ignores the limited dis-
criminative information inside the constraints. Xue et al. [10] have presented
that relatively speaking, the discriminability of the classifier is more important
than the usual smoothness. Hence, such regularization term is obviously insuf-
ficient for classification. Secondly, they also neglect the structural information
in the data. Yeung et al. [11] have indicated that a classifier should be sensitive
to the structure of the data distribution. Much related research has further val-
idated the effectivity of the structural information for classification [12-17]. The
absence of such vital information in these methods undoubtedly influences the
corresponding classification performance.

In this paper, we propose a new classifier with pairwise constraints called
SSDRC which stands for semi-supervised discriminatively regularized classifier
for binary classification problems . Inspired by OVPC, SSDRC firstly combines
the pairs into new samples. Then it applies a discriminative regularization term
into the classifier instead of the traditional smoothness-driven term, which di-
rectly emphasizes on the discriminability of these new samples through using two
terms to measure the intra-class compactness and inter-class separability respec-
tively. Moreover, SSDRC also introduces the local sample geometries into the
construction of the two terms in order to further fuse the structural information.

The rest of the paper is organized as follows. Section 2 briefly reviews the
OVPC methods. Section 3 presents the proposed SSDRC. In Section 4, the
experiment analysis is given. Conclusions are drawn in Section5.
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2 Classifier Dependent On the Value of Pairwise
Constraints(OVPC)

Given the training data which consist of two parts, (x1, y1),...,(xm, ym) are la-
beled data with yi representing the class label, and (x11, x12, y

′
1),...,(xn1, xn2, y

′
n)

are pairwise constraints with y′i indicating the relationship between pairs. 1 rep-
resents must-link constraint and -1 represents cannot-link constraint. That is,

y′i =

{
+1, yi1 = yi2
−1, yi1 �= yi2

OVPC firstly combines the pair (xi1, xi2) into a new sample by outer product
[5], which equals a transformation from the original space X to a new space
X̃. Let zi denote the corresponding transformed sample in X̃. Therefore, (zi, y

′
i)

is the new sample whose class label is y′i. Then OVPC constructs a common
regularized least-squares classifier in X̃. That is,

ϕ̂(n, λn) = argmin{ 1
n

n∑
i=1

(y′i − ϕT zi)
2 + λn ‖ ϕ ‖2} (1)

where λn is the regularization parameter. ‖ϕ‖2 is the Tikhonov regularization
term which penalizes the smoothness of the classifier. Finally, for a testing datum
x, OVPC applies some simple inverse transformations on the estimator ϕ̂(n, λn)
to get the final classification result.

Though OVPC has been shown much better performance in applications such
as video object classification [8,9], it still has some limitations. On the one hand,
the regularization term in OVPC is still the common Tikhonov term which can-
not fully mine the underlying discriminative information inside the pairwise con-
straints. On the other hand, OVPC also ignores the structural information of the
data distribution which can be used to enhance the classification performance.

3 Semi-Supervised Discriminatively Regularized
Classifier(SSDRC)

In this section, we present SSDRC which introduces a new discriminative reg-
ularization term into the classifier instead of the smoothness-driven Tikhonov
term. As a result, SSDRC can not only mine the discriminative information in
the pairwise constraints more sufficiently but also preserve the local geometry
of the new samples (zi, y

′
i) derived from pairwise constraints.

3.1 Data Pair Transformation

Inspired by OVPC, SSDRC firstly projects the data pair in each pairwise con-
straint into a new space X̃ as a single sample. Given the pairwise constraints
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(x11, x12, y
′
1),...,(xn1, xn2, y

′
n), where xi ∈ Rp. Let A denote the result of outer

product between the data pair in each pairwise constraint, that is,

A = xi1 ◦ xi2 (2)

Here, we also use the operator vech which returns the upper triangular elements
of a symmetric matrix in order of row as the new sample z, whose length is
(p+ 1)× p/2. That is,

z = vech(A+AT − diag(A)) (3)

For example, given A = [ai,j ] ∈ R3×3, z = [a11, a12 + a21, a13 + a31, a22, a23 +
a32, a33]. Consequently, the pairwise constraints (x11, x12, y

′
1),...,(xn1, xn2, y

′
n) in

the original space X are transformed into new samples (z1, y
′
1), ..., (zn, y

′
n) in the

new transformed space X̃.

3.2 Classifier Design in the Transformed Space

In view of the limitations in OVPC, here we aim to further fuse the discrimi-
native and structural information hidden in the new samples into the classifier.
Obviously, through the data pair transformation, the semi-supervised classifi-
cation problem in the original space X has been transformed to a supervised
binary-class classification task in the transformed space X̃, which can be solved
by some state-of-the-art supervised classifiers. In terms of the least-squares loss
function, Xue et al. [10] have proposed a new discriminatively regularized least-
squares classifier(DRLSC). Instead of the common Tikhonov regularization term,
DRLSC defines a discriminative regularization term

Rdisreg(f, η) = ηA(f) − (1− η)B(f) (4)

where A(f) and B(f) are the matrices which measure the intra-class compact-
ness and inter-class separability of the data respectively. η is the regularization
parameter which controls the relative significance of A(f) and B(f).

Following the line of the research in DRLSC, we further introduce the discrim-
inative regularization term into the classifier design in X̃. Based on the spectral
theory[14], we also use two graphs, intra-class graph Gw and inter-class graph
Gb with the weight matrices Ww and Wb respectively to define A(f) and B(f),
which can characterize the local geometry of the sample distribution in order to
utilize the structural information of the new samples better.

Concretely, for each sample zi, let ne(zi) denote its k nearest neighborhood
and divide ne(zi) into two non-overlapping subsets new(zi) and neb(zi). That is,

new(zi) = {zji | if y′i = y′j , 1 ≤ j ≤ k}

neb(zi) = {zji | if y′i �= y′j , 1 ≤ j ≤ k}
Then we put edges between zi and its neighbors, and thus obtain the intra-class
graph and inter-class graph respectively. The corresponding weights are defined
as follows:

Ww,ij =

{
1, if zj ∈ new(zi) or zi ∈ new(zj);
0, otherwise.
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Wb,ij =

{
1, if zj ∈ neb(zi) or zi ∈ neb(zj);
0, otherwise.

The goal of SSDRC is to keep the neighboring samples of Gw as close as possible
while separate the connected samples of Gb as far as possible. Thus,

A(f) =
1

2

n∑
i=1

n∑
j=1

Ww,ij ‖ f(zi)− f(zj) ‖2

Similarly,

B(f) =
1

2

n∑
i=1

n∑
j=1

Wb,ij ‖ f(zi)− f(zj) ‖2

Assume that the classifier has a linear form, that is,

f(z) = wT z (5)

Substitute the equation (5) into A(f) and B(f) and then obtain

A(f) =
1

2

n∑
i=1

n∑
j=1

Ww,ij ‖ f(zi)− f(zj) ‖2

= wTZ(Dw −Ww)Z
Tw

= wTZLwZ
Tw

where Dw is a diagonal matrix and its entries Dw,ij =
∑

j Ww,ij , Lw = Dw−Ww

is the laplacian matrix of Gw.

B(f) =
1

2

n∑
i=1

n∑
j=1

Wb,ij ‖ f(zi)− f(zj) ‖2

= wTZ(Db −Wb)Z
Tw

= wTZLbZ
Tw

where Db is a diagonal matrix and its entries Db,ij =
∑

j Wb,ij , Lb = Db −Wb

is the laplacian matrix of Gb.
The final optimization function can be formulated as

min{ 1
n

n∑
i=1

(y′i − f(zi))
2 + ηA(f)− (1− η)B(f)} (6)

that is,

min{ 1
n

n∑
i=1

(y′i − wT zi)
2 + wTZ[ηLw − (1 − η)Lb]Z

Tw} (7)

The solution of the optimization function can follow from solving a set of linear
equations by embedding equality type constraints in the formulation. Interested
reader can refer the literature [10] for more details.



SSDRC with Pairwise Constraints 117

It is worthy to point out that, although the classifier design in SSDRC is simi-
lar to DRLSC, the corresponding classifier is defined in the transformed space X̃
rather than the original space as that in DRLSC. As a result, for a new testing
sample, SSDRC should firstly conduct the classifier in the transformed space
and then get the final classifier through some additional inverse transformations
rather than DRLSC that predicts the class label in the original space directly.
The particular process of the inverse transformation will be given in the next
subsection.

3.3 Classification in the Original Space

Here we apply the inverse operation of vech to the discriminative vector w
obtained in the transformed space X̃ , resulting in a p × p symmetric matrix
Θ. That is,

Θ = vech−1(w) (8)

For example, given w = {a11, a12, a13, a22, a23, a33}, Θ = [a11, a12, a13; a12, a22,
a23; a13, a23, a33] ∈ R3×3, . Then we perform the eigen-decomposition to the
symmetric matrix Θ, and obtain the largest eigenvalue s1 and its corresponding
eigenvector u1. We select

θ̂ =
√
s1u1

as the sign-insensitive estimator of β̂, which is the discriminative vector in the
original space. Here sign-insensitive means that the real sign of β̂ is still unknown.
The labeled sample (x1, y1),...,(xm, ym) are used to determine the correct sign

of β̂ .
To be more specific, the real sign of β̂ can be computed as

s(θ̂)

{
+1,

∑m
i=1 I(yiθ̂

Txi) ≥ �m2 �;
−1, otherwise. (9)

where �t� is the ceil function which returns the smallest integer value that is no
less than t [5]. So the real estimator of the discriminative vector in the original
space is

β̂ = s(θ̂)θ̂ (10)

For a new testing datum x, the predicted class label is

ỹ = β̂Tx (11)

3.4 The Pseudo-code for SSDRC

Based on the previous analysis, we present the SSDRC method. The correspond-
ing pseudo-code is summarized in Algorithms 1.
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input : Labeled Samples{(xi, yi)}mi=1;
Pairwise Constraints {(xj1, xj2, y

′
j)

n
j=1};

The number k of the nearest neighbors of new sample zi derived
from the pairwise constraints;
The regularization parameters η (0 ≤ η ≤ 1)

output: the estimator β̂ of discriminative vector

for i ← 1 to n do
A = xi1 ◦ xi2;
zi = vech(A+ AT − diag(A));

end
for j ← 1 to n do

zkj ← kth nearest neighbor of zj among (zi)
n
i=1;

end
for i ← 1 to n do

for j ← 1 to k do
if y′

i = y′
j then Ww,ij ← 1;

else Wb,ij ← 1;

end

end
Dw,ij =

∑
j Ww,ij ; Db,ij =

∑
j Wb,ij ;

Lw = Dw −Ww; Lb = Db −Wb;
w ← solve the optimization function:

argmin{ 1
n

n∑
i=1

(y′
i − wT zi)

2 + wTZ[ηLw − (1− η)Lb]Z
Tw}

Θ = vech−1(w)
Compute the largest eigenvalue s1 and its corresponding eigenvector u1 of Θ
θ̂ =

√
s1u1

if
∑m

i=1 I(yiθ̂
Txi ≥ 0) ≥ �m

2
� then s(θ̂) = +1;

else s(θ̂) = −1;

β̂ = s(θ̂)θ̂

Algorithm 1. Pseudo-code for SSDRC

4 Experiments

In this section, we evaluate the performance of our SSDRC algorithms on the
real-word classification datasets: six datasets in UCI1 and IDA datasets2 in com-
parison to some state-of-the-art algorithms shown in the Table 1. We select the
supervised method RLSC as the baseline. OVPC and PKLR are two popular
semi-supervised classifiers with pairwise constraints.

1 The dataset is available from
http://www.ics.uci.edu/ mlearn/MLRepository.html

2 The database is available from
http://ida.first.fraunhofer.de/projects/bench/benchmarks.htm
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Table 1. The acronyms, full names and citations algorithms compared with the SS-
DRC in the experiments

Acronym Full name Citation

RLSC Regularized Least Square Classifier [18]

OVPC On the Value of Pairwise Constraints [8]

PKLR Pairwise Kernel Logistic Regression [9]

4.1 UCI Dataset

In this section we compare the relative performance of SSDRC with other three
classificationalgorithms on six datasets in UCI, namelyWater(39, 116), Sonar(60,
208), Ionosphere(34, 351),Wdbc(31,569),Pima(9,768),Spambase(58,4600).These
datasets are typical binary-classification datasets in UCI. To be more specific, the
first element in the brackets represents the dimension while the second means the
number of samples in each dataset. Notice that the scale of the dataset is incre-
ment, and we divide each dataset into two equal parts. One is for training set and
the other is for testing set. In our experiment, the pairwise constraints are obtained
randomly selecting pairs of instances from the training set, and creating must-link
and cannot-link constraints. The number of constraints is changed from 10 to 50 at
a rate of 10 increment.Moreover, In SSDRC, the number of the k nearest neighbors
is selected from {5, 10, 15, 20}. Especially, when the number of pairwise constraints
is 10which is relatively less to select the largenumber ofnearestneighbors, thevalue
of k is selected from {5, 10}. Moreover, in PKLR, we select the liner kernel as the
kernel function. The regularization parameters λ in OVPC and PKLR are selected
from {2−10, 2−9, ..., 29, 210}, and the regularization parameter η in SSDRC is cho-
sen in [0, 0.1, ..., 0.9, 1]. All the parameter selections are done by cross-validation.
Since labeled samples are only used to determine the real sign of the estimator, so
we only select one sample for each class. The whole process is repeated 100 runs
and the average results are reported.

Figure 1 shows the corresponding average classification accuracies of the al-
gorithms in the six datasets. From the figure, we can see that the accuracies
of OVPC, PKLR and SSDRC are basically improved with the increase of the
number of the pairwise constraints step by step, which validates the ”No Free
Lunch” Theorem [14], that is, with more prior information incorporated, the
better classification performance we can get. In the comparison of the four algo-
rithms, the performance of RLSC is always the worst as a straight line, since it
only uses the limited labeled data, which justifies the significance of the pairwise
constraints data in semi-supervised learning. Furthermore, SSDRC outperforms
PKLR and OVPC at each same number of pairwise constraints in all the six
datasets, especially in Water, Wdbc and Pima, with more than 10% improve-
ment in average. Besides, the variance of experimental result in SSDRC is much
less than the ones in other three algorithms on most datasets. This also demon-
strates that the utilization of pairwise constraints and structural information in
SSDRC is much better than PKLR and OVPC.
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(b) Sonar
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(c) Ionosphere
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(d) Wdbc
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(e) Pima
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(f) Spambase

Fig. 1. Classification accuracy on UCI database with different number of constraints

Table 2. The attributes of the thirteen datasets in the IDA database

Dataset Dimension Training Set Size Testing Set Size

Heart 13 170 100

Banana 2 400 4900

Breast-cancer 9 200 77

Diabetis 8 468 300

Flare-solar 9 666 400

German 20 700 300

Ringnorm 20 400 7000

Thyroid 5 140 75

Titanic 3 150 2051

Twonorm 20 400 7000

Waveform 21 400 4600

Image 18 1300 1010

Splice 60 1000 2175

4.2 IDA Database

In this subsection, we further evaluate the performance of the SSDRC algorithm
on the IDA database, which consists of thirteen datasets, and all of them has
two classes. The training and testing sets have been offered in each dataset al-
ready. Table 2 shows the attributes of the thirteen datasets in the IDA database:
the number of dataset’s dimension, the size of training set and testing set re-
spectively. The experimental settings are the same as those in the previous UCI
datasets.
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(b) Banana
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(c) Breast-cancer
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(d) Diabetis
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(e) Flare-solar
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(f) German
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(g) Ringnorm
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(h) Thyroid
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(i) Titanic
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(j) Twonorm
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(k) Waveform
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(m) Splice

Fig. 2. Classification accuracy on IDA database with different number of constraints
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Figure 2 shows the corresponding average classification accuracies of the four
algorithms in the IDA datasets. From the figure, we can see that the SSDRC
outperforms other three algorithms obviously in most datasets, especially in
Banana, Splice, Titanic and German. The reason more likely lies in that different
from the other algorithms, SSDRC embeds the local structure involved in data
and makes use of the discriminative information in constraints more sufficiently,
which results in its superior performance in the real-world classification tasks.

5 Conclusion

In this paper, we propose a novel classification method with pairwise constraints
SSDRC. Different form many existing classifiers, SSDRC firstly transforms the
data pairs in pairwise constraints into some new samples and then designs a
discriminability-driven regularized classifier in the transformed space, which can
not only fully capture the discriminative information in the constraints but also
preserve the local structure of these new samples. Experimental results demon-
strates that SSDRC is much better than the popular related classifiers OVPC
and PKLR.

Throughout the paper, SSDRC focuses on the binary classification problems.
How to extend SSDRC to the multi-class problems deserves our further work.
Furthermore, the kernelization of SSDRC also needs more study.
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Abstract. Traffic intersections are most dangerous situations for the pedestrian, 
in particular the blind or the visually impaired person. In this paper, we present 
a novel method for automatically recognizing the situations where a user stands 
on, to help safe mobility of the visually impaired in their travels. Here, the sit-
uation means the place type where a user is standing on, which is classified as 
sidewalk, roadway and intersection. The proposed method is performed by 
three steps: ROIs extraction, feature extraction and classification. The ROIs 
corresponding to the boundaries between sidewalks and roadways are first ex-
tracted using Canny edge detector and Hough transform. From those regions, 
features are extracted using Fourier transform, and they fed into two SVMs. 
One SVM is trained to learn the textural properties of sidewalk and the other is 
for intersection. On online stage, these two SVMs are hierarchically performed; 
the current situation is first categorized as sidewalks and others, then it is re-
categorized as intersections and others. The proposed method was tested with 
about 500 outdoor images, then it showed the accuracy of 93.9 %. 

Keywords: Traffic intersection, Situation recognition, Support vector machine, 
Fourier transform. 

1 Introduction 

Traffic intersections are most dangerous situations for the pedestrian, in particular the 
blind or the visually impaired person. Practically, the average rate of 22% among total 
accidents is occurred on intersections [1-3].  

So far various solutions to safely cross intersections have been proposed and im-
plemented. The accessible pedestrian signals (APS) [5] and Talking Signs [4] have 
been developed, however their adoption is not spread in many countries and some 
additional devices should be involved.  

As alternative to these approaches, the vision-based methods such as “Crosswatch” 
[6] and “Bionic Eyeglasses” [7] have been recently proposed. These systems are 
hand-held devices and automatically find the location and orientation of crosswalk, 
thereby guiding the user to safely cross intersection.  

However, such systems are missing the essential fact that the people require the 
different guidance solutions according to the situation where a user stands on. For 
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example, if a user is on intersection, he (or she) wants to find crosswalk. On the other 
hand, when a user is on the sidewalk, the system leads the user to walk along opposite 
side to the road. Accordingly, recognizing the outdoor situations where a user stands 
on is essentially performed.  

In this paper, a novel method for automatically recognizing user’s current situa-
tions is proposed to help safe mobility of the visually impaired in their travels. Here, 
the situation means the place type where a user is standing on, which is classified as 
sidewalk, roadway and intersection. As a key clue to recognize the situation, it uses 
the alignment of boundaries between sidewalks and roadways, which is the ROIs. 
Thus, it is performed by three steps: ROIs extraction, feature extraction and classifica-
tion. It first extracts ROIs using Canny edge detector and Hough transform. From 
those regions, features are extracted using Fourier transform, and they fed into two 
SVMs. One SVM is trained to learn the textural properties of sidewalk and the other 
is for intersection. On online stage, these two SVMs are hierarchically performed; the 
current situation is first categorized as sidewalks and others, then it is re-categorized 
as intersections and others. The proposed method was tested with about 300 outdoor 
images, then it showed the accuracy of 93.9 %.  

2 Outline of Proposed Method 

The goal of this study is to develop the method to automatically recognize user’s cur-
rent situation, thereby providing user-centered guidance to the disabled people.  

In this work, a situation means the type of place the user is located, which is cate-
gorized into three types: {roadway, sidewalk, and intersection}. Among these situa-
tions, the discrimination of sidewalk and intersection is more important.   

For this, specific characteristics need to be identified according to the situation 
types, that is, visual properties associated with the respective situations. However, the 
diverse ground patterns were used to represent sidewalk, and the colors of ground are  
 

ROIs extraction 

Feature extraction 

Sidewalks/intersection/Roadway 

Input image

Preprocessing Canny operator Hough Transform

Fast Fourier 
transform

Hierarchical
SVM

Trained support
vectors

Masking and 
Statistics

 

Fig. 1. System overview 
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likely to be distorted by shadows and time-varying illumination, so it is difficult to 
find robust characteristics. Accordingly, we use the support vector machines (SVMs) 
to understand the features of the sidewalk and intersection.  

Figure 1 shows the outline of the proposed method, which is performed by three 
steps: ROIs extraction, feature extraction and classification. The ROIs corresponding 
to the boundaries between sidewalks and roadways are first extracted using Canny 
edge detector and Hough transform. From those regions, features are extracted and 
they fed into two SVMs. One SVM is trained to learn the textural properties of side-
walk and the other is for intersection. On online stage, these two SVMs are hierarchi-
cally performed; the current situation is first categorized as sidewalks and others, then 
it is re-categorized as intersections and others.  

3 ROIs Extraction 

We assume the pixels around boundaries of sidewalks and roadways have distinctive 
textures. At such boundaries, we can easily observe the vertical or horizontal lines, as 
shown in Figure 2(a). Then, the boundaries oriented to the horizontal were found in 
the images corresponding to intersection, whereas boundaries close to the vertical 
were observed in the images corresponding to sidewalks.  

Therefore, the proposed method first detects the boundaries in between roadways 
and sidewalks. The boundary detection is performed by three steps: preprocessing, 
Canny operator and Hough transform, as shown in Figure. 1. As a preprocessing, 
histogram equalization is first applied to an input image for higher contrast and then 
Gaussian smoothing filter is used to remove noise. Thereafter, the input image is bina-
rized using Canny operator, then followed by Hough transform.  

 

 

Fig. 2. Regions of interests (ROI) extraction: (a) input image, (b) edges detected by Canny 
operator (c) lines detected by Hough transform 

Figure 2 illustrate how the ROIs are extracted. Figure 2(b) shows the edge images 
produced by Canny operator, and Figure 2(c) shows the detected lines. However, 
although some boundaries are correctly extracted, there are too many false alarms to 
be removed. For this, the textural properties are used.  

   

(a) (b) (c) 
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4 Feature Extraction 

To classify the outdoor situation, textural properties of ROIs are considered. To 
describe textural properties of intersection and sidewalk, various visual information 
have been considered such as histogram of oriented gradient (HOG), fast Fourier 
transform (FFT) coefficients, and so on. Through experiments, FFT coefficients 
were proven to show the better performance in discriminating the situations of  
three types.  

The FFT is applied to the gray scale values of pixels within ROIs and its neighbor-
ing pixels. Through the experiments, 128×128 sized window was selected to define 
the neighborhood.  

Figure 3 shows sample images corresponding to sidewalks and intersections, re-
spectively. Figures 3(a) shows the original images, where the images have diverse 
ground patterns even if they belong to the same category. Then, Figure 3(b) shows the 
transformed images to frequency domain using FFT. As shown in Figure 3(b), FFT 
coefficients are similarly distributed within the same situation, despite of the different 
patterns and viewing angles, whereas they are distinctively distributed between differ-
ent situations. 

 

 
Fig. 3. Visual feature extraction using FFT: (a) original images, (b) Fourier transformed image 

As shown in Figure 3(b), the prominent difference in between sidewalks and inter-
sections is found on the center of images and nearby the cross: 1) the frequencies on 
the images corresponding to sidewalks are less concentrated on the center than ones 
on the interaction, and 2) any specific orientations were found from the images of 
sidewalks. 

To capture such distinctive features and filter non-necessary ones, a flower-shaped 
mask is newly designed as shown in Figure 4. It is composed of five leafs. Then using 
the whole of FFT coefficients within the mask as an input of SVM is too time-
consuming. Thus, we calculate the statistics of FFT coefficients, using moments.  

 

Sidewalks Intersections 

 
(a) 

 
(b) 
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Fig. 4. A flower-shaped mask to filter unnecessary FFT coefficients: it composed of five leafs, 
then we calculate the statists of FFT coefficients within a leaf 

Given an 128×128 sub-block, I, M(I) is the average value, and  I  and I  
are the second-order and third-order central moments, respectively. 

 M I  1N I i, jNN
 

I   1N I i, j  M INN
 

I   1N I i, j  M INN
 

 

Thus, as the mask is composed of five leaves, a 15-D feature vector is extracted from 
every pixel corresponding to ROIs. The vector is fed into SVM-based texture classifi-
er to determine which situation is assigned to the pixel.  

5 Classification  

To determine the current situation out of three possible situations, {sidewalk, road-
way, intersection}, two SVMs are hierarchically used, as follows: 

O x, y    2          if       SVM x, y 0    1          else if SVM x, y 0     0         else                               , 

where SVMs(x,y) classifies a pixel’s class as sidewalk and others, by learning the 
textural properties between sidewalk and others. Similarly, SVMi(x,y) discriminates a 
pixel’s class as intersection and roadway, by learning the textures between intersec-
tion and roadway.  

On online stage, the current situation is first categorized as sidewalk and others, 
then it is re-categorized as intersection and roadway. 

Figure 5 shows the classification results. For the input image of Figure 2(a), the 
classification result is shown in Figure 5(a), where a red-color pixel and a blue-color 
are used to denote pixels’ class as sidewalk and intersection, respectively. 
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Fig. 5. Sample of situation recognition result: (a) classification results for pixels corresponding 
to ROIs, (b) classification result overlapped to a grid map, (c) cell classification result 

As shown in Figure 5(a), the classification result has some errors (noises), as the 
decision is locally performed on each pixel. Thus, the smoothing is performed on the 
texture classification results to globally combine the individual decisions on a whole 
image.  For this, we design the grid map, where each cell is sized at 80×80 (See Fig-
ure 5(b)). This grid map is overlaid onto the classification result, then the decision is 
made on each cell, instead of on every pixel. The situation of a cell is determined by 
the majority rule. For example, if most pixels of a cell are assigned as intersections, 
the cell is also considered as intersection. Figure 5(c) shows the final classification 
result, where the red-block and the blue block denote the sidewalk and intersection 
classes, respectively.  

6 Experimental Results 

To assess the effectiveness of the proposed recognition method, experiments were 
performed on the images obtained from outdoors. A total of 500 images were col-
lected: 300 images were captured from real outdoors using iPhone4 and the others 
were downloaded from Google street view at San Francisco. In case of the former 
data, each place was captured while pedestrian is walking, so they were captured on a 
variety of viewpoints. Among 300 images, 100 images were used for training SVMs 
and the others were used for testing.  

Figure 6 shows some images that are captured at various viewpoints, where the im-
ages have the diverse ground patterns and colors even if they belong to the same cate-
gories. These properties make the classification process is difficult. 

 

   
(a) (b) 

Fig. 6. Examples of collected data: (a) images downloaded from Google street view (b) images 
captured from real outdoors using iPhone4 

  

 

(a) (b) (c)
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Figure 7 shows some classification results, where the original images are shown in 
Figure 7(a). Then, extracted ROIs and texture classification results on every cell are 
shown in Figures. 7(b) and (c), respectively. For the first two images, the proposed 
method accurately classified all pixels and all cells, however some errors are occurred 
for the last image. As shown in the bottom of Figure 7(c), some cells are colored by 
pink color, which means it has similar probabilities to be assigned as intersection and 
sidewalk, that is, the major voting is not found on the cells. We guess these errors 
were caused by crosswalk which has the texture characteristics of both sidewalk and 
intersection, and by shadows of surrounding buildings. Although some cells are mis-
classified, a majority of cells is classified as intersection, thus its situation is consi-
dered as intersection.  

The results showed that the proposed method have a robust performance to the pat-
tern of ground and viewing angle. 

 

(a) 

 
(b) 

  
(c) 

Fig. 7. Results of outdoor situation recognition: (a) origin images (b) results of ROIs Extraction 
(c) SVM results (d) cell classification results 

Table 1. Confusion matrix of situation recognition (%) 

 Sidewalks Intersection Roads 
Sidewalks 91.0 0 0 

Intersections 0 90.8 0 
Roads 9.0 10.2 100 
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Table 1 summarizes the performance of the situation recognition under various 
outdoor environments. The average accuracy was about 93.9%. For the roadway, the 
proposed method showed the perfect recognition, which is very important as mis-
recognizing the roadways as sidewalks or intersections can cause the collisions of 
vehicles. On the other hand, it has relatively low precisions for the sidewalks and 
intersections, which seems to be caused by camera’s viewing angle and various pat-
terns of sidewalks.  

Currently, we considered only textural properties to discriminate outdoor situa-
tions, however, the distinctive features in accordance with geometric shape are found 
between intersection and sidewalk. So, we expect that using both textural and shape 
properties can improve the classification results, which is under working. 

Table 2. Processing Time 

Modules Processing time (.ms) 
ROIs Extraction 141.2716 

Feature Extraction 1.38734 
Texture Classification 6.93 

Total 149.58894 

 
The proposed method aims at providing the most appropriate guidance solution to 

users by recognizing their current situation, thus it should be performed in real-time.  
Table 2 shows the processing time in proposed method, when it was performed on 

an Intel Core2 CPU 2.40 GHz. As shown in Table 2, the average time taken to 
process a frame through all the stages was about 150ms, thereby an average 
processing of  up to 7 frames/second. 

The experiment results showed that the proposed system could provide essential 
guidance information for people with visual and cognitive impairments. 

7 Conclusions 

Individuals with visual impairments face a daily challenge to their ability to move 
about alone. In particular, urban intersections are known as the most dangerous parts 
of the disabled people’s travel. Accordingly, this paper presents a new method to 
recognize the outdoor situations. It was performed by three steps: ROIs extraction, 
feature extraction, texture classification using hierarchical SVMs.  Then, for learning 
the texture properties of ROIs on the respective situations, FFT coefficients were 
extracted from ROIs, and their statics were used as the input of SVMs. To demon-
strate the validity of the proposed method, it was tested with 500 images, then it 
showed the accuracy of 93.9%. 
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Abstract. Methods for mining graph sequences have recently attracted
considerable interest from researchers in the data-mining field. A graph
sequence is one of the data structures that represent changing networks.
The objective of graph sequence mining is to enumerate common chang-
ing patterns appearing more frequently than a given threshold from
graph sequences. Syntactic dependency analysis has been recognized as a
basic process in natural language processing. In a transition-based parser
for dependency analysis, a transition sequence can be represented by a
graph sequence where each graph, vertex, and edge respectively cor-
respond to a state, word, and dependency. In this paper, we propose
a method for mining rules for rewriting states reaching incorrect final
states to states reaching the correct final state, and propose a dependency
parser that uses rewriting rules. The proposed parser is comparable to
conventional dependency parsers in terms of computational complexity.

1 Introduction

Data mining is used to mine useful knowledge from large amounts of data. Re-
cently, methods for mining graph sequences (dynamic graphs [4] or evolving
graphs [3]) have attracted considerable interest from researchers in the data-
mining field [9]. For example, human networks can be represented by a graph
where each vertex and edge respectively correspond to a human and relationship
in the network. If a human joins or leaves the network, the numbers of vertices
and edges in the graph increase or decrease. A graph sequence is one of the
data structures used to represent a changing network. Figure 1(a) shows a graph
sequence that consists of four steps, five vertices, and edges among the vertices.
The objective of graph sequence mining is to enumerate subgraph subsequence
patterns, one of which is shown in Fig. 1(b), appearing more frequently than a
given threshold from graph sequences.

Syntactic dependency parsing has been recognized as a basic process in natu-
ral language processing, and a number of studies have been reported [12,14,16,8].
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Fig. 1. Examples of a graph sequence and one of mined frequent patterns

One reason for its increasing popularity is the fact that dependency-based syn-
tactic representations seem to be useful in many applications of language tech-
nology [11], such as machine translation [5] and information extraction [6]. In a
transition-based dependency parser, a transition sequence can be represented by
a graph sequence where each graph, vertex, and edge respectively correspond to a
state, word, and dependency. Because of the nature of the algorithm where tran-
sition actions are selected deterministically, an incorrect selection of an action
may adversely affect the remaining parsing actions. If characteristic patterns are
mined from transition sequences for sentences analyzed incorrectly by a parser,
it is possible to design new parsers and to generate better features in the machine
learner in the parser to avoid incorrect dependency structures.

The first and main objective of this study is to demonstrate the usefulness
of graph sequence mining in dependency analysis. Since methods for mining
graph sequences were developed, they have been applied to social networks in
Web services [3], article-citation networks [2], e-mail networks [4], and so on.
In this paper, we demonstrate a novel application of graph sequence mining to
dependency parsing in natural language processing. The second objective is to
propose a method for mining rewriting rules that can shed light on why incorrect
dependency structures are returned by transition-based dependency parsers. To
mine such rules, the rules should be human-readable. If we identify the reason
for incorrect dependency structures, it is possible to design new parsers and to
generate better features in the machine learner in the parser to avoid incorrect
dependency structures. The third objective is to propose a dependency parser
that uses rewriting rules, where the method is comparable to conventional meth-
ods whose time complexity is linear with respect to the number of segments in
a sentence. The fourth, but not a main, objective is to improve the attachment
score, which is a measure of the percentage of segments that have the correct
head, and the exact match score for measuring the percentage of completely and
correctly parsed sentences.

2 Transition-Based Dependency Parsing

In this paper, we focus on dependency analysis using an “arc-standard parser”
[14], which is a parser based on a transition system, for “Japanese sentences”,
for the sake of simplicity, because constraints in Japanese dependency structures
are stronger than those in other languages. Japanese dependency structures have
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Fig. 2. Example of a Japanese sentence and its dependency structure

Parse(x = 〈w1, w2, · · · , wn〉)
1) c ← cs(x)
2) while c /∈ CF

3) c ← [o(c)](c)
4) return c=(N,A)

Fig. 3. Dependency parser based on
a transition system

Transitions
Arc (N,A) ⇒ (N,A ∪ {(i, j)})

where {i, j} = roots((N,A))
Shift (N,A) ⇒ (N ∪ {|N |+ 1}, A)
Preconditions
Arc c is not a tree, but a forest.
Shift |N | �= n

Fig. 4. Transitions of an arc-standard parser

strictly head-final, single-head, single-rooted, connected, acyclic, and projective
constraints [10]. However, the principle of the method proposed in this paper
can basically be applied to any parser based on a transition system for sentences
in any language.

Most Japanese dependency parsers are based on bunsetsu segments (hereafter
segments), which are a similar in concept to English base phrases.

Definition 1. A dependency structure for a sentence x = 〈w1, · · · , wn〉 con-
sisting of n segments is represented as a directed rooted tree g = (V,E), where
V = {1, · · · , n}, E ⊂ V ×V , and n is the root of the tree. �

Example 1. A dependency structure for a sentence x = 〈KARE-WA, HON-WO,
YOMANAI, HITO-DA.〉 is represented by a directed graph without edge cross-
ings, as shown in Fig. 2.

We define a transition-based dependency parser whose input is x = 〈w1, · · · , wn〉
and output is g = (V,E).

Definition 2. A transition-based parser consists of S = (C, T, cs, CF ), where
– C = {(N,A)} is a set of states, where N and A are subsets of V = {1, · · · , n}

and N ×N , respectively,
– T is a set of transitions, where t ∈ T is a partial function s.t. t : C → C,
– cs is an initial function satisfying cs(x) = ({1}, ∅), and
– CF ⊆ C is a set of final states, and cF ∈ CF is a tree where n is the root. �

A transition sequence for x = 〈w1, · · · , wn〉 on S = (C, T, cs, CF ) is represented
as C1,m = 〈c1, · · · , cm〉, satisfying (1) c1 = cs(x), (2) cm ∈ CF , and (3) ∃t ∈ T
for ci (1 < i ≤ m), ci = t(ci−1). We denote sets of vertices and edges for a state
c as Nc and Ac, respectively.
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Fig. 5. Transition sequence for the sentence in Example 1

Definition 3. A transition-based parser S = (C, T, cs, CF ) is incremental if
Nc ⊆ Nt(c) and Ac ⊆ At(c). �

If a dependency parser is incremental, the numbers of vertices and edges in a
state c = (N,C) increase monotonically. In addition, the state c = (Nc, Ac) is
a forest that is a set of ordered trees, and a graph (Nc, Ac) is a subgraph of
cm = (Ncm , Acm) that S returns.

Figure 3 shows the algorithm of a transition-based dependency parser. In
Fig. 3, o is an oracle for selecting t to transit to the next state in a deterministic
way. In particular, the arc-standard parser, which is a transition-based parser,
selects either Arc or Shift to analyze Japanese sentences, as shown in Fig. 4,
where roots returns a pair of the largest roots {i, j} (i < j) from a forest c =
(N,A)1. If o selects Arc, then an edge (i, j) is added to transit from c to t(c).
Otherwise, the smallest vertex that does not exist in c = (N,A) is added to
c to transit from c to t(c). Since o is a function for determining whether the
i-th segment is the dependent of the j-th segment, it is implemented with a
binary classifier, such as a support vector machine (SVM), for feature vectors
that characterize the i-th and j-th segments [11].

Since the arc-standard parser is incremental, Arc is selected n− 1 times and
Shift is also selected n− 1 times to reach the final state. The time complexity of
the parser for a sentence with n segments is therefore O(nθ), where we assume
o, which is a binary classifier, returns its output in at most θ time.

Example 2. Figure 5 shows a transition sequence from the initial state to the
final state for the dependency structure shown in Fig. 2. The words are omitted
because of a lack of space. In the sequence, Shift, Shift, Arc, Shift, Arc, and Arc
are selected by o, in that order.

Figure 6 shows the search space for the sentence in Example 1. Since a search
space consisting of states is a tree, there is only one transition sequence from the
initial state to the correct final state. In addition, the branching factor of the tree
is at most two. Since the function o selects a transition between two branches,
if the function o selects an incorrect transition once, the parser never reaches
the correct final state. A straightforward approach to avoiding this mistake is
to integrate backtracking or a probabilistic algorithm with the parser. However,
this impairs the advantages of a parser whose time complexity is linear with
respect to the number of segments in a sentence.

1 Although the arc-standard parser is defined using a stack and queue in many books
and articles, in this paper, we define it using graphs to link dependency parsing to
graph sequence mining.
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In this paper, we propose a method for mining rules for rewriting from states
reaching incorrect final states to states reaching the correct final state, and pro-
pose a dependency parser that uses rewriting rules. The rewriting rules corre-
spond to bypasses among states in the search tree shown in Fig. 6, and the
proposed parser is comparable to a conventional dependency parser in terms
of computational complexity. To describe the proposed method, we explain an-
other method, called GTRACE, for mining graph sequences corresponding to
transition sequences in the next section.

3 Graph Sequence Mining

Figure 1(a) shows an example of a graph sequence. The graph g(j) is the j-th
labeled graph in the sequence. The problem we address in this section is how to
mine patterns that appear more frequently than a given threshold from a set of
graph sequences. We have proposed transformation rules for representing graph
sequences compactly under the assumption that “the change is gradual” [9]. In
other words, only a small part of the structure changes, while the other part
remains unchanged between two successive graphs g(j) and g(j+1) in a graph se-
quence. For example, the change between two successive graphs g(j) and g(j+1)

in the graph sequence shown in Fig. 7 is represented as an ordered list of two

transformation rules 〈vi(j)[1,A], ed
(j)
[(2,3),•]〉. This list implies that a vertex with ID 1

and label A is inserted (vi), and then an edge between vertices with IDs 2 and
3 is deleted (ed). By assuming the change in each graph to be gradual, we can
represent a graph sequence compactly, even if the graph in the graph sequence
has many vertices and edges. We have also proposed a method, called GTRACE,
for efficiently mining all frequent patterns from ordered lists of transformation
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Table 1. TRs for representing graph sequence

Vertex Insertion Insert a vertex u with label l

vi
(j,k)

[u,l] into g(j,k) to transform to g(j,k+1).

Vertex Deletion Delete an isolated vertex u

vd
(j,k)

[u,•] in g(j,k) to transform to g(j,k+1).

Vertex Relabeling Relabel a label of a vertex u

vr
(j,k)

[u,l]
in g(j,k) as l to transform to g(j,k+1).

Edge Insertion Insert an edge with label l between vertices

ei
(j,k)

[(u1,u2),l]
u1 and u2 into g(j,k) to transform to g(j,k+1).

Edge Deletion Delete an edge between vertices u1

ed
(j,k)
[(u1,u2),•] and u2 in g(j,k) to transform to g(j,k+1).

Edge Relabeling Relabel a label of an edge between vertices u1

er
(j,k)
[(u1,u2),l]

and u2 in g(j,k) as l to transform to g(j,k+1).

rules. A transition sequence in the dependency parser is represented as a graph
sequence. In addition, since the change between two successive graphs in the
graph sequence is an addition of a vertex (Shift) or of an edge (Arc), the as-
sumption holds.

A labeled graph g is represented as g = (V,E, L, l), where V = {1, · · · , n} is
a set of vertices, E ⊆ V × V is a set of edges, and L is a set of labels such that
l : V ∪E → L. In addition, a graph sequence is an ordered list of labeled graphs
and is represented as d = 〈g(1), · · · , g(z)〉.

To represent a graph sequence compactly, we focus on differences between two
successive graphs g(j) and g(j+1) in the sequence.

Definition 4. The differences between the graphs g(j) and g(j+1) in d are inter-
polated by a virtual sequence d(j) = 〈g(j,1), · · · , g(j,mj)〉, where g(j,1) = g(j) and
g(j,mj) = g(j+1). The graph sequence d is represented by the interpolations as
d = 〈d(1), · · · , d(z−1)〉. �

The order of graphs g(j) represents the order of graphs in an observed sequence.
On the other hand, the order of graphs g(j,k) is the order of graphs in the artificial
interpolation, and there can be various interpolations between the graphs g(j)

and g(j+1). We limit the interpolations to be compact and unambiguous by
taking one having the shortest length in terms of the graph edit distance to
reduce both the computational and spatial costs.

Definition 5. Let a transformation of a graph by either insertion, deletion, or
relabeling of a vertex or an edge be a unit, and let each unit have edit distance 1. A
graph sequence d(j) = 〈g(j,1), · · · , g(j,mj)〉 is defined as an interpolation in which
the edit distance between any two successive graphs is 1 and the edit distance
between any two graphs is minimum. �

Transformations are represented in this paper by the following “transformation
rule (TR)”.
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Definition 6. A TR transforming g(j,k) to g(j,k+1) is represented by tr
(j,k)
[ojk,ljk]

,

where

– tr is a transformation type that is either insertion, deletion, or relabeling of
a vertex or an edge,

– ojk is a vertex or edge to which the transformation is applied, and
– ljk ∈ L is a label to be assigned to the vertex or edge in the transforma-

tion. �

For the sake of simplicity, we simplify tr
(j,k)
[ojk ,ljk]

to tr
(j,k)
[o,l] . We use six TRs in

Table 1. In summary, we define a transformation sequence as follows.

Definition 7. A graph sequence d(j) = 〈g(j,1), · · · , g(j,mj)〉 is represented by

s
(j)
d = 〈tr(j,1)[o,l] , · · · , tr

(j,mj−1)

[o,l] 〉. Moreover, a graph sequence d = 〈g(1), · · · , g(z)〉 is
represented by a transformation sequence sd = 〈s(0)d , · · · , s(z−1)

d 〉. �

The notation of transformation sequences is far more compact than the original
graph-based representation since only differences between two successive graphs
in d are kept in the sequence. In addition, any graph sequence can be represented
by the six TRs in Table 1.

When a transformation sequence s′d is a subsequence of a transformation se-
quence sd, there is a mapping φ from vertex IDs in s′d to those in sd, and
it is denoted as s′d � sd. We omit its detailed definition because of a lack of
space (see [9] for a detailed definition). Given a set of graph sequences DB =
{〈g(1), · · · , g(z)〉}, we define a support σ(sp) of a transformation sequence sp as
σ(sp) = |{d | d ∈ DB, sp � sd}|/|DB|, where sd is a transformation sequence
of d. We call a transformation sequence whose support is no less than the min-
imum support σ′ a frequent transformation subsequence (FTS). Given a set of
graph sequences, GTRACE efficiently enumerates a set of all FTSs from the set.

4 Mining Rules for Rewriting States

As mentioned in Section 2, if the parser shown in Fig. 3 selects the incorrect tran-
sition once, it never reaches the correct state. In this paper, we aim to discover
rules for rewriting from states reaching incorrect final states to states reaching
the correct final state. To discover these rewriting rules, we mine FTSs from
graph sequences 〈c1, · · · , cm, g〉, each of which consists of a transition sequence
〈c1, · · · , cm〉 traversed by the parser and its correct dependency structure g.
If cm = g, then the final state cm is correct and there are no TRs for trans-
forming cm into g. Otherwise, cm is an incorrect final state and the TRs for
transforming cm into g are either

– transformation rules for inserting edges in g and not in cm, or
– transformation rules for deleting edges in cm and not in g.

As mentioned above, the rewriting rules to be mined are rules for transform-
ing graphs in states that do not reach the correct dependency structure into
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graphs in other states that reach the correct structure for many sentences. The
rewriting rules are therefore FTSs containing TRs for transforming cm into g.
To distinguish TRs for transforming cm to g from other rules, we assign a label
l2 to edges in g and not in cm, and a label l1 to the other edges.

Example 3. Figure 8 shows a graph sequence dA generated by appending the
correct dependency structure g to the transition sequence for the sentence in
Example 1, where the function o in a parser selects an incorrect transition from
c′3 to c′4. Since the edge (2, 3) is not in c′m and is in g, the label l2 is assigned
to the edge. The transformation sequence of the graph sequence is given as

sdA = 〈vi(0,1)[1] vi
(1,1)
[2] vi

(2,1)
[3] vi

(3,1)
[4] ei

(4,1)
[(3,4),l1]

ei
(5,1)
[(2,4),l1]

ei
(6,1)
[(1,4),l1]

ei
(7,1)
[(2,3),l2]

〉23.

We select an FTS whose confidence is the highest among mined FTSs whose last
TR is the edge insertion of label l2. The definition of the confidence of an FTS is
similar to basket analysis [1], as described in the following. We call the selected
FTS a rewriting rule.

Definition 8. Given an FTS s, let s′ be the prefix of s, obtained by removing the
last TR in s. The confidence of s is defined as σ(s′)/σ(s), and s′ is called a body
of s. In addition, a function for returning an edge to which the last TR in s is ap-
plied is defined as lastEdge(s). �

Example 4. When r = 〈vi(0,1)[2] vi
(1,1)
[3] vi

(2,1)
[4] ei

(3,1)
[(2,4),l1]

ei
(4,2)
[(2,3),l2]

〉 is a rewriting rule,

its confidence is σ(〈vi(0,1)[2] vi
(1,1)
[3] vi

(2,1)
[4] ei

(3,1)
[(2,4),l1]

〉)/σ(r), and lastEdge(r) = (2, 3).

If a parser has the rewriting rule r of Example 4 and is in the state c′6 of Exam-
ple 3, the method proposed in this paper adds an edge (2, 3) to c′6, and deletes
an edge (2, 4) from c′6, by applying r to transit another state c6 in Fig. 5 that can
reach the correct final state, since the transformation sequence of a transition
sequence 〈c′1, · · · , c′6〉 contains the body of r as a subsequence. Therefore, the
rewriting rule corresponds to a bypass from c′6 to c6 in the search tree shown in
Fig. 6.

2 Although each vertex is labeled by information such as words and parts-of-speech
(POSs), the labeling depends on the features generated for a binary classifier in a
parser. The details of labeling vertices are discussed in Section 5.

3 We have a priori knowledge that each vertex in a state has at most one parent.
Therefore, the fact that a TR t for inserting an edge with l2 exists in a transfor-
mation sequence s indicates that another TR for deleting an edge whose dependent
is identical to t must exist in s. For this reason, we do not include TRs for delet-
ing edges in s to reduce the computation time of GTRACE, which exponentially
increases with the average length of the transformation sequences in its input.
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RuleMiner(D, σ′){
1) R ← ∅
2) r ← null
3) while
4) DB ← ∅
5) for sentence (x= 〈w1, · · · , wn〉, g)∈D
6) d ← ParseWithRules (x, R ∪ {r})
7) DB ← DB ∪ {d♦g}
8) evaluete(cm, g), where d= 〈c1,· · · ,cm〉
9) if R �= ∅ and the attachment

score is saturated.
10) return R
11) if r �= null
12) R ← R ∪ {r}
13) r ← MineRewritingRule(DB,σ′)
14) if r = null
15) return R

ParseWithRules(x= 〈w1, · · · , wn〉, R)
1) c ← cs(x)
2) d ← 〈c〉
3) while c /∈ CF

4) c ← [o(c)](c)
5) d ← d♦c
6) sd←the transformation sequence of d
7) for r ∈ R
8) (a, b) ← lastEdge(r)
9) if body(r) � sd,

where φ : ID(body(r)) → ID(sd)
10) (i, j) ← (φ(a), φ(b))
11) c ← (Nc, Ac ∪ {(i, j)})
12) if ∃j′ s.t. (i, j′) ∈ Ac ∧ j′ �= j
13) c ← (Nc, Ac \ {(i, j′)})
14) d ← d♦c
15) return d

Fig. 9. Algorithms for mining rewriting rules and for parsing with the rules

Another way to generate a graph sequence from a transition sequence is to ap-
pend to the correct state to the transition sequence immediately after the oracle
in the parser selects the incorrect transition. In the case of Example 3, the graph
sequence generated in this way is dB = 〈c′1, · · · , c′4, c4〉, where c4 is of Fig. 5. Any
subsequence of the transformation sequence sdB of dB is always a subsequence
of sdA in Example 3. In addition, dA contains the information about vertices and
edges that are not contained in dB. Therefore, we use the approach to generate
graph sequences in the form of dA. Similarly, if r is a subsequence of sdB , r is a
subsequence of sdA . Therefore, we apply r to c′6 that is not the final state.

We propose a method for mining rewriting rules from transition sequences
traversed by a dependency parser. The left part of Fig. 9 shows the pseudo-code
for mining a set of rewriting rules R from the transition sequences. Let D be
a corpus D = {(x, g)} consisting of tokenized sentences x = 〈w1, · · · , wn〉 and
their dependency structures g. In Line 6, ParseWithRules returns a transition
sequence d by parsing a sentence x using rewriting rules R. Next, in Line 7,
after appending g to the tail of d, which is denoted by d♦g , d♦g is added to
DB. Subsequently, in Line 8, the attachment score is updated after comparing
the final state cm with the correct dependency g of the sentence x. In Line 9,
if the attachment score for R ∪ {r} is no greater than that for R, then R is
returned. Otherwise, r is added to R. In Line 13, a rewriting rule r with the
highest confidence is mined among the FTSs enumerated by GTRACE from
DB under the minimum support threshold σ′.

The right part of Fig. 9 shows the pseudo-code for parsing a sentence x using
rewriting rules R to return a transition sequence for x. The procedures from
Line 1 to Line 5 are similar to those in Fig. 3. If there is a rewriting rule whose
body is contained in sd and its mapping φ from vertex IDs in the body of r to
vertex IDs in sd, the state c is rewritten in Line 11 or 13 and is transited to
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Fig. 10. One of the mined rules in the first loop

another state. In Line 11, an edge (i, j), corresponding to (a, b), is added to Ac.
In addition, if the i-th segment has another parent j′ rather than j, an edge
(i, j′) is deleted from Ac in Line 13. The parser in Fig. 9 is not incremental, but
|Nc| ≤ |Nt(c)| and |Ac| ≤ |At(c)| hold.

In the remainder of this section, we discuss the time complexity of ParseWith-
Rules. Loops of Lines 3 and 7 in ParseWithRules are repeated 2n− 2 times, as
discussed in Section 2, and |R| times, respectively. If a graph sequence consists of
general graphs, the computation time needed to check whether body(r) � sd is
identical to the subgraph isomorphism is known to be NP-complete [7]. However,
since a graph sequence in this paper consists of ordered forests, the computation
time to check it is linear with respect to the number of vertices in a forest, which
corresponds to the number of segments in a sentence [13]. The complexity of
ParseWithRules is therefore O(n(θ + |R|n)). Additionally, in our implementa-
tion, for a transformation sequence s′d of d♦c, the computation to check whether
body(r) � s′d is solvable in constant time by storing mappings between ver-
tices in body(r) and vertices in sd,; that is, the complexity of ParseWithRules is
O(n(θ + |R|)). The complexity of parsing a sentence x is therefore linear with
respect to the number of segments n in a sentence, and is equivalent to that of
the conventional method.

5 Experiments

We evaluated the proposed method using Kyoto Text Corpus v4.0, which con-
sists of newspaper articles. In the implementation, CaboCha-0.60, which is a
representative transition-based parser for Japanese [12], was integrated into the
proposed method. We used the period from January 1 to 8 (7635 sentences) to
train the SVM. In addition, we used data for eight days between January 9 to
17 (12054 sentences) to mine the rewriting rules and data for one day that is
not used to mine the rules in evaluating the proposed method. We repeated this
process nine times, which corresponds to nine-fold cross-validation.

We assigned a feature name with value of 1 to each vertex as a vertex label,
since a feature vector that characterizes a segment wi and is processed in the
SVM of CaboCha-0.60 is a binary feature vector. In addition, we assigned fea-
ture names to each vertex as labels, although the original GTRACE assumes
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that a label is assigned to each vertex in a graph sequence. Therefore, in our
experiments, the insertion of a vertex with labels {lv1, · · · , lvn} and vertex ID 1

is naturally represented as 〈tr(j,1)[1,lv1]
, · · · , tr(j,n)[1,lvn]

〉. For example, the second seg-

ment shown in Example 1 is characterized by a set of features {HON,WO, noun,
common noun, particle}, and a vertex for the segment is labeled by the features.

Figure 10 shows one of the rewriting rules mined using the proposed method
under the minimum support threshold 0.5%, where h, i, j, and k are segment
IDs satisfying h < i < j < k, and the terms in each circle are labels. The rule
was mined in the first loop in Line 13 in Fig. 9. The support and confidence of
the rule are 0.58% and 89.7%, respectively. Japanese native speakers know that
a segment containing WO usually modifies the first transitive verb appearing
after the segment, and that the segment is the object of the verb in the sentence.
However, a segment containing a transitive verb has only one dependent that
contains WO and appears as the nearest before the verb. In the case that there
are two segments containing WO before a verb, the former segment modifies a
segment containing NI appearing after the former segment.

The rewriting rule shown in Fig. 10 mentions that the oracle selects Shift when
determining whether the h-th segment is the dependent of the i-th segment in
the second state, because a segment containing WO usually modifies a transitive
verb after the segment, as mentioned above. At this point, the parser does not
know that another segment containing WO appears between the h-th segment
and a segment containing a verb, because the parser is the arc-standard parser.
Subsequently, the oracle selects Arc to transit from the fourth state, for the same
reason. In the sixth state, the arc-standard parser cannot add an edge (h, i), and
it adds an edge (h, k), although the segment containing the verb already has a
dependent containing WO. This rule rewrites the seventh state by deleting the
edge (h, k), and adds an edge (h, i). The rule is therefore valid grammatically.

As shown above, the proposed method has the benefits that the rules mined
by the method are human-readable and easily understandable. In addition, the
rewriting rules contain context that is more complex and detailed than a set of
features of the conventional parser, because of the use of the graph representa-
tion. Furthermore, if the mined rules are valid grammatically, and a dependency
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structure obtained by the proposed method, after being rewritten by the rules,
is different from a dependency structure in the corpus made by humans, the
latter dependency structure may contain incorrect dependencies. The proposed
method is therefore also useful for rectifying human errors in the corpus.

Figures 11 and 12 show the attachment score and the exact match score of
the proposed method for the number of mined rewriting rules for nine-fold cross-
validation under the minimum support thresholds 0.3%, 0.4%, and 0.5%4. The
number of mined rewriting rules |R| increases one by one in each loop in Line 3
of Fig. 9. The number of mined rules is not very large, because some of the
rules are unlexicalized and the others are lexicalized not by content words but
by functional words (case markers such as WO or NI and auxiliary verbs). The
attachment and exact match scores at |R| = 16 were improved by 0.20% and
0.66% under the minimum support threshold 0.3%, respectively. The number of
mined rules differs for each trial in the nine-fold cross-validation, and the scores
of the proposed method were finally improved by 0.22% and 0.90% under the
minimum support threshold 0.3%, respectively. Since the number of mined rules
is small, the improvements in the scores are not high. However, we can conclude
that the mined rewriting rules are valid because improvements in the scores
were obtained. In addition, Fig. 13 shows the numbers of sentences rewritten
correctly and incorrectly under the various minimum support thresholds for
the test datasets. It shows that when the number of rewriting rules mined by
the proposed method increases, the numbers of sentences rewritten correctly
and incorrectly decrease and increase, respectively, because confidence in the
rewriting rules decreases with a progressive increase in the number of rules.

6 Discussion and Conclusion

In this paper, we proposed a method for mining rules for rewriting states reaching
incorrect final states, and proposed a dependency parser with rules maintaining
time complexity linear with respect to the number of segments in a sentence.
The rewriting rules mined by the proposed method are human-readable, and it
is possible for us to design new parsers and to generate features in the machine
learner in the parser to avoid obtaining incorrect dependency structures. In this
paper, we used GTRACE to analyze transition sequences, although there are
other data structures for representing graph sequences, such as dynamic graphs
and evolving graphs, and algorithms for mining the graphs. Since insertions of
vertices cannot be represented by dynamic graphs, and a vertex in an evolving
graph always comes with an edge connected to the vertex, these data structures
cannot be used to analyze transition sequences in transition-based parsers to
mine rewriting rules. The class of graph sequences is therefore general enough
to apply to the analysis of transition sequences, compared with dynamic graphs
and evolving graphs. The principle of the method proposed in this paper can
basically be applied to any parsers based on a transition system, including parsers

4 The attachment and exact match scores of the conventional method trained using
data for 15 days were 89.4% and 47.7%, respectively.
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employing the beam search [16,8], for sentences in any language. We plan to
apply the method proposed in this paper to other transition-based parsers and
to corpora of other languages in the future.
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Abstract. We investigate several stigmergies models for decentralized
traffic congestion control. For realizing a smart city, one of the main
problems that should be handled is traffic congestion. There have been a
lot of works on managing traffic congestion with information technology.
There is a relatively long history on observing traffic flow and then pro-
viding stochastic estimation on traffic congestion. Recently, more dy-
namic coordination methods are becoming possible by using more short
term traffic information. Short term traffic information can be provided
by car navigation systems with GPS (Global Positioning System)s and
probe-vehicle information. There are several approaches to handle short
term traffic information, in which stigmergy-based approach is a popu-
lar. Stigmergy is employed for indirect communication for cooperation
among distributed agents. We can imagine several types of stigmergies :
long term memory, short term memory, and anticipatory memory. How-
ever, there have been no discussion what kind of stigmergies can work
well for managing traffic congestion. We conducted several simulations
to compare the different kind of stigmergies. Our preliminary results
demonstrate that if the traffic network is static, the combination of long
term and short term stigmergies overcome the other stigmergies.

1 Introduction

In this paper we investigate several stigmergies models for decentralized traffic
congestion control. The concept of smart city has been focused recently because
of a lot of consideration on environments and the rapid development of infor-
mation technologies. For realizing a smart city, one of the main problems that
should be handled is traffic congestion.

There have been a lot of works on managing traffic congestion with informa-
tion technology. There is a relatively long history on observing traffic flow and
then providing information on traffic congestion. This is usually done by ob-
serving and counting the number of vehicles that pass certain locations by using
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sensor equipped gates. These gates are usually equipped on the main trunk roads.
In real world these information are rarely stored, and can not work as stigmergy.
Rather they just provide the near current information to the vehicles.

Recently, more meaningful coordination methods are becoming possible by
gathering and storing traffic information. More precise traffic information can
be provided by car navigation systems with GPS (Global Positioning System)s
and probe-vehicle information. These data are being stored into central servers
like as a long term memory, which can provide stochastic traffic congestion in-
formation to the vehicles. This type of information technologies has been already
applied to real world.

In the research field on traffic information and multi-agent systems, the dy-
namic short term memory has been focused very much. Vehicles are sharing
these dynamic information, and drivers can choose their routes more dynamically
based on the real time information. As we show in Section 5, there are several
approaches to handle short term traffic information, in which stigmergy-based
approach is a popular. Stigmergy is employed for indirect communication for
cooperation among agents. For example, ants’ pheromone is a kind of stigmergy
for cooperation among them. Ants can been seen as agents in multiagent model,
and also seen as vehicles in traffic situation. Vehicles can estimate nearest future
situation based these stigmergies.

In addition, we can imagine stigmergies for future. For example, the vehicles
can declare where they intend to move. We call it anticipatory stigmergy.
Some papers focused on anticipation mechanisms for car routings, traveling sales-
man problems, etc. Such anticipation should be applied to stigmergies as well.

In this paper, as we discussed above, we assume the following types of stigmer-
gies : long term, short term, and anticipatory. We conducted several simulations
to compare the different kind of stigmergies. The results demonstrate that if the
traffic network is static, the combination of long term and short term stigmergies
overcome the other stigmergies.

In the rest of this paper, 2nd section present our basic simulation model for
traffic simulation. In 3rd section, we propose anticipatory stigmergy model, and
4th section, we show preliminary experiments and their results. In 5th section,
we review the related works, and finally in 6th section, we show conclusion.

2 A Smart Trafic Simulation Model

In this paper, we model the road network as a graph. Let the graph G =
(N,E, fcap, fmax) serve as a model of the road network, where N is the finite set
of nodes, modeling intersections, and E ⊆ N × N is the set of links, modeling
one-way roads between intersections. The link l = (n, n′) ∈ E if and only if
there is a road that permits traffic to flow from intersection n to intersection
n′. Function fcap(l) defines the capacity of a road l. Function fmax(l) defines
the maximum speed of a road l. Each vehicle i has its origin node no

i and its
destination node nd

i . |l| is the length of l.
In the experiments in this paper, the simulated road network has 25

nodes and 80 directed links. The distance of each link is 2.5km. We assume
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two classifications on roads: trunk roads and ordinal roads. Trunk roads are
represented by bold lines and have a ring shape in the Figure. The other roads
are represented by normal lines. The traffic capacity and the maximum speed of
the trunk roads are 7.5 - 10 vehicles/min and 20 - 25 km/h under the uniform
distribution, respectively. Those of the ordinal roads are 5 - 7.5 vehicles/min and
15 - 20 km/h under the uniform distribution.

We assume each road (link) has 10 cells. While 1 cell in a trunk road can
have 2 vehicles, 1 cell in an ordinal road can have 1 vehicle. 1 vehicle can move
1 cell for 1 step-time. 1 step-time is assumed as 1 minute. Thus, 1 road need 10
minutes to pass. A vehicle can move from the current cell ccurrent to the next
cell cnext at time t + 1 if there is no other vehicle at that cell cnet at current
time t. If there is a vehicle at that cell cnext at the current time t, then he stop
at the current cell ccurrent.

3 Trafic Simulation

We assume 6 cases for traffic simulation to see the effect of stigmergies.

(Case 0) No Information: Any information on transportation are not provided
and gathered. Each vehicle finds the best path by the Dijkstra search only before
it departs. We assume several different original(start) points and goal points as
like people have different home and different destinations. The cost of a road l is
c = |l|/fmax(l).fmax(l) defines the maximum speed of a road l. |l| is the length
of l.

(Case 1) Current Information: Each link l has a counter to measure the volume
of traffic for every 5 minutes. Each link sends the current time required for
passing it to the server. Each vehicle replans by the Dijkstra search its route
for every 5 minutes based on the information sent from all links. We assume all
vehicle can gather all information from all links. The information is not stored.
The equation (1) shows the cost of a road l in case 1. This function follows the
standard BPR functions.

c =
|l|

fmax
(1 + α ∗ ( CA

fcap(l)/20
)β) (1)

CA is the current amount of traffic. Function fcap(l) defines the capacity of a
road l. Function fmax(l) defines the maximum speed of a road l. |l| is the length
of l. α = 0.48. β = 2.48. This cost function is a heuristic, where if there are
many vehicles, then the c will be increased briefly.

(Case 2) Current Information of Only Trunk Roads: A truck road has a count
to measure the volume of traffic for every 5 minutes. Each link sends the current
time required for passing it to the server. Each vehicle replans by the Dijkstra
search its route for every 5 minutes based on the information sent from all trunk
roads. We assume all vehicle can gather all information from all trunk roads.
Vehicles estimate the time to pass the ordinal roads by their length divided by
the maximum speed. The cost function is same as Case 1.



The Comparison of Stigmergies for Decentralized Traffic Congestion Control 149

(Case 3) Long Term Stigmergy: A road (link) stores and manages long term
stigmergy information forever. Concretely, the load keeps storing data about
the time required for passing it, and provide the long term stigmergy value
vl = a + s ∗ 0.1, where a is the average and s is the standard deviation of the
entire stored data, as the long term stigmergy information. Each vehicle utilizes
this long term stigmergy information to make a new plan by Dijkstra search for
every 5 minutes. Long term stigmergy updates for every x hours, where x is 3,
12, or 24 in our simulations.

(Case 4) Short Term Stigmergy: A road (link) stores and manages stigmergy
information for only recent 5 minutes. Concretely, the load keeps storing data
about the time required for passing it for only recent 5 minutes, and provide the
short term stigmergy value vs = a+ s ∗ 0.1, where a is the average and s is the
standard deviation of the recent 5-min stored data, as the long term stigmergy
information. Each vehicle utilizes this long term stigmergy information to make
a new plan by Dijkstra search for every 5 minutes.

(Case 5) Long Term and Short Term Stigmergy: A road (link) stores and man-
ages long term and short term stigmergy. Long term stigmergy information is
the value of a + s ∗ 0.1, where a is the average and s is the standard devia-
tion of the entire stored data. Short term stigmergy information is the value of
a+ s ∗ 0.1, where a is the average and s is the standard deviation of the recent
5-min stored data. Each vehicle utilizes this both long term and short term stig-
mergies information to make a new plan by Dijkstra search for every 5 minutes.
The equation 2 shows how to integrate long term and short term stigmergies.vls
is the combined stigmergy information.

vls = vs ∗ (1− w) + vl ∗ w (2)

where vs is the short term stigmergy value, vl is the long term stigmergy value,
and w is the weight of the long term stigmergy.

(Case 6) Anticipatory Stigmergy: For each 5 min, each vehicle find the best pass
to its objective node based on long term stigmergy and short term stigmergy as
same as case 5. Then, they submit where (which a link) they will be after 5 min.
This is anticipatory stigmergy in this paper. Then, they retry to find the best
pass based on the anticipatory stigmergies.

The equation (3) shows the heuristic cost of a road l by using anticipatory
stigmeriges. Actually anticipatory stigmergies are assumed to work as same as
the current information in case 1 or case 2.

c =
|l|

fmax
(1 + α ∗ ( CA

fcap(l)/40
)β) (3)

CA is the current amount of traffic by anticipatory stigmergy. Function fcap(l)
defines the capacity of a road l. Function fmax(l) defines the maximum speed
of a road l. |l| is the length of l. α = 0.48. β = 2.48. This cost function is a
heuristic, where if there are many vehicles, then the c will be increased briefly.
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We varied the trust rate about anticipatory stigmergies among 1.0, 0.75, 0.5,
and 0.25. The trust rate means the possibility that each vehicle believe stigmergy
information to re-plan his/her route.

4 Comparable Experiments

4.1 Setting

First, we use a simple road network shown in Figure (1), where bold liks are the
trunk roads. For make congestion artificially, the shape is not a complete square.
The links from nodes 10 to 15 and from nodes 14 to 19 are missing.

There are 1000 vehicles. 500 vehicles starts from node 0 to node 24. The
other 500 vehicles starts from node 4 to node 20. For every one minute, each
vehicle starts from node 0 or node 24. Information gathering take place in every
5 minutes.

Also, we assume the ratio of having equipment to send and receive information
(like a car navigation system). In case 0 to 5, 0.75 percent of the vehicles have
it. In case 6, we varied the ratio among 0.25, 0.5, and 0.75.

Fig. 1. Simulated road network (Bold links are the trunk roads)
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Our simulator keep the map information based on XML format that is almost
equivalent to the format of the OpenStreetMap[1]. Future work includes simula-
tions on the real city or town map. Figure 2 shows an interface of this simulator.
Each small circle that has the number (like 1, 2, ...) is a vehicle.

5 Comparable Experiments

5.1 Setting

Fig. 2. Simulated road network interface

5.2 Preliminary Results

Figure 3 shows the total required time for all iterations.
Firstly, interestingly, case 3, case 4, and case 5 outperformed case 1, and case 2.

While case 1 and case 2 use traffic counting systems for each road, case 3, case 4,
and case 5 use stigmergy information from each vehicle. This means that if each
vehicle that has an equipments to communicate (like a car-navigation system)
properly, then the congestion is reduced compared with the road counting gates
that is a kind of huge social infrastructure.

Let us see the detailes. Case 0 performs badly because they do not know any
information. Case 1 works better than Case 0 and Case 2 because all vehicles
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Total Required Time

Fig. 3. Total Required Time for Each Case

know all information of all links. About Case 2, because the number of trunk
roads is small and trunk roads are located at the region that might cause con-
gestions, Case 2 is worse than Case 1 and Case 0. We can guess that congestion
information from trunk roads made more congestion on the narrow area of our
map.

Case 3 shows the best performance in total required time. Case 3 employed
only long term stigmergy by probe-vehicle data. Case 4 utilizes short term stig-
mergy information. Case 5 utilizes the combination of short term and long term
stigmergies. The results shows natural because if we only use short term memory,
it is little bit difficult to find the better way compared with long term memory.
Also, case 5 is in the middle of them.

In terms of Case 6, we expected anticipatory stigmergy works better than
the result. However, it did not work well as we expected. There could be many
reasons but we list up some of the reasons:

1) The road network was static. Because it was static, the long term memory
works very well for finding the best path for each vehicle. This means that the
area where there are less accidents and less constructions, it might not so good
idea to adopt real-time anticipatory stigmergy-like equipments.

2) Our anticipatory stigmergy used only anticipatory intentions. Each vehcile
tried to find the best path based on anticipatory intentions from the other ve-
hciles after find the best path based on long term and short term stigmergy.
This means that each vehcile first find the best way from the history, and then
secondly try to find another path. Here, there is a large possibility that the best
ways found is collapsed by this second trials.

We will investigate Case 5 and Case 6 more in details.



The Comparison of Stigmergies for Decentralized Traffic Congestion Control 153

Fig. 4. Case 5: Long term and Short term Stigmergy

Fig. 5. Case6 : Anticipatory Stigmergy (Equip Rate 25% and Several Trust Rates)

Figure 4 shows a sensitivity analysis of Case 5 about the weight w of Equation
(4)(= Equation (2)). Here, in Figure 4, Long0% means w = 0, Long25% means
w = 25, etc. The best performance is Long 100% and Short 0%. Actually this
almost equals to Case 3. Also, unfortunately we can not show it on the Figure 4,
but Long 75% and Short 25% performed as same as Long 100% and Short 0%.
They are overlapped in Figure, but their performance are equivalent. Long 25%
and Short 75%, and Long 50% and Short 50% performed in middle.

vls = vs ∗ (1− w) + vl ∗ w (4)

Figure 5, Figure 6, and Figure 7 show a sensitive analysis of equipped rates and
trust rates of anticipatory stigmergy.
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Fig. 6. Case6 : Anticipatory Stigmergy (Equip Rate 50% and Several Trust Rates)

Fig. 7. Case6 : Anticipatory Stigmergy (Equip Rate 75% and Several Trust Rates)

Figure 5 shows the situation where only 25% vehicle equipped the system. In
this case, all cases of the trust rates show almost same total required time. This
is understandable because many vehicle do not have the equipments.

In Figure 6 and Figure 7, there is some distribution between the cases of the
trust rates. Interestingly, the full trust case (Trust 100%) varied from worst in
Figure 6 to best in Figure7. This means that if the number of equipped vehicles
increases, and also the number of people who trust anticipatory stigmergy, there
is a tendency that anticipatory stigmergy works better.

The results discussed about is largely depending on the map. However, we
think we succeeded a certain level understanding of the difference of the effects
of stigmergies.
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6 Related Works

There have been many approaches to handle traffic congestions from real world
approaches to theoretical approaches.

Stochastic congestion estimation from long term stored data has been used in
order to provide an estimation of congestion in the real world(For example, [2]).
As we showed in this paper, the long term stochastic congestion estimation is
working well in a pure experiment. However, as real world shows, congestions are
still happening. The reasons might be incentive issues, dynamic nature of traf-
fic (accidents, constructions, human unpredictable behaviors, etc.) or drivers’s
habitual activities (like bounded rationality).

Congestion pricing[3] is one of the popular topics about avoiding congestion.
Congestion pricing is a system of surcharging drivers of a traffic network in
periods of peak demand to reduce traffic congestion. Some toll-like road pric-
ing fees, or car pool lanes are real examples. Congestion pricing is not new.
Credit Based Congestion Pricing[4,5] is one of the next directions for congestion
pricing. Here, points-based mechanism is adopted for exchanging the rights to
pass a congested road in periods of peak demand. Congestion pricing is a kind
of centralized mechanism. However, our mechanism is rather able to be imple-
mented as distributed mechanism with indirect communication stigmergy. Paper
[6] proposes evolutionary game-theoretic model for dynamic congestion pricing in
traffic networks. Their learning model improves the dynamic congestion pricing
for some of real world road networks.

Distributed approaches have been widely studied in the field of multi-agent
sytems and artificial intelligences. Very large scale survey paper [7] investigate
the whole area of the transportation field with multi-agent systems from traffic
congestion to railway transportation. In particular, it seems people are very
focusing that ACO (Ant Colony Optimization)[8,9] can fit into the congestion
avoiding problems. We also think swarm intelligence approach can fit well about
traffic congestion control. Paper[10] proposes anticipatory vehicle routing using
multi-agent systems. Here, their multi-agent systems is actually more like ACO.
For anticipation purpose, they use ACO like optimization mechanism before
actual routing. Rather paper [11] models a vehicle as an ant. This approach is
close to our approach. The difference is that paper [11] adopts only pheromone
mechanisms without probe information that are being used in real world. There
is some possibility to improve their methodology by integrating with the current
real world approach to reduce traffic congestions. Another approach [12] is to use
cloud computing with mobile agent technologies for managing traffic congestion.
This is rather implementation issue.

The paper[13] aims at providing some knowledge on drivers窶 dynamic route
choice behavior using probe-vehicle data. Namely, modeling drivers’ route choice
from the real probe-vehicle data is essential because real human’s route choice
could be biased on its habitual activities. Also, the papers [14,15] are also ap-
proaching to model drivers’ dynamic routing modeling.
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7 Conclusion

In this paper we investigate several stigmergies models for decentralized traffic
congestion control. In this paper, as we discussed above, we assume the following
types of stigmergies : long term, short term, and anticipatory. We conducted
several simulations to compare the different kind of stigmergies. The results
demonstrate that if the traffic network is static, the combination of long term
stigmergies overcome the other stigmergies. Also, the stigmergy approach, where
each driver has a car-navigation like system that can communicate to outside
servers about stigmergy, overcome the situation where many vehcile counting
gates are located for all the roads. We conducted some sensitivity analysis about
the integration weights of long term and short term stigmergies in Case 5, and,
about the equip rates and the trust rates in Case 6.

Future work includes to test more variety of types of the stigmergies, larger
maps, dynamic environments (including accidents, constructions, etc.). In our
expectation, in some settings, the anticipatory stigmegy could make better effect
to avoid traffic congestion. We are now investigating such settings.

References

1. OSM: Openstreetmap (2012)
2. IBM: Ibm and singapore’s land transport authority pilot innovative traffic predic-

tion tool (2007)
3. Wikipedia: Congestion pricing (2012) (Online; accessed March 31, 2012)
4. Kockelman, K.M., Kalmanje, S.: Credit-based congestion pricing: a policy proposal

and the public’s response. Transportation Research Part A, 671–690 (2005)
5. Gulipallia, P.K., Kockelman, K.M.: Credit-based congestion pricing: A dallas-fort

worth application. Transport Policy (2008)
6. Dimitriou, L., Tsekeris, T.: Evolutionary game-theoretic model for dynamic con-

gestion pricing in multi-class traffic networks. Netnomics (2009)
7. Chen, B., Cheng, H.H.: A review of the applications of agent technology in traf-

fic and transportation systems. IEEE Transactions on Intelligent Transportation
Systems (2010)

8. Dorigo, M., Sttzle, T.: Ant Colony Optimization. MIT Press (2004)
9. Dorigo, M., Sttzle, T.: Ant Colony Optimization: Overview and Recent Advances.

Springer (2010)
10. Claes, R., Holvoet, T., Weyns, D.: A decentralized approach for anticipatory ve-

hicle routing using delegate multiagent systems. IEEE Transactions on Intelligent
Transportation Systems 12(2), 364–373 (2011)

11. Narzt, W., Wilflingseder, U., Pomberger, G., Kolb, D., Hortner, H.: Self-organising
congestion evasion strategies using ant-based pheromones. Intelligent Transport
Systems, IET 4(1), 93–102 (2010)

12. Li, Z., Chen, C., Wang, K.: Cloud computing for agent-based urban transportation
systems. IEEE Intelligent Systems 26(1), 73–79 (2011)

13. Morikawa, T., Miwa, T.: Preliminary analysis on dynamic route choice behavior
using probe-vehicle data. Journal of Advanced Transportation (2006)

14. Pillac, V., Gendreau, M., Gueret, G., Medaglia, A.L.: A review of dynamic vehicle
routing problems. Technical Report CIRRELT-2011-62 (2011)

15. Thomas, B.W., White III, C.C.: Anticipatory route selection. Transportation Sci-
ence (2004)



Life-Logging of Wheelchair Driving

on Web Maps for Visualizing
Potential Accidents and Incidents

Yusuke Iwasawa and Ikuko Eguchi Yairi

Graduate School of Science and Technology, Sophia University,
7-1, Kioicho, Chiyodaku, Tokyo, Japan. 102-8554

{yuusuke.0519,i.e.yairi}@sophia.ac.jp
http://www.yairilab.net

Abstract. Life-logging has attracted rising attention as the most
fundamental elements for developing every rich software today. This pa-
per presents computational estimation and mapping of potential acci-
dents and incidents of wheelchairs from life-logs with a single cheap and
mini-sized three-axis accelerometer mounted on a wheelchair. Wheelchair
driving data was obtained by real wheelchair users driving with their
wheelchair on real roads, but has the sampling time delay and noises.
As a first step of computational estimation, wheelchair driving behav-
ior was classified into moving and static action, and the moving action
was divided into tough and smooth status of the ground surface. We
employed Support Vector Machine for classification, and made the pre-
cise supervised data from the video of wheelchair driving. As the result
of classification, estimation of moving/static was achieved 98.2% accu-
racy rate and estimation of tough/smooth surface was achieved 82.6%
accuracy rate. From the surface estimation result, wheelchair-driving dif-
ficulty was mapped and evaluated.

Keywords: Life-Log, SVM, time-series classification, wheelchair.

1 Introduction

Recently life-loggers no longer wear heavy computers and large devices in order
to capture their entire lives, or large portions of their lives. In accordance with
the expanding smartphone sales, life-logging has become popular application
and attracted rising attention as the most fundamental elements for developing
every rich software, from the end-user applications to the big data management
tools in the era of ubiquitous and cloud computing. So we have been developing
life-logging application of wheelchair users[1].

This paper introduces our approach to the time series data analysis of wheel-
chair user’s life-log on driving with three-axis accelerometers. Three-axis
accelerometers are mounted onmost recent popular smart phones, and their time-
series data includes useful human behavior patterns. If wheelchair users sense and
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record their driving behavior with three-axis accelerometers as life-logs, their mo-
tion such as stopping, moving and near-falling accidents, and the status of the
ground surfaces such as smooth and bumpy will be estimated from time-series pat-
terns of three-axis accelerometers. The human behavior information where
near-falling accidents occurred is very important for all wheelchair users to prevent
accidents on driving. The information of the environment surroundingwheelchairs
such as where bumpy roads are is also necessary for them to choose maneuverable
routes on driving. Of course, simple trails of wheelchairs are practical information
for wheelchair users as the evidential fact where wheelchairs were able to access.
But a simple trail provides no information about whether a user took a lot of trou-
ble on driving on the route or not. The information about this driving difficulty can
be extracted by the estimation of human behavior and environmental information
fromwheelchair driving logs with time-series data of accelerometers. If wheelchair
trails and the extracted information fromdriving logs such as near-falling accidents
and bumpy roads are mapped on web maps, essential support will be provided to
expand the mobility of each wheelchair user.

We would like to classify time-series of acceleration values into some driving
action patterns for estimating and visualizing the information about driving diffi-
culty in this paper.Although there are some application to evaluate the ground sur-
face condition [2][3], these application have focused on improving the wheelchair
driving environment, it is not enough to visualize the information about human
action. In order to estimate a information about driving difficulty for a wheelchair
user from life-logs, classifying action pattern is necessary as conducting at a re-
search which purpose to achieve the health management system fitting for indi-
viduals from human behavior ’life-log’[4][5]. There are a few studies which focus
on classifying wheelchair driving behavior. However, these studies have only dealt
with the data of non-handicapped person [6], so classification using wheelchair
users data atmoving on actual environment have not beendiscussed.Our approach
to classify and visualize the mobility barrier is different with another studies in
terms of using wheelchair users driving data and classifying it, and novelty.

According to Zhengzheng’s survey [7], sequence classification can be classi-
fied into three main groups, ’Feature Based Classification’, ’Sequence Distance
Based Classification’ such as K nearest neighbor classifier(KNN) or SVM, and
’Model Based Classification’ such as Hidden Markov Model(HMM). Especially,
regarding time series data like acceleration values, ’Sequence Distance Based
Classification’ are widely adopted to classify. We adopt SVM to classify time
series of acceleration values into driving actions. Recently, SVM has proved to
be an effective method and some studies use SVM for sequence classification
[8][9][10][11]. Before to make clear what kind of classification method is opti-
mal and how is its accuracy with wheelchair driving data, this paper focuses on
the SVM as an ordinary classification method to precisely analyze the obtained
wheelchair driving data on the experiments.

In this paper, we introduce our collected data of wheelchair driving by real users
and our first step analysis of the data with SVM for the estimation of the human
behavior and the status of the ground surface. The collected data is not clean
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because of sampling time delay and is noisy, containing outlier. The estimation
from the data may require some creative algorithm which is optimum for the data
characteristics. However, we never mentioned about an optimum algorithm in this
paper. Our purpose is to clarify the characteristics of our collected data of
wheelchair driving from the classification analysis using SVM. The remainder of
this paper is organized as follows. The classification analysis framework is pro-
posed in Section 2. A classification tree to digitize and visualize the potential acci-
dents and incidents is discussed. Section 3 is devoted to a brief introduction to the
collected data on wheelchair driving experiments and our employed classification
method for data analysis. Results of the data analysis are presented in Section 4.
The conclusion and future works are showed in Section 5.

2 Visualization of Potential Accidents and Incidents of
Wheelchairs Driving

Typical serious accidents of wheelchairs were reported, for examples, as follows:
wheelchair falls because of sidewalk curbs, collision accidents of wheelchairs be-
cause of loss of control at long or steep slopes, and car accidents with wheelchairs
which were reluctantly moving on driving road to avoid uneven sidewalks. There
is no question that these accidents were caused by the physical barriers to
wheelchair mobility on the ground surface such as roughness and terrains. Be-
hind these serious accidents, the physical barriers on the ground surface also
cause so many incidents, as non-injury accidents [12][13][14].

Wheelchair users can not access the information where these accidents and
incidents tend to occur because these information are difficult to digitize without
manpower and special skills in wheelchair mobility barrier assessment. So each
wheelchair user faces a daily challenge to manipulate his/her wheelchair on the
ground surface with undiscovered dangers. These challenges under undiscovered
dangers lead to the mental and physical stress for wheelchair users on outdoor
activities. To lessen the mental and physical stress of wheelchair users, it is in-
dispensable to digitize the information about physical barriers for wheelchair
mobility on the ground surface and to visualize the possibility where accidents
and incidents tend to occur. To digitize and visualize this information is a im-
portant mobility support method which enables wheelchair users to judge the
risk of driving on a certain route in advance and to plan a safer route.

As a first step of digitization and visualization of mobility barriers of wheel-
chairs on the ground surface, we attached single three-axis accelerometer to
wheelchairs of seven mobility-disabled persons, and collected the driving data
on several routes in Akihabara area. The data was mapped and color-coded ac-
cording to the Vibration Acceleration Level (abbr. VAL). But this color-coded
VAL map shows little information of the ground surface about accidents and
incidents risk. Because the simple acceleration value indicates the degree of vi-
bration which a wheelchair user felt on driving and which was influenced by a
wheelchair user’s driving such as speed, sudden starting and stopping, and so
on. Required solution for wheelchair users’ needs is not mapping the degree of
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vibration from acceleration value on web, but mapping the ground surface con-
ditions which are estimated from time series of acceleration values with machine
learning techniques.

Consequently, this paper proposes the estimation of mobility barriers on the
ground surface from time series of acceleration values on wheelchair driving with
machine learning techniques. To clarify the estimation objectives, we describe
wheelchair driving behavior as the classification model shown in Figure 1. As
the first level classification, wheelchair-driving behavior is divided into moving
and static actions. As the second level classification, moving action is divided
into moving on the ground surface with/without mobility barriers. Through this
two step classification, this paper investigates the possibility of the estimation
of mobility barriers on the ground surface from time series of acceleration values
on wheelchair driving with machine learning techniques.

Fig. 1. The classification model of wheelchair driving behavior

3 Estimation of Mobility Barriers on the Ground
Surface from Life-Log

3.1 Wheelchair Diving Data

Seven mobility disabled persons participated in wheelchair driving experiments
of our laboratory and then wheelchair driving movement data was measured by
a Sun SPOT, three-axis accelerometers attached under the wheelchair seat, as
figure 2. Sun SPOT is cheap like smartphone and is easier to attach to the narrow
space under the wheelchair. In order to obtain natural driving data, each person
was asked to drive his/her own wheelchair which is used in his/her everyday life.
The acceleration value was measured about 20 minutes per person continuously,
and the routes was selected as including some mobility barriers of wheelchairs,
such as sidewalk curbs or tactile indicators for dealing with a lot of and various
wheelchair driving action patterns.

In terms of classifyingwheelchair driving behavior, it is important to prepare the
precise superviseddata,which are tuples of three-axis accelerationvalues andvideo
data taken from the back of wheelchair at the experiment in our case. Thus, we use
the single person’s data whose acceleration values and video data were mostly cor-
rect. The data has comparatively little missing of acceleration values, and
wheelchair-driving action could be judged using video data at almost all time.
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Fig. 2. System of life-logging wheelchair driving data

Figure 3 shows the histogram of sampling time of acceleration values. Horizon-
tal axis indicates sampling time and vertical axis indicates the number of frames.
As a result, the sampling time varied widely and the mean of sampling rate was
about 15 Hz instead of the theoretical sampling rate of Sun Spot, 50Hz. Natu-
rally, it is desirable that sensor data is taken as precisely as possible. However,
such a precise data is not always available in actual environment. Accordingly,
we investigate the available classification and accuracy of the classification from
widely dispersion of sampling rate.

0 0.05 0.1 0.15 0.2 0.25 0.3
0

1000
2000
3000
4000

 Sampling Time[s]

N
um

be
r 

0f
 

Sa
m

pl
es

   

Fig. 3. Histogram of sampling time

3.2 Classification Method

Having cleared the features of using data, next I would like to explain about
classification method of acceleration time-series data. SVM, a novel machine
learning technique, was used to classify the time-series of acceleration values.
Concretely, we divide time-series of acceleration values into some windows by
the number of frames and then classify the window using SVM. Dividing time-
series data using above method causes the difference of window size because
of various sampling time. Although the difference of window size can decrease
the classification accuracy, however, classifying the window was conducted with
accepting it.

In addition, window sizes affect the classification accuracy. For instance, clas-
sification must be difficult when the continued movement, such as climbing over
the sidewalk curbs, was divided into some windows Also, window sizes affect
the classification finesse because the smaller window size lead to higher time
resolution. Thus, it is important to optimize the window size for improvement
of performances, such as classification accuracy and fineness. Result of searching
the optimized window size will be shown at chapter 4.
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SVM is a supervised learning method; therefore, we need information of cor-
rect class, in which what kind of driving action is taken in each window. Correct
class was confirmed using video taken from the back of wheelchair at experiment.
Figure 4 shows the picture captured from the video. As seen from the figure 4,
it is possible to confirm the kind of ground surface which wheelchair moves on,
for instance wheelchair moving on paved asphalt at (a) and moving on rough
ground surface at (b). The status of road was judged like the above example.

     

    (a)                             (b) 

Fig. 4. Video taken from the back of wheelchair at the experiment (a) moving on paved
asphalt, (b) moving on rough ground surface

4 Result of Estimation and Visualization

4.1 Estimation of Human Action

Figure 5 shows the comparison between the moving action and the static action
of acceleration values taken for five seconds each. Horizontal axis indicates time
and vertical axis indicates acceleration value. (a), (b), and (c) represent the
acceleration value of horizontal, traveling, and vertical direction of wheelchair
movement. As seen from figure 5, there is big difference in two curves, that is, the
curves of moving action expressed by x-mark has bigger amplitude of acceleration
value than that of static action expressed by heavy line. So, it seems to be easy
that we classify the driving action into moving and stopping.

 
(a)                       (b)                        (c) 
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Fig. 5. Comparison the acceleration values of moving action with static action (a)
horizontal axis (b) traveling axis (c) vertical axis
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Three methods were conducted in order to classify human action. The first
method is simple classification that uses raw data as feature value. The second
method also uses raw data as feature value but add a preprocessing to reduce the
difference of window size before we divide into some windows. The preprocess-
ing cut off frames which sampling time over the average plus 2 times standard
deviation. The third method use three-axis statistics as feature value. Using
statistics as feature value make the classification more tolerant for noise, though
the temporal feature is rounded. As it compresses the dimension of feature value,
improving the generalization ability is also expected.

Figure 6 shows F values of the above three classification methods as for each
action class. Horizontal axis indicates the number of frames in a window and
vertical axis indicates average of 100 F value which was calculated by 10-fold
cross validation. Although F value was calculated from 5 frames to 120 frames
step by 1 frame, figure 6 shows the result of 5 frames to 120 frames step by 5
frames because of the restriction of space. The missing value in figure is not a
number because of few windows of static class.
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Fig. 6. F value comparison between three classification method (a) moving action class
(b) static action class

As the figure 6 indicates, F value of moving action class was very high. To
put it more concretely, the value was greater than 0.978 in each classification
method and window size. On the other hand, F value of static action class was
low than that of moving action class and tended to remarkably decrease when
the number of frames is bigger than 55 frames. Comparing the result of each
method, there was no big difference in both classes, however, when we focused
on the area of the number of Frame which achieve high F value, classification
using raw data without preprocessing (heavy line in figure 5) was better than the
other methods. This result suggests that the preprocessing and using statistic
value were of no effect to improve the classification accuracy. Hence, it seems
reasonable to use raw data for classifying the time-series acceleration values into
moving action class and static action class.
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Table 1. Concrete classification accuracy at 25, 35, 45, 55 frame

Let us examine the classification using raw data without preprocessing in
more detail. Then F value of moving class tended to be high when the number
of frames was from 25 to 75, and that of static class tended to be high when the
number of frames was from 25 to 55. Thus, optimized frames seem to be from
25 frames (about 1.75 sec) to 55 frames (about 3.85 sec) as for the classifying.
Table 1 shows the concrete accuracy, recall ratio of each class and precision ratio
of each class at 25, 35, 45, 55 frame.

4.2 Estimation of Status of the Ground Surface

Figure 7 shows ground surfaces chosen physical barrier for wheelchair mobility.
These ground surface can cause falling down, paralyzing the limbs, or discomfort.
The details are as follows; (a) rough road surface causing discomfort, (b) sidewalk
curbs causing falling down, (c) tactile surface indicators and (d) tile paving with
rough joint causing discomfort and paralyzing the limbs.

    
       (a)                  (b)                   (c)                   (d) 

Fig. 7. Examples of ground surface with mobility barriers (a) rough road surface, (b)
sidewalk curbs, (c) tactile surface indicator, (d) tile paving with rough joint

       (a)                  (b)                   (c)                   (d) 
    

Fig. 8. Examples of road surface without mobility barriers (a) pavement, (b) tile paving
with smooth joint, (c) paved Asphalt, (d) pedestrian crossing (paved Asphalt)
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Figure 8 shows the other ground surfaces included in moving path, which
were judged not having physical barrier. The details are as follows; (a) paved
concrete, (b) tile paving with smooth joint (c) paved asphalt, (d) pedestrian
crossing; paved asphalt. These ground surface cause only small risk for wheelchair
mobility because it is comparatively flat.

We conducted three methods to classify the moving action into the state of
moving on the ground surface having physical barrier (with barrier class) and
not having physical barrier (without barrier class). Each method uses different
feature value, raw data, statistic of each axis, and frequency component. It is
expected that using frequency component help to classify more concretely.

F values of each method are shown in figure 9 as well as figure 6. Figure 9
(a) shows the result of with barrier class and Figure 9 (b) shows that of without
barrier class. As a result, next two things were seen. Firstly, as the window size
gets bigger, F value of with barrier class tended to increase, whereas that of
without barrier class tended to decrease. It is inferred from this result that there
was the domain which is difficult to divide into two classes in feature space.
Secondly, method using statistics expressed by x-mark in figure 9 showed the
highest performance in each class. Especially concerning without barrier class,
the reduction of F value was gradually. In consequence, it is reasonable to use
statistics as feature value in terms of maximize the accuracy of classification.
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Fig. 9. F value of each classification whose feature value is raw data, statistics, and
frequency component (a) moving on ground surface with mobility barrier, (b) moving
on ground surfaced without mobility barrier

Figure 10 shows the accuracy curve of classification using statistic as feature
value. Notation of Figure 10 similar to that of Figure 6 with the exception of that
the number of frames is 5 frames to 120 frames step by 1 frame. The accuracy
curve tended to increase until in front and behind of 60 frames, and to flat after
60 frames. Thus, optimized window length is bigger than 60 frames (about 4.2
sec) to classify moving class into with barrier class and without barrier class. To
put it more concretely, recall ratio of with barrier class and without barrier class,
precision ratio of with barrier class and without barrier class, and accuracy at
the 60 frames were 89.2%, 67.9%, 85.1%, 75.5%, 82.6% respectively.
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Fig. 10. The accuracy curve of classification using statistic as feature value (from 5 to
120 frames step by 1 frame)

4.3 Visualization

Figure 11 shows the result of visualizing the driving difficulty estimated through
the above two classifications. High difficulty in wheelchair mobility is visualized
as light shade color marker and low difficulty in wheelchair mobility is visualized
as dark shade color marker. Let us look at correspondence of ground surface to
visualizing result at place A to D. At the place A and C where wheelchair drove
on tile paving with small joint which caused only small risk to move, visualizing
result tended to be light shade color marker. At the place B having strong rough
road surface and the place D being tile paving with rough joint, a lot of deep
shade color marker was seen on the visualizing result. Like the above cases,
visualizing result correspond to driving difficulty at least in rough point of view.
Thus, to visualize driving difficulty estimated through classifications, which was
shown in this paper, enables wheelchair users to judge the trends of the difficulty
of terrain caused by ground surfaces.

A

B

C

D

Fig. 11. Result of visualizing driving difficulty on the map
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Next, we will compare our proposing approach of visualizing the difficulty with
our previous approach which simply visualizes the acceleration values on trails
of wheelchair. Figure 12 shows the comparison between two visualization. Each
visualization use the same wheelchair driving movement data and the wheelchair
drove from right to left as the heavy arrow in figure 12. The dark shade color
marker means that there is no physical barrier and light shade color means that
there is physical barriers in figure 12 (a), and the color is deeper as acceleration
value is bigger in figure 12 (b).

Comparing two visualization at the places where wheelchair climbed over
the sidewalk curbs pointed by the solid line in figure 12, there are many light
shade color marker in both visualization, then we could find there was phys-
ically barrier, but, as for the places where wheelchair climbed down sidewalk
curbs pointed by the dotted line, as shown in figure 12 (c), both visualization
was totally different. That is, these places were estimated as physical barrier
correctly by our proposing approach, and had small vibration at visualizing ac-
celeration values, which lead the users to erroneous judge. The reason why the
place caused only small vibration was the habit of the user which is decreasing
the speed of wheelchair when climbed down the sidewalk curbs for avoiding the
impactprobably for avoiding impact. On the other hand, such movement habit
was de-noised by estimating ground surface conditions from acceleration value
and that enable to judge correctly. As shown above discussion, our proposing
approach was effective to digitize the potentially dangerous place and to support
for wheelchair mobility.

EFG

EFG

(a)

(b)

(c)

Fig. 12. The estimation result of each visualization at sidewalk curbs (a) our proposing
approach, (b) visualizing VAL, (c) the sidewalk curbs

5 Conclusion

Although there is no question that physical barriers on the ground surface cause
some wheelchair accidents, users can not access the information about where
these accidents and incidents tend to occur because of difficulty of digitizing
these information. This paper proposed to estimate the mobility barriers on the
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ground surface from wheelchair driving life-log measured by single cheap and
mini-sized accelerometer in accordance with the classification model in Figure 1.
As the results of classification, human action level classification was achieved 98.2
% accuracy rate by using raw data as feature value and setting the window size
as 30 frames, and the status of the ground level classification was achieved 82.1
% accuracy rate by using statistic data as feature value and setting the window
size as 60 frames, from the life-log of wheelchair driving using SVM. To visualize
the estimated ground surface conditions was effective to digitize more correct
information than simply mapping the VAL on Map. Open problems for devel-
oping more useful system are as follows; (1)analyzing wheelchair driving data
of various properties and a large number of people, (2)reviewing another mobile
and cheap sensor, such as smartphone or quasi-zenith satellites which enable to
use high precision location information, to improve the accuracy of classification
and to classify more complex action, (3)reviewing algorithms specialize to clas-
sify the time-series of acceleration values of wheelchair driving action into some
detailed action. To clear these open problems enables us to digitize the potential
dangerous place corresponding to the properties of various users and to support
wheelchair mobility.
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Abstract. This paper introduces  a texture features extraction technique for 
content-based image retrieval using fractional differential operator mask convo-
lution with Cesáro means. We propose one general fractional differential mask 
on eight directions for texture features extraction. Image retrieval based on 
texture features is getting unusual concentration because texture is an important 
feature of natural images. Experiments show that, the capability of texture 
features extraction by fractional differential-based approach appears efficient to 
find the best combination of relevant retrieved images for different resolutions. 
To compare the performance of image retrieval method, average precision and 
recall are computed for query image. The results showed an improved perfor-
mance (higher precision and recall values) compared with the performance us-
ing other methods of texture extraction. 

Keywords: Fractional calculus, fractional differential, Cesáro means, fractional 
mask, texture segmentation, content based image retrieval. 

1 Introduction 

A typical content-based image retrieval (CBIR) system consists of two main tasks, 
feature extraction and similarity measurement. The key to a successful retrieval 
system is choosing the right features to accurately represent the images and the size of 
the feature vector. Commonly the features used in CBIR are include color, shape, 
texture or any combination of them. 

Texture is an important feature of natural images  a variety of image texture 
applications and has been a subject of intense study by many researchers [1]. Image 
texture, defined as a function of the spatial variation in pixel intensities (gray values). 
Therefore, texture retrieval is relevant to CBIR since texture characteristics are 
powerful in discriminating between images [2]. A wide variety of techniques for 
texture have been proposed. Few of the techniques used global color and texture 
features [3-5]. 
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The objective of this paper is to develop a technique which captures texture 
features in an image using fractional differential mask convolution with Cesáro 
means, which is the main contribusion of this work. Each pixel of the image is 
convolved with the fractional differential mask on eight directions. The features 
computed on these masks serve as local descriptors of texture. Compare to co-
occurrence matrice and Gabor filters for texture features extraction methods, the 
proposed method performs well with very less computational time. The outline of the 
paper is as follows: Fractional calculus is  presented in Section 2 . The construction 
of fractional differential mask scheme is presented in Section 3. Experimental results 
and conclusion are are shown in Sections 4 and 5, respectively. 

2 Fractional Calculus 

Fractional calculus and its applications (that is the theory of derivatives and integrals 
of any arbitrary real or complex order) has importance in several widely diverse areas 
of mathematical physical and engineering sciences. It generalized the ideas of integer 
order differentiation and n-fold integration. Fractional derivatives introduce an 
excellent instrument for the description of general properties of various materials and 
processes. This is the main advantage of fractional derivatives in comparison with 
classical integer-order models, in which such effects are in fact neglected. The 
advantages of fractional derivatives become apparent in modeling mechanical and 
electrical properties of real materials, as well as in the description of properties of 
gases, liquids and rocks, and in many other fields. 

Nowadays, fractional calculus (integral and differential operators) arises in signal 
and image possessing. The fractional calculation is able to enhance the quality of 
images, with interesting possibilities in edge detection and image restoration, to reveal 
faint objects in astronomical images and devoted to astronomical images analysis 
[6,7]. Furthermore, fractional calculus is employed in texture segmentation [8], design 
problems of variables [9] and image denoising [10]. Finally, the fractional calculus 
(differential operators) is used in different applications in engineering [11].  

3 Construction of Fractional Differential Mask 

This section briefly describes the mathematical background for the fractional differen-
tial mask (φ) that has been used by the proposed algorithm. We have proceeded to 
construct the generalized fractional mask using the following  generalized fractional 
differential operator [12] : 
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Note that when 0,=μ  (3) reduces to the case of the Riemann-Liouville fractional 

operator. However, in the context of image processing Eq.(3) applies uniformly in the 
whole digital image and therefore should be in two directions of z and w . Now for 
two variables function like images, the negative direction of z  and w  coordinates, 
can be expressed as 
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While for two variables on the positive direction of  z  and  w  coordinates, we 
have 
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For digital images, two dimensional fractional differential mask coefficients can be ob-
tained in eight directions of 180°, 90°, 0°, 270°, 45°, 135°, 315°, 225°, as shown in Fig.1.  

The output of each image block is eight values, which are representing the texture 
information in each image. Then the final texture value for each image block is calcu-
lated by using Cesáro means of the following equation [13]:  
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k z
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nk
g )

1
(=

1=

+−                              (8) 

All texture image block values are combined to produce one texture feature for each 
image. In order to create the texture features vector, in the beginning each image is di-
vided into non- overlapped image blocks. The size of each image block is equal to the 
size of the fractional differential mask (4x4). The number of image block is chosen to 
achieve the requirements of the image detail. The main objective of applying Cesáro 
means is to reduce the size of the texture feature vector to one value instead of 16 for 
each image block without compromising their discriminating ability. The similarity 
measurement of a new texture feature vector will be possible by searching the most 
similar vector into the database, where the retrieved images are ranked by their Eucli-
dean distances D(i,j) to their respective query image which is calculated as follows[1]. 
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where Di,j is the distance of two images xi,j, yi,j and  n, m is the image size. 
The proposed texture features extraction includes the following steps: 
 

i. Resize the images to 128 × 128 × 3 and converted to grayscale. 
ii. Divide each image into a specific number of blocks (32x32). The size of each 

image block is equal to the size of the fractional differential mask (4x4).  
iii. Set the mask window size and the values of the fractional powers α and µ. 
iv. Apply fractional differential mask convolution on eight directions with the 

gray value of corresponding image pixels, and adding all product terms to 
obtain weighting sum on eight directions. 

v. Find the arithmetic mean of the weighting sum value on the eight directions 
as approximate value of fractional differential for image pixel. 

vi. Apply Cesáro means to reduce the size of the texture feature vector. 
vii. Repeat steps iii to vi for whole image pixels. 

viii. Store the complete texture vector for each image. 
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Fig. 1. Fractional differential masks on directions of 180°, 90°, 0°, 270°, 45°, 135°, 315°, 225° 
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Fig. 3. Query Image 

To discuss the performance of the algorithm we have used one class image, which 
is shown in Fig. 3 considered as an example. The algorithm is applied on the database 
of 304 images to generate texture feature vector for each image in the database and 
the query image and then calculate the Euclidian distance to find the relevant images. 
The proposed algorithm exhibited good results as shown Fig. 4, where the first 9 re-
trieved images are shown. The number of relevant images from same class are 7, and 
a few images from different classes retrieved. The precision-recall crossover plot for 
the same is shown in the Fig. 5, where both the precision and recall curves intersect is 
called crossover point in precision and recall. Crossover point can be used in a way to 
measure how correct the proposed algorithm is, higher the crossover point, better is 
the performance of the method [14]. The average precision-recall crossover of the 
CBIR method acts as one of the important parameters to judge its performance. A 
comparison with co-occurrence matrix and Gabor filters as standard methods for tex-
ture extraction is presented in this paper. 

Co-occurrence matrix is a statistical method to describe textures in an image is 
achieved primarily by modeling texture as a two-dimensional gray level variation[15]. 
Gabor filter (or Gabor wavelet), widely adopted to extract texture features from im-
ages for image retrieval. Many proposed retrieval techniques adopt the Gabor wavelet 
as a useful texture descriptor[1]. 

As the comparison is done on the bases of these two algorithms, the relevancy of 
image decreases are shown in Figs. 6 - 8 for co-occurrence matrix and Gabor filter 
respectively. The average precision-recall crossover for co-occurrence matrix and 
Gabor filter are shown in Fig.7 and 9 respectively. Table 1, shows the comparison of 
experimental results of proposed method with co-occurrence matrix and Gabor filter.  

The proposed technique for CBIR system provides satisfactory results, extracting 
quite relevant images from the same class. The higher crossover point of the proposed 
algorithm, acts as one of the important parameters to judge its performance.  
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Fig. 4. Retrieved images for  query 
image of Fig. 2 (proposed algorithm) 

Fig. 5. Precision - recall for query image of  Fig. 2 
with the number of images retrieved(proposed 
algorithm) 

 

  

Fig. 6. Retrieved images for query 
image of Fig. 2 ( co-occurrence 
matrix) 

Fig. 7. Precision - recall for query image of Fig.2 
with the number of images retrieved (co-occurrence 
matrix) 

 

 
 

  

Fig. 8. Retrieved images for 
query image of Fig. 2 (Gabor 
Filters) 

Fig. 9. Precision - recall for query image of Fig.2 with 
the number of images retrieved (Gabor Filters) 
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Table 1. Comparison of the experimental results with other standard methods 

Algorithm Average 
Precession 

Average Recall Cross over point 

Proposed 0.5432 
 

0.5401 0.53 

Co-occurrence ma-
trix 

0.5207 
 

0.5113 0.51 

Gabor Filters 0.3491 
 

0.5313 0.32 

5 Conclusion 

In the current paper, a texture features extraction technique, using fractional 
differential mask convolution with Cesáro means was used to retrieve desired images 
from their databases. Fractional differential mask convolution on eight directions with 
the gray value had been applied on eight directions. The experiment results means 
demonstrate the efficacy of this algorithm in comparison with the existing standard 
methods for texture extraction. Beside, the proposed algorithm exhibited better re-
trieval precision than the co-occurrence matrix and Gabor filters as standard methods 
for texture extraction. 
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Abstract. This paper makes the first attempt to establish a framework for pos-
sibilistic reasoning in (nonmonotonic) multi-context systems, called possibilistic
MCS. We first introduce the syntax for possibilistic MCS and then define its
equilibrium semantics based on Brewka and Eiter’s nonmonotonic multi-context
systems. Then we investigate several properties and develop a fixoint theory for
possibilistic MCS.

1 Introduction

Sharing and reasoning about information in a distributed and heterogeneous environ-
ment is becoming more important than ever with the advent of the web and of ubiq-
uitous connectivity. In many cases, such information is not organized as a unique, ho-
mogeneous and coherent knowledge base, but is scattered in a large set of local and
inter-related contexts. As a result, advanced information systems for the web should
be able to deal with such heterogeneity. Moreover, this kind of information is usually
incomplete and the information flow between different sources can be quite diverse.
During the last decade, there have been extensive efforts in resolving this challenge and
in particular, multi-context systems are regarded a promising tool for formalizing and
processing heterogeneous and incomplete information [2; 3]. In artificial intelligence,
a context is either a situation in the general sense of the term or a part of knowledge
or both. Informally, a multi-context system is a formal description of the information
available in a number of contexts and specifies the information flow between those con-
texts. Several logical approaches to context systems have been proposed, most notably
McCarthy’s propositional logic of context [10] and the multi-context systems devised
by Giunchiglia and Serafini [7]. We note that multi-context systems are different from
multi-agent systems in that, unlike an agent, a context is not autonomous in general
while there is information flow between contexts.

Several different logic-based approahces to MCS have been proposed, e.g. in [10]
the contexts are based on classical monotonic reasoning and in [12] and [5] the contexts
allow for reasoning based on the absence of information from a context, and in [4] a
formalism of heterogeneous nonmonotonic multi-context systems is introduced, which
is capable of combining arbitrary monotonic and nonmonotonic logics.

On the other hand, possibility logic, which is developed from Zadeh’s possibility
theory [14], provides a useful framework for representing states of partial ignorance
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owing to the use of a dual pair of possibility and necessity measures [6]. We note that
some efforts have been made to merge possibilistic reasoning in multiple-source infor-
mation, e. g. [1], but MCS is different from the frameworks for merging multiple-source
information as MCS aims to provide a suitable framework for performing distributed
reasoning across multiple information sources.

To our best knowledge, the problem of incorporating possibilistic reasoning into
MCS has not been studied yet. This paper makes the first attempt to establish a frame-
work for combining nonmonotonic MCS and possibilistic reasoning. We first introduce
the syntax for our possibilistic MCS and then define the equilibrium semantics based
on Brewka and Eiter’s nonmonotonic MCS in [4]. In our framework, each context is
represented as a possibilistic logic program [11]. Then we investigate several properties
and develop algorithms for the possibilistic MCS.

We proceed, in section 2, with a brief review of possibilistic normal logic program
with answer set semantic. In section 3 we introduce the poss-MCS and deal with a part
of it, then we extend the result in section 4. Finally, we conclude the work in section 5.

2 Preliminary

We first recall some basics of possibilistic logic and then introduce the syntax and se-
mantics for possibilistic logic programs proposed in [11]. We deal with propositional
logic and logic programs. Throughout the paper, a possibilistic concept is denoted X
while its classical counterpart is denoted X .

We assume that Σ is a set of atoms. A (classical) interpretation I is a subset of Σ.
An atom a is true under I if a ∈ I; otherwise, a is false under I . By 2Σ we denote the
set of all interpretations on Σ, i. e. the power set of Σ.

A possibilistic formula φ on Σ is a pair (φ, [α]) where φ is a propositional formula
on Σ and α ∈ [0, 1]. Informally, (φ, [α]) expresses that the formula φ is certain at
least to the level α. This degree α is evaluated by a necessity measure but it is not
a probability. The higher is the level, the more certain is the formula. In particular, a
possibilistic formula φ is called a possibilistic atom if φ is an atom. A possibilistic
knowledge base (poss-KB) K on Σ is a finite set of possibilistic formula on Σ. If
K = {(φ1, [α1]), . . . , (φn, [αn])} (n ≥ 0), then the classical part of K is denoted
K = {φ1, . . . , φn}.

The basic part of the semantics for possibilistic logic is the possibility distributions,
each of which is a mapping from 2Σ to the interval [0, 1].

Given a possibility distribution π, for each interpretation ω, π(ω) represents the de-
gree of compatibility of the interpretation ω with the available information (or beliefs)
about the real world.

A possibility distribution π defines two different weights for propositional formulas.
For each propositional formula φ, we define

– Possibility degree: Π(φ) = max{π(ω) | ω |= φ}.
– Necessity degree:N(φ) = 1−Π(¬φ).

The possibility degree Π(φ) evaluates the extent to which φ is consistent with the
available beliefs expressed by π. Thus the possibility degree is also referred to as the
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consistent degree. The necessity degree N(φ), also called certainty degree evaluates
the extent to which φ is entailed by the available beliefs expressed by π.

We say a possibility distribution is compatible with a poss-KB K if, N(φ) ≥ α for
every (φ, [α]) ∈ K . Generally, there may exist several possibility distributions com-
patible with K. The most desirable distribution is usually selected by the minimum
specificity principle [13]. A possibility distribution π is said to be the least specific
distribution among all compatible distributions if there is no possibility distribution π′

such that it is compatible with K , π′ �= π, and ∀ω, π′(ω) ≥ π(ω).

Definition 1. Let Σ be a finite set of atoms. A possibilistic atom is a = (a, [α]). where
a ∈ Σ and α ∈ [0, 1].

The classical projection of a is the atom a and n(a) = α is the necessity degree of the
possibilistic atom a.

Definition 2. A possibilistic normal logic program (or poss-program) is a set of possi-
bilistic rules of the form:

r = a← a1, . . . , am, not b1, . . . ,not bn, [α]. (1)

where m ≥ 0, n ≥ 0, {a1, . . . , am, b1, . . . , bn, a} ⊆ Σ, and n(r) = α ∈ [0, 1].

The symbol “not” denotes the default negation and for each atom bi, not bi is a negative
literal.

Similar to possibilistic propositional logic, the classical projection r of a possibilistic
rule r is the classical rule a ← a1, . . . , am, not b1, . . . ,not bn. Also, α represents the
certainty level of the information described by the rule r.

Given a rule r of the form (1), its head is defined as head(r) = a and its body is
body(r) = body+(r) ∪ not body−(r) where body+(r) = {a1, . . . , am}, body−(r) =
{b1, . . . , bn}.

The positive projection of r is r+ = head(r)← body+(r), [α].
The set of all rules of P with the head a is H(P , a) = {r ∈ P | head(r) = a}.
If a poss-program P does not contain any default negation (i. e. body−(P ) = ∅),

then P is called a definite poss-program.
We first introduce the semantics for definite poss-programs.
The reduct of a poss-program P w. r. t. a set A of atoms is the definite poss-program

defined by:

P
A
= {r+ | r ∈ P , body−(r) ∩ A = ∅} (2)

We note that the rule r+ is actually the possibilistic rule formed by the classical reduct
r+ together with the certainty level of r.

For a set of atomsA ⊆ Σ and a rule r in P , we say r is applicable inA if body+(r) ⊆
A and body−(r) ∩ A = ∅. App(P ,A) denotes the set of rules in poss-program P that
are applicable in A.
P is said to be grounded if it can be ordered as a sequence 〈r1, . . . , rn〉 such that

∀i, 1 ≤ i ≤ n, ri ∈ App(P, head({r1, . . . , ri−1})) (3)
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Given a poss-program P over a set Σ of atoms, similar to the case of propositional pos-
sibilistic logic, the semantics ofP is also defined through possibility distributions onΣ.

The compatibility of a possibility distribution with definite poss-program P is de-
fined in [11] (Definition 4). There may exist several different possibility distributions
that are compatible with a given definite poss-program. Among these compatible dis-
tributions, we are particularly interested in the least specific one, which is given in the
next result.

Proposition 1. Let P be a definite poss-program. We define a possibilistic distribution
πP for P as, for each A ∈ 2Σ ,

πP (A) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if A � head(App(P,A))

0, if App(P,A) is not grounded

1, if A is a model of P

1−max{n(r) | A � r}, otherwise.

(4)

Then πP is the least specific distribution compatible with P .

The least specific distribution for P determines its possibilistic measures.

Definition 3. Let P be a definite poss-program and πP the least specific distribution
compatible with P . Then the possibility and necessity degrees for an atom a is defined
by

ΠP (a) = max{πP (A) | a ∈ A}.
NP (a) = 1−max{πP (A) | a /∈ A}.

ΠP (a) gives the level of consistency of a w. r. t. the definite poss-program P and
NP (a) evaluates the level at which a is inferred from P . For instance, whenever an
atom a belongs to the model of the classical program, its possibility is equal to 1.

The necessity measure allows us to introduce the following definition of the possi-
bilistic model of a definite poss-program.

Definition 4. Let P be a definite poss-program. Then the set

M(P ) = {(a,NP (a)) | a ∈ Σ, NP (a) > 0} (5)

is referred to as its possibilistic model.

So far we have introduced the semantics for definite poss-programs. Now we turn to
study the computation of the possibility distribution and possibilistic model for a given
poss-program. First we define β-applicability of a rule r to capture the certainty of an
conclusion that the rule can derive w. r. t. a set A of possibilistic atoms.

Definition 5. Let r be a possibilistic rule of the form c ← a1, . . . , an, [α] and A be a
set of possibilistic atoms.

1. r is β-applicable in A with possibility β=min{α, α1, . . . , αn} if
{(a1, α1), . . . , (an, αn)} ⊆ A.

2. r is 0-applicable otherwise.
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If the rule body is empty, then the rule is applicable with its own certainty degree and
if the body is not satisfied by A, then the rule is 0-applicable and it is actually not at all
applicable w. r. t. A. So the applicability level of the rule depends on the certainty level
of atoms in its body and its own certainty degree.

The set of rules in P that have the head a and are applicable w. r. t. A is denoted
App(P ,A, a):

App(P ,A, a) = {r ∈ H(P , a), r is β-applicable in A, β > 0} (6)

Having defined the applicability of possibilistic rules, we can generalise the conse-
quence operator of classical logic programs to poss-programs.

Definition 6. Let P be a poss-program, a be an atom and A be a set of possibilistic
atoms. Then we define the consequence operator for P by

TP (A) = {(a, δ) | a ∈ head(P ),App(P,A, a) �= ∅, δ = max{β | r is β-applicable in A}}

Then the iterated operator T
k

P is defined by

T
0

P = ∅ and T
n+1

P = TP (T
n

P ), ∀n ≥ 0. (7)

TP has a least fixpoint that is the possibilistic consequences of P and it is denoted by
Cn(P ). We have Cn(P ) = M(P ) (see [11] for more details).

For poss-programs, it is easy to formalize the notion of stable models by a general-
ized reduct [8].

Definition 7. Let P be a poss-program and A a set of atoms.

We say A is a stable model of poss-program P if A = Cn(P
A
).

The possibility distribution for P is defined in terms of its reduct’s possibility distribu-
tion as follows.

Definition 8. Let P be a possibilistic logic program and A be an atom set, then π̃P is
the possibility distribution defined by:

∀A ∈ 2Σ, π̃P (A) = π
P

A(A) (8)

With these two definitions we can also define the possibility and necessity measures to
each atom by Definition 3.

3 Possibilistic Multi-Context Systems

In this section we will first incorporate possibilistic reasoning into multi-context sys-
tems (MCS) and then discuss their properties.
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3.1 Syntax of Poss-MCS

A possibilistic multi-context system (or poss-MCS) is a collection of contexts where
each context is a poss-program with its own knowledge base and bridge rules. In this
paper, a possibilistic context C is a triple (Σ,K,B) where Σ is a set of atoms, K is
a poss-program, and B is a set of possibilistic bridge rules for the context C. Before
formally introducing poss-MCS, we first give the definition of possibilistic bridge rules.
Intuitively, a possibilistic bridge rule make it possible to infer new knowledge for a
context based on some other contexts. So possibilistic bridge rules provide an effective
way for the information flow between related contexts.

Definition 9. Let C1, . . . , Cn be n possibilistic contexts. A possibilistic bridge rule bri
for a context Ci (1 ≤ i ≤ n) is of the form

a← (C1 : a1), . . . , (Ck : ak), not (Ck+1 : ak+1), . . . , not (Cn : an), [α] (9)

where a is an atom in Ci, each aj is an atom in context Cj for j = 1, . . . , n.

Intuitively, a rule of the form (9) states that the information a is added to contextCi with
necessity degree α if, for 1 ≤ i ≤ k, aj is present in contextCj and for k+1 ≤ j ≤ n,
aj is not provable in Cj .

By bri we denote the classical projection of bri:

a← (C1 : a1), . . . , (Ck : ak), not (Ck+1 : ak+1), . . . , not (Cn : an). (10)

The necessity degree α of the bridge rule bri is written n(bri).

Definition 10. A possibilistic multi-context system, or just poss-MCS, M =
(C1, . . . , Cn) is a collection of contexts Ci = (Σi,Ki, Bi), 1 ≤ i ≤ n, where each Σi

is the set of atoms used in context Ci, Ki is a poss-program on Σi, and Bi is a set of
possibilistic bridge rule over atom sets (Σ1, . . . , Σn).

A poss-MCS is definite if the poss-program and possibilistic bridge rules of each
context is definite.

Definition 11. A possibilistic belief set S = (S1, . . . , Sn) is a collection of possibilis-
tic atom sets Si where each Si is a collection of possibilistic atoms ai and ai ∈ Σi

In the next two subsections we will study the semantics for possibilistic definite MCS.

3.2 Model Theory for Definite Poss-MCS

Like poss-programs we will first specify the semantics for definite poss-MCS (i. e. with-
out default negation) and then define the semantics for poss-MCS with default negation
by reducing the given poss-MCS to a definite poss-MCS.

For convenience, by a classical MCS we mean a multi-context system (MCS) with-
out possibility degrees as in [4]. The semantics of a classical MCS is defined by the set
of its equilibria, which characterize acceptable belief sets that an agent may adopt based
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on the knowledge represented in a knowledge base. Let us first recall the semantics of
classical MCS. LetM = (C1, . . . , Cn) be a classical MCS with each (classical) context
Ci = (Σi,Ki, Bi), where Σi is a set of atoms, Ki is a logic program, and Bi is a set of
(classical) bridge rules.

A belief state of a MCS M = (C1, . . . , Cn) is a collection S = (S1, . . . , Sn) where
each Si is a set of atoms that Si ⊆ Σi. A (classical) bridge rule (10) is applicable in a
belief state S iff for 1 ≤ j ≤ k, aj ∈ Sj and for k + 1 ≤ j ≤ n, aj �∈ Sj .

In general, not every belief state is acceptable for an MCS. Usually, the equilib-
rium semantics selects certain belief states for a given MCS as acceptable belief states.
Intuitively, an equilibrium is a belief state S = (S1, . . . , Sn) where each context Ci

respects all bridge rules applicable in S and accepts Si. The definition of equilibrium
can be found in [4]. There may exist several different equilibrium, among these equi-
librium, we are particularly interested in the minimal one. Formally, S is a grounded
equilibrium of an MCS M = (C1, . . . , Cn) iff for each i (1 ≤ i ≤ n), Si is an answer
set of logic program P = Ki∪{head(r) | r ∈ Bi is applicable in S}. Then if the logic
program P is grounded, we can use Cn(P ) to obtain its (unique) answer set, which is
the smallest set of atoms closed under P and alternatively, it can be computed as the
least fixpoint of the consequence operator TP : TP (A) = head(App(P,A)) (see [9]).

So for a classical definite MCS, its unique grounded equilibrium is the collection
consisting of the least model of each context. The grounded equilibrium of a definite
MCS M is denoted GE(M).

Then we clarify the links between the grounded equilibrium S of a definite MCS M
and the rules producing it. We see that for each context Ci, Si is underpinned by a set
of applicable rules Appi(M,S), that satisfies a stability condition and that is grounded.

Proposition 2. Let M be a definite MCS and S be a belief state,

S is the grounded equilibrium of M ⇔

⎧⎨⎩Si = head(Appi(M,S))⋃
i

Appi(M,S) is grounded (11)

Now let us turn to the semantics of definite poss-MCS. Thus, we will specify the pos-
sibility distribution of belief states for a given definite poss-MCS. As we know that the
satisfiability of a rule r is based on its applicability w. r. t. an belief state S and S � r iff
body+(r) ⊆ S∧head(r) /∈ S. But this is not enough to determine the possibility degree
of a belief state. For example, if we have a definite MCS M = (C1, C2) consisting of
two definite MCS. Assume K1 and K2 are empty, and B1 consists of the single bridge
rule p ← (2 : q) and B2 of the single bridge rule q ← (1 : p). Now S = ({p}, {q})
satisfies every rule in M . But it is not an equilibrium because the groundedness is not
satisfied. Besides, assume that an definite MCS M = (C1) with a single context, K1 is
{a} and B1 consists of the bridge rule b ← (1 : c). Now S = ({a, b}) satisfies every
rules in M but it is not an equilibrium because b cannot be produced by any rule from
C1 applicable in S. In these two cases, the possibility of S must be 0 since they cannot
be an equilibrium at all, even if they satisfy every rule in their MCS.
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Definition 12. Let M = (C1, . . . , Cn) be a definite poss-MCS and S = (S1, . . . , Sn)
be a belief state. The possibility distribution πM : 2Σ → [0, 1] for M is defined as, for
S ∈ 2Σ ,

πM (S) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 if S � head(
⋃
i

Appi(M,S))

0 if
⋃

iAppi(M,S) is not grounded

1 if S is an equilibrium of M

πM (S) = 1−max{n(r) | S � r, r ∈ Bi or r ∈ Ki}, otherwise.
(12)

The possibility distribution specifies the degree of compatibility of each belief set S
with poss-MCS M .

Recall that GE(M) denotes the grounded equilibrium of a (classical) definite MCS
M . Then the possibility distribution for definite poss-MCS has the following useful
properties.

Proposition 3. Let M = (C1, . . . , Cn) be a definite poss-MCS, S = (S1, . . . , Sn) be
a belief state and GE(M) the grounded equilibrium of M , then

1. πM (S) = 1 iff S = GE(M).
2. If S ⊃ GE(M), then πM (S) = 0.
3. If GE(M) �= ∅, then πM (∅) = 1 −max{n(r) | body+(r) = ∅, r ∈ Bi or r ∈

Ki}.

Proof. 1. ⇒: Let πM (S) = 1. On the contrary, assume that S �= GE(M). Then by
Equation (12), πM (S) = 1 would only be obtained from the last case:

πM (S) = 1−max{n(r) | S � r, r ∈ Bi or r ∈ Ki}.

This implies that S |= r.

By the first case in Equation (12), we have that S ⊆ head(
⋃
i

Appi(M,S)).

By the second case in Equation (12),
⋃

iAppi(M,S) is grounded.
Therefore, S must be the least equilibrium of M .
⇐:If S = GE(M) by the definition we have πM (S) = 1.
2. BecauseS ⊃ GE(M) we have for each i : Si ⊃ head(Appi(M,S))∨App(M,S)

is not grounded by properties 2. So by definition πM (S) = 0.
3. It is obvious that ∅ ⊆ head(Appi(M, ∅)) and Appi(M, ∅) is grounded. So it can

only apply to the forth case of Equation 12.

Definition 13. Let M be a definite poss-MCS and πM be the possibilistic distribution
for M . The possibility and necessity of an atom in a belief state S is defined by:

ΠM (ai) = max{πM (S) | ai ∈ Si} (13)

NM (ai) = 1−max{πM (S) | ai /∈ Si} (14)
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Proposition 4. Let M be a definite poss-MCS and S = (S1, . . . , Sn) is a belief state.
Then

1. ai /∈ Si iff NM (ai) = 0.
2. If ai ∈ Si, then NM (ai) = min{max{n(r) | Si � r, r ∈ Bi or r ∈ Ki} | ai /∈

Si, Si ⊂ GE(M)}.

Proof. 1. Because πM (S) = 1, NM (ai) = 0 is obvious when ai /∈ Si. And when
NM (ai) = 0 it means there is an S such that ai /∈ Si and πM (S) = 1, So such an S
must be the equilibrium of M . Thus, a /∈ GE(M)

2.

NM (ai) =1−max{πM(S) | ai /∈ Si}
=1−max{πM(S) | ai /∈ Si, Si ⊂ GE(M)}

since by Proposition 3

=1−max{1−max{n(r) | Si � r, r ∈ Bi or r ∈ Ki | ai /∈ Si, Si ⊂ GE(M)}
since πM (S) = 1−max{n(r) | Si � r, r ∈ Bi or r ∈ Ki}

=min{max{n(r) | Si � r, r ∈ Bi or r ∈ Ki} | ai /∈ Si, Si ⊂ GE(M)}.

The semantics for definite poss-MCS is determined by its unique possibilistic grounded
equilibrium.

Definition 14. Let M be a definite poss-MCS. Then the following set of possibilistic
atoms is referred to as the possibilistic grounded equilibrium.

MD(M) = (S1, . . . , Sn)

where Si = {(ai, NM (ai)) | ai ∈ Σi, NM (ai) > 0} for i = 1, . . . , n.

By the first statement of Proposition 4, it is easy to see the following result holds.

Proposition 5. Let M be a definite poss-MCS and M be the classical projection ofM .
Then the classical projection of MD(M) is the grounded equilibrium of the definite
MCS M .

Example 1. LetM = (C1, C2) be a definite poss-MCS whereΣ1 = {a},Σ2 = {b, c},
K1 = {(a, [0.9]), (c← b, [0.8])}, K2 = B1 = ∅, B2 = {(b← 1 : a, [0.7])}.

By Definition 12, πM ({∅}, {∅})=1 − max{0.9}=0.1, πM ({∅}, {b})=1 −
max{0.9, 0.8}=0.1, πM ({∅}, {c}) = 1 − max{0.9} = 0.1, πM ({∅}, {b, c}) = 0
(not inclusion), πM ({a}, {∅}) = 1 − max{0.7} = 0.3, πM ({a}, {b}) =
1−max{0.8, 0.7} = 0.2, πM ({a}, {c}) = 0 (not inclusion), and πM ({a}, {b, c}) = 1
(the grounded equilibrium).

And thus, by Definition 13, we can get the necessity value for each atom: NM (a) =
1 − max{0.1} = 0.9, NM (b) = 1 − max{0.1, 0.3, 0} = 0.7, and NM (c) = 1 −
max{0.1, 0.3, 0.2} = 0.7.

Then by Definition 14 we can get the possibilistic grounded equilibrium S =
({(a, [0.9])}, {(b, [0.7]), (c, [0.7])}).
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3.3 Fixpoint Theory for Definite Poss-MCS

In the last subsection we introduced the possibilistic grounded equilibrium and the pos-
sibilistic distribution of the belief states. In this subsection we will develop a fixpoint
theory for the possibilistic grounded equilibrium and thus provide a way for computing
the equilibrium.

Similar to Definition 5 for poss-programs, we can define the applicability of possi-
bilistic rules and thus, for an atom ai ∈ Σi and a possibilistic belief state S we define

App(M,S, ai) = {r ∈ H(M,ai), r is β-applicable in S, β > 0} (15)

The above set is the collection of rules that have the head ai and are β-applicable in S.
By modifying the approach in [4], we introduce the following consequence opera-

tor for a definite poss-MCS. As we already know from Definition 6, the possibilistic
consequences of a poss-program P is denoted by Cn(P ).

Definition 15. For each context Ci = (Σi,Ki, Bi) in a definite poss-MCS

M = (C1, . . . , Cn), we define K
t+1

i = K
t

i ∪ {(head(r), [β]) | r ∈
Bi and is β-applicable in E

t
, β > 0}, where K

0

i = Ki for 1 ≤ i ≤ n, E
t
=

(E
t

1, . . . , E
t

n), E
t

i = Cn(K
t

i) for t > 0.

Since Ki and Bi of each context are finite, the iteration based on K
t

i will reach a
fixpoint, which is denoted K

∞
i . Then we have the following proposition.

Proposition 6. Let M = (C1, . . . , Cn) be a definite poss-MCS with Ci =
(Σi,Ki, Bi) for 1 ≤ i ≤ n and S = (S1, . . . , Sn) be the grounded equilibrium for M .
Then

Cn(K
∞
i ) = Si.

The key idea above is that, for each knowledge base K
t

i, we use the operator Cn to
obtain its possibilistic answer set, and then by the first item in Definition 15, add atoms

from bridge rules that are derivale from K
t

i to get K
t+1

i . Then, we apply the operator
Cn again. Repeat this process until we reach the fixpoint.

Let us consider an example.

Example 2. Let M = (C1, C2, C3) be a definite poss-MCS, where
- K1 = {(a, [0.9])}, B1 = ∅;
- K2 = ∅, B2 = {(b← (1 : a), [0.8])};
- K3 = {(c, [0.7]), (d← c, [0.6]), (f ← e, [0.5])}, B3 = {(e← (2 : b), [0.4])}.

At the beginning we will start with K
0

i for each context.

For context C1 with K
0

1 = K1 = {(a, [0.9])}:

T
0

1,0 = ∅, T
1

1,0 = T 1,0(∅) = {(a, [0.9])}, T
2

1,0 = {(a, [0.9])}.

For context C2 with K
0

2 = K2 = ∅:

T
0

2,0 = ∅, T
1

2,0 = T
0

2,0 = ∅.

For context C3 with K
0

3 = K3 = {(c, [0.7]), (d← c, [0.6]), (f ← e, [0.5])}:
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T
0

3,0 = ∅, T
1

3,0 = T 3,0(∅) = {(c, [0.7])}, T
2

3,0 = T 3,0({(c, [0.7])}) =

{(c, [0.7]), (d, [0.6])}, T
3

3,0 = T
2

3,0 = {(c, [0.7]), (d, [0.6])}.

Thus, E
0
= {(a, [0.9]), (c, [0.7]), (d, [0.6])}.

Then starting from the fixpoint of TSi,0, for each context Ci we have:

For context 1 with K
1

1 = {(a, [0.9])}: T
0

1,1 = T
2

1,0 = {(a, [0.9])}.

For context 2 with K
1

2 = {(b, [0.8])}: T
0

2,1 = T
1

2,0 = ∅, T
1

2,1 = T2,1(∅) =

{(b, [0.8])}, T
2

2,1 = T 2,1({(b, [0.8])}) = {(b, [0.8])}.

For context 3 with K
1

3 = {(c, [0.7]), (d← c, [0.6]), (f ← e, [0.5])}:

T
0

3,1 = T
2

3,0 = {(c, [0.7]), (d, [0.6])}.

Thus, E
1
= {(a, [0.9]), (b, [0.8]), (c, [0.7]), (d, [0.6])}.

Then from the fixpoint of TSi,1, for each context Ci:

For context 1 with K
2

1 = {(a, [0.9])}: T
0

1,2 = T
0

1,1 = {(a, [0.9])}
For context 2 with K

2

2 = {(b, [0.8])}:

T
0

2,2=T
2

2,1={(b, [0.8])}, T
1

2,2=T 2,2({(b, [0.8])})={(b, [0.8])}.

For context 3 with K
2

3 = {(c, [0.7]), (d← c, [0.6]), (f ← e, [0.5]), (e, [0.4])}:

T
0

3,2=T
0

3,1={(c, [0.7]), (d, [0.6])}, T
1

3,2=T 3,2({(c, [0.7]), (d, [0.6])})={(c, [0.7]),
(d, [0.6]), (e, [0.4])},

T
2

3,2=T 3,2({(c, [0.7]), (d, [0.6]), (e, [0.4])}) = {(c, [0.7]), (d, [0.6]), (e, [0.4]),
(f, [0.4])},

T
3

3,2=T 3,2({(c, [0.7]), (d, [0.6]), (e, [0.4]), (f, [0.4])})={(c, [0.7]), (d, [0.6]),
(e, [0.4]), (f, [0.4])}.
Thus, E2 = {(a, [0.9]), (b, [0.8]), (c, [0.7]), (d, [0.6]), (e, [0.4]), (f, [0.4])}.
Therefore, the possibilistic grounded equilibrium of M is
S = ({(a, [0.9])}, {(b, [0.8])}, {(c, [0.7]), (d, [0.6]), (e, [0.4]), (f, [0.4])}).

Proposition 7. Let M = (C1, . . . , Cn) be a definite poss-MCS and S = (S1, . . . , Sn)
be a belief state. Then for each i (1 ≤ i ≤ n) and a cardinal t, TSi,t is monotonic, i. e.
for all sets A and B of possibilistic atoms with A � B, it holds that

TSi,t(A) � TSi,t(B).

Proof. For any A � B, ∀a ∈ head(K), App(K,A, t) ⊆ App(K,B, t). And relies on
the max operator, A � B ⇒ TSi,t(A) � TSi,t(B). Thus TSi,t is monotonic.

By Taski’s fixpoint theorem, we can state the following result.

Proposition 8. The operator TSi,t has a least fixedpoint when Si is a definite poss-
program. We denote T

∞
Si,t = Si then the S = (S1, . . . , Sn) is the equilibrium of M

and we denote it as ΠGE(M).

We can now show the relationship between the semantical approach and fixed point
approach:

Theorem 1. Let M be an definite poss-MCS, then GE(M) = MD(M).

The proof is similar to that in [11].
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4 Normal Poss-MCS

Having introduced the semantics for definite poss-MCS, we are ready to define the
semantics for normal poss-MCS with default negation. The idea is similar to the def-
inition of answer sets, we will reduce a poss-MCS with default negation to a definite
poss-MCS. Based on the definition of rule reduct in Equation (2), we can define the
reduct for normal poss-MCS.

Definition 16. Let M = (C1, . . . , Cn) be a normal poss-MCS and S = (S1, . . . , Sn)
be a belief state. The possibilistic reduct of M w. r. t. S is the poss-MCS

M
S
= (C

S

1 , . . . , C
S

N ). (16)

where C
S

i = (Σi,K
S

i , B
S

i ).

We note that the reduct of Ki relies only on Si while the reduct of Bi depends on the
whole belief state S. This is another role difference of Ki from Bi.

Given the notion of reduct for normal poss-MCS, the equilibrium semantics of nor-
mal poss-MCS can be defined easily.

Definition 17. Let M be a normal poss-MCS and S be a possibilistic belief state. S is

a possibilistic equilibrium of M if S = GE(M
S
).

Example 3. Let M = (C1, C2, C3) be a definite poss-MCS with 3 contexts:
- K1 = {(a, [0.9])}, B1 = {(b← not 3 : e, [0.8])};
- K2 = {(d← not c, [0.7])}, B2 = {(c← 1 : a, [0.6])};
- K3 = ∅, B3 = {(e← not 1 : b, [0.5])}

We have S1 = ({a}, {c}, {e}) and thus M
S1 is obtained as

M
S1

=

⎧⎪⎨⎪⎩
K1 = {(a, [0.9)}, B1 = ∅
K2 = ∅, B2 = {(c← 1 : a, [0.6])}
K3 = ∅, B3 = {(e, [0.5])}

(17)

Following Definition 15, we can get S1 = {(a, [0.9]}, {c, [0.6]}, {e, [0.5]}).
And also S2 = ({a, b}, {c}, {∅}), then M

S2 is as follows:

M
S2

=

⎧⎪⎨⎪⎩
K1 = {(a, [0.9)}, B1 = {(b, [0.8])}
K2 = ∅, B2 = {(c← 1 : a, [0.6])}
K3 = ∅, B3 = ∅

(18)

So we have S2 = ({(a, [0.9]), (b, [0.8])}, {(c, 0.6)}, ({∅})).
The following proposition shows that a possibilistic equilibrium is actually deter-

mined by its classical counterpart and the necessity function, and vice versa.
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Proposition 9. Let M be a poss-MCS.
1. If S is a possibilistic equilibrium of M and ai ∈ Σi, then (ai, α) ∈ Si iff α =

NMS (ai).
2. If S is an equilibrium of M , then S = (S1, . . . , Sn) where Si =

{(ai, NMS (ai)) | NMS (ai) > 0 and ai ∈ Σi} (i = 1, . . . , n).
3. If S be a possibilistic equilibrium of M , then S is an equilibrium of M .

Let us introduce the possibility distribution for normal poss-MCS.

Definition 18. Let M be a normal poss-MCS and S be an belief state. Then the possi-
bility distribution, denoted π̃M , is defined by:

∀S, π̃M (S) = π
M

S (S). (19)

The possibility degree for a normal poss-MCS M and an equilibrium of the classical
projection M of M has the following connection.

Proposition 10. Let M be a poss-MCS and S be a belief state. Then π̃M (S) = 1 iff S
is an equilibrium of M .

Proof. If π̃M (S) = 1 then π
M

S (S) = 1, thus S = GE(MS). So S is an equilibrium
of M . And if S is an equilibrium of M , then S = GE(MS), thus π

M
S (S) = 1 then

π̃M (S) = 1.

The possibility distribution for normal poss-MCS defines two measures.

Definition 19. The two dual possibility and necessity measures for each atom in a nor-
mal poss-MCS are defined by

– Π̃M (ai) = max{π̃M (S) | ai ∈ Si}
– ÑM (ai) = 1−max{π̃M (S) | ai /∈ Si}

5 Conclusion

In this paper we have established the first framework for possibilistic reasoning and
nonmonotonic reasoning in multi-context systems, called possibilistic multi-context
systems (poss-MCS). In our framework, a context is represented as a possibilistic logic
programs and the semantics for a poss-MCS is defined by its equilibria that are based
on the concepts of possibilistic answer sets and possibility distributions. We have stud-
ied several properties of poss-MCS and in particular, developed a fixpoint theory for
poss-MCS, which provides a natural connection between the declarative semantics and
the computation of the equilibria. As a result, algorithms for poss-MCS are also pro-
vided. Needless to say, this is just the first and preliminary attempt in this direction.
There are several interesting issues for future study. First, as we have seen in the last
two sections, the possibilistic equilibriua of a poss-MCS are computed using a proce-
dure based double iterations. Such an algorithm can be inefficient in some cases. So it
would be useful to develop efficient algorithm for computing possibilistic equilibriua.
Another important issue is to apply poss-MCS in some semantic web applications.
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Abstract. The high cardinality of antecedent candidates is one of the
major reasons which make zero pronoun resolution difficult. To improve
performance, it is necessary to reduce this cardinality before defining
the features to choose the most plausible antecedent. This paper pro-
poses a two-step method for intra-sentential zero pronoun resolution.
First, the clause which contain the antecedent for a given zero pronoun
is determined using structural relationships between clauses. Then, the
antecedent of the zero pronoun is chosen from the noun phrases within
the identified clause. The cardinality of candidates reduces to the num-
ber of antecedent candidates present in clauses. Our experimental results
show that the proposed method outperforms other methods without the
first step, no matter what features are used to identify antecedents.

Keywords: zero pronoun, candidate cardinality, hierarchy of linguistic
units, relationship between clauses.

1 Introduction

In pro-drop languages such as Chinese, Japanese, and Korean, repetitive ele-
ments are easily omitted when they are inferable from the context. This phe-
nomenon is commonly referred to as zero anaphora, and the omitted element
is called as a zero pronoun (or zero anaphor). The resolution of zero pronouns
is essential for natural language understanding, and thus is important for many
NLP applications such as machine translation, information extraction, question
answering, and so on.

One way to resolve zero pronouns is to pair each zero pronoun with the most
plausible antecedent chosen from the antecedent candidates [1]. That is, if a
number of noun phrases precede a zero pronoun, the most plausible antecedent
should be chosen from these noun phrases. Various kinds of features have been
proposed to choose the most plausible antecedent. Ferrandez and Peral [2] used
surface features such as person and number agreement and some heuristic prefer-
ences. Zhao and Ng [3] adopted syntactic information including parts of speech,
grammatical role of the antecedents. Some recent studies employed parse trees
directly as structured features [4,5].

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 194–205, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Zero pronoun resolution is still difficult, no matter how nice are the features
defined to choose the most plausible antecedent. This is because the number of
antecedent candidates is generally very large, since a sentence has many noun
phrases and all noun phrases preceding a zero pronoun can be its antecedent.
This high cardinality of antecedent candidates is one of the major reasons which
make zero pronoun resolution difficult. Therefore, a method to reduce this car-
dinality should be considered before defining the features to choose the most
plausible antecedent.

Languages are believed to have a hierarchy of linguistic units. On the basis of
the hierarchy structure, candidate antecedents can be grouped into a larger unit
such as phrase, clause, sentence, and paragraph. Since the number of clauses in
a sentence is far less than that of phrases, it is easier, from the standpoint of the
number of targets, to choose the clause with the antecedent of a zero pronoun
than to find the antecedent directly. Therefore, this paper proposes a two-step
method for intra-sentential zero pronoun resolution. The proposed method first
identifies the clause which may contain the antecedent for a given zero pronoun
using structural information of clauses. A parse tree kernel [6] is adopted for
modeling the structural information. Then, the antecedent of the zero pronoun
is chosen from the noun phrases within the identified clause. If the first step is
trustworthy enough, the proposed method outperforms other methods without
the first step since the second step chooses the antecedent from far less number of
candidates. According to our experiments on STEP 2000 data set, the accuracy
of the first step is 91.1 % which is high enough. As a result, the proposed method
improves other methods without the first step up to 65.9 of F-score no matter
what features are used in the second step.

The remainder of this paper is organized as follows. Section 2 surveys previous
work on zero pronouns. Section 3 describes the problem and intra-sentential
zero pronoun resolution, and Section 4 presents our proposed method in detail.
Experimental results are presented in Section 5, and finally Section 6 provides
conclusions and future work.

2 Related Work

Most studies on anaphora resolution including zero anaphora resolution are
widely classified into two groups. One group is the one based on heuristic rules
and Centering theory. Centering theory provides a model of local coherence
in discourse, and has been usually used to resolve overt pronouns in English.
However, it is not easy to apply the centering framework to zero anaphora res-
olution. First, the presence of non-anaphoric zero pronouns is not considered in
the framework of centering. In addition, notations such as utterance, realization
and ranking can be considered as parameters of centering [7]. Several studies
have examined the impact of setting centering parameters in different ways. Es-
pecially, in languages other than English, some researchers have attempted to
treat complex sentences as pieces of discourse [8,9]. Most of these studies focused
on how to analyze complex sentences in existing centering models.
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The other is the one based on machine learning methods. Various kinds of
features have been proposed to improve the resolution performance. Features
of agreement on person and number are simple but widely used for anaphora
resolution [2,1]. However, in languages like Korean and Japanese which do not
have verb agreement, there is little evidence to guide the choice of antecedent
candidates by this kind of features. Thus, the use of agreement features is not
promising in these languages. Iida et al. [4] used syntactic pattern features to re-
solve intra-sentential zero pronouns, but the representation of syntactic patterns
increases the risk of information loss, since the paths between a zero pronoun and
its antecedent in parse trees should be encoded as syntactic patterns. In the work
of Hu [10], zero anaphora is categorized into intra- and inter-clausal anaphora.
They focused on finding paths between zero pronouns and antecedents, but this
study is limited to examining the paths which can be resolved by the centering
algorithm.

Several researchers have tried to filter out non-anaphoric cases before identi-
fying antecedents [11]. This is because zero pronouns can appear without explicit
antecedents in some languages. However, determining the anaphoricity of zero
pronouns is not trivial. Most of the previous methods are based on the use of
heuristics or parameters which have to be set by the user [4], and the perfor-
mance is not good enough for antecedent identification. More recently, some
researchers worked on the joint determination of anaphoricity and coreference
model [1]. However, the performance is still far from satisfactory, and efforts to
improve it are still ongoing.

Many attempts have been made to choose the most plausible antecedent for
a given zero pronoun. However, the importance of the cardinality of candidate
antecedents for a zero pronoun has not been investigated sufficiently, even if
the high cardinality of candidates does harm on the performance of antecedent
identification.

3 Problem Setting

Zero pronoun resolution is a process of determining the antecedent of a zero
pronoun. Figure 1 shows an example of a sentence in Korean. In this example,
zero pronoun zp1 refers to noun phrase ‘sun’ (NP5) in the same sentence. That
is, the antecedent of zp1 is NP5, and zero pronoun zp1 in this case is anaphoric,
since its antecedent precedes the zero pronoun. However, all zero pronouns do
not refer to antecedents in the preceding context. Especially, in languages like
Japanese and Korean, antecedents may be found in the following context. These
zero pronouns are known as cataphoric pronouns. However, the resolution of
both anaphoric and cataphoric zero pronouns is identical except the direction of
reference. Thus, we do not distinguish anaphoric and cataphoric zero pronouns.
For a given zero pronoun zp, intra-sentential zero pronoun resolution can be
defined as

a∗ = argmax
a∈A

f(a, zp;w), (1)
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- NP1 - VP1 9 NP2 40NP3 , 50 - NP4 - NP5 - VP2
the days-TOP get short-CAUSE nine o’clock forty PUNC fifty minutes-COMP sun-NOM show-CONJ
(Ø1- )NP6 2 NP7 30NP8 , 40 - NP9 - VP3 .
(Ø1-NOM) two o’clock thirty PUNC forty minutes-COMP go down- PRED PUNC

Since the days get short, the sun shows about around 9:40, 50 am. and (Ø1-NOM) goes down at around 2:30, 40 pm.

Fig. 1. Example of a sentence in Korean

where A is a set of antecedent candidates composed of all noun phrases in a
sentence and f(a, zp;w) is an arbitrary decision function specified by the model
parameter w. One of the key problems which affect the performance of zero
pronoun resolution is the large norm of the candidate set, |A|. This is because
the antecedent of zp is just one out of A. If |A| is large, it will be difficult to
choose the optimal antecedent from A.

4 Zero Pronoun Resolution with Multi-class Classification

The task addressed in Equation (1) can be regarded as a multiclass classifica-
tion in the viewpoint of machine learning. In multiclass classification, large scale
target classes have been raised as one of the critical obstacles to improve clas-
sification performances. An efficient way to overcome this problem is to reduce
the size of target classes based on some underlying shared characteristics among
classes [12]. Normally shared characteristics are implicitly appeared, and thus
they are extracted by learning from data. However, shared characteristics among
antecedent candidates are explicitly specified by a hierarchy of linguistic units.
This paper adopts these explicit shared characteristics to reduce the size of |A|.

A clause is a higher-level linguistic unit that is composed of various phrases.
Since antecedent candidates are all noun phrases of zp, a clause can be regarded
as a shared characteristic among antecedent candidates. That is, the antecedent
candidates in a clause are said to share the same characteristic. Assuming a
function φ(a) to map an antecedent candidate a to a clause-level feature space,
the mapped antecedent candidates φ(a) and φ(a′) are same if they are contained
in the same clause c. That is, φ(a) = φ(a′) if both a ∈ c and a′ ∈ c are true. The
number of clauses is normally less than that of noun phrases. That is,

|C| ≤ |A|, (2)

where C is a set of clause-level antecedent candidates. |C| = |A| is met only
when all antecedent candidates are obtained from different clauses. Note that
Equation (2) becomes |C| $ |A| in general cases.

In this paper, two-step zero pronoun resolution is proposed by adopting C.
First, the most plausible clause candidate c∗ is detected which contains the
antecedent of the given zp. That is, c∗ is obtained by

c∗ = argmax
c∈C

g(c, φ(zp);wc), (3)



198 K.-S. Kim et al.

NP1VP1 NP2NP3 NP4 NP5VP2NP6NP7NP8 VP3, , NP9

VP NP VP

VP

NP

VP

VP
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VP

C1

C2

C3

zp

Fig. 2. An example of a parse tree

where g(c, φ(zp);wc) is a decision function specified by wc. Then, the antecedent
of zp is detected within antecedent candidates A′ which is

A′ = {a|a ∈ A and φ(a) = c∗}. (4)

Then, antecedent detection is defined as

a∗ = argmax
a∈A′

f(a, zp;wp), (5)

where wp is a model parameter to be learned.

4.1 Clause-Level Antecedent Detection

Shared characteristic among antecedent candidates is defined as clauses which
contain antecedent candidates. Thus, in the first step of the proposed method,
the most plausible clause is detected. When a sentence and its parse tree are
given as shown in Figure 2, the clauses in the parse tree are easily obtained.
Figure 3 shows the clauses which constitute the sentence in Figure 2. As shown
in Figure 3, all clauses are specified with their tree structures. In the first step,
clause candidates and a zero pronoun are represented as their clause-level trees
shown in Figure 3. It implies that c ∈ C and φ(zp) are all clause-level trees which
contain antecedent candidates or a zero pronoun.

When a pair of trees c and φ(zp) is given, the decision function g(c, φ(zp);wg)
determines a score which is the possibility that the clause tree c contains the
antecedent of zp. There could exist a lot of scoring functions for this purpose.
In this paper, Support Vector Machines (SVMs) is adopted to construct the
decision function. SVMs is a well-known classifier that is applied to various
problems and it achieves state-of-the-art performances in many cases. When the
clause candidate c is regarded as a class in SVMs, there are a large number of
classes and these classes make it difficult to train a decision model.

In order to adopt SVMs for the decision function, it is needed to introduce
a Path-Enclosed Tree (PET) generated by using the shortest path linking two
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NP2NP3 NP4 NP5VP2, 
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NP6NP7NP8 VP3, NP9
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VP
C3

zp

Fig. 3. An example of clause trees extracted from the tree in Figure 2

trees [13]. Figure 4 shows a simple example of a PET which generated from a
pair of clauses in Figure 3. As shown in this figure, the path-enclosed tree of the
clause c1 and c3(= φ(zp)) is generated by combining them with all the edges and
nodes on their shortest path. Given a PET of c and φ(zp), the decision function
g(c, φ(zp);wg) is substituted by

g(c, φ(zp);wg) = g′(PETc,zp;wg), (6)

where PETc,zp is the PET generated from both c and φ(zp). By using g′(PETc,zp;
wg) instead of g(c, φ(zp);wg), SVMs can be trained to determines the margin
value for PETc,zp which denotes how possibly c contains the antecedent of zp.

NP1VP1 NP6NP7NP8 VP3, NP9

VP NP

VP

VP

VP

VP

C1

C3

zp

Fig. 4. An example of a path-enclosed tree of clauses, C1 and C3

Given PETc,zp, the decision function g′(PETc,zp;wg), constructed by SVMs
determines where PETc,zp is valid or not. The result of this determination is
measured by a margin value obtained from SVMs. Thus, if PETc,zp bring about
higher margin value than others, it implies that PETc,zp contains the most
plausible clause candidate. Therefore, based on PETs and the decision function
g′(PETc,zp;wg), clause-level antecedent detection is done by

c∗ = argmax
c∈C

g′(PETc,zp;wg).

SVMs estimates model parameter wg by minimizing the hinge loss with regu-
larizer ||wg ||2 to control model complexity. For this purpose, PETc,zp should be
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zp

Fig. 5. An example of a simple-expansion tree

mapped onto a feature space. A parse tree kernel is one of the efficient ways to
do this. In the parse tree kernel, a parse tree is mapped onto the space spanned
by all subtrees which possibly appear in the parse tree. The explicit enumeration
of all subtrees is computationally problematic since the number of subtrees in
a tree increases exponentially as the size of tree grows. Collins and Duffy pro-
posed a method to compute the inner product of two trees without having to
enumerate all subtrees [6].

4.2 Phrase-Level Antecedent Detection

A phrase-level antecedent is determined by the decision function, f(a, zp;wp)
in Equation (5). Given an antecedent candidate a and the zero pronoun zp,
the decision function f(a, zp;wp) returns the score of a as the antecedent for
zp. Without considering the first step to reduce the number of antecedent can-
didates, f(a, zp;wp) has been already studied in contemporary zero pronoun
resolution techniques. Thus, we can use any existing zero pronoun resolution
method for the second step.

In this paper, phrase-level antecedents are represented with their simple-
expansion trees introduced in [14]. When a and zp are given, the simple-expansion
tree that is the shortest path which includes a, zp, and their predicates is ex-
tracted from the parse tree of a sentence. An example of a simple-expansion tree
is given in Figure 5. Given zp1 and candidate antecedent NP5 in Figure 2, the
simple-expansion tree which is extracted from the parse tree of the sentence is
as shown in Figure 5.

The decision function f(a, zp;wp) is constructed in the same manner of the
first step based on SVMs and the parse tree kernel by using these simple-
expansion trees of all candidates. Note that, even though the second step is
similar with contemporary detection methods, the size of antecedent candidates
considered in this step is significantly reduced by using the clause-level detec-
tion. This is why our two step antecedent detection method can improve the
performance of zero pronoun resolution.
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Table 1. Simple statistics on the dataset used in our experiments

Dataset Number

Sentences 5,221
Clauses 20,748

Clauses containing zero pronouns 13,171

Table 2. Distribution of zero pronouns (ZPs) in Korean

Intra-sentential Inter-sentential Extra-sentential

10,371 666 2,134
(78.74%) (5.06%) (16.20%)

5 Experimentation and Discussion

5.1 Dataset

In our experiments, the parsed corpus which is a product of STEP 2000 project
supported by Korean government is used. Recent studies indicate that subjects
in a sentence are often dropped highlighting the importance of dealing with zero
subjects in zero pronoun resolution [1]. Especially in Korean, zero subjects are
more frequent in that over 90% of zero pronouns are zero subjects [15]. Therefore
only zero pronouns in subject positions are considered in this study to investigate
the effect of reducing candidate cardinality.

We first manually identified zero subjects in the parsed corpus, and then the
complex sentences with one or more zero subjects were extracted from the parsed
corpus. A simple statistics on the dataset is given in Table 1. The number of
selected sentences is 5,221, and the sentences are segmented into 20,748 clauses
(on average, 3.97 clauses/sentence and 7.67 words/clause).

Table 2 shows the distribution of zero pronouns in Korean. In this paper, non-
anaphoric uses of zero pronouns such as deictic, indefinite personal and expletive
[15] are classified as extra-sentential ones. As shown in Table 2, a large number
of zero pronouns are intra-sentential, and it implies that most zero pronouns
appear within complex sentences.

5.2 The Experimental Results and Analysis

Our experiments are performed in five-fold cross validation and SVMlight [16]
is used as classifiers. Three metrics of accuracy, precision, and recall are used to
investigate the effect of the proposed method in zero anaphora resolution.

Accuracy =
# of correctly classified pairs

total # of pairs of ZPs and clauses

Precision =
# of correctly identified pairs

# of identified pairs of ZPs and clauses
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Table 3. Result of the identification of clauses having antecedents

Accuracy Precision Recall F1

Baseline 0.6234 0.4585 0.6168 0.5260
Our first step 0.9144 0.8736 0.8737 0.8736

Table 4. Performance of intra-sentential zero pronoun resolution

(a) Without the first step (b) With the first step

Features used Pintra Rintra F1 Pintra Rintra F1

Syntactic 0.3447 0.4238 0.3802 0.4738 0.5789 0.5211
Simple-expansion 0.6023 0.7374 0.6631 0.6246 0.7631 0.6870
Dynamic-expansion 0.5310 0.6501 0.5846 0.6188 0.7560 0.6806

Recall =
# of correctly identified pairs

# of true pairs of ZPs and clauses

Table 3 shows the result of the first step that is the identification of clauses
containing an antecedent. In this table, the baseline method assumes that the
antecedent of a given zero pronoun is located in the adjacent clauses [17], and
its accuracy is nearly 62.0%. On the other hand, the accuracy of the proposed
method is significantly higher than that of the baseline. This result indicates
that syntactic structures of sentences are useful in determining clauses with an
antecedent. As a result of the identification of clauses with an antecedent, the
cardinality of candidates reduces to the number of noun phrases in the identified
clause.

Table 4 shows the performance of intra-sentential zero pronoun resolution.
Three models with different features are compared to evaluate the effect of the
first step of clause-level antecedent detection. These features are used in the sec-
ond step of our method. ‘Syntactic’ model is the one based on 26 features pro-
posed by Zhao and Ng [3]. However, two headline features (“A In Headline” and
“Z In Headline”) are excluded in this study, since we focus on intra-sentential
zero pronoun resolution. ‘Simple-expansion’ model denotes a simple-expansion
tree mentioned in Section 4.2 to capture syntactic structured information in
parse trees. ‘Dynamic-expansion’ model adopts a tree expanded from the simple-
expansion tree by using additional antecedent competitor-related information.
[18,5]. A parse tree kernel [19] is used to train both ‘Simple-’ and ‘Dynamic-
expansion’ model. To investigate the effect of reducing candidate cardinality for
antecedent identification, the results of antecedent identification with the first
step are compared with ones without the first step. The evaluation is measured
by precision and recall by

Pintra =
# of correctly detected antecedents

# of ZPs classified as intra-sentential

Rintra =
# of correctly detected antecedents

total # of intra-sentential ZPs
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According to this table, two-step methods with the first step always outperform
the ones without the first step regardless of features used in the second step.
Also, the performance of the proposed method which consists of the first step
of clause-level antecedent detection and the second step using simple-expansion
tree structure is better than other methods. This implies that the cardinality of
candidates influences the performance of antecedent identification, and thus our
two-step approach is more effective in resolving zero pronouns.

An interesting finding is that the performance of ‘simple-expansion’ model is
higher than that of ‘dynamic-expansion’ model. Recently, Zhou et al. [18] re-
ported that the dynamic-expansion model is better than the simple-expansion
model in pronoun resolution. However, our experimental results show that the
proposed method which contains two-step detection with simple-expansion model
is more suitable for the resolution of zero pronouns in Korean than the two-step
detection with the dynamic-expansion model. This is because the word order in
Korean is freer than the languages such as English and Chinese. Furthermore,
additional information about candidate competitors can reduce the discrimina-
tion performance of the dynamic-expansion trees by making trees to be similar,
and the f value of the dynamic-expansion model which does not include the
first step was 0.5846 which which is about 12% lower than the simple-expansion
model. To improve the performance drop of dynamic-expansion model, it is es-
sentially demanded to select informative candidate competitors by considering
agreements. However, by determining clauses with antecedents, the proposed
two-step method helps to avoid these problems and to resolve zero pronouns
in languages such as Korean. The quality of ‘Syntactic’ model without the first
step is very low. It seems that the features to resolve Chinese zero pronouns are
not good enough for the resolution of anaphoric and cataphoric zero pronouns
in Korean. However, the result is better when clauses with antecedents are first
identified, although the features are mostly binary. This means that candidate
sets of small cardinality should be obtained before features are designed to choose
the antecedent.

In this paper, the average cardinality of candidates of each zero pronoun is
reduced from 7.18 to 2.63 when the first step is done. That is, the ratio of
the cardinality of candidates compared with corresponding baseline methods
is reduced to approximately 63% in our dataset while improving performance.
In particular, the proposed method attempts to assign a similar cardinality to
each zero pronoun even though the sentences are quite long. This is because the
cardinality corresponds to the number of candidate antecedents in clauses.

Another advantage of the proposed methods in terms of intra-sentential res-
olution is that non-intrasentential zero pronouns can be filtered out in the first
step. Table 5 shows this effect. For comparison, anaphoricity determination in
Kong and Zhou [5] is adopted. The evaluation is measured by

Pana =
# of correctly identified ZPs

# of ZPs classified as not having intra-sentential antecedents

Rana =
# of correctly identified ZPs

# of ZPs which do not have intra-sentential antecedents
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Table 5. Observing the effect of anaphoricity determination in the first step

Pana Rana F1

Anaphoricity 0.7397 0.2063 0.3225
Clause-level detection 0.5169 0.7364 0.6074

In this experiment, the proposed method determines the number of zero pro-
nouns which do not have intra-sentential antecedents by using margin values of
candidates. When there is no candidate whose margin value is over 1.0 (that
means significantly positive), the proposed method regards the target zero pro-
noun as non-intra sentential one. As shown in this table, even though the pro-
posed method is not designed to identify non-intra sentential zero pronouns, the
clause-level antecedent detection achieves about 47% improvement compared
with anaphoricity determination.

6 Conclusion

Zero pronoun resolution is a central task in natural language understanding.
This paper proposed a two-step approach for resolving intra-sentential zero pro-
nouns in Korean. In order to reduce the cardinality of candidate antecedents, the
clause containing an antecedent is first identified. Then, the antecedent of a zero
pronoun is searched within the identified clause. Our experimental results show
that the proposed method outperforms other methods without the first step no
matter what features are used in antecedent identification. This indicates that
the reduction of the cardinality of candidates is an important factor for zero
pronoun resolution.

In order to achieve better performance in zero pronoun resolution, it is neces-
sary to continuously improve the first step. In the future, the performance of zero
anaphora resolution will be much better, if additional semantic information or
a combination of structural and semantic features is used to identify the clause
with antecedent. We also plan to extend this approach to resolve zero pronouns
which occur in various grammatical positions as well as to resolve inter-sentential
zero pronouns.
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Abstract. We investigate several hybrid approaches to suggesting matches in
people to people social recommender systems, paying particular attention to cold
start problems, problems of generating recommendations for new users or users
without successful interactions. In previous work we showed that interaction-
based collaborative filtering (IBCF) works well in this domain, although this ap-
proach cannot generate recommendations for new users, whereas a system based
on rules constructed using subgroup interaction patterns can generate recommen-
dations for new users, but does not perform as effectively for existing users. We
propose three hybrid recommenders based on user similarity and two content-
boosted recommenders used in conjunction with interaction-based collaborative
filtering, and show experimentally that the best hybrid and content-boosted rec-
ommenders improve on the IBCF method (when considering user success rates)
yet cover almost the whole user base, including new and previously unsuccess-
ful users, thus addressing cold start problems in this domain. The best content-
boosted method improves user success rates more than the best hybrid method
over various “cold start” subgroups, but is less computationally efficient overall.

1 Introduction

In recent work we have investigated people to people recommendation with particu-
lar application to online dating sites. This problem is particularly interesting since it
requires a reciprocal recommender [8], one where “items” are users and hence have
their own preferences that must be taken into account when recommending them to
others. Reciprocal recommenders must consider user “taste” (how they view potential
matches) and “attractiveness” (how they are viewed by others), Cai et al. [3]. In partic-
ular, in contrast to typical product recommender systems, it is not generally appropriate
to recommend popular users, since popular users are typically highly attractive, hence
less likely to respond positively to an expression of interest from the average user.

Cold start problems are particularly acute in people to people recommendation in
online dating since the user base is highly dynamic, so there are many new users at any
point in time. In addition, our previous work has shown that the best information to use
for recommendation is the set of positive interactions between users, those interactions
initiated by one user where the other replies positively (whether a reply is positive is
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fixed by the system, hence is reliably known). However, many existing users have no
experience of positive interactions, either as senders, i.e. they have not sent a message
to another user who has replied positively though they may be sending messages, or
as receivers, i.e. they may have received some messages but never replied positively to
any of them. In effect, these users are part of the cold start problem for people to people
recommender systems. On this basis, roughly following Park and Chu [7], we consider
separately the cold start problems of recommending existing users to new users who are
either non-senders, non-receivers or both (this last group is the most difficult as least is
known about them).

Previously we have developed several approaches to people to people recommen-
dation. Our best approach, interaction-based collaborative filtering (IBCF), Krzywicki
et al. [5], uses two types of collaborative filtering based on positive interactions, one
based on similarity of users as senders (so they have similar taste) and another based
on similarity of users as recipients (so they have similar attractiveness). A combined
method using both types of similarity provides high quality recommendations, but only
for a subset of users, those who have had positive interactions. In contrast, a method
based on statistical properties of interactions between user subgroups, Kim et al. [4],
constructs rules that can generate recommendations for all users, but the method does
not perform as well as IBCF. This motivates combining these methods (and investigat-
ing other hybrid methods) in order to address cold start problems.

Key to this is to observe that the IBCF methods use interactions both to generate
and rank recommendations from user similarity and to define user similarity. We con-
jectured that IBCF derives its power from the use of interactions to generate and rank
recommendations, not from the particular similarity relation based on interactions, and
hence that other types of similarity used with IBCF would perform well. This motivates
the investigation of various hybrid recommender systems based on using collaborative
filtering with content-based methods for determining similarity, which, as observed by
Adomavicious and Tuzhilin [1], are traditionally used to address cold start problems.
In this paper, we investigate such hybrid methods based on user similarity and also
content-boosted recommender systems [6] used in conjunction with our IBCF meth-
ods. In a content-boosted recommender, the recommendations provided by one system
(in this case, that based on compatible subgroup rules) are used to bootstrap a collab-
orative filtering recommender. We show that, surprisingly, a simple method based on
user similarity provides high quality recommendations for almost all users. However,
in line with earlier results [6], we show that our best content-boosted recommender
outperforms the original IBCF recommender and those hybrids based on user similar-
ity. With particular attention to cold start problems, we show that the content-boosted
recommender performs especially well for both non-senders and non-receivers (both of
which include the class of new users). We also examine a breakdown by gender (males
and females behave very differently in this domain) and show that the performance of
the recommenders is consistent across these subgroups.

The remainder of this paper is organised as follows. In Section 2 we summarize our
previous methods in online dating recommenders, then in Sections 3 and 4 introduce
hybrids based on user similarity and content-boosted recommenders based on compat-
ible subgroup rules. Section 5 provides experimental evaluation and discussion.
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2 Recommendation Approaches

2.1 Compatible Subgroup Rules

The recommender based on compatible subgroup rules (Rules) works by constructing
rules for each user of the form: if u1, · · · , un (condition) then c1, · · · , cn (conclusion),
where the ui are profile features of the user and ci are corresponding profile features of
the candidate, Kim et al. [4]. If the user satisfies the condition of such a rule, any can-
didate satisfying the conclusion can be recommended to the user. We now summarize
how the rules are constructed and candidates ranked.

Each profile feature is an attribute with a specific value, e.g. age = 30–34, location
= Sydney (each attribute with a discrete set of possible values). An initial statistical
analysis determines, for each possible attribute a and each of its values v (taken as a
sender feature), the “best” matching value for the same attribute a (taken as a receiver
feature), here treating male and female sender subgroups separately. So, for example,
for males the best matching value for senders with feature age = 30–34 might be females
with age = 25–29.

The best matching value is determined from historical data that records interactions
between users, and is essentially a harmonic mean of the “interest” between the two
subgroups of users defined by the rule’s condition and conclusion. The interest Is,r of
one group of users s (senders) in another r (receivers) is defined as the proportion of
messages sent from members of the group s that are sent to members of the group r.
Thus “compatibility” is defined as follows.

Definition 1. The compatibility cs,r between a sender subgroup s and a receiver sub-
group r is defined by:

cs,r =
2Is,rIr,s
Is,r + Ir,s

(1)

Rule construction for each user starts with an empty rule (no condition and no conclu-
sion) and produces a sequence of rules R1, · · · , Rn. At each step, starting with a rule
R, a feature ui (a = vi) of the user is chosen that has the highest subgroup success rate;
ui is added to the condition, and the corresponding feature ci (a = v∗i ) is added to the
conclusion, where v∗i is the best matching value for vi of a for the gender (male/female)
of the sender. These conditions are added to the rule only if it improves the overall rule
success rate (SRs,r) defined as follows, and this improvement is statistically significant:

SRs,r =
n(s

+← r)

n(s→ r)
(2)

where s is the sender subgroup defined by the current rule condition and r is the receiver
subgroup defined by the current rule conclusion, n(s → r) is the number of messages

sent from s to r and n(s
+← r) is the number of positive replies from r to s. Attribute

addition stops when the number of interactions between rule subgroups in the historical
data is less than a minimum threshold.

Finally, for recommendation, the candidates are any users who satisfy the conclusion
of any of the rules R1, · · · , Rn. The method ranks candidates that satisfy the more
specific conclusions of rulesRi higher than those satisfying the less specific conclusions
of rules Rj where j < i, and otherwise breaks ties randomly.
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2.2 Interaction-Based Collaborative Filtering

In Krzywicki et al. [5], we introduced the application of interaction-based collaborative
filtering (IBCF) to people to people recommendation, and defined three IBCF methods
that are variants of collaborative filtering. An interaction consists of a user sending a
message to a receiver, which may have a positive, negative or null reply. We defined
notions of user similarity also based on interactions. In particular, two users are simi-
lar senders to the extent they have contacted other users in common, and are similar
recipients to the extent they have been contacted by other users in common. By consid-
ering the links in the network of interactions, we defined various collaborative filtering
methods based on the two notions of similarity, as follows.

– Basic CF: Recommend similar recipients to the user’s contacts (equivalently, rec-
ommend the contacts of similar senders)

– Inverted CF Recipient: Recommend the contacts of similar recipients

Fig. 1. Basic CF+ and Inverted CF+ Recipient

It was found that these IBCF methods provide much better recommendations if they
are based only on positive interactions, denoted ‘CF+’ instead of ‘CF’. The best results
were obtained by combining Basic CF+ and Inverted CF+ Recipient, called Best CF+
here (Figure 1). In this and all subsequent figures, an arrow from s to r indicates a
message sent from s to r that receives a positive reply, lines represent similarity, and
the convention is that users of the same gender are in nodes of the same type (boxes or
ovals), ignoring same-sex interactions for simplicity. The left half of the figure shows
Basic CF+, where u is the active user to whom recommendations are to be given. Since
r1 and r3 have both been contacted by s1, they are similar recipients, hence r1, who
has not been contacted by u, is recommended to u, shown as a dashed line in the figure.
The right half of the figure shows Inverted CF+ Recipient, where r1 and u are similar
recipients since they have both been contacted by s1. The contacts of r1, in this case
just r2, are recommended to u. The two methods complement each other very well, with
Inverted CF+ Recipient able to recommend candidates to users who have received no
positive replies, while Basic CF+ can recommend candidates to users who have received
positive replies.

The ranking of a candidate for each method is given by the number of “votes” of
similar users for that candidate. For the combined method Best CF+, the ranking is
obtained by adding together the votes of Basic CF+ and Inverted CF+ Recipient.
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3 Hybrids Based on Similarity

In this section, we define various hybrids of content-based methods for determining
user similarity and collaborative filtering. We examine two similarity measures, a sim-
ple method based on profile similarity restricted by age and location that we apply to
senders and to receivers, and a rule-based approach based on assigning the user to a pre-
ferred sender subgroup that we apply only to senders (the analogous measure applied
to receivers is described in Section 4 as an example of a content-boosted method).

The basic picture is similar to the left half of Figure 1, except that instead of the sim-
ilarity of u and s1 being determined by their interactions, their similarity is determined
by their profiles. As in the figure, the contacts of those similar senders to the user u who
have not already been contacted by u are recommended to u. The ranking of a candidate
is determined by the number of similar senders who initiated a successful interaction
with the candidate.

We use the following (very simple) definition of profile similarity.

Definition 2. For a given user u, the class of similar users consists of those users of the
same gender and sexuality who are either in the same age band as u or one age band
either side of u, and who have the same location as u.

3.1 Profile-Based Similar Senders CF (SIM-CF)

Profile-Based Similar Senders CF (SIM-CF), user-based similarity followed by collab-
orative filtering, uses the above definition of similarity applied to senders. Thus SIM-CF
works by finding users similar in age and location to a user u and recommending the
contacts of those users. This basic idea is also used in the work of Akehurst et al. [2].

3.2 Profile-Based Similar Recipients CF (CF-SIM)

Where SIM-CF computes user-based profile similarity, the analogous method Profile-
Based Similar Recipients CF (CF-SIM), collaborative filtering followed by similarity
over candidates, uses candidate-based (item-based) similarity. More precisely, candi-
dates with similar profiles to the contacts of u are recommended to u. Note that, whereas
SIM-CF can provide candidates for almost any given user u, CF-SIM requires that u
have at least one positive interaction. This severely limits the applicability of CF-SIM.

3.3 Rule-Based Similar Senders CF (RBSS-CF)

The profile-based similarity measure used by SIM-CF and CF-SIM generates a large
number of similar users for any given user u. Rule-Based Similar Senders CF (RBSS-
CF) uses compatible subgroup rules to define the similarity relation over users. More
precisely, the users similar to a given user u are those satisfying the condition of the
most specific compatible subgroup rule defined for u. Since all compatible subgroup
rules include age and location, a subset of the users with similar profiles as defined
above (but those with profiles even more similar to the user) will be found using this
approach.
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4 Content-Boosted Methods

Hybrid recommendation methods based on profile similarity can provide recommen-
dations for many users, however the measures used for similarity are simple. In this
section, we define methods that exploit knowledge about the domain expressed as com-
patible subgroup rules, rules that relate the attributes of senders and receivers to define
a statistically significant increased chance of a successful interaction. Since compatible
subgroup rules can also be used to provide recommendations, the methods described
here that combine this method with interaction-based collaborative filtering are exam-
ples of content-boosted methods as defined in Melville, Mooney and Nagarajan [6]. We
define two content-boosted methods that are analogous to Basic CF+ and Inverted CF+
Recipient described above (Figure 1).

4.1 Rule-Based Similar Recipients CF (RBSR-CF)

Rule-Based Similar Recipients CF (RBSR-CF) uses a compatible subgroup rule’s con-
clusion, which defines the features of preferred receivers, to indirectly define similar
senders for a given user u. This assumes that two senders are similar if they have had
interactions with similar receivers, where those similar receivers are defined by a com-
patible subgroup rule generated for u as a sender. This is illustrated in the left half of
Figure 2, where u satisfies the condition of a compatible subgroup rule and so is sim-
ilar (by rule) to s1 and s2. No further use is made of s1 and s2, except to define the
compatible recipient subgroup that here contains r1 and r2. In general, this compatible
subgroup consists of the top 100 potential candidates for u ranked according to their
age and location compatibility using Equation 1. The Rules method would recommend
r1 and r2 to u. However in the content-boosted method RBSR-CF, these potential can-
didates are used to “seed” interaction-based collaborative filtering. The method finds
users who actually contacted r1 and r2, in this case s3 and s4, then applies Basic CF+
to generate and rank candidates being the contacts of those users whom u has not yet
contacted, in this case r1 and r3, as shown by dashed lines in the figure. Note that the
left part of this figure corresponds to Basic CF+ as shown in Figure 1, and s3 and s4 are
similar senders according to their interactions.

4.2 Rule-Based Similar Recipients Inverted CF (RBSR-ICF)

Analogous to RBSR-CF, which corresponds to Basic CF+, we define Rule-Based Sim-
ilar Recipients Inverted CF (RBSR-ICF) which corresponds to Inverted CF+ Recipient,
the right half of Figure 1. RBSR-ICF uses a subgroup rule’s conclusion to indirectly
define similar receivers for a given user u. Under the inverted scheme, this method as-
sumes that two such users are similar if they have been contacted by users considered
similar as defined by a compatible subgroup rule generated for u as a sender, again
based on the top 100 potential candidates determined by the Rules method. Thus in the
right half of Figure 2, u satisfies the condition of a rule so is similar (by rule) to s1 and
s2. Again s1 and s2 play no further role, but serve to define the compatible recipient
subgroup, here containing r1 and r2. Now under the inverted scheme, the contacts of
r1 and r2 are similar as recipients, so their contacts can in turn be recommended to u
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Fig. 2. Rule-Based Similar Recipients CF and Inverted CF

if u has not already contacted them. In the diagram, s3 and s4 are similar recipients
according to their interactions, so their contacts r3 and r4 can be recommended to u.
Note that the right part of this figure corresponds to Inverted CF+ Recipient as shown
in Figure 1.

5 Evaluation

In this section, we discuss the experimental methodology and evaluation of the hybrid
and content-boosted methods used with interaction-based collaborative filtering, with
special emphasis on the cold start problems of recommending candidates to users who
have no positive interactions as a sender (non-senders), no positive interactions as a
receiver (non-receivers), and the intersection of these two groups, who have had no
positive interactions at all.

For evaluation we used a historical dataset from a commercial dating site, which
records both profile information about each user and interactions between users. Pro-
file information consists of basic data about the user, such as age, location, marital and
family status, plus attributes such as smoking and drinking habits, education and occu-
pation. Each interaction is recorded with a date/time stamp, the type of message and the
response message type, which is classified as either positive or negative, and is null if no
reply has been received. Null replies are highly significant in this domain, with around a
third of all messages going without a reply. In our evaluations, null replies are counted
as negative interactions, since they would correspond to an unhelpful recommenda-
tion. The test set consists of around 130,000 users with around 650,000 interactions, of
which roughly 15% are positive. Thus another characteristic of this dataset is the high
imbalance between positive and non-positive (negative and null) interactions.

5.1 Experimental Setup and Metrics

All methods were tested on the historical dataset using interactions from the first three
weeks of March 2010. This contrasts with the six day testing period used in Krzywicki
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et al. [5] so as to capture more interactions involving “cold start” users, making this
analysis more reliable. The candidate set for each recommender was constructed once
for a notional date of March 1, 2010, using only interactions initiated prior to the start
of the test period. The purpose of the testing was to find out how well the recommenda-
tions conform to actual user interactions occurring in the test period and how well the
methods cover various subgroups of users.

The metrics used are: user coverage, success rate (SR) and success rate improvement
(SRI), and are measured for the top N recommendations, where N = 10, 20, · · · , 100.
Success rate is the same as precision over a set of recommendations.

The active users of interest in the study implicitly define the user pool U , the users
to whom we aim to provide recommendations and the candidate pool from which these
recommendations will be drawn.

Definition 3. An active user is a user who (i) sent at least one message in the 28 days
before the start of the test period, or (ii) received at least one message in the 28 days
before the start of the test period and read the message, or (iii) is a new user who joined
the site in the 28 days before the start of the test period. Call the set of all active users
the user pool, denoted U .

Definition 4. Let R be a set of ranked recommendations (u1, u2) where u1, u2 ∈ U .
Let UR be the projection of R on the first argument, i.e. the set of users who are given
recommendations in R. Let U ′ ⊆ U be any subgroup of active users. Then the user
coverage of R (and implicitly of the method used to generate R) with respect to the set
U ′ is the proportion of users in U ′ who are in UR (i.e. receive recommendations in R).

– user coverage = |UR ∩ U ′|/|U ′|
Definition 5. Let T be a test set consisting of user pairs (u1, u2) where u1, u2 ∈ U
and u1 has initiated a sequence of one or more interactions between u1 and u2. Let
T+ ⊆ T be the set of user pairs in T where at least one of those interactions is positive.
Let U ′ ⊆ U be a subset of active users and let TU ′ ⊆ T and T+

U ′ ⊆ T+ be the subsets
of T and T+ consisting of all user pairs (u1, u2) where u1 ∈ U ′, i.e. TU ′ and T+

U ′ are
the test sets relative to the senders in U ′. LetRN ⊆ R be the set of user-candidate pairs
(u1, u2) where the candidate u2 is ranked in R in the top N candidates for u1. Then
relative to U ′, the baseline success rate (BSR), the top N success rate (SRN ) and the
top N success rate improvement (SRIN ) are defined as follows.

– BSR(U ′) = |T+
U ′ |/|TU ′ |

– SRN (U ′) = |RN ∩ T+
U ′ |/|RN ∩ TU ′ |

– SRIN (U ′) = SRN (U ′)/BSR(U ′ ∩ UR)

The baseline success rate (BSR) for U ′ is the proportion of user pairs with successful
interactions (in the test set) initiated by users in U ′, where U ′ in our analysis can be sets
such as the users UR receiving recommendations from a method R, males and females,
or the “cold start” subgroups of non-senders and non-receivers; thus the baseline suc-
cess rate varies with U ′. The success rate (SR) at N is the proportion of user pairs with
successful interactions (in the test set) from the top N recommendations for the users
in U ′ receiving recommendations. The main metric is success rate improvement (SRI),
which gives a ratio representing how much more likely users are to receive a positive
reply from a recommended candidate compared to their baseline success rate.
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5.2 Results and Discussion

Table 1 shows the user coverage (the proportion of users for whom recommendations
can be provided) for each of the methods. The first column shows the user coverage for
the whole user pool and the other columns for the different “cold start” user groups, the
non-senders, the non-receivers and their intersection (defined based on positive interac-
tions). The results for Best CF+ are consistent with those reported earlier [5], though
here popular users are also included. As expected, SIM-CF and the content-boosted
methods have very high coverage of the user pool, while it is surprising that RBSS-CF
has such a low user coverage. To understand why, we calculated the number of similar
users generated across the user pool for each of these methods. RBSS-CF generates
similar users for only around 40% of all users: the compatible subgroup rules are so
highly personalized that they fail to generate any similar users for a large number of
users. The size of the user similarity relation (not in the table) also shows that there are
computational advantages to the content-boosted methods RBSR-CF and RBSR-ICF
since they have almost as high user coverage as SIM-CF whilst generating far fewer
similar users on average (220 and 218 per user as compared to 1545).

Table 1. User Coverage

User Non-Send Non-Rec Non-Send
Pool (35%) (16%) & Non-Rec

(8%)
Best CF+ 0.630 0.400 0.068 0.0
SIM-CF 0.997 0.997 0.998 0.496
CF-SIM 0.405 0.0 0.17 0.0

Rules 0.980 0.971 0.951 0.941
RBSS-CF 0.373 0.143 0.187 0.044
RBSR-CF 0.978 0.968 0.946 0.934
RBSR-ICF 0.973 0.961 0.933 0.916

Regarding the cold start user groups (Table 1), as was known, CF-SIM can cover
only the non-receiver group, and this coverage is quite low (17%). But for the other
methods, user coverage on the subgroups is consistent with user coverage on the whole
user pool (again with the possible exception of RBSS-CF), showing that SIM-CF and
the content-boosted methods can provide recommendations to the majority of users in
these subgroups, though the user coverage of SIM-CF is markedly lower than for the
content-boosted methods on the intersection of non-senders and non-receivers.

To examine the quality of recommendations, we calculated success rate improvement
(SRI) measured over the whole user pool. As shown in Figure 3, both SIM-CF and the
content-boosted method RBSR-CF exceed the performance of Best CF+, whilst cov-
ering almost all users. For example, for the top 10 recommendations, users are around
2.54 times more likely with RBSR-CF to have a positive interaction. This represents a
substantial improvement over Best CF+ because that method provides no recommen-
dations at all for cold start users. The improvements for RBSS-CF and RBSR-ICF are
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roughly in line with results for Basic CF+ and Inverted CF+ Recipient [5]. What we
consider remarkable in this figure is that SIM-CF performs so well given the simplicity
of the definition of profile similarity, providing further evidence that the power of the
IBCF methods derives from the use of interactions to rank candidates rather than from
the determination of similar users.

Fig. 3. SRI for User Pool

We now focus on the cold start user groups, the non-senders and non-receivers, as
defined using positive interactions (absolute numbers for their intersection are too low
for meaningful analysis). For the non-senders, the general pattern shown in Figure 4
follows that for the whole user pool, RBSR-CF and SIM-CF performing the best with
RBSR-CF achieving an SRI of around 2.26 for the top 10 recommendations (Best CF+
cannot be shown since it cannot generate any recommendations for users in this class).
The difference between the two methods is more pronounced than for all users, sug-
gesting that RBSR-CF is the superior method for this class of users. Note also that the
baseline success rate for this class of users is higher than for users in general, so such
an SRI for this class of users is a good result.

Fig. 4. SRI for Non-Senders
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Figure 5 shows the analogous results for non-receiving users. Again the pattern is
the same as in Figure 3, but this time the SRI is much higher, around 2.85 for the top
10 recommendations for RBSR-CF. To help understand this difference from Figure 4,
we examined a breakdown of top 100 SRI by gender, since as indicated by the data,
non-receivers are dominated by males while non-senders by females (with the split
around 60/40 for each group). The results are shown in Table 2. The SRI for the male
subgroups is consistently higher than for females (this is because males send far more
messages and have a far lower baseline success rate). Since the non-receivers contain
proportionally more males, the SRI for both SIM-CF and RBSR-CF is higher for this
subgroup than for the non-senders.

Fig. 5. SRI for Non-Receivers

Table 2. Top 100 SRI for Male/Female Subgroups

Non-Send (M,F) Non-Rec (M,F)
SIM-CF 1.750,1.500 1.808,1.547

RBSR-CF 1.922,1.686 2.018,1.752
RBSR-ICF 1.613,1.452 1.593,1.416

In summary, the hybrid method SIM-CF achieves a high SRI over the whole user
pool and over the cold start subgroups, and performs surprisingly well in this domain.
However, the content-boosted method RBSR-CF has the highest SRI and performs
much better than SIM-CF over all the cold start subgroups, including over the male
and female subgroups within these groups. Moreover, RBSR-CF achieves this high SRI
by generating candidates from far fewer similar users on average than SIM-CF (220
per user as compared to 1545), confirming the effectiveness of content-boosted meth-
ods based on compatible subgroup rules. SIM-CF, however, is computationally more
efficient overall, as it does not require the calculation of compatible recipients.

6 Conclusion

In this paper we have shown how hybrid and content-boosted recommender systems
can address cold start problems in people to people recommender systems, a
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reciprocal recommendation framework where “items” are also users and hence have
their own preferences that must be taken into account in recommendation. We presented
three hybrid methods based on user similarity, and two content-boosted methods based
on compatible subgroup rules. Using data obtained from a commercial online dating
site, we examined all methods on the whole user pool and on the cold start subgroups
of non-senders and non-receivers. Both the best hybrid and the best content-boosted
method enable interaction-based collaborative filtering (IBCF) to generate candidates
for almost all users, exceeding the quality of recommendations generated by the best
IBCF method, that applies only to users with prior positive interactions. The content-
boosted method gives a greater improvement in success rate than the hybrid method
over the cold start subgroups, but the hybrid method is more computationally efficient
overall.
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Abstract. Image segmentation is one of the fundamental and important steps 
that is needed to prepare an image for further processing in many computer vi-
sion applications. Over the last few decades, many image segmentation me-
thods have been proposed as accurate image segmentation is vitally important 
for many image, video and computer vision applications. A common approach 
is to look at the grey level intensities of the image to perform multi-level-
thresholding. In our approach we treat image segmentation as an optimization 
problem to identify the most appropriate segments for a given image where a 
two-stage population based stochastic optimization with a final refinement stage 
has been adopted.   

Nevertheless, the ability to quantify and compare the resulting segmented 
images can be a major challenge. Information theoretic measures will be used to 
provide a quantifiable measure of the segmented images. These measures would 
also be compared with the total distances of the pixels to its centroid for each 
region.  

Keywords: PSO, Image Segmentation, Data Clustering.  

1 Introduction 

As computer power improves and their prices drop, the use of computers to automati-
cally process digital images becomes increasingly attractive. Application areas in-
clude the processing of scene data for autonomous machine perception, which may be 
for automatic character recognition, industrial machine vision for product assembly 
and inspection, military recognizance, automatic processing of fingerprints etc. Nev-
ertheless, there are several fundamental steps involved in processing these images and 
one very important one is image segmentation.   

Good image segmentation partitions an image into the appropriate regions based 
on some appropriate homogeneity measure so that the segmented sections/images are 
homogeneous. Hence, the segments of an image which shows similar characteristics 
should be put together with those which exhibit similarities based on these measures. 
On the other hand, those which are significantly different should then be labeled as 
belonging to different or separate segments.  
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The problem of segmentation is well-studied and there are a variety of approaches 
that may be used. Nevertheless, different approaches are suited to different types of 
images and the quality of output of a particular algorithm is difficult to measure quan-
titatively due to the fact that there may be many “correct” segmentations for a single 
image. Here we treat image segmentation as a data clustering problem and propose an 
improved population based stochastic optimization, namely particle swarm optimiza-
tion [1] (PSO), to compute the optimal clusters. The experimental results indicate that 
the proposed PSO is capable of delivering improved segments as compared to the 
regular PSO approach. 

The rest of the paper is organized as follows. Section 2 reviews prior work on  
image segmentation with PSO while section 3 introduces the experimental setup. 
Section 4 describes and briefly discusses the results and finally section 5 gives the 
conclusion of the entire study. 

2 Prior Work 

Accurate image segmentation is important for many image, video and computer vi-
sion applications. Over the last few decades, many image segmentation methods have 
been proposed. A common approach is to look at the grey level luminance of the im-
age to perform multi-level-thresholding.   

Many image segmentation techniques are available in the literature 
[2],[3],[4],[5],[6]. Some of these techniques use only the grey level histogram, some 
use spatial details while others use fuzzy set theoretic approaches. Some may be used 
to perform bilevel thresholding in which only the foreground and background images 
are identified. Others were used to perform multilevel image segmentations instead. 
Liping et al [7] proposed an approach based on a 2D entropy to segment the image 
based on the thresholds identified. 

Particle Swarm Optimization (PSO) was originally modeled by Kennedy and 
Eberhart in 1995 after they were inspired by the social behavior of a bird flock. PSO 
had been used to solve a myriad of various problems. Kiran et al [8] have investigated 
using PSO for Human Posture recognition. And in recent years, segmentation with 
PSO has been investigated whereby the segmentation problem is now viewed as an 
optimization problem. Mahamed G. H. Omran first used Particle Swarm Optimization 
to perform image segmentation where the problem was modeled as a data clustering 
problem[9]. CC Lai [10] adopted a different approach in using the PSO approach for 
image segmentation. He used the PSO to compute the parameters for the curve that 
had been determined to give the best fit for the given image histogram. Subsequently, 
this was used to identify the appropriate thresholds for the various segments of the 
given image. Kaiping et al [11] proposed an effective threshold selection method of 
image segmentation which was then refined with the PSO embedded into a two-
dimensional Otsu algorithm[4]. Meanwhile, Tang, Wu, Han and Wang [12] adopted a 
different approach in using PSO whereby they used it to search for the regions that 
returned the maximum entropy.  
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In our approach, we adopted the PSO to firstly identify the best thresholds and 
subsequently refined with pivotal alignment to optimize the regions. The segmented 
images were measured based on three different approaches. Two are based on 
information theoretic measure to quantify the quality of the segmentation. Finally, the 
last one measures how well the segments are organized within each region.  

3 Methodology 

An image is assumed to have L grey levels [1, ...., L] spatially distributed across the 
image. Nonetheless, the individual distinctive grey levels can be summed up to form a 
histogram h(g).  

The PSO clustering algorithm which mimicked the social behaviour of a flock of 
birds can be summarised into two main stages; a global search stage with pivotal 
alignment as a local refining stage. Within the PSO context, a swarm refers to a set of 
particles or solutions which could optimize the problem of clustering data. In a typical 
PSO system, the set of particles will fly through the search space with the aim of 
finding the particle position which results in the best evaluation of the given fitness 
function. Each particle will have its own memory which is effectively the local best 
(pbest) and the best fitness value out of all the pbest which is then labeled as the 
global best (gbest). The gbest will be the reference point where the other particles will 
strive to achieve while searching for better solutions. The PSO may be represented by 
the following equations: 

 
 (1) 

where 

old
id

old
id

new
id VXX +=                               (2) 

Vid represents the velocity which is involved in updating the movement and 

magnitude of the particles, new
idX represents the new position of the particles after 

updating, W the inertia weight, C1 and C2 are acceleration coefficients while rand1 

and rand2 are random values that varies between 0 to 1. These parameters provide  

the necessary diversity to the particle swarm by changing the momentum of the 

particles to avoid the stagnation of particles at the local optima. Nevertheless, PSO 

can still get trapped in local minima or it may take a longer time to converge to 

optimum results. Thus, we propose a pivotal alignment to improve the local optimum 

results.   
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(a) Select initial set of thresholds for n segments randomly. 
(b) Repeat the following until gbestt+1 does not change 

i) Compute new thresholds with PSO 
ii) If 

tt gbestgbest <+1
 then gbestt+1 = gbestt 

(c) Pivotal Alignment  
- identify centroids of current segments, 
- for each pixel, compute the distance to centroid of current and the neighboring  

regions, 
- realign the pixel to nearest region. 

 

Fig. 1. Pivotal Alignment PSO for image segmentation 

The thresholds for the n-segments, Bi are randomly selected but ensuring that there 
will not be any overlaps with its neighbours, i.e. 

Bi = Bi+rand(b1,b2)                          (3) 

where rand(b1,b2) are randomly generated numbers on the interval [b1, b2]with a uni-

form distribution, 
n

L
b

21

−=  and 
n

L
b

22 = .  

The Brodatz set of images is a well-known benchmark database for evaluating tex-
ture recognition algorithms[13] and the set of homogeneous Brodatz images used for 
testing the improved PSO is shown in Fig. 2. With a homogeneous set of images, it is 
easy for visual verification of the segmentation. Each image consists of 370 × 370 
pixels and the number of distinctive regions range from 2 to 7.  

 

  
Img 2 

(2 segments) 
Img 3 

(3 segments) 
Img 4 

(4 segments) 
Img 5 

(5 segments) 
Img 6 

(6 segments) 
Img 7 

(7 segments) 

Fig. 2. Six images(colour) from the Brodatz set 

4 Experimental Results 

For the PSO with Pivotal Alignment (PSOWPA) used in this experiment, 20 particles 
are trained for a maximum of 200 iterations. The PSOWPA parameters are set as 
follows: W = 0.001 and C1 = C2 = 1.49. PSO starts by segmenting the target image 
using the grey level luminance values of each particle and computing the fitness of 
each one using the following evaluation function.   
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The error for each pixel is computed as the difference of the luminance from the 
mean of the associated luminance for segment j, i.e. 

 errj = | meanj – pj,i | (4) 

where pj,i  is the luminance of the ith pixel in segment j , 
meanj is the mean value of the luminance for segment j. 

4.1 Segmentation Quality Measure 

It is not uncommon to perform the evaluation visually, qualitatively, or indirectly by 
the effectiveness of the segmentation on the subsequent processing steps. Such meth-
ods are either subjective or tied to particular applications and they do not judge the 
performance of a segmentation method objectively. To overcome this problem, a few 
quantitative evaluation methods have been proposed[14].  

Liu and Yang proposed an evaluation function that is based on empirical stu-
dies[15].  However, their approach suffers from the fact that unless the image has 
very well defined regions with very little variation in luminance and chrominance, the 
resultant segmentation score would tend to lean towards results with very few seg-
ments.  Subsequently, an improved approach proposed using a modified quantitative 
evaluation with a new measure[16] to minimise such undesirable effects. Neverthe-
less, both these approaches were criticized for their lack of theoretical grounding of 
information theory as they were merely based on empirical analysis. Zhang et al [17] 
then came up with a measure that combines two measures - expected region entropy 
Here and layout entropy Hlay. Given a segmented image I with n regions, Vj is the set 
of all possible values for the luminance in region j while )( jm RL  represents the 

number of pixels in region Rj that have luminance of m, the entropy Q” would then 
be, 

(5)
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SI  defines the total number of pixels for image I.  
One measures the lack of uniformity whereas the other calculates the layout of the 

segmentation itself. This is a good approach as it maximises the uniformity of the 
pixels in each segmented region Here while maximising the differences between dif-
ferent regions with Hlay.  When the segmented region is uniform, the entropy Here 
would be small. On the other hand, such a development would result in an increase in 
the layout entropy Hlay instead. 

Unlike Zhang’s entropy-based measure, Mohsen et al [18] recommended a 
weighted measure Q’ that gives a slightly larger bias to the layout entropy, i.e.  

)()(" IHIHQ erelay +=
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)()(' 21 IHwIHwQ errlay +=                           (7) 

where,  
Hlay (I): Layout entropy of image I i.e., 

(8) 

Hcee (I): Colour error entropy of image I, i.e. 

  (9) 

 
 

n : total number of segments  SI :total number of pixels for image I  

( )'
ej RL : area of the jth region for near-

similar pixels 
  : area of non-similar pix-

els 

mine  : minimum colour errors in 
image I” 

 maxe  : maximum colour errors in 
image I” 

w1, w2 : weighting parameters  w1 + w2 = 1.0 

 
Identifying which pixels are near-similar or otherwise is quite simple. Any pixel with 
an error less than the threshold value of d are deemed to be near-similar. Anything 
else would then be non-similar. Near-similar pixels would contribute towards the 
layout entropy Hlay whereas those non-similar ones, the colour error entropy Herr. This 
is illustrated in Fig. 3. 

 

Fig. 3. Near-similar and non-similar pixels 

A value of d = 0.15 with w1 = 0.55 and w2 = 0.45 were used to provide a measure 
of the segmentation result. Furthermore, we would normalized the results against the 
computed maximum values.  
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4.1.1   Normalised EntropyMeasure  
Rewriting Equations (8) and (9), i.e.  
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where , 

jŜ : area of the jth region for near-similar pixels 

"
jS : area of the jth region for non-similar pixels,  

Sj : area of jth region, i.e.  jjj SSS ˆ" +=  

 

a) Q’ = w1Hlay(I)   when Hcee= 0, or 
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i.e. all the pixels in the jth segment are near or are near-similar pixels. Hence, 
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It may then be shown that, 
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b) Similarly, Q” = w2Herr (I)   when Hlay(I) = 0 
 
Similarly, it can be shown that 
 
 (14) 

 
 

Hence we may then scale the entropy values by normalising it with 
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To investigate and compare the accuracy and effectiveness of PSO with Pivotal 
Alignment with the regular PSO, 7 different images shown in fig. 2 were used. 5 dif-
ferent runs (a – e) were tested for each image and the results of the segmentation were 
measured using both of the entropy measures discussed in the previous sections as 
well as the sum of the distances from the mean of each region.  The results are sum-
marized in table 1.  

Table 1. Comparison of segmentation results 

 Distance to centroids Zhang’s Entropy, Q” Mohsen’s Entropy, Q’ 

Image PSO PSOWPA % PSO PSOWPA PSO PSOWPA 

Img2a 11,554 11,123 3.73 0.4269 0.4187 0.1329 0.1327

Img2b 12,500 11,123 11.02 0.4327 0.4187 0.1330 0.1327

Img2c 12,638 11,123 11.99 0.4342 0.4187 0.1330 0.1327

Img2d 13,368 11,123 16.79 0.4369 0.4187 0.1331 0.1327

Img2e 14,249 11,123 21.94 0.4404 0.4187 0.1331 0.1327

Img3a 31,434 31,081 1.12 0.7710 0.7712 0.2044 0.2053

Img3b 31,483 31,081 1.28 0.7721 0.7712 0.1936 0.2053

Img3c 32,519 31,081 4.42 0.7704 0.7712 0.1939 0.2053

Img3d 32,832 31,081 5.33 0.7716 0.7712 0.1925 0.2053

Img3e 46,178 31,081 32.69 0.7845 0.7712 0.1927 0.2053

Img4a 847,779 847,779 0.0000 0.9164 0.9165 0.1743 0.1744

Img4b 847,803 847,779 0.0028 0.9179 0.9164 0.1741 0.1745

Img4c 847,843 847,779 0.0075 0.9195 0.9165 0.1667 0.1745

Img4d 847,925 847,779 0.0172 0.9130 0.9164 0.1739 0.1744

Img4e 848,172 847,779 0.0463 0.9232 0.9164 0.1656 0.1745

Img5a 24,287 24,010 1.14 1.0252 1.0230 0.1501 0.1559

Img5b 25,184 24,010 4.66 1.0237 1.0230 0.1448 0.1559

Img5c 26,672 24,010 9.98 1.0248 1.0230 0.1451 0.1559

Img5d 26,897 24,010 10.73 1.0341 1.0230 0.1412 0.1559

Img5e 30,073 24,010 20.16 1.0443 1.0230 0.1339 0.1559

Img6a 24,286 24,141 0.60 1.3346 1.3332 0.1497 0.1494
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Table 1. (Continued) 

Img6b 24,940 24,141 3.20 1.3272 1.3332 0.1441 0.1494

Img6c 25,340 24,141 4.73 1.3334 1.3332 0.1448 0.1494

Img6d 26,424 24,141 8.64 1.3447 1.3332 0.1369 0.1494

Img6e 26,754 24,141 9.77 1.3317 1.3332 0.1452 0.1494

Img7a 337,147 336,006 0.34 1.6057 1.6023 0.1212 0.1254

Img7b 338,543 336,099 0.72 1.6090 1.6021 0.1264 0.1253

Img7c 23,232 22,383 3.65 1.4994 1.4956 0.1309 0.1351

Img7d 27,705 22,383 19.21 1.5149 1.4956 0.1236 0.1351

Img7e 33,234 22,383 32.65 1.5007 1.4956 0.1252 0.1351

Improvements in the segmentation with Pivotal Alignment can be quite significant 
as illustrated in fig. 4. While the regular PSO got stuck with a local optimum configu-
ration (Fig.4 (a)), PSO with Pivotal Alignment was able to correct this to arrive at a 
significantly improved results. (Fig.4(b)).  

 

  

(a) Regular PSO (b) PSO with Pivotal Alignment 

Fig. 4. Segmented images for the 7-segment Brodatz image 

Nonetheless, on most occasions as may be seen from the results in table 1, the 
regular PSO was able to identify the good segmentations. However, Pivotal Align-
ment was able to enhance upon the local optimal configurations found by the regular 
PSO. In such cases, the improvements are typically less than 10% (column 4).   

Entropy-based measures are expected to show lower values for better segmenta-
tion[17]. Zhang’s entropy Q” showed smaller values for all the segmented images 
tested here. Even though the normalized entropy measure showed decreased values 
for the images with smaller segments, nonetheless there was a noticeable increase 
when it comes to those images with a larger number of segments, e.g. 7 segments. For 
such cases, there was a significant increase of the near-similar pixels as compared 
with those segmented with the regular PSO as illustrated in Fig. 5. 
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Fig. 5. Layout Entropy: Near-Similar pixels 

Clearly it may be seen that the total number of near-similar pixels segmented (as 
measured by the ratio of the number of near-similar pixels to the total number of pix-
els) with the PSO were significantly lesser, especially when it comes to segments 1, 2, 
and 6.  

5 Discussions and Conclusions 

We have demonstrated via our preliminary set of experiments on homogeneous im-
ages, the effectiveness of an improved PSO with Pivotal Alignment for image seg-
mentation. We have also compared the segmentation results with 3 different ap-
proaches. In general, all three measures were able to capture the improvements of the 
PSOWPA. In this investigation, it has been noticed that the more sophisticated seg-
mentation measures using the concept of near-similar pixels and non-similar pixels 
increased when it comes to images with a higher number of regions. Further analysis 
showed that this was because of the improvements in the segmentation due to the 
better regions found in the near-similar regions.  

One immediate area for further investigation is to explore PSO with Pivotal 
Alignment for non-homogeneous images.  Nevertheless, the ability to accurately 
quantify the amount of improvements can be another challenge even though some of 
the measures investigated here may be used.  
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Abstract. Association rule mining is one of the useful techniques in
data mining and knowledge discovery that extracts interesting relation-
ships between items in datasets. Generally, the number of association
rules in a particular dataset mainly depends on the measures of ’sup-
port’ and ’confidence’. To choose the number of useful rules, normally,
the measures of ’support’ and ’confidence’ need to be tried many times.
In some cases, the measures of ’support’ and ’confidence’ are chosen by
experience. Thus, it is a time consuming to find the optimal measure
of ’support’ and ’confidence’ for the process of association rule min-
ing in large datasets. This paper proposes a regression based approach
to improve the association rule mining process through predicting the
number of rules on datasets. The approach includes a regression model
in a generic level for general domains and an instantiation scheme to
create concrete models in particular domains for predicting the potential
number of association rules on a dataset before mining. The proposed
approach can be used in broad domains with different types of datasets
to improve the association rule mining process. A case study to build
a concrete regression model based on a real dataset is demostrated and
the result shows the good performance of the proposed approach.

Keywords: Association rules mining, regression model, multiple corre-
lation coefficient.

1 Introduction

Data mining has emerged as an important method to discover useful information,
hidden patterns or rules from different types of datasets. Association rule is one of
the most popular techniques and an important research issue in the area of data
mining and knowledge discovery formany different purposes such as data analysis,
decision support, patterns or correlation discovery on different types of datasets.
In the past two decades, many approaches have been developed with the objec-
tive of solving the obstacles presented in the generation of association rules [1–3].
Agrawal et al. [4] proposed two algorithms, called Apriori and Apri-oriTid, to dis-
cover significant association rules between items in large datasets. Shi et al. [5]
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used association rules for credit evaluation in the domain of farmers’credit his-
tory. Li et al. [6] specifically analyzed out-bound tourism datasets among Hong
Kong residents using both positive and negative targeted rules. However, current
approaches are facing two main challenges: (1) Each approach might be limited to
special types of domains; (2) A huge amount of time needs to be consumed to find
out the right association rules from large datasets.

In order to address these two challenges, a new approach is proposed in this
paper to predict the potential number of association rules so as to improve the
process of association rule mining. The approach consists of a regression model
for general domains and an instantiation scheme to instantiate the general model
to a concrete model based on a particular dataset in a domain for association
rule prediction. By this way, the proposed approach can be applied to different
domains with different types of datasets for the prediction before applying asso-
ciation rule mining. After ascertaining optimal values of support coefficient and
confidence coefficient which exist in a dataset from our approach, association
rule mining can be carried out effectively by using data mining software such
as SPSS, R, and Tanagra, so as to reduce time consumption and quickly find
useful rules. The major contributions of our approach are that (1) we designed a
prediction model in a generic level by consideration of general domains so it can
be used in broad applications; (2) the instantiation scheme of the generic model
is carefully designed and evaluated by two statistical methods and can create
concrete models in different domains on different types and sizes of datasets. In
this paper, we also provide a case study to show the procedure of creating a
concrete model by the use of our generic model, based on a real dataset, which
is surveyed from customers of a supermarket in Wollongong City in 2011, to
demonstrate the good performance of proposed approach.

The rest of this paper is organized as follows. Section 2 introduces the principle
of our approach in detail, which includes the detail introduction of the generic
model and the instantiation scheme. A concrete model generated by our approach
on a case study and an experiment in a real dataset are demonstrated in Section
3. Section 4 compares our approach with some related work. Section 5 concludes
this paper and points out our future work.

2 A Regression-Based Approach to Predicting the
Potential Number of Associate Rules in General
Domains

In this section, the proposed approach is introduced in detail. Our approach in-
cludes two parts, (1) generic model construction and (2) concrete model instanti-
ation. These two parts are introduced in details in the following two subsections,
respectively.

2.1 Generic Model Construction

In this part, a regression model is designed in a generic level between data
items in general domains to express the relationships between the number of
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association rules, and support coefficient and confidence coefficient. In principle,
the number of association rules in a dataset mainly depend on the support co-
efficient and the confidence coefficient. In general, the support coefficient and
confident coefficient can be utilized to the measurement of association rules.

The meaning of support and confidence of the association rules can be formally
described as follows. Let I = k1, k2, ...km be a set of items in a dataset. Let D be
a set of transactions, where each transaction T is a set of items such that T ⊆ I.
Let A be a set of items in I, a transaction T is said to contain A iff A ⊆ T .
An association rule is an implication of the form A⇒ B, where A ⊂ I, B ⊂ I,
and A ∩ B=∅. The rule A ⇒ B holds in the transaction set D with support
s, where s% of transactions in D contains A ∪B. The rule A⇒ B holds in the
transaction set D with confidence c, where c% of transactions in D contains A
and contains B.

The formula of support and confidence for the form A ⇒ B can be formally
represented [8] by Equation 1 and 2.

support(A⇒ B) = P (A ∪B) (1)

confidence(A⇒ B) = P (A \B) (2)

where the values of support and confidence are in-between 0 and 1.
Based on the analysis of relationships between the number of association rules

and the support and the confidence, we propose a non-linear regression model to
predict the potential number of association rules on datasets in general domains.

Our regression model is formally defined by Equation 3.

y = β0 + β1
1

x21
+ β2

1

x32
(3)

where y is the number of association rules, x1 represents the support variable,
and x2 represents the confidence variable, β0, β1 and β2 are coefficients of the
regression model. The coefficient β1 measures the partial effect of x1 on y while
the coefficient β2 measures the partial effect of x2 on y. The coefficient β0 is a
constant and represents the mean of y when each independent variable equals to
0. In general, the coefficient β0 is rarely explained and evaluated in a regression
model because it includes all other factors except support and confidence. From
Equation 3 we can see that the number of association rules mainly depend on
values of support and confidence, as well as β1 and β2 in a particular domain.

After we make simple variable transformation, the Equation 3 can be rewritten
as:

y = β0 + β1X1 + β2X2 (4)

where X1 = 1/x21 and X2 = 1/x32.
After defining the regression model, we need to determine the values of three

coefficients in terms of result in minimizing the totally residual error of the
model. The residual error Z could be defined by using Equation 5

Z =

n∑
i=1

(yi − ŷi)
2 =

n∑
i=1

(yi − β0 − β1X1 − β2X2)
2 (5)
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where yi is the real number of association rules in a data sample, ŷi is the
predicted number of association rules in a data sample. The values of coefficients
in Equation 4 can be derived by Equation 5 and the results are represented as
follows: ⎧⎪⎨⎪⎩

∂Z
∂β0

= 0⇔
∑

(yi − β0 − β1X1 − β2X2) = 0
∂Z
∂β1

= 0⇔
∑

(yi − β0 − β1X1 − β2X2)X1 = 0
∂Z
∂β2

= 0⇔
∑

(yi − β0 − β1X1 − β2X2)X2 = 0

(6)

After carrying out the partial derivatives, we have an equation group as follows:⎧⎪⎨⎪⎩
∑
yi = nβ0 + β1

∑
X1i + β2

∑
X2i∑

yiX1i = β0
∑
X1i + β1

∑
X2

1i + β2
∑
X1iX2i∑

yiX2i = β0
∑
X2

1i + β1
∑
X1iX2i + β2

∑
X2

2i

(7)

By solving Equation 7, coefficients β0, β1 and β2 are represented by Equation 8.⎧⎪⎪⎨⎪⎪⎩
β0 = ȳ − β1X̄1 − β2X̄2

β1 =
∑

yiX1i

∑
X2

2i−
∑

yiX2i

∑
X1iX2i∑

X2
1i

∑
X2

2i−(
∑

X1iX2i)2

β2 =
∑

yiX2i

∑
X2

2i−
∑

yiX1i

∑
X1iX2i∑

X2
1i

∑
X2

2i−(
∑

X1iX2i)2

(8)

where ȳ =
∑

yi

n , X̄1 =
∑

X1i

n , X̄2 =
∑

X2i

n , and n is the number of observations.

2.2 Concrete Model Instantiation

In Subsection 2.1, we represented a generic regression model (refer to Equation
3) and proposed a calculation method to obtain all coefficients of generic model
(refer to Equation 8). In order to apply the proposed model to predict the poten-
tial number of association rules on a particular dataset, we need to instantiate
the generic model to a concrete model, which can fix the features of the domain
in terms of confirmation of coefficients of the generic model.

In this subsection, the instantiation scheme of our approach is introduced.
This scheme consists of two steps, which are (1) correlation evaluation between
the number of association rules and support and confidence and (2) efficiency
evaluation on coefficients.

Step 1: Correlation Evaluation
The purpose of correlation evaluation is to evaluate correlation between the
dependent variable y and two independent variables x1 and x2. The multiple
correlation efficient method is employed to achieve this purpose. The multiple
correlation coefficient method is a common approach in statistics to measure
the proportion of the total variation in a variable y, which is explained by the
predictive power of independent variables, (only x1 and x2 in this paper).

The multiple correlation coefficient is defined as follows:

R =

√
1−

∑
(yi − ŷi)2∑
(yi − ȳi)2

(9)
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where R is the multiple correlation coefficient and 0 ≤ R ≤ 1, ȳi is the real
association rule average in a data sample. The closer the R to 1, the smaller the
residual error is, and the higher the validity of the model is.

Step 2: Coefficient Evaluation
This evaluation is used to test whether coefficients β1 and β2 exist in the regres-
sion model. We utilize two categories of tests, which are the entire model test
and each coefficient test.

(1) Entire Model Test
We need to test whether the two independent variables x1 and x2 have a sta-
tistically significant effect on dependent variable y. Thus, a pair of hypothesis
including the null hypothesis H0 and the alternative hypothesis H1 are created
as follows.
H0 : β1 = β2 = 0
H1 : (β1 �= 0) or (β2 �= 0) or (β1 �= 0 and β2 �= 0)
The test of H0 is carried out using the following statistical calculation:

F =
R2/2

(1−R2)/(n− 3)
(10)

where n indicates the number of observations and R2 is the multiple determina-
tion coefficient. R2 can be calculated by using the following equation:

R2 =

∑
(yi − ȳi)

2 −
∑

(yi − ŷi)
2∑

(yi − ȳi)2
(11)

Before carrying out hypothesis test, we need to calculate the critical value
Fα(2,n−3) for this test, where α indicates the significant level and n is the number
of observations. According to statistics, the chosen value of α is usually 5%. The
critical value Fα(2,n−3) can be found in Fisher - Snerecor Distribution Table or
it can calculated by FINV function in MS Excel.

In Equation 10, If F > Fα(2,n−3), then H0 is rejected. It states that there
is at least one independent variable x1 or x2 related to y. In other words, the
dependent variable y can be effected by the independent variable x1 or x2 or
both, then we need to test each coefficient to determine which variable exists
in the model. In other cases, while F ≤ Fα(2,n−3), we accept the null hypothe-
sis. It states that little evidence exists to support the relationship between the
dependent variable y and two the independent variables x1 and x2.

(2) Coefficient test
This test includes to test support coefficient x1 and confidence coefficient x2
separately. We need to build a pair of hypothesis for each coefficient.

Case 1: In this test, the null hypothesis H0 and the alternative hypothesis H1

for β1 are created as: H0 : β1 = 0, H1 : β1 �= 0

The test of H0 is calculated by using the following statistics: t= β̂1−β0

Se(β̂1)
, where

Se(β̂1) indicates a standard error of β1. Before carrying out hypothesis test, we
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need to calculate the critical value -t(α/2,n−3) and t(α/2,n−3) for this test, where
α indicates the significant level. According to statistics, the chosen value of α is
usually 5%. The critical values -t(α/2,n−3) and t(α/2,n−3) can be found in Stu-
dent Distribution Table or it can be calculated by TINV function in MS Excel.
If -t(α/2,n−3) ≤ t ≤ t(α/2,n−3) then H0 is accepted. It states that little evidence
exists of interaction between the dependent variable y and the independent vari-
able x1. In other cases, we accept the alternative hypothesis H1. It states that
there exists some evidence about interaction between the dependent variable y
and the independent variable x1.

Case 2: In this test, the null hypothesis H0 and the alternative hypothesis H1

for β2 are created as: H0 : β2 = 0, H1 : β2 �= 0.

The test of H0 is calculated by using the following statistics: t= β̂2−β0

Se(β̂2)
, where

Se(β̂2) is a standard error of β2. If -t(α/2,n−3) ≤ t ≤ t(α/2,n−3) then we accept
H0. It states that little evidence exists about interaction between the dependent
variable y and the independent variable x2. In other cases, we accept the alter-
native hypothesis H1. It states that there exists interaction between dependent
variable y and the independent variable x2.

3 A Case Study

This section presents a case study to show how to instantiate a concrete model
from the proposed approach for a real world dataset which is collected from a
customer survey in Woolworths Supermarket in Wollongong City, Australia. This
case study not only shows the procedure of using our approach in a particular
domain, but also demonstrates the performance of our approach in the real life
situations. The background of the case study is introduced in Subsection 3.1.
The procedure of generating a concrete model applied on the dataset of the case
study is described step by step in Subsection 3.2. The prediction results and
analysis are given by Subsection 3.3.

3.1 Background of the Case Study

The dataset used in this study is collected fromWoolworths supermarket through
survey of customers in November 2011 at Wollongong City, Australia. The sur-
vey’s data was collected from different time and different types of customers
arriving to buy goods at the Supermarket. The questionnaires in the survey
consisted of some common groups such as vegetable, bread, fruit, meat, milk,
cheese and seafood. Thus, the dataset created by the survey includes 48 at-
tributes and 51 data samples. The dataset is created through SPSS software for
preprocess to analyze data. The results of data summary in Vegetable Group
and Bread Group are illustrated in Figure 1.

Among 51 interviewed customers, it has been observed from Fig 1.(a) that
in the graph of Vegetable Group, most customers tend to buy the items includ-
ing cauliflower, lettuce and broccoli because more than 50% of fifty one people
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(a) Group of Vegetable (b) Group of Bread

Fig. 1. Data Analysis of the survey

arrived Supermarket tend to buy these items. In particular, the proportion of
cauliflower, lettuce, broccoli is 95%, 82% and 66%, a respectively. On the other
hand, the proportion of other items is very slow. In particular, the proportion
of boy choy, celery, zucchini and english spanish is 41%, 47%, 33% and 15%, a
respectively.

From Fig 1.(b), it can be seen that the proportion of white bread and baguette
purchased by customers is very high. In particular, the proportion of white bread
and baguette bread is 86% and 53%, respectively. In the other hand, the pro-
portion of other items is very slow.

The graphs of other groups including meat, seafood, milk, cheese, and fruit
are in the similar format. Due to the space limit, we do not show them in this
paper.

3.2 Generation of a Concrete Model for the Dataset of the Case
Study

This subsection demonstrates the procedure of creating a concrete model for this
case study. In our case study, we apply our approach to groups of the survey
dataset. In this paper, we use the Vegetable Group to demonstrate our case
study.

Step 1: Generating a Regression Model for Vegetable Group
This step illustrates a concrete regression model of the sample data of Vegetable
Group from dataset of survey’s customers. The sample data is created by using
the algorithm of Apriori [4] for association rule mining to get the real number
of rules in the conditions of different support thresholds and different confidence
thresholds. The results are shown in Table 1.

From the results of Table 1, we can build a regression model by using Equation
3 to present the relationships between the number of association rules, support
and confidence. In the case study, we use software of SPSS to calculate coefficients
β0, β1, and β2 of Equation 3. The results of coefficients β0, β1, and β2 are shown
in Table 2. Based on the results in Table 2, a concrete model for the dataset of
Vegetable Group can be generated as

y = −70.408 + 4.000
1

x21
+ 3.774

1

x32
(12)
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Table 1. The sample data of vegetable group

Observation Support (%) Confidence (%) No of real rules

1 20 60 51
2 20 65 42
3 20 70 39
4 23 60 21
5 23 65 17
6 23 70 17
7 25 60 10
8 25 65 8
9 25 70 7

Table 2. Regression Statistics

Standard Error

β0 -70.408 6.054
β1 4.000 0.212
β2 3.774 1.136
Multiple correlation coefficient(R) 0.991
Multiple determination coefficient(R2) 0.983

From Equation 12, we can figure out that if the value of support or confidence
increases, the number of association rules decrease because the regression model
is a none-linear model. The number of association rules can be estimated from
Equation 12 if the values of support and confidence for this particular dataset
are given.

Step 2: Evaluating the Regression Model for Group of Vegetable
Before predicting the number of association rules for Vegetable Group, we eval-
uate whether the regression model satisfies the standard evaluation (refer to
subsection 2.2).
• Correlation evaluation

The value of multiple correlation coefficient R shown in Table 2 was calculated
by using Equation 9. The detail calculation of R is shown in Equation 12.

R =

√
1−

∑
(yi − ŷi)2∑
(yi − ȳi)2

=

√
1− 34.4116

2124.222
= 0.991 (13)

R = 0.991 means that there is a strong relationship between the number of rules
and support and confidence in the dataset of Vegetable Group.
• Model test

Now we need to carry out test for the significance of the regression model.
If the model is satisfied by test, we need to carry out the second test. In other
cases, the data sample is considered by increasing the number of observations.
The second test is to test individual regression coefficients β1 and β2. Generally,
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coefficient β0 needs not to be evaluated because it is a constant. The test data
is illustrated as follows

The null hypothesis for the regression model is
H0 : β1 = β2 = 0
H1 : (β1 �= 0) or (β2 �= 0) or (β1 �= 0 and β2 �= 0)
R2 is 0.983 from Table 2, the statistic to test H0 is

F =
R2/2

(1 −R2)/(n− 3)
=

0.983/2

(1 − 0.983)/(9− 3)
= 173.47 (14)

The critical value for this test, corresponding to a significance level of 0.05 is
Fα(2,n−3) = F0.05,2,6 = 5.143 (refer to subsection 2.2). Since F > Fα(2,n−3), H0

is rejected and it is concluded that at least one coefficient among β1 and β2 is
significant. In other words, there exists the relationship between the number of
association rules and either support factor or confidence factor or both of them.
To consider which factor exists in the regression model, we need to carry out
coefficient test.
• Coefficient test

Coefficient test is carried out to consider which factors (support, confidence)
exist in the regression model.
(i) The null hypothesis to test β1 is
H0 : β1 = 0
H1 : β1 �= 0

Based on the Table 2, the statistic to test H0 is t= β̂1−β0

Se(β̂1)
= 4−0

0.212=18.79. The

critical values of t(α/2,n−3) = t(0.025,6) and −t(α/2,n−3) = −t(0.025,6) with a sig-
nificance of 0.05 are 2.968 and -2.968 respectively (refer to subsection 2.2). Since
t = 18.79 > t(0.025,6) = 2.968, the null hypothesis H0 is rejected and it states
that the number of association rule is effected by support.
(ii) Similarly, considering β2, it can be seen that t= 3.744−0

1.136 =3.295 is more than
t(α/2,n−3) = t(0.025,6) = 2.968. So, the null hypothesis H0 is rejected and it is
concluded that the number of association rule is effected by the confidence factor.

3.3 Prediction Results and Analysis for Vegetable Group

In this Subsection, we use Equation 12 to predict the number of association rules
and compare the real number of association rules and the predicted number of
association rules. Furthermore, association rule mining is carried out by data
mining software for analysis.
• Prediction results

After the regression model is generated, we can compare the predicted num-
ber of rules with the actual number of rules in the condition of given support
coefficient and confidence coefficient. It means that we replace the pair of values
of x1 and x2 from Table 1 into Equation 12 to estimate the number of association
rules. The result is presented in Table 3.

From the residuals and the rate of error in Table 3, we can see that the
difference between the actual numbers of rules and the predicted numbers of rules
in 9 different cases is acceptable and at the average error of 8.1%. It means that



238 D.T. Le, F. Ren, and M. Zhang

Table 3. The predicted result of vegetable group

No Support Confidence No of No of Residuals Rate of

(%) (%) real rules predicted rules error(%)

1 20 60 51 47 4 7.8
2 20 65 42 43 1 2.3
3 20 70 39 40 1 2.5
4 23 60 21 22 1 4.7
5 23 65 17 19 2 11.7
6 23 70 17 16 1 5.8
7 25 60 10 11 1 10
8 25 65 8 8 0 0
9 25 70 7 5 2 28.5

the performance of the prediction model is relatively good. Even if the forecast
values and actual values are biased, the error is acceptable. Furthermore, the
prediction results on the data groups of fruit, milk, meat, seafood, cheese and
bread group are also good and a similar level to the result of Vegetable Group.
• Analysis

The number of estimated rules with the optimal values of support and con-
fidence is estimated from the regression model. After we confirm the values of
support x1 and confidence x2, the potential number of association rules is ob-
tained for Group of Vegetable by using Equation 12.

For example, if the minimum support and confidence is 24% and 70%, respec-
tively, the number of predicted association rules for Group of Vegetable coming
from Equation 12 is

y = −70.408 + 4.000
1

0.242
+ 3.774

1

0.73
= 10

After estimating the potential number of association rules with the optimal
values of support and confidence, we utilize the optimal values of support and
confidence to effectively find out the detailed association rules by using data
mining software such as SPSS, R, Tanagra. The time consumption of association
rule mining process is reduced and useful rules can be quickly found. For instance,
we choose minimum support of 24% and minimum confidence of 70% randomly,
we conduct the association rule mining by using Tanagra software for Vegetable
Group and the results of detailed association rules are represented in Table 4.
From Table 4, we can conclude that the level of difference between the actual
number of rules and the predicted number of rules is very small because the
prediction error between the number of real association rules (8) and the number
of estimated association rules (10) is 10 - 8 =2. Our prediction result is 80%
correct for this case. Such a prediction can reduce mining time significantly for
the process of association rule mining in large datasets because the optimal
values of support coefficient and confidence coefficient are achieved from our
regression model. These values can provide useful information to setup best
values for support and confidence coefficients so as to lead an effective mining
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Table 4. Detailed Association Rules for Group of Vegetable

Rules Association rules Support (%) Confidence (%)

1 Zucchini⇒ Lecture and Celery 25.49 76.47
2 Lecture and Zucchini⇒ Celery 25.49 81.25
3 Zucchini⇒ Celery 25.49 76.47
4 Celery and Zucchini⇒ Lecture 25.49 100.0
5 Zucchini⇒ Lecture 31.373 94.11
6 Cauliflower and Zucchini ⇒ Lecture 29.412 93.75
7 Zucchini⇒ Cauliflower and Lecture 29.412 88.23
8 Cauliflower and Bokchoy⇒ Brocolli 29.412 75.00

process. Furthermore, the proposed approach has applied to the groups of meat,
seafood, milk, cheese, bread and fruit, and the performance of the regression
model on this groups are relatively good.

4 Related Work

There has been a lot of previous work on improving the association rule min-
ing. Yi et al [7] studied regression anaysis of the number of association rules.
The authors argued that if dataset is large, it is difficult to effectively extract
the useful rules. To solve this difficulty, the authors analyzed the meanings of the
support and confidence and designed a variety of equations between the number
of rules and the parameters. They only showed the preliminary state and did
not provide the way about how to use it in different domains. Our approach is
generic and can be instantiate to any domains through the rigorous statistical
evaluations. Furthermore, the chosen values of support and confidence with the
suitable number of association rules from the concrete models are used to extract
the detailed association rules.

Shaharanee et al. [9] worked toward the combination of data mining and sta-
tistical techniques in ascertaining the extracted rules/patterns. The combination
of the approaches used in their method showed a number of ways for ascertain-
ing the significant patterns obtained using association rule mining approaches.
They used statistical analysis approaches to determine the usefulness of rules
obtained from a association rule mining method. The difference between Sha-
haranee’s work and our work is that we focuss on building a generic regression
model to predict the number of association rules in general domains and our
model can be instantiated in different domains while Shaharanee’s work pays
more attention to ascertain the useful rules.

Brin et al. [10] developed the notion of mining rules that identifies correlations
of rules, and considered both the absence and presence of items as a basis for
generating rules. They also proposed a method to measure significance of asso-
ciations via the Chi-squared test for correlation from classical statistics. Their
approach is only suitable for small scale datasets while our approach can be
applied on any scales of datasets.
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5 Conclusion and Future Work

This paper proposed a new approach to improve the association rule mining pro-
cess through the prediction of the potential number of association rules ondatasets.
The proposed approach is novel because the design of the regression model in the
approach is generic so it can be applied into broad domains for predicting the po-
tential number of association rules after instantiations to particular domains. The
instantiation scheme in our approach is designed and evaluated by two statisti-
cal tests in terms of correlation and significance of confidence and support in the
model. The case study demonstrates the good performance of our approach on
a real life dataset. The future work will pay attention to apply our approach to
datasets in other areas such as finance, telecommunication, and so on.
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Abstract. This study focuses on the development of a real-time automatic af-
fect recognition system. It adapts a multimodal approach, where affect informa-
tion taken from two modalities are combined to arrive at an emotion label that 
is represented in a valence-arousal space.  The SEMAINE Database was used 
to build the affect model.  Prosodic and spectral features were used to predict 
affect from the voice.  Temporal templates called Motion History Images 
(MHI) were used to predict affect from the face.  Prediction results from the 
face and voice models were combined using decision-level fusion.  Using sup-
port vector machine for regression (SVR), the system was able to correctly 
identify affect label with a root mean square error (RMSE) of 0.2899 for arous-
al, and 0.2889 for valence. 

Keywords: Emotion models, regression, multimodal, dimensional labels. 

1 Introduction 

The TALA [4] empathic space is an ubiquitous computing environment capable of 
automatically identifying its human occupant, model his/her affective state and activi-
ties, and provide empathic responses by controlling the ambient settings.  One major 
component of TALA is an automatic affect recognition system (AARS).  The AARS 
should be able to determine the affect of the user, even if only one modality (voice 
and/or facial expression) is available, and it should be able to do so in real-time (or 
with minimum amount of delay). 

There are several design issues involved in building an AARS and these are: affect 
database and annotation; input modality; and affect model for automatic prediction. 

An affect database is a collection of audio-video (AV) clips showing a subject in an 
affective state. These expressions can be posed or spontaneous. Posed affect is usually 
obtained within a controlled laboratory setting, with a subject acting out a specific 
emotion. It is usually exaggerated and more pronounced. Spontaneous affect, on the 
other hand, can be obtained by inducing a specific emotion from the subject, or it can 
be captured in a natural setting. Spontaneous affect is more subtle and varied. Coders 
annotate each AV clip with information, such as context, transcription of conversa-
tion, and affect label among others. The label used to describe the affective state of 
the subject is very important. There are three approaches in labelling the affective 
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state of the subject and these are: the categorical approach, the dimensional approach, 
and the appraisal-based approach. The categorical approach believes in the universal-
ity of basic emotions. With this approach, affective states are described using either 
coarse-grained descriptors (e.g., positive-affect, negative affect), fine-grained descrip-
tors (e.g., happiness, sadness, etc.), or a combination of both affect labels.  The di-
mensional approach believes that discrete labels are not enough to describe the wide 
spectrum of emotions that one can experience and express. Thus, affective states are 
described using multi-dimensional parameters. An example is Russell’s Circumplex 
Model of Affect, where an affect label is represented using the valence (pleasantness 
and unpleasantness) and arousal (relaxed or calm) pair. Others use PAD, for pleasure-
arousal-dominance; or PAD plus expectation (degree of anticipation) and intensity 
(state of rationality). The appraisal-based approach believes that affect is the result of 
continuous, recursive, and subjective evaluation of both a person’s own internal state 
and the state of his/her environment, such that affect is described in terms of a combi-
nation of various components. An example of this is the OCC Emotion Model, that 
describes affect in terms of events, actions and objects. 

Affect can be expressed in various modalities.  It can be expressed through voice, 
face, posture and body movement. Voice is a combination of linguistic, acoustic and 
prosodic cues. In the studies focusing on affective speech like that of [1], it was found 
that speech features such as pitch, mean intensity, pitch range, short pauses, speech 
rate, blaring timbre, and high frequency energy are usually associated with high 
arousal. While a fast speaking rate, large pitch range, less occurrences of high-
frequency energy, and low pitch are usually associated with positive valence. The 
face is the most common modality monitored for affective expression. Approaches 
such as Ekman and Friesen’s Facial Action Coding System (FACS) and Active Ap-
pearance Model (AAM) [3] are commonly used to extract facial features that can be 
used for affect recognition. Another useful modality is the body. Various body 
movement and postures, either standing or sitting, can give a lot of information re-
garding the affective state of a person.  An important issue one must address in mul-
timodal approach is how to merge the results to arrive at a single prediction.  This 
can be achieve by performing feature-level fusion or decision-level fusion. In feature-
level fusion, features extracted from various modalities are merged into a single vec-
tor prior to modelling and classification. Decision-level fusion, on the other hand, 
merge the prediction results after modelling and classification.   

Affect recognition is successful if one has a reliable affect model. The type of clas-
sifier and machine learning technique used to build an affect model is dependent on 
the type of features extracted from the user and the annotations used to label the af-
fect.  Many studies have attempted to tackle the problem of affect modelling using 
dimensional labels and audio cues. The study of [16] used Long Short-Term Memory 
Recurrent Neural Networks (LSTM-RNN) for continuous affect recognition.    

There were several studies that tried to address the issue of multimodality and di-
mensional data, but they may not work in real-time. There are also works that focus 
on real-time systems, but not necessary work with multimodal and/or dimensional 
data. EmoVoice [15] is a real-time emotion recognition system that focuses on speech 
signals. It used Naïve-Bayes and support vector machines (SVM) to classify data into 
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the four quadrants of the valence-arousal space. A similar study done by [6] also fo-
cused on speech-based continuous emotion recognition. It uses acoustic Low-Level 
Descriptors (LLD) and LSTM-RNN to classify data into a 3D valence-activation-time 
space. The works of [8] and [14] focused on facial features. [8] extracted facial points 
that were mapped to facial animation parameters (FAPs). These FAPs are then classi-
fied using a neurofuzzy rule-based system. [14] worked on elaborating affect in the 
valence-arousal space using the locally linear embedding algorithm. NetProm [2] is 
an affect recognition system that can adapt to specific users, along with contextual 
information. The system uses facial expression most of the time and uses speech 
prosody or gestures as fall-back solutions. It was evident in these studies that the more 
successful classifiers that work well with multimodal and dimensional data, are not 
necessarily applicable for real-time implementation.   

This paper aims to provide a methodology for a real-time implementation of  
automatic affect recognition system that works well with multimodal input and di-
mensional labels. Section 2 of this paper describes the framework for the real-time, 
multimodal, dimensional automatic affect recognition system. Section 3 presents and 
discusses the results of the experiments. Section 4 concludes the paper. 

2 Methodology 

The entire process of affect recognition can be divided into two stages.  The first 
stage is to prepare the data to build an affect model and the second stage is to predict 
the affect automatically. This section discusses how these were implemented in this 
study. 

Figure 1 shows the framework for the real-time, multimodal, and dimensional af-
fect recognition system. This is the framework followed by the system when it al-
ready has an affect model built inside each predictor. The SEMAINE database [9] 
was used to build and train the affect model. Prosodic and facial features were ex-
tracted from the clips to build the affect model. The prediction of affect is separated 
into valence and arousal for each modality. Decision-level fusion is used to combine 
the results to arrive at a single prediction for valence and arousal label. 

 

Fig. 1. Framework for the real-time, multimodal, dimensional affect recognition system 
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2.1 Data Preparation 

The SEMAINE database [9] is a collection of AV clips that shows the spontaneous 
interaction and conversation between a participant and a virtual character with spe-
cific personality. The recorded sessions were fully transcribed and annotation in five 
affective dimensions (i.e., arousal, valence, power, anticipation and intensity), and 
partially transcribed in 27 other dimensions. This database is used to build the affect 
model.    

Each clip in the database was annotated by 2 to 8 coders, who may or may not have 
the same perception on the affect displayed by the participant. To combined these 
annotations and arrive at a single label, an inter-coder agreement is computed.  The 
inter-coder agreement is computed by getting the average correlation per coder [12] 
using the formula below: 

, 1| | 1 ,,  (1)

Where S is the relevant session annotated by |S| number of coders, and each coder 
annotating S is defined as .  This specific approach measures how similar a 
coder’s annotations are with the rest and determined the contribution of each coder to 
the ground truth.  The coder whose annotation achieved the highest average correla-
tion is chosen as the ground truth.   

2.2 Feature Extraction 

Each AV clip is separated into its audio and video components. Features from the 
voice are extracted separately from the face.   

From the audio clip, a sliding window is used to partition the whole recording into 
smaller frames. An overlap of 30% between frames is used to ensure signal continu-
ity. From each frame, the following prosodic and spectral features are extracted: pitch 
(F0), energy, formants F1 – F3, Harmonics-to-noise ratio (HNR), 12 Linear Predictive 
Coding (LPC) coefficients, and 12 Mel-Frequency Cepstral Coefficients (MFCC).  
These main features, including their individual statistics such as mean, standard de-
viation, minimum and maximum values, were all extracted to form an audio feature 
vector of 76 features. 

From the video clip, facial features are extracted in the form of temporal templates. 
Unlike the usual approach used by similar studies, e.g. [8] [12], which employ track-
ing the facial points and calculating the distances between these points from the neu-
tral face, the temporal template motion feature provides a compact representation of 
the whole motion sequence into one image only. The most popular temporal template 
motion feature is the Motion History Image (MHI). An MHI is the weighted sum of 
past images, with the weights decaying through time. Therefore, an MHI image con-
tains the past images within itself, in which the most recent image is brighter that past 
ones [10].  The strength of this approach is the use of a compact, yet descriptive, 
real-time representation capturing a sequence of motions in a single static image. The 
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MHI is constructed successively by layering selected image regions over time using a 
simple update rule [5]: , , Ψ , 00, ,  (2)

Where each pixel (x,y) in the MHI is marked with a current timestamp if the function 
signals object presence or motion in the current video image.  The remaining time-
stamps in the MHI are removed if they are older than the decay value.  This study 
uses the edge orientation histograms (EOH) of MHI based on the [11].  Once MHI is 
obtained, the edges of the MHI were detected using Sobel operators.  After which, 
the edges, magnitude and orientation of the edges were computed.  The orientation 
interval is then divided into N-bins.  In this study, 6 bins were used.  The EOH is 
formed by summing the magnitude of the pixels belonging to the corresponding ori-
entation bin.  The MHI is then divided into 8x8 cells, with 2x2 cells forming a block.  
EOH is extracted from each cell and normalized according to the values within a 
block using the L2-norm block normalization technique.  The EOH is then built from 
an 8-pixel overlapping blocks that are shifted both in the vertical and horizontal direc-
tions.  Since there are 16 block shifts and 24 EOH in each block, the final feature 
vector has a dimension of 384. 

2.3 Modelling and Classification 

Since data is labelled using dimensional labels (i.e., valence-arousal), regression tech-
niques are applied to build the affect model.  Algorithms tested for modelling and 
classification in this research include Linear Regression (LR), Support Vector Ma-
chine for Regression (SVR), and Gaussian Process (GP).  Results of these various 
classifiers are compared based on the root-mean square error (RMSE).   

Linear Regression (LR) is probably the most widely used and useful statistical 
technique for prediction problems.  It provides the relationship of a dependent  
variable, y, with observed values of one or more independent variables x1…xn. LR 
assumes that there is a linear relationship between two variables, x and y, and that 
relationship is additive. 

Support Vector Machine for Regression (SVR) is under the discriminative para-
digm, which tackles the prediction problem by choosing a loss function g (t,y), being 
an approximation to the misclassification loss 0 and then searching for a dis-

criminant y(.), which minimizes ,  for the points x* of interest.  More-
over, discriminative models are also called nongenerative models because they focus 
on selecting a discrimant between classes without the need to specify a probabilistic 
generative model for the data [13].  While SVMs are mostly used to perform classifi-
cation by determining the maximum margin separation hyperplane between two 
classes, SVR attempts the reverse, that is, to find the optimal regression hyperplane 
such that most training samples lie within an ε-margin around this hyperplane [7]. 

Gaussian Process (GP), on the contrary, is a generative Bayesian model that makes 
use of the concept of Bayesian inference.  It is a collection of random variable,  
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indexed by X, such that each joint distribution of infinitely many variables is Gaus-
sian.  Such a process y(.) is completely determined by the mean function 

 and the covariance kernel ,  [13]. The reliability of 
a GP is its dependence on the covariance function.  Some examples of these are 
squared exponential covariance function and the radial basis function.    

2.4 Decision-Level Data Fusion 

Decision-level data fusion is the most common way of integrating asynchronous but 
temporally corrected modalities. With this method, each modality is first classified 
independently and the final classification is based on the fusion of the outputs from 
the different modalities [2]. Various approaches can be used to merge the outputs, 
such as the sum rule, product rule, weighted-sum rule, max/mix/median rule, majority 
voting, etc. For this study, the sum rule and weighted-sum rule are used.  The latter 
multiplies a certain weight with the result from each modality and sums them up.  It 
is simple and provides a way for allowing the best modality in specific scenarios to 
have a bigger impact on the final result. 

3 Results and Discussions 

40 recorded sessions from the SEMAINE database are used to build the affect model 
for each modality. For the face, a valence-based and arousal-based affect models are 
built. Corresponding models are also built for the voice.  Data are segmented into 
various frame sizes (i.e., 1-, 3-, and 5-seconds frame sizes) to identify the optimal size 
for real-time implementation without sacrificing prediction accuracy.  Accuracy of 
prediction is measured in terms of the root mean square error (RMSE).  RMSE quan-
tifies the difference between the values implied by the predictor and the true values of 
the item being estimated. All results were verified using the 10-fold cross validation 
approach. 

3.1 Affect Recognition Based on a Single Modality 

The first part of the experiment is focused on real-time affect recognition of dimen-
sional data using a single modality only.  The test separates the results for the voice 
and the face. 

The result of affect recognition based on voice data only is presented in Table 1.  
Based on experiment results for both valence and arousal voice models, LR yielded 
the least RMSE, followed by SVR and GP, respectively. Due to hardware constraint, 
GP which is computationally expensive, was not run for the 1 second frame segmen-
tation, which eliminates it for real-time implementation. The results also showed that 
the shorter frame length does not necessarily result to a more accurate prediction re-
sult. Based Table 1, it was evident that the longer frame length allow the system am-
ple data to make a better prediction, in addition to being able to produce a result with 
minimum amount of delay. This result is consistent with [12], which states that a 2-6 
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seconds window or frame length provides better accuracy in prediction.  However, 
contrary to literature, the results showed that valence has a higher prediction accuracy 
compared to arousal.   

Examination of the feature extraction process also yielded the following findings: 
although MFCCs and HNR are useful and compact features, they take longer time to 
extract; LPC coefficients, which are also compact and useful features, contain redun-
dant information with formants. However, since MFCC is already removed from the 
original feature set, formats are removed to retain the LPC coefficients.  These 
moves shortened the overall voice feature set to 34 features and made GP-based affect 
model the best classifier model.  

Table 1. RMSE of voice affect model 

    Without feature selection With feature selection 
Frame length Frame length 

Dimension Algorithm 1 sec 3 sec 5 sec 1 sec 3 sec 5 sec 

Arousal 
LR 0.3142 0.2988 0.2928 0.3217 0.3069 0.2989 
SVR 0.3147 0.3009 0.2945 0.3205 0.3063 0.2983 
GP - 0.2987 0.2942 - 0.2878 0.2983 

Valence 
LR 0.3144 0.2949 0.2841 0.3282 0.3114 0.3010 
SVR 0.3137 0.2972 0.2866 0.3243 0.3121 0.3052 
GP - 0.2954 0.2846 - 0.2830 0.2846 

 
Table 2 presented the result for the same experiment using face features. The results 

show that SVR consistently yielded the least RMSE across different window or frame 
length. Inversely, unlike the results presented in the voice model, it was evident in the 
results that smaller window or frame size for face feature analysis is better than using 
large window or frame size. This is expected since facial features are based on MHI, 
which show more significant information when analyzed in shorter time frame as 
opposed to being distorted by noisy data when analyzed in a longer time frame.  In 
contrast to voice, LR performed the worst in this case, while SVR seemed to be the 
best predictor. Again, based on the results, valence has higher accuracy compared to 
arousal. 

Reducing the number of facial features resulted to a slight increase in prediction er-
ror; however, in view of real-time prediction, the increase in error is tolerable in terms 
of prediction accuracy. From 384 facial features, only 96 features are used for the 
final set. 

Table 2. RMSE of face affect model 

    Without feature selection With feature selection 
Frame length Frame length 

Dimension Algorithm 1 sec 3 sec 5 sec 1 sec 3 sec 5 sec 

Arousal 
LR 0.3009 0.3250 0.3400 0.3204 0.3184 0.3259 
SVR 0.2970 0.3134 0.3161 0.3141 0.3145 0.3211 
GP - 0.3218 0.3281 - 0.3219 0.3291 

Valence 
LR 0.2984 0.3146 0.3321 0.3201 0.3038 0.3222 
SVR 0.2928 0.3065 0.2116 0.3125 0.2942 0.3153 
GP - 0.3096 0.3186 - 0.3027 0.3218 
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3.2 Affect Recognition with Decision-Level Data Fusion 

For single modality, the face affect model performs best for short window size while 
voice affect model performs best for longer window size. To eliminate the issue of 
synchronization, a 3-second window size is used to analyze both modalities. Based on 
the comparison results in the previous section, SVR is used to build the face and voice 
affect models. Compared to LR and GP, SVR is more robust, has excellent generali-
zation characteristic, and has a fast implementation in LIBSVM.   

Table 3 shows the result of decision-level fusion to merge the results from both 
modalities. As expected, RMSE decreased when both modalities are used. For va-
lence, using the sum rule provided the best result. This may be due to the almost equal 
performance of face (RMSE = 0.2942) and voice (RMSE = 0.3121) in predicting 
valence values. On the other hand, a weight of 0.6 for voice and 0.4 for face yielded 
the best result for weighted-sum rule. This is due to the fact that voice (RMSE = 
0.3063) is better at predicting arousal than the face (RMSE = 0.3145) does. 

Table 3. RMSE results of decision-level fusion 

Fusion Arousal Valence 
Sum Rule 0.2900 0.2884 
Weighted (Voice = 0.2) 0.2964 0.2932 
Weighted (Voice = 0.4) 0.2911 0.2890 
Weighted (Voice = 0.6) 0.2899 0.2889 
Weighted (Voice = 0.8) 0.2930 0.2928 

4 Concluding Remarks 

A straightforward approach to real-time automatic affect recognition is presented in 
this study.  The system works well with multimodal inputs and dimensional data.  
Consistent with other studies, visual features perform better in predicting valence.  In 
the fusion result, audio cues perform better in predicting arousal.  Moreover, as the 
frame length is increased, voice performs better.  On the contrary, face performs 
better in shorter frame length.  This is due to the fact that voice rely more on the 
used-global statistics and face representation in MHI rely on motion details.  Even 
with these differences in analysis requirements, using more than one modality for 
affect recognition reduces its prediction error.  The ability of this system to automati-
cally recognize affect, either from the face and/or voice of a person, with minimum 
delay makes it a useful system for the TALA empathic space.  Timely and reliable 
prediction of a person’s affect allows TALA to provide appropriate empathic support 
to its occupant.  The next step for this project is to integrate with the TALA empathic 
space and verify how well it performs in actual deployment. 
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Representing Reach-to-Grasp Trajectories Using

Perturbed Goal Motor States

Jeremy Lee-Hand, Tim Neumegen, and Alistair Knott
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Abstract. In the biological system which controls movements of the
hand and arm, there is no clear distinction between movement planning
and movement execution: the details of the hand’s trajectory towards a
target are computed ‘online’, while the movement is under way. At the
same time, human agents can reach for a target object in several dis-
cretely different ways, which have their own distinctive trajectories. In
this paper we present a method for representing different reach move-
ments to a target without reference to full trajectories: movements are
defined through learned perturbations of the hand’s ultimate goal motor
state, creating distinctive deviations in the hand’s trajectory when the
movement is under way. We implement the method in a newly developed
computational platform for simulating hand/arm actions.

Keywords: reach/graspactions, touch receptors, reinforcement learning.

1 Introduction: Biological Models of Reaching, and the
Problem of Action Representation

In this paper, we consider how human infants learn to reach and grasp target
objects in their immediate environment. Performing this task is complex, as the
human hand/arm system has many degrees of freedom. For any given periper-
sonal target, the infant must issue a sequence of commands to the muscle groups
of the shoulder, elbow, wrist and fingers which result in her hand achieving a sta-
ble grasp on the target. Theorists term the function which computes a sequence
of commands the motor controller. The research question for us is how infants
learn a motor controller which lets them reach and grasp target objects.

Traditionally, control theorists have construed the motor controller as two
separate functions: one which plans a trajectory along which the effector must
move, and one which computes the appropriate motor commands to issue at each
point to cause it to describe this trajectory (see e.g. Jordan and Wolpert, 2000).
However, there is a growing consensus that the biological motor controller does
not work in this way; in the biological system, it appears that a detailed trajec-
tory is only computed while the movement is actually under way (Cisek, 2005).
Before the movement is initiated, the agent only computes a rough trajectory
representation, which specifies little more than the basic direction the movement
will be in. The main evidence for this suggestion is that the regions of the brain
in which reach-to-grasp movements are prepared overlap extensively with those
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involved in actually executing movements. The preparation of a visually guided
reach-to-grasp movement involves activity in a neural pathway running from pri-
mary visual cortex and somatosensory cortex through posterior parietal cortex
to premotor cortex (see e.g. Burnod et al., 1999). When a prepared action is
executed, these same pathways are involved in delivering a real-time signal to
primary motor cortex, which sends torque commands to individual joints (see
e.g. Cisek et al., 2003; Cisek, 2005), bringing about motor movements. These
movements create new reafferent sensory states, which provide updated inputs
to the pathway, which in turn result in new motor commands, and so on, in a
loop. In this conception of motor control, movements of the arm/hand are de-
scribed by a complex dynamical system whose components are partly physical
and partly neural: the task of the neural motor controller is to set the parameters
of this system so that the attractor state it moves towards is one in which the
agent’s hand achieves the intended goal state. This model of motor control was
first posited by Bullock and Grossberg (1988), and is now quite well established
(see e.g. Hersch and Billard, 2006).

While there is some consensus that a detailed hand trajectory is not precom-
puted by the agent, at some level of abstraction human agents are clearly able to
represent a range of different trajectories of the hand onto a target. For instance,
when confronted with a target object, we can choose different ways to grasp it,
which require the hand to approach from different angles. We can also choose
to perform actions other than reaching-to-grasp, which have their own idiosyn-
cratic trajectories. For instance, to ‘squash’ the target our hand must approach
it from above, while ‘slapping’ the target requires an approach from the side;
‘snatch’, ‘punch’ and ‘stroke’ likewise have distinctive trajectories. If we do not
compute detailed hand trajectories, how do we represent the discrete alternative
grasps afforded by target objects, and how do we represent discretely different
transitive actions like ‘squash’ and ‘slap’? In this paper we propose an answer
to this question, and investigate its feasibility in some initial experiments.

2 Representing Reach-to-Grasp Actions Using Perturbed
Goal Motor States

Any model of reaching-to-grasp needs to make reference to the concept of a
goal motor state: the state in which the agent has a stable grasp on the target
object, and which must function as an attractor for the hand-arm system as
a whole. We first envisage the existence of a simple feedback controller, which
works to minimise the difference between the current and goal motor states of
the hand and arm by generating a force vector in the direction of the difference.
This controller defines a ‘default’ trajectory of the hand towards the target,
which will be suboptimal in many ways, but which provides a framework for
specifying more sophisticated controllers.

Our main proposal is that on top of the basic feedback controller there is a
more abstract motor controller which is able to generate arbitrary perturbations
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of the goal motor state provided to the feedback controller. A given perturbation,
applied for a specified amount of time, will cause a characteristic deviation in
the hand’s trajectory to the target. For instance, if the higher-level controller
initially perturbs the goal motor state some distance to the right, the feedback
controller will generate a hand trajectory which is deviated to the right.

Of course, appropriate perturbations, or perturbation sequences, must be
learned. We suggest that infants learn useful trajectories bringing the hand into
contact with a target object by exploring the space of possible perturbations of
the goal hand state in which the hand is touching the object, and reinforcing
those perturbation sequences which have successful consequences. The model we
propose is a learning model, intended to simulate certain aspects of the motor
learning done by infants.

Our perturbation model echoes a number of existing proposals. Oztop et al.
(2004) present a model of infant reach-to-grasp learning in which infants learn
‘via-points’ for the hand to pass through on its way to the target. Their scheme
conforms to the classical motor control model in which trajectories are first
planned and then executed; they use a biologically plausible neural network to
learn suitable via-points for reaches to a range of object locations, and then
use techniques from robotics to compute the kinematics of a reach which brings
the hand first to the appropriate via-point and then to the target. Via-points
are specified in a motor coordinate system centred on the goal motor state, as
our perturbed goal states are. However, in Oztop et al.’s model, the agent’s
hand actually reaches the learned intermediate state on its way to the target; in
our model, the learned perturbation pulls the hand’s trajectory in a particular
direction, but the hand would not typically reach the perturbed goal state. Our
model allows less fine-grained control over hand trajectory than Oztop et al.’s—
of necessity, because it does not allow the precomputation of detailed trajectories.

Another notion of intermediate goal states is implemented in Fagg and Arbib’s
(1998) model of reaching-to-grasp. This model focusses on the grasp component
of the reach, which maps a visually derived representation of the shape of the
target onto a goal configuration of the fingers. It is important that the fingers
are initially opened wider than this goal configuration, so that the hand can
move to its own goal position close to the target. Fagg and Arbib model a
circuit within the grasp pathway which operates simultaneously with the reach
movement, which first drives the fingers to their maximum aperture, and then
brings them into their goal configuration. In our model, we can think of the larger
grasp aperture achieved during the reach movement as generated by a learned
perturbation of the goal state of the fingers, rather than through a specialised
circuit.

The idea that biological motor control involves a combination of a simple
feedback controller and a more complex learned controller is fairly uncontrover-
sial (see e.g. Kawato et al., 1987). The learned controller is often modelled as a
feedforward controller, which takes the current motor state and the goal motor
state at the next moment and returns the command which produces this state.
But this way of modelling it assumes a fully precomputed trajectory: since this
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assumption cannot be sustained, we have to find another way of representing
the learned aspect of motor control. Our model provides a way of describing
how learning supervenes on basic feedback control which does not depend on
the assumption of a precomputed trajectory.

3 A Developmental Methodology

It remains to be seen whether learned perturbations to goal motor states provide
a rich and accurate enough way of representing motor movements. To answer
this question, we need to propose mechanisms which learn perturbations, and
examine their effectiveness. Our approach is to model an agent learning simple
perturbations, which support the action of reaching-to-grasp. The agent is as-
sumed to be an infant, learning its earliest reach-to-touch and reach-to-grasp
actions. We assume a reinforcement learning paradigm: the infant learns motor
behaviours which maximise a reward term, which is derived from tactile sensa-
tions (what Oztop et al., 2004 call ‘the joy of grasping’). The assumption is that
early in infant development, touch sensations are intrinsically rewarding, so that
the infant’s behaviours are geared towards achieving particular kinds of touch.

Roughly speaking, infants first learn actions which achieve simple touches on
target objects, and later learn actions more reliably achieve stable grasps. Before
five months of age, infants’ fingers do not move as they reach for objects, and
hand trajectories (in Cartesian space) are relatively convoluted; at around five
months, reaches reliably touch their targets, but grasps are only reliably achieved
from around nine months (see e.g. Gordon, 1994; Konczak and Dichgans, 1997).

Our agent learns in two phases, which roughly replicate these two develop-
mental stages. During Stage 1, the agent learns a simple function in the reach
sensorimotor pathway, which transforms a retinal representation of target loca-
tion into a goal motor state. This function is trained whenever the agent achieves
a touch sensation anywhere on the hand. In this stage, the agent’s movements are
generated by a simple feedback controller, with no perturbations; when learning
at this stage is complete, the agent can generate an accurate goal motor state for
targets presented at a range of retinal locations, and can reliably reach to touch
these objects (through somewhat suboptimal trajectories). During Stage 2, the
agent learns a function which perturbs the goal motor state generated from vi-
sion during the early reach. This function is trained whenever the agent achieves
a particular kind of touch—an ‘opposition touch’ where contact is felt simulta-
neously on the inner surfaces of the thumb and opposing fingers, or (better still)
a stable grasp.

One point to mention about infant motor development is that infants’
reach-to-grasp actions become reliable some time before they become straight.
A hallmark of adult point-to-point hand movements is that they are straight in
Cartesian space (see e.g. Morasso, 1996). While infant grasps are reliable from
around 9 months, the hand trajectories produced during grasping only become
straight at around 15 months (see again Konczak and Dichgans, 1997). Until
recently, the straightness of adult reach trajectories was taken as evidence that
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agents explicitly precompute trajectories—and moreover, that they do so using
Cartesian (or at least, retinal) coordinates. However, there are ways of generat-
ing straight Cartesian trajectories without precomputing them: as Todorov and
Jordan (2002) have shown, if reach movements are optimised to minimise error,
and movement errors are represented in visual coordinates, this suffices to pro-
duce straight reach trajectories. In our current simulations, we want to model
the developmental stage when infants reliably reach, but have not yet begun to
optimise their reaches using visual error criteria. We will briefly discuss how this
optimisation might happen in Section 7.

4 A Platform for Modelling Reach-to-Grasp Actions

We developed a new suite of tools for simulating hand/arm actions to investigate
the model of reaching-to-grasp outlined in Section 2. There were two motivations
for this. One was a desire to use a general-purpose physics engine to model the
physics of the hand/arm and its interactions with the target. Grasp simula-
tion packages often implement special-purpose definitions of ‘a stable grasp’; we
wanted to define a concept of stable grasp using pre-existing routines for colli-
sion detection and force calculation, to ensure that no unrealistic assumptions
are built in. The second motivation was a desire to model the tactile system in
more detail than most simulation environments allow. Our learning methodol-
ogy assumes a gradation of tactile reward signals: we wanted to ensure that the
signals we use correspond to signals which are obtained by the human touch
system. These two motivations are in fact linked; the notion of a stable grasp
should make reference to general-purpose physics routines, but must also make
reference to the tactile system, because the agent’s perception that a stable grasp
is achieved occurs mainly through tactile representations.

4.1 Software Components

Our simulation package makes use of a Java game engine called JMonkey (jme2,
http://jmonkeyengine.com). JMonkey combines a physics engine called Bullet
with the OpenGL graphics environment. The basic unit of representation in
JMonkey is the node: a rigid body with a defined shape and mass; JMon-
key calculates the forces on nodes, and OpenGL renders them graphically. The
user can connect nodes together using various types of joint; Bullet uses rigid
body dynamics to compute their movements, interpreting joints as constraints on
movement. On top of this, our own simulation defines routines for constructing
a simple hand/arm system, a simple model of the visual field from a fixed point
above the hand/arm, a basic feedback controller which moves the hand/arm from
its current state to an arbitrary goal state, a manual controller which allows a
user to select goal states, and a collection of neural networks which support mo-
tor learning. All these will be described in more detail in the remainder of the
paper. The software implementing the physics, graphics and motor controller is
available at http://graspproject.wikispaces.com.
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(a) (b)

Fig. 1. (a) The hand/arm system. (b) detail of a single finger pad.

The hand/arm system we describe in this paper is illustrated in Figure 1a.
It has five degrees of freedom: the shoulder can rotate in two dimensions, the
elbow can bend, the forearm can twist, and the fingers of the hand can open
and close. (A single parameter controls the angles of both thumb joints and all
finger joints, so that fingers and thumb are straight when open and curled when
closed.)

4.2 A Model of Soft Fingers

An important physical property of fingers is that they are not rigid: they de-
form if they make (forceful) contact with an object. There are many computa-
tional simulations of ‘soft fingers’. One common solution is to model fingertips
as spheres, and compute the deformations on these spheres which contacting
objects would produce, using the result to calculate forces at the fingertips (see
e.g. Barbagli et al., 2004). But we implemented an alternative strategy inspired
by a model of deformable objects from computer graphics, which represents a
deformable object as a lattice of rigid cubes connected by springs (Rivers and
James, 2007). This model allows us to obtain fine-grained tactile information
from the fingertips: each object in the lattice delivers information about the
forces applied to it. The structure of a single finger pad is shown in Figure 1b.

4.3 The Touch System

The inputs to the human touch system come from neurons called mechanore-
ceptors in the top two layers of the skin (the epidermis and the dermis). There
are several types of mechanoreceptor: the most relevant ones for grasping are
Meissner’s corpuscles which sense light touches which do not deform the
skin, Pacinian corpuscles which sense firmertouches which deform the skin
surface, Merkel’s cells which detect the texture of objects slipping over the
skin, and Ruffini endings which detect stretches in the skin. The latter two
detectors combine to provide information about the slippage of objects the agent
is attempting to grasp: roughly speaking, a stable grasp is one where no slippage
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is detected at the points the hand is contacting the object, even when the arm
is moved.

Our current implementation of touch sensors simulates Meissner’s corpuscles
by reading information about contacting objects from each link in each finger pad
into an array of real-valued units (see Fig. 2a) and Pacinian corpuscles by reading
information about the deviation of each link from its resting position (Fig. 2b).
We simulate slip sensors by consulting the physics engine, and computing the
relative motion of each fingerpad link with any object contacting it.

(a) (b)

Fig. 2. Sensor outputs for a single fingerpad light touch (a) and firm touch (b). Strength
of contacting force for links in the pad is shown by the shade of circles; degree of
deformation of a link is shown by the shade of a circle’s background.

4.4 A Basic Feedback Motor Controller

We assume a hardwired feedback motor controller. The one we implement is a
proportional-integral-derivative (PID) controller (see Araki, 2006), which com-
putes an angular force vector u(t) based not only on the current difference e(t)
between the actual and goal motor states (given in joint angles) but also on the
sum of this difference over time, and on its current rate of change.

u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t)

The integral term is to ensure the hand does not stop short of the goal state.
The derivative term is to slow the hand’s acceleration as it approaches the goal
state, to minimise overshoot and help suppress oscillations around the goal state.
The parameters Kp, Ki and Kd were optimised for a combined measure of reach
speed and accuracy on a range of randomly selected target locations.
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5 Stage 1: Reaching-to-Touch

The first developmental stage in our simulation involves learning a function
which maps a retinal representation of target location onto a goal hand state.
In this stage, the fingers of the hand are not moved; a ‘goal hand state’ is any
state in which a touch sensation is generated anywhere on the hand.

The model proceeds through a series of trial reaches, each from the same
starting position. In each trial, a horizontally oriented cylindrical target object
is presented at a random location in reachable space (on average 40cm away
from the hand), and its projection onto a simulated retina is calculated. The
centroid of this projection is computed, to provide approximate x and y retinal
coordinates of the object, and the physics engine is consulted to provide a retina-
centred z (depth) coordinate (which in a real agent would be computed from
depth cues, in particular stereopsis). These three coordinates are provided as
input to a reach network, whose structure and training are described below.

Network Structure. The reach network is a feedforward neural network which
takes a 3D retina-centred location as input and produces a 3D goal motor state
as output. The network’s output layer has three units, which represent goal
angles for the two shoulder joints and the elbow joint, encoded using a localist
scheme. Its structure is shown in Figure 3a.

target posn

goal arm state

retinal

(a)

goal arm state

pert. dimension 1

WTA

WTA

WTA

pert. dimension 2

pert. dimension 3

N2

N3

N1

perturbed goal arm state

(b)

Fig. 3. (b) The reach network. (b) The arm perturbation network.

Training. In each trial, the goal arm state computed by the reach network is
combined with a noise term, and the resulting vector is given to the feedback
controller, which executes a reach to this state. The noise term is initialised to
a high value, and gradually annealed over trials, so the arm begins by reaching
to random locations, and over time comes to reach accurately to the location
computed by the network.

The reach network is trained every time a touch sensation is generated. During
each frame of each trial, a touch-based reward value is calculated,which sums touch
inputsacrossallpartsof thehand, includingthebackofthefingersandthumbaswell
as the pads.Eachhandpart contributes a touchvalue, and these values are summed
to generate the rewardvalue. The framewith the highest (non-zero) rewardvalue is
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used to log a training item, pairing the visually-derived location of the target with
the currentmotor state (the joint angles of the elbowand shoulder in thatparticular
frame). Themost recently logged training items are retained in a buffer (of size 175
in our experiments); the network is trained on all the items in this buffer after each
trial in which a positive reward value is generated. The training algorithm is back-
propagation (Rumelhart et al., 1986). Each training item is also tagged with the
magnitude of the reward, which is used to set the learning constant for that item,
so that more learning happens for higher rewards.

Results. After training for 300 trials using the above scheme, the agent learns to
reach for objects at any location quite reliably. It achieves a successful touch on
objects at unseen locations in 76% of tests, and in the remainder of tests, gets
on average within 3.5cm of the target (SD=1.3cm). A plot showing the areas of
motor space where successful touches are achieved is shown in Figure 4a, and a
learning curve showing error performance is shown in Figure 4b.

(a) (b)

Fig. 4. (a) Coverage of the trained reach network, in motor coordinates. (Large dots
denote touches, small dots denote misses.) (b) Root mean squared error (in cm) on
unseen objects during training.

6 Stage 2: Reaching-to-Grasp

During the second developmental stage, the agent learns to generate a single
perturbation to the visually computed goal motor state, which helps the hand
achieve a more grasp-like touch on the target, and eventually a reliable stable
grasp. The perturbation is computed by a second network, the arm perturba-
tion network; it is applied at the start of the reach, and is removed when the
hand reaches a certain threshold distance from the target.

Network Structure. The arm perturbation network takes a goal arm state as in-
put, and computes a perturbation of this state as output. Its structure is shown
in Figure 3b. To allow the representation of multiple alternative perturbations
(and therefore multiple alternative trajectories), the network uses population
coding to represent perturbations. Each of the three motor dimensions in which
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perturbations are applied is represented by a bank of units, with Gaussian re-
sponse profiles tuned to different values in the range of possible perturbations.
The network can generate more than one value for a given dimension; in order to
return a single value, each bank of units also supports a winner-take-all (WTA)
operation, which chooses the most active population in the layer.

As shown in Figure 3b, the arm perturbation network comprises three separate
subnetworks, N1–N3, which compute the three dimensions of the perturbation
separately, in series. Each subnetwork takes as input the goal motor state, plus
the dimensions of the perturbation which have been computed so far. Subnet-
works apply the WTA operation before passing their results on, to ensure that
decisions in subsequent networks reflect a single selected value. When all three
dimensions have been computed, they can be added to the goal arm state. (Note
that although perturbations are defined in relation to the goal arm state, it is
still important to provide this goal state as input to the network. This is a mat-
ter of fine-tuning: the perturbations which should be applied when grasping an
object at different points in space will be similar, but not identical.)

Training Regime. As in Stage 1, training happens in a series of reach trials to
targets at different locations. In each trial, a target is presented and the reach
network generates a goal arm state from visual information; the arm pertur-
bation network then uses this goal state to compute a perturbation. The arm
perturbation network’s outputs are annealed with noise over the course of Stage
2, so that early trials explore the space of possible perturbations, and later trials
exploit learning in the network.

As before, training data for the network is only logged to the training buffer
when a tactile reward is obtained. But now rewards have to be more grasp-like
touches: either opposition touches, with contact on both the thumb and opposing
fingers, or (better still) a fully stable grasp, detected through the hand’s slip
sensors. Tactile rewards again vary on a continuum, and training items are tagged
with their associated reward, so that the learning constant used by the training
algorithm (again backprop) can be adjusted to reflect reward magnitudes.

Results. During Stage 2 training, the arm perturbation network learns to produce
trajectories which bring the target object into the open hand, since these states are
those with the highest tactile rewards. The fingers of the hand are hardwired to
close when contact is felt on the fingerpads. After training, the network was pre-
sented with objects at a grid of locations unseen during training. Figure 5a shows
theperturbations applied for objects at eachpoint in the grid, inmotor coordinates.
As can be seen, they vary continuously over the reachable space. Figure 5b shows
the coverage of the network. There are regions of space where grasps are reliably
achieved, but also regions where grasps are not achieved. Note that the reach net-
work trained in Stage 1 continues to learn during Stage 2, so that by the end of this
stage the goal arm state computed from vision is a state achieving a stable grasp
on the target, rather than just a touch. As the goal arm state changes, so do the
optimal perturbations which must be applied to it, so learning happens in parallel
in the two networks during Stage 2.
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(a) (b)

Fig. 5. (a) Perturbations for each point in reachable space (in motor coordinates).
(b) Coverage of the trained perturbation network, in motor coordinates. (Large dots
denote successful grasps, small dots denote misses.)

7 Conclusions and Further Work

From the experiments reported above, there is some indication that learned goal
state perturbations can support the learning of useful hand trajectories. But
these results are quite preliminary; there are many questions which remain to be
explored. For one thing, our current model does not simulate the grasp compo-
nent of reaching-to-grasp in any detail. The human grasp visuomotor pathway
maps the visually perceived shape of an attended object onto a goal hand motor
state; we need to add functionality to Stage 2 to implement this. For another
thing, there are gaps in our current network’s coverage of reachable space, es-
pecially for the Stage 2 network. We need to investigate the interpolation and
generalisation potential of the combined networks, to determine if the perturba-
tion model is a practical possibility. We know that population codes are helpful
in this regard, but we do not have a good idea of the magnitude of the learning
task. Finally, as mentioned at the outset, our main goal is to represent the char-
acteristic trajectories associated with high-level hand/arm motor programmes
such as ‘squash’, ‘slap’ and ‘snatch’. It remains to be seen whether perturba-
tions can be learned which implement high-level motor actions like these.
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Abstract. Existing symbolic approaches for time series suffer from the flaw  
of missing important trend feature, especially in financial area. To solve this 
problem, we present Trend-based Symbolic approximation (TSX), based on 
Symbolic Aggregate approximation (SAX). First, utilize Piecewise Aggregate 
Approximation (PAA) approach to reduce dimensionality and discretize the 
mean value of each segment by SAX. Second, extract trend feature in each 
segment by recognizing key points. Then, design multiresolution symbolic 
mapping rules to discretize trend information into symbols. Experimental re-
sults show that, compared with traditional symbol approach, our approach not 
only represents the key feature of time series, but also supports the similarity 
search effectively and has lower false positives rate. 

Keywords: Data mining, Time series, Dimensionality reduction, Symbolic. 

1 Introduction 

Time series is a sequence of data changing with time order, which is increasingly 
important in many domains, such as nature science, engineering technology and social 
economics. Daily close prices of the stock are typical time series data. Approximation 
representation is a basic problem in time series data mining. It can support different 
mining tasks such as similarity search, clustering, classification, etc. Approximation 
representation should consider the following: (1) effectiveness on dimensionality 
reduction; (2) good effect of feature preservation; (3) effective support on time series 
data mining tasks. In recent years, there have emerged numerous approximation re-
presentation methods by extracting useful patterns from time series. Among them, 
symbolic representation is a popular approximation approach, due to its simplicity, 
efficiency and discretization. However, many methods miss important trend feature, 
which is important in some time series data, especially in financial time series. 

Symbolic Aggregate approximation (SAX) [1] is a classical symbolic approach for 
time series. Since SAX is put forward, it attracts many researchers’ interest in data 
mining community. SAX is based on Piecewise Aggregate Approximation (PAA) [2]. 
As PAA realizes dimensionality reduction by extracting segment mean value feature, 
SAX only reflects the segment mean value feature and misses the important trend 
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feature. We present a novel symbolic representation, which can not only reflect the 
segment mean value feature, but also capture trend feature with good resolution, fur-
ther support time series data mining tasks. 

Our work can be simply summarized as follows:  
 

• We extract the trend feature from time series, according to the Most Peak 
point (MP) and the Most Dip point (MD). Then we design multiresolution discretiza-
tion method to transform the trend feature into symbols. 

• We propose a novel symbolic dimensionality reduction approach, and call it 
as Trend-based Symbolic approximation (TSX). TSX extracts both mean value and 
trend information of segments in time series. Further, we put forward distance func-
tion TSX_DIST based on TSX.   

• We demonstrate the effectiveness of the proposed approach by experiments 
on real financial datasets. The experiments validate the utility of our proposed ap-
proach. 
 

The rest of the paper is organized as follows. In section 2 the related work is dis-
cussed. In section 3 we briefly review SAX. Section 4 presents our proposed TSX 
approach for financial time series. Section 5 is the experimental evaluation. The last 
section summarizes our work and points out the future work. 

2 Related Work 

Agrawal et al. put forward Discrete Fourier Transform (DFT), which is the pioneering 
work on approximation representation for time series [3]. Later, numerous researches 
on dimensionality reduction techniques for time series have spawned. Keogh summa-
rizes the main techniques of time series representation in a hierarchy [4]. There are 
four categories in the hierarchy, i.e., model based, data adaptive, non-data adaptive and 
data dictated, respectively. Symbolic representation belongs to data adaptive category 
and has become popular, because such representation not only has the merits of sim-
plicity, efficiency and discretization, but also allows researchers to utilize the prolific 
data structures and algorithms from text processing and bioinformatics communities 
[5]. Due to these merits, many researchers have proposed different symbolic methods.  

Agrawal et al. define eight symbols according to segment trends, and define Shape 
Definition Language (SDL) to implement shape based query [6]. However, the query 
depends on SDL and does not have the generality, and the scalability of symboliza-
tion is not enough. Xia segments hierarchically trend interval (-90°, 90°), then defines 
Shape Definition Table and Shape Definition Hierarchy Tree to perform subsequence 
search and whole sequence search [7]. This method does not standardize the symbol 
sets in hierarchy tree. 

SAX is the first proposed symbolic approach which allows dimensionality reduc-
tion and supports lower bounding distance measure [1]. Based on PAA, SAX discre-
tizes the PAA segments into symbols according to breakpoint intervals with Gaussian 
distribution. When SAX is put forward, it is very popular in time series data mining 
community. Various kinds of work emerge flourishingly based on SAX and apply 
SAX into pattern extraction and visualization. SAX is simple and efficient, but it 
misses some important patterns.  
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To solve the problem of missing extreme points in SAX, Extend SAX (ESAX) 
adds two new values in each segment based on SAX, i.e., max value and min value, 
respectively [8]. ESAX captures more information than SAX from extreme point  
of view, without the view of segment trend. Combing SAX and Piecewise Linear 
Approximation (PLA) can make up the flaw of SAX [9], but PLA is only the  
post-processing step and this method does not symbolize the trends of PLA. Multire-
solution symbolic approach, indexable Symbolic Aggregate approximation (iSAX), 
represents time series by string with 0 and 1, which is the extension of SAX [10]. 
Adaptive SAX (aSAX) and indexable adaptive SAX (iaSAX) improve the require-
ment of Gaussian distribution in SAX and iSAX, they adopt training method and k-
means clustering algorithm to determine adaptively breakpoints intervals [11], but 
they still do not capture the trend feature.  

Although various symbolic approaches have been proposed in the past decades, the 
symbolization on trend feature is still an open problem and has not been solved. Due 
to the classic and popularity of SAX, we focus on extracting trend feature and discre-
tizing them into symbols in time series data based on SAX. 

3 Background: SAX 

Since our work is based on SAX, first we briefly review SAX. For more details, inter-
ested readers are recommended to [1]. The notations used in this paper are listed in 
Table 1. 

Table 1. A summarization of notation used in this paper 

Notation Description 
T raw time series of length n, T={t1,t2,…,tn} 
T ′ normalized time series, T ′={ t1′,t2′,…,tn′ } 

T  PAA representation, 1 2{ , , ..., }wT t t t=  

T  SAX representation,    
1 2{ , , ..., }wT t t t=  

T  TSX representation,    
1 2{ , ..., }wT t t t=  

w the length of T  
a alphabet cardinality of SAX(eg. for {a,b,c,d}, a=4) 
t alphabet cardinality of trend(eg. for {a,b,c,d}, t=4) 

 
Given a raw time series T of length n, the SAX of T consists of the following steps: 
 

Step 1: Normalization. Transform raw time series T into normalized time series T′ 
with mean of 0 and standard deviation of 1. 

Step 2: Dimensionality reduction via PAA. Represent normalized series T′  by 

PAA approach and obtain T  of length w with compression ratio n/w. 
Step 3: Discretization. According to SAX breakpoints search table, choose alpha-

bet cardinality, discretize T  into symbols and obtain SAX representation T . 
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Breakpoints in Table 2 are an ordered numerical set, denoted by B=β1,…, βa-1. In 
N(0,1) Gaussian curve, the probabilities of  region from βi to βi+1 are equal with 1/a, 

where β0=-∞，βa= +∞. Comparing the segment mean value of  T  with breakpoints, 
if the segment mean value is smaller than the smallest breakpoint β1, the segment is 
mapped to symbol ‘a’; if the segment mean value is larger than the smallest break-
point β1 and smaller than β2, the segment is mapped to symbol ‘b’; and so on. An 
example of SAX is illustrated as Fig. 1. 

Table 2. SAX breakpoints search table with Gaussian distribution 

βi SAX alphabet cardinality a 
 2 3 4 5 6 7 8 9 10 11 12 

β1 0.00 -0/43 -0.67 -0.84 -0.97 -1.07 -1.15 -1.22 -1.28 -1.34 -1.38 

β2  0.43 0 -0.25 -0.43 -0.57 -0.67 -0.76 -0.84 -0.91 -0.97 

β3   0.67 0.25 0.00 -0.18 -0.32 -0.43 -0.52 -0.6 -0.67 

β4    0.84 0.43 0.18 0 -0.14 -0.25 -0.35 -0.43 

β5     0.97 0.57 0.32 0.14 0 -0.11 -0.21 

β6      1.07 0.67 0.43 0.25 0.11 0 

β7       1.15 0.76 0.52 0.35 0.21 

β8        1.22 0.84 0.6 0.43 

β9         1.28 0.91 0.67 

β10          1.34 0.97 

β11           1.38 

0 2 4 6 8 10 12 14 16 18

-1.0
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0.0

0.5

1.0

a

c

b

d

 

Fig. 1. A time series is discretized by first obtaining PAA representation and then using SAX 
breakpoints to map the PAA segments to symbols. Here, n=16, w=4 and a=4, the time series is 
mapped to the word acbd. 

Suppose two raw time series S={s1, s2,…, sn} and T={t1, t2,…, tn}, the correspond-
ing SAX are S  and T . In order to measure the similarity based on SAX representa-
tion, MINDIST is defined as Equation (1), where dist() function can be calculated by 
search table in Table 3. 

    2

1
( , ) ( ( , ))

w

i ii

n
MINDIST S T dist s t

w =
=                       (1) 
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Table 3. dist() search table used by MINDIST() (cardinality a=4) 

 a b c d 
a 0 0 0.67 1.34 

b 0 0 0 0.67 

c 0.67 0 0 0 

d 1.34 0.67 0 0 

 
In Table 3, the distance between two symbols can be obtained by checking the corres-
ponding row and column number in dist() search table. For example, dist(a, b)=0, 
dist(a, c)=0.67. If the cardinality is arbitrary, the cell in dist() search table can be cal-
culated by Equation (2). 

,
max( , ) 1 min( , )

0 | | 1
r c

r c r c

if r c
cell

otherwiseβ β−

− ≤
=  −

                       (2) 

Since SAX extracts the mean value information, and misses the trend information, 
Consequently, MINDIST only measures the similarity of mean value of segments 
through dimensionality reduction, it can not evaluate the trend similarity. 

4 Proposed TSX Approach 

In financial time series, tread feature is important. Financial traders pay much atten-
tion to typical peak and dip feature in financial series. Moreover, both long-term and 
short-term analysis should consider multiresolution. 

The main idea of our proposed TSX approach is to first reduce dimensionality by 
PAA approach, then segment each PAA subsegment by trend feature, thus extract 
both mean and trend information, subsequently discretize mean and trend information 
into symbols respectively. 

4.1 Trend Feature Extraction 

To extract the trend information of segments, we need to detect and collect the peak 
points and dip points. 
 

Definition 1. Trend Line: The line by connecting the start and the end of segment is 
called as trend line.   
 

Definition 2. The Most Peak point (MP): The point which is above the trend line and 
has the largest distance to the trend line is called as the Most Peak point. 
 

Definition 3. The Most Dip point (MD): The point which is below the trend line and 
has the largest distance to the trend line is called as the Most Dip point. 

There are different methods to measure distance, such as Euclidean Distance (ED), 
Perpendicular Distance (PD), Vertical Distance (VD) [12]. Suppose p1 is the start of 
segment and p3 is the end of segment, we get the trend line by connecting p1 and p3. 
Three distances from point p2 to the trend line are shown as Fig. 2. Because Vertical 
Distance can get better result in catching highly fluctuant points, we choose VD as 
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distance measure. We evaluate VD from the points to trend line and determine wheth-
er the points are MP or MD. 

The MP and MD in the segment are shown in Fig.3(a). By identifying MP and 
MD, there are four key points in the segment, the start, MP, MD and the end, respec-
tively. According to the occurred order, connecting the four key points can extract 
three trend segments and thus obtain the slopes of three trend segments. However, not 
all occasions are identical. Affected by compression ratio parameter of PAA ap-
proach, not all segments have both MP and MD. If the segment only has MP or MD, 
it should be recognized and treated individually, the strategy we adopt is scaling 
processing. If the segment only has MD as Fig.3(b), now there are only three key 
points, the start point, MD, the end point. First connect three points successively and 
obtain two trend segments and slopes, then compare the length of two trend segments 
and bisect the longer one into two segments with the same trend, thus get three main 
trend slopes. If the segment only has MP as Fig.3(c), we utilize the similar strategy. 
The processing effects corresponding to three occasions in Fig.3 are shown as Fig.4. 

 

  
(a) (b) (c) 

Fig. 2. Three distances from p2 to the trend line p1p3 (a) ED is a+b (b) PD is c (c) VD is d 

  
(a) (b) (c) 

Fig. 3. Three occasions of MP and MD in segment (a) MP and MD both exist (b) only MD 
(c)only MP 

  
(a) (b) (c) 

Fig. 4. Three trend segments (a) MP and MD both exist (b) trend scaling when only MD exists 
(c) trend scaling when only MP exists 
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4.2 Symbolic Representation 

We design multiresolution angle breakpoint search table to symbolize the trend 
slopes. The angle space corresponding to the slopes of trend segment is (-90°, 90°), 
which can be divided into certain numbers of nonoverlapping intervals, each interval 
corresponds to a symbol. The trends of segment include three kinds: the falling trend, 
the horizontal trend and the rising trend. The falling trend can further comprise slow 
falling, fast falling and sharp falling; the rising trend can further comprise slow rising, 
fast rising and sharp rising. Based on the extent of trend change from judging whether 
it is high or low and whether it is slow or sharp, design multiresolution angle break-
point intervals search table to map trends to symbols, which is shown as Table 4. 
 

Definition 4. Angle Breakpoints (AB): Angle breakpoints are sorted list of angles, 
denoted by AB=θ1,…, θt-1. Suppose each interval from θi to θi+1 has the equal probabili-
ty of 1/t, θ0= -∞，θt= +∞.  

Table 4. Angle breakpoint interval search table 

θi trend alphabet cardinality t 
 2 3 4 5 6 7 8 9 10 11 12 
θi 0° -5° -30° -30° -30° -45° -45° -60° -60° -75° -75° 
θ2  5° 0° -5° -5° -30° -30° -45° -45° -60° -60° 
θ3   30° 5° 0° -5° -5° -30° -30° -45° -45° 
θ4    30° 5° 5° 0° -5° -5° -30° -30° 
θ5     30° 30° 5° 5° 0° -5° -5° 
θ6      45° 30° 30° 5° 5° 0° 
θ7       45° 45° 30° 30° 5° 
θ8        60° 45° 45° 30° 
θ9         60° 60° 45° 
θ10          75° 60° 
θ11           75° 

 
The corresponding relationship between trend symbol and angle is determined by 

search table shown as Table 4, for each slope value in the segment, use symbol to 
represent trend feature according to Table 4. Comparing the angle reflected by slope 
with a series of angle breakpoints, if the angle of trend segment is smaller than the 
smallest angle breakpoint θ1, this trend segment is mapped to symbol ‘a’; if the angle 
of trend segment is larger than the smallest angle breakpoint θ1 and smaller than θ2, 
this trend segment is mapped to symbol ‘b’; and so on. 

We discretize the mean value of each segment to symbol according to the SAX 
breakpoint search table in Table 2, and discretize the slopes of three trend segments to 
symbols according to the angle breakpoint search table in Table 4, thus get the trend 
symbolic tuple of segment. 
 

Definition 5. Trend Symbolic Tuple of Segment: After dimensionality reduction via 
PAA, We discretize the mean and three trend segment slopes in the ith segment to 
symbols, thus get the trend symbolic representation of the segment, which is denoted 



 TSX: A Novel Symbolic Representation for Financial Time Series 269 

 

by a symbol tuple     1 2 3 4, , ,i i i i it t t t t=< > . In this tuple, 1
it is corresponding to the mean 

of the ith segment and symbolized by SAX approach;   2 3 4, ,i i it t t  are the symbols which 

are corresponding to the three slopes in the ith segment and discretized based on 
search table in Table 4.  
 

Definition 6. Trend Symbolic Representation of Raw Time Series: Given a raw time 
series T, its trend symbolic representation is denoted by    

1 2{ , ..., }wT t t t= , where 


it stands for the ith trend symbolic tuple of segment as definition 5. 

Hence, our proposed Trend-based Symbolic approXimation(TSX) approach includes 
the following steps: 
 

Step 1: Normalization. Transform the raw time series T into the normalized time 
series T′  with mean of 0 and standard deviation of 1. 

Step 2: Use PAA approach to reduce dimensionality on T′, get the mean of each 
segment; then break up each segment into three trend segments based on trend feature 
and extract the slopes of three trend segments. 

Step 3: Choose SAX alphabet cardinality a and discretize each mean value in the 
segment into symbol by Table 2; Choose trend alphabet cardinality t and discretize 
three slopes in the segment to symbols by Table 4; thus obtain the trend symbolic 
representation of  the segment; and finally obtain Trend Symbolic Representation of 
raw time series, denoted by T . 
 

For example, given the time series T of length 16 in Fig.1, suppose compression ratio 
of PAA is 8, both a and t are 4, then the TSX of T is T ={a,c,c,b,c,b,c,b}. 

4.3 Distance Function 

TSX reflects two parts of connotation, one is the mean information, and the other is 
the trend information. Distance between two symbols reflecting mean information can 
be calculated by dist() search table as Table 3 and Equation (2); distance between two 
symbols reflecting trend information can be calculated by trendist() as Table 5 and 
Equation (3). 

By checking the corresponding row and column of two symbols in Table 5, the dis-
tance between trend symbols can be obtained. For example, trendist(a,b)=0, tren-
dist(a,c)=tan25°, trendist(a,d)=tan35°. When trend cardinality t is arbitrary, the cell′  
in trendist() search table can be calculated by Equation (3). 

Table 5. trendist() search table (t=5) 

 a b c d e 
a 0 0 tan25° tan35° tan60° 

b 0 0 0 tan10° tan35° 

c tan25° 0 0 0 tan25° 

d tan35° tan10° 0 0 0 

e tan60° tan35° tan25° 0 0 
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'
,

max( , ) 1 min( , )

0 | | 1

tan( )r c
r c r c

if r c
cell

otherwiseθ θ−

− ≤
=  −                    

(3) 

For economic traders, trend features are very important in financial time series. 
Therefore, to evaluate the similarity of TSX representation, the distance between 
trend symbols should have priority weight.   

Suppose there are two raw time series, S={s1, s2,…, sn}, T={t1, t2,…, tn}, the length 
of PAA is w,    

1 2{ , ..., }wS s s s= and    
1 2{ , ..., }wT t t t= denote their TSX, where 

    1 2 3 4, , ,i i i i is s s s s=< > ,     1 2 3 4, , ,i i i i it t t t t=< > . The distance function TSX_DIST based on 

TSX is defined as Equation (4). 

        4
1 1 2 2 2

1 1 2

_ ( , ) ( ( , )) ( ) ( ( , ))
w w

j j
i i i i

i i j

n n
TSX DIST S T dist s t trendist s t

w w= = =

= +        (4) 

When compression ratio n/w increases, the measure of trend similarity will be more 
important and significant, the factor before trendist() will be larger, so TSX_DIST 
can achieve better measure effect.  

5 Experimental Results and Evaluation 

5.1 Experimental Settings 

We demonstrate the utility of TSX with a comprehensive set of experiments. For 
these experiments, we use notebook with Pentium Dual 1.73GHz CPU, 1GB RAM, 
120GB disk space. The source code is written in C++ language. 

The experimental data include four economic datasets, i.e., EMC, Ford, Morgan 
Stanley and Pepsico [13]. The corresponding data sizes are 5653, 8677, 4096 and 
8676, respectively. Our goal is to evaluate our TSX approach and show its improve-
ment on supporting similarity search compared with SAX. We perform subsequence 
similarity search on datasets by brute force algorithm. We measure the effect of dif-
ferent approximation approaches by false positives rate as follows: 

| | | |
_ _ 100%

| |

R R C
False Positives Rate

R

− ∩= ×
                    

(5) 

where R is the subsequence result set reported by embedding the representation and 
distance function into similarity search algorithm, C is the real correct subsequence 
result set. 

5.2 Comparison of False Positives Rate 

As both SAX and TSX are dimensionality reduction techniques for time series, we 
first explore how false positives rate changes with compression ratio. The comparison 
of false positives rate of two methods is shown in Fig.5. As the result indicates, when 
compression ratio changes, the false positives rate based on TSX is lower than that 
based on SAX.  
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SAX and TSX are both multiresolution symbolic representation, another common 
parameter is SAX alphabet cardinality. We observe how false positives rate changes 
with SAX alphabet cardinality. The comparison is shown in Fig.6. With SAX alpha-
bet cardinality changes, the false positives rate based on TSX is lower than that based 
on SAX.  
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(c) Morgan Stanley (d) Pepsico

Fig. 5. Comparison of false positives rate changing with compression ratio 
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Fig. 6. Comparison of false positives changing with SAX alphabet cardinality 
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5.3 Parameter Analysis 

TSX belongs to multiresolution symbolic representation for time series, the effect of 
multiresolution is influenced by both SAX alphabet cardinality and trend alphabet 
cardinality. We investigate how these two parameters affect the similarity search. The 
result is shown in Fig.7. From Fig.7, we can observe, with two cardinalities increase 
synchronously, the total change trend of false positives rate is to reduce gradually. 
 

 
(a) EMC (b) Ford

 
(c) Morgan Stanley (d) Pepsico

Fig. 7. The effect how two cardinalities of TSX influence false positives rate 

6 Conclusions 

In this paper, we propose a novel symbolic representation for financial time series, 
namely, Trend-based Symbolic approximation (TSX). This symbolic approximation 
extracts both the mean information and trend feature, achieves multiresolution symbo-
lization by designing angle breakpoints interval search table and symbolization map-
ping rule. Compared with classic SAX approach, the experimental results validate our 
approach is meaningful and effective. For further research, we will apply our TSX 
approach to discord discovery in time series to further explore its applicability. 
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Abstract. This work presents our findings to map salivary cortisol measure-
ments to electrocardiogram (ECG) features to create a physiological stress iden-
tification system. An experiment modelled on the Trier Social Stress Test 
(TSST) was used to simulate stress and control conditions, whereby salivary 
measurements and ECG measurements were obtained from student volunteers. 
The salivary measurements of stress biomarkers were used as objective stress 
measures to assign a three-class labelling (Low-Medium-High stress) to the ex-
tracted ECG features. The labelled features were then used for training and 
classification using a genetic-ordered ARTMAP with probabilistic voting for 
analysis on the efficacy of the ECG features used for physiological stress  
recognition. The ECG features include time-domain features of the heart rate 
variability and the ECG signal, and frequency-domain analysis of specific fre-
quency bands related to the autonomic nervous activity. The resulting classifi-
cation method scored approximately 60-69% success rate for predicting the 
three stress classes. 

Keywords: stress classification, genetic algorithm, ARTMAP, electrocardio-
gram, salivary cortisol. 

1 Introduction 

Stress is a general term encompassing biological and psychological impact of external 
influences on human physiology. Repeated and chronic exposure to high stress levels 
can cause adverse health effects such as hypertension, heart disease, and depression. It 
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has been reported that workload stress has become a major contributor towards prod-
uctivity loss and medical costs [1] in recent times, especially in highly competitive 
and/or high risk work environments.  

Continuous and accurate monitoring of stress, whether at work or at home may al-
low timely intervention for stress mitigation. Several existing studies have attempted 
to discriminate induced stress from a resting state from physiological signals under 
laboratory conditions. A study by Soga et.al [2] induced mental workload using a 
mental arithmetic task to investigate the recovery patterns of physiological responses 
as indicators of stress. Nater et.al [3] discovered marked differences in alpha-amylase, 
cortisol, and heart rate activity before and after stressors were applied via the Trier 
Social Stress Test (TSST) as compared with a similar control condition.  

TSST was a well-known lab stressor for inducing mental stress through psychoso-
cial means. A meta-analysis of over 200 stress studies [14] suggested that by includ-
ing a social evaluative threat, unpredictability, and by using a combination of speech 
tasks and cognitive tasks with the presence of evaluative observation, the most robust 
stress response could be achieved. Therefore for this study, TSST was chosen for its 
inherent combination of each of these factors and offers a comprehensive activation 
of various psychological stress systems.  

Stress in the human body is largely regulated by the hypothalamus-pituitary-
adrenal (HPA) axis and the autonomic nervous system (ANS). Both systems interact 
to maintain homeostasis of the human body in response to applied stressors. Cortisol 
is one of the biomarkers tied to the HPA axis [15] and can be reliably measured from 
salivary excretions with minimal invasive procedures. The TSST procedure was de-
signed to elicit stress reactions and to measure stress indirectly through cortisol mea-
surements for the HPA axis, and ECG measurements for the ANS. This study was 
conceived as an exercise to reconcile these two measures of stress by using an 
ARTMAP pattern learning and classification system. The features extracted from the 
ECG recording was labeled using the cortisol measurements as an objective stress 
classification, and used for training the ARTMAP system. The trained system will 
then act as a substitute for salivary cortisol stress measurement using only ECG inputs 
to predict the corresponding cortisol-based stress classification. If successful, the 
system can be used in conjunction with only an ECG sensor to replace the salivary 
cortisol stress assessment method.  

The Augsburg Biosignal Toolbox [4] was used for reducing the dimensionality of 
the ECG recording into time-domain and frequency-domain features. The salivary 
cortisol measurements were divided into one of three stress classifications (Low, Me-
dium, or High Stress). An ARTMAP pattern learning and classification system was 
used to map the ECG features to the stress classes, with the viability of the method 
determined by the resultant ARTMAP’s ability to correctly predict the stress class 
given an unlabeled ECG feature input. A genetic permutation method was employed 
to optimize the training sequence of the ARTMAP. Multiple ARTMAPs were trained 
and their prediction outputs used for a probabilistic voting strategy to determine the 
best stress classification. In comparison, several other pattern classification methods 
will be used as benchmarks to the genetic-optimized ARTMAP system. 

The following section details the experimental procedure used for data collection 
of salivary and ECG data. Section 3 explains our data processing and analysis me-
thods, as well as the algorithm used for stress classification. Section 4 shows the re-
sults of our analyses, and Section 5 discusses our experimental findings. 
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2 Data Collection 

2.1 Mobile Electrocardiogram Measurement 

Measurement and recording of the ECG was performed using g.Tec’s portable bio-
signal acquisition device, g.Mobilab [19]. Three bipolar silver-chloride electrodes 
were used in a modified lead-2 configuration: an electrode was attached to the inside 
of both wrists, and the ground electrode attached to one ankle. The ECG data was 
recorded digitally on the host computer using g.Tec’s proprietary software with 
256Hz sampling rate. 

2.2 Trier Social Stress Test 

A total of 22 subjects participated in the data collection experiment, consisting of 17 
male and 5 female, ranging from age 19 to 24 years old. Each participant was 
screened for exclusion criteria to decrease the likelihood of potential factors that 
might affect the results of the experiment. Criteria include not being on medication or 
drug use, non-smoking, and have had no strenuous physical activity, meals, alcohol or 
low pH soft drinks for at least two hours before testing. 

Each subject was required to undergo one session for stress induction and one ses-
sion for control (placebo session), each session on a different day. Each subject was 
randomly started with either control or stress session to eliminate confounding factors 
associated with habituation. The purpose of this arrangement was to create two dis-
tinct sets of salivary measurements and ECG recordings for each subject in order to 
discriminate between a stress state and a resting state. The double-track study design 
will help determine the baseline value of stress biomarkers of the subject during the 
placebo session, with the stressor replaced by routine activity. The experimental de-
sign was based partially on the works of Kirschbaum et al. [7], Cinaz et al. [8], and 
Nater et al. [3]. 

 

 

Fig. 1. Overview of the TSST experiment design 



 Genetic-Optimized Classifier Ensemble for Cortisol Salivary Measurement 277 

The experiment consisted of five parts for each session: 
 

• Pre-test. During this period, ECG sensors were attached to the subject while the 
examiner summarized the experiment’s methodology for that particular session.  

• Anticipation. The subject was given three minutes to prepare talking points for 
the mock job interview in the case of the stress session, or reading a chosen arti-
cle in the case of the control session. For the entire duration, the subject’s heart 
rate was recorded (ECG1). At the end of the duration, the subject was given a sa-
liva swab to obtain the first salivary measurement (CO1). 

• First task. For the stress session, the subject was required to present their qualifi-
cations in a mock job interview. A panel of two examiners perform the roles of 
interviewers by interrogating the subject with standard job interview questions. 
For the control session, the subject was only required to read aloud the chosen ar-
ticle with no feedback from the interview panel. ECG2 was recorded for the en-
tire duration, and CO2 was obtained at the end of the duration.  

• Second task. For the stress session, the subject was instructed to serially subtract 
7 from an arbitrarily chosen number as quickly and as accurately as possible. 
Whenever a mistake was made or when the subject slowed down, they were 
asked to start again with a new starting number. For the control session, the sub-
ject was required to serially add 5 or 10 from zero. ECG3 was recorded for the 
entire duration, and CO3 was obtained at the end of the duration. 

• Post-test. ECG4 was recorded for the first five minutes while saliva swabbing 
was performed at ten-minute intervals (CO4-CO6). During this time, the subject 
was given a visual analog scale (VAS) questionnaire to assess the relative dis-
comfort levels of the current session.  

2.3 Biochemical Assay for Cortisol Measurement 

Measurements for salivary cortisol were performed using Salivary Immunoassay Kits 
(Salimetric Inc. USA) [20] using the standard guidelines outlined in the manual pro-
vided by the manufacturer. Optical density reading was performed using an auto-
mated microtitre plate reader. Each salivary sample was measured twice and the mean 
value was reported. The microtitre plate spectrophotometer used for the reading was 
the Powerwave X5 (Biotek, USA) used along with the GEN5 Microplate Data Collec-
tion and Analysis Software [21]. 

3 Data Analysis 

3.1 Feature Extraction 

The experiment yielded a total of 176 ECG recordings and 264 salivary cortisol 
measurements. Unfortunately, 7 of the salivary measurements were omitted from 
analysis due to insufficient saliva volume. For analysis of the ECG data, Wagner’s 
Augsburg Biosignal Toolbox [4] was used to extract numerical features representative 
of the signal as a whole. Features include time-domain analysis of the PQRST-wave 
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and HRV features, and frequency-domain features such as power spectrum densities 
of specific frequency bands. Other features were added to complement the existing 
feature set, such as the sympathetic and parasympathetic activity derived using prin-
cipal dynamic modes (PDM) method [5] [6] from HRV analysis. 

3.2 Data Pre-processing 

Analysis of variance was performed to determine the statistical difference of saliva 
measurements between control session and stress session (F=18.08, p=3.04 x 10-5) 
and among different times (F=2.605, p=0.026). Based on the statistical analyses, the 
baseline for the Low Stress class was determined by taking the value at the longest 
time plus one standard deviation of the normalized cortisol measurement, while the 
lower cut-off for the High Stress class was taken as the average value plus one stan-
dard deviation. The lower and upper bounds for each of the three stress classes were 
thus derived as: 

0.00 <= Low Stress < 0.35 <= Medium Stress < 0.53 <= High Stress <= 1.00 

As this experiment involved physiological measurements of electrical activity and 
biochemical activity related to stress, it would be informative to analyse the effect of 
time delay between the two measures. To that end, a number of label sets were cre-
ated to assign lagged saliva measurements to ECG recordings, as demonstrated in 
Table 1. A total of three sets of labels and their corresponding modified data sets were 
created from the originals.  

3.3 Genetic Ordering for ARTMAP Training Optimization 

The effectiveness of the ARTMAP classification system is highly dependent on the 
presentation sequence of training data. Thus, a genetic permutation algorithm was 
proposed to efficiently search for an optimal training sequence in order for the 
ARTMAP to yield the best possible classification accuracy. The genetic permutation 
algorithm as used in this experiment is a search heuristic mimicking natural evolution 
to rearrange the genetic sequence to find an optimal solution for the selected fitness 
function. The algorithm used was based on Haupt and Haupt’s continuous genetic 
algorithm [22] for minimizing a cost function, adapted for predictive error in this 
experiment. 

Table 1. Assigning time-delayed salivary measurements to corresponding ECG recording 

Labelt=t+0 Labelt=t+1 Labelt=t+2

ECG1 CO1 ECG1 CO2 ECG1 CO3 
ECG2 CO2 ECG2 CO3 ECG2 CO4 
ECG3 CO3 ECG3 CO4 ECG3 CO5 
ECG4 CO4 ECG4 CO5 ECG4 CO6 
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The steps involved were:  
 

3.3.1 Population Generation 
A large population of candidate training sequences was generated random-
ly. Each candidate, or chromosome, consisted of a number of genes each 
representing a single unique sequence in which the entire ECG data set will 
be presented to the ARTMAP for training. In this case, the chromosomes 
contain 176 genes to be optimally resequenced. 
 

3.3.2 Fitness Testing and Selection 
Each chromosome was fitness tested by training an ARTMAP system using 
5-fold cross-validation. Fitness of each chromosome was computed as the 
percentage of correctly classified patterns. The top 50% of the fittest solu-
tions were retained for the next generation’s population, while the rest were 
discarded.  
 

3.3.3 Reproduction and Mutation 
The survivors were paired at random to generate new offspring to replace 
the discarded candidates. Common genetic traits shared by the parent 
chromosomes were carried over to the offspring, while uncommon  
traits were randomized, as demonstrated in Figure 2. A mutation operator 
was also introduced to limit genetic convergence among the generated 
offspring. 
 

3.3.4 Iteration 
Fitness testing, selection, reproduction, and mutation were iterated succes-
sively for the initial population of candidate solutions over twenty genera-
tions. At the end of the optimization exercise, the population ideally  
consists of candidate solutions which have a higher average fitness than the 
initial population. The training sequences which yielded the best predictive 
accuracy from the fitness test were then selected to determine the sequence 
of the training data presentation to the Biased ARTMAP. 

 

Fig. 2. Hereditary reproduction and simple mutation methods, using 9-gene chromosomes as 
example 
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3.4 Biased ARTmap 

Adaptive resonance theory (ART) was developed as a theory of human cognitive 
information processing [9], the design principles of which, led to the development of 
real-time neural network models that perform supervised and unsupervised learning, 
pattern recognition and prediction. The ARTMAP model [10] is a hierarchical net-
work architecture that can organize stable categorical mappings between M-
dimensional input vectors and N-dimensional output vectors. An ARTMAP-based 
system was used as the system’s pattern learning and classification system due to its 
fast and stable ability to incorporate new learning data without repeating the entire 
training process. The prototype stress identification system will be trained using an 
existing database of stress data, while the ARTMAP-based system allows for conti-
nuous improvement of the system’s stress classification ability. 

Under online fast learning conditions, the ARTMAP’s critical features attention 
may be distorted by certain sequences of input presentation, causing less-suitable 
critical features to be overemphasized in future searching procedures. The Biased 
ARTMAP variant [11] introduces a new medium-term memory that would enable the 
network to selectively bias input features whenever a predictive error was generated. 
Whenever a predictive error was generated for a given input, the features which were 
currently active in the ARTMAP memory will be modified by a biasing vector in the 
medium-term memory for all future predictions. The strength of the biasing was con-
trolled by an attention parameter λ, where the optimal value of λ can be determined 
by validation. 

The Biased ARTMAP system was chosen for our base classifier for its suitability for 
fast and stable online learning. This experiment was designed as a proof-of-concept 
system for offline training of the Genetic Ensemble Biased ARTMAP system, which 
then can be implemented as a basic ECG-based stress predictor. Its main strengths will 
be its ability to learn and adapt to each user’s unique physiological pattern on an indi-
vidual basis, thus improving its stress prediction capability over time. 

3.5 Probabilistic Ensemble Voting 

The probabilistic ensemble voting strategy used here was based on research by Lin 
et.al [12] and Loo and Rao [13]. The probabilistic voting strategy is essentially a se-
ries of classifiers each with its own weights, classifying a pattern recognition task 
with multiple classes, each with a single constant representing the class’s a priori 
probability. The probabilistic voting decision employed the Bayes’ rule to select the 
class with the largest a posteriori probability.  

The probabilistic ensemble voting strategy also used a method for enforcing a 
measure of reliability, which is the probability of a voting decision to be the correct 
decision given the voting results of all voting members. This allowed predictions with 
conflicting outcomes from each of the voting members to be set aside for expert re-
view. The user-defined reliability threshold can be set to zero to implement a simple 
majority probabilistic voting decision, or set to one to reject all predictions that are 
not unanimous.  
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4 Experimental Results 

A total of three labelled data sets were used for training and testing using the Genetic 
Ensemble Biased ARTMAP system. Twenty of the best training sequences were gen-
erated from the genetic optimization process, ordered by predictive accuracy. The first 
N training sequences were used to train the first N number of Biased ARTMAP vot-
ers. The trained ARTMAPs were then used to create a voting ensemble, and to derive 
the final class prediction through probabilistic voting. Each method was rated by the 
percentage of correctly identified data samples over the total number of tested data 
samples using leave-one-out training and testing strategy. 

In addition, each data set was evaluated, with and without genetic optimization, us-
ing bootstrapped mean of 1000 resampling with 95% confidence interval. The data set 
was randomly ordered five times, and the randomized data sets were used for training 
a five-voter Biased ARTMAP. This was repeated for each value of attention parame-
ter from 0 to 10. The resultant eleven results were used to generate a bootstrapped 
mean, to represent the data set’s classification using Biased ARTMAP without ge-
netic ordering. For the genetic-ordered bootstrapped mean, all training sequences 
generated by the genetic permutation algorithm for the data set were used. 

As a comparison of methods, other classification methods were used for pattern 
classification using the same data sets. The methods used were linear discriminant 
analysis (LDA), Kth nearest neighbour (KNN), and multilayer perceptron (MLP), all 
of which were obtained via Wagner’s Augsburg Biosignal Toolbox [4]. For KNN, the 
number of nearest-neighbours was set to 10% of the data set’s total number of sam-
ples. For MLP, the initialized network was created with three hidden layers, learning 
rate set to 0.2, and 50 learning iterations. The results were the percentage of correct 
stress class prediction using leave-one-out method of training and testing. 

Table 2. Comparison of pattern classification and feature selection methods 

 Cortisolt=t+2

 Entire data 
set 

ANOVA Hamming Conical 
corr. 

LDA 27.01 42.08 38.74 30.82 

kNN 38.07 41.86 36.66 37.86 
MLP 36.14 37.79 41.97 44.83 

Bootstrapped mean: no genetic opti-
mization 

48.23 47.05 47.05 47.05 

Bootstrapped mean: genetic optimized 63.11 63.80 62.17 62.17 
1-voter genetic Biased ARTMAP 68.82 69.41 69.41 69.41 

3-voters 65.88 66.47 64.70 64.70 

5-voters 63.52 65.29 64.11 64.11 
7-voters 63.52 65.29 62.94 62.94 
10-voters 62.94 64.70 61.76 61.76 
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Of the three data sets, only Cortisolt=t+2 showed a number of features with signifi-
cantly low p-values (20 features with p-value at least 0.05 or lower). The dataset Cor-
tisolt=t+2 was tested again using ANOVA feature reduction to first reduce the size of 
the data set from 106 features to 20 of the most correlated features.  

Two alternative methods of feature selection was performed on the Cortisolt=t+2 
data set, using Hamming distance calculation and canonical correlation analysis. For 
Hamming distance calculations, all ECG features and the cortisol measurements were 
normalized to [0, 1] range. Then, the Hamming distance for each feature was calcu-
lated as the difference of values between the ECG feature and its assigned cortisol 
measurement, calculated as the mean across all data samples. The features with the 
shortest Hamming distance were selected for further analysis. 

Canonical correlation analysis is an analysis method for cross-covariance matrices. 
The method is able to compute the linear combinations of features between two fea-
ture vectors that possess maximum correlations with each other. For this study, ca-
nonical correlation analysis was performed to derive the best combinations of ECG 
features and their respective cortisol measurements. Features with the best correla-
tions were selected for further analysis. 

5 Discussion 

The analysis of results from the experiment yielded several interesting conclusions. 
Firstly, the low classification accuracy indicates an ineffective mapping between ECG 
features and salivary measurements. This may be caused by any number of reasons, 
such as flaws in the experimental data selection design, or stress class thresholding, or 
the effectiveness of the selected ECG features for stress classification. A more viable 
method for correlating salivary biomarkers to cardiovascular activity may be derived 
by using HRV features which are more relevant to stress studies. 

This study introduces an innovation in comparison with previous stress recognition 
studies by attempting to verify objectively the stress outcome using measurements of 
body biomarker changes. In comparison, other studies [16] [17] [18] base their stress 
classification on the stressor time stamp or using a subjective self-report verification. 
The use of biomarkers in stress evaluation was common in behavioural science study. 
However, it was not very common among technology researchers due to the need for 
specialized protocol and equipment to obtain the measurements. 

Biomarker measurements as quantitative data facilitates the multi-level classifica-
tion of subject stress strength. This ensures that the stress recognition ability is realis-
tic and precise in relation to the individual stress response, due to variations in periods 
of transient stress response for each individual throughout the day. The subjective 
nature of self-assessment and intensity of the stressor cannot be a reliable quantitative 
surrogate of stress response. A more realistic model should be able to perform multi-
ple-level analysis or continuous measure of stress. Thus, objective measurement of 
stress-based biomarker will be a viable model for researchers who wish to design a 
pragmatic system that can be used in real environments. 

Results of the experiment were not satisfactory, as multiple analyses show insuffi-
cient correlation to map the selected ECG features to the biomarker measurements. A 
hypothesis is that physiological responses and body chemistry responses to applied 
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stressors vary from subject to subject, making it less straightforward for a simple 
ECG-to-biomarker mapping process. This speculation may be taken into account for 
future studies in this area.  

The overall Genetic Ensemble Biased ARTMAP method was shown to be effective 
in classifying the data sets as compared with other pattern classification methods. An 
alternative voter selection method is required, as the current method degrades the 
system’s classification accuracy when additional voters are added. A potential solu-
tion is to expand the genetic optimization to include voter selection. 
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Abstract. Given the joint distribution p(X,Y ) of the original variable
X and relevant variable Y , the Information Bottleneck (IB) method aims
to extract an informative representation of the variableX by compressing
it into a “bottleneck” variable T , while maximally preserving the rele-
vant information about the variable Y . In practical applications, when
the variable X is compressed into its representation T , however, this
method does not take into account the local geometrical property hidden
in data spaces, therefore, it is not appropriate to deal with non-linearly
separable data. To solve this problem, in this study, we construct an
information theoretic framework by integrating local geometrical struc-
tures into the IB methods, and propose Locally-Consistent Information
Bottleneck (LCIB) method. The LCIB method uses k-nearest neighbor
graph to model the local structure, and employs mutual information
to measure and guarantee the local consistency of data representations.
To find the optimal solution of LCIB algorithm, we adopt a sequential
“draw-and-merge” procedure to achieve the converge of our proposed
objective function. Experimental results on real data sets demonstrate
the effectiveness of the proposed approach.

Keywords: Information Bottleneck, Local Consistency, Mutual Infor-
mation, Entropy.

1 Introduction

In the information age, more and more data are collected. How to extract useful
information or analyze the hidden patterns residing in the data has attracted
many researchers. Consequently, many approaches have been proposed, among
them, the Information Bottleneck (IB) method [1] is one of the popular and
powerful unsupervised data analysis techniques, which is especially appropriate
to deal with “co-occurrence” or “dyadic” data. Such kind of data is represented
by a matrix which elements characterize the mutual relationships between the
row and column objects. The co-occurrence data exist in many real world appli-
cations such as document classification [2] and object category recognition [5].

In order to discover the underlying patterns hidden in the data, based on the
co-occurrence relationship between the variables X and Y , the IB method [1]
first transforms the numerical matrix about the original variable X and the rel-
evant variable Y into their joint distribution, denoted by p(X,Y ). Then, the IB
method aims to extract an informative representation of X by compressing it
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into a “bottleneck” variable T , while maximally preserving the relevant informa-
tion about the variable Y . In general, the compressed representation from X to
T is denoted by p(t|x). Based on this idea, many IB algorithms are designed to
optimize their objective functions and obtain impressive results on co-occurrence
data analysis [4]. However, the corresponding representation p(t|x) only charac-
terizes solutions supported on the Euclidean spaces, and the local geometrical
property hidden in the data spaces is ignored. This property is essential to re-
veal the global structures embedded in the original data matrix. In fact, the
co-occurrence data are usually sampled from a nonlinear low-dimensional man-
ifold which is embedded in the high-dimensional ambient space [6,7]. In many
manifold methods, such as Laplacian Probabilistic Latent Semantic Indexing [6]
and Locally-consistent Topic Modeling [7], the local geometrical structures are
considered to achieve efficient nonlinear clustering methods.

To integrate the local geometric structure into the mapping representation
p(t|x), two fundamental challenges include (1) how to model the underlying lo-
cal geometric structure, and (2) how to measure and guarantee the consistency
of local structure in the compressed representation. In this study, the former is
solved by using k-nearest neighbor graph, and for the latter, we use the mutual
information as measure criterion. Then, we proposed the Locally-Consistent In-
formation Bottleneck (LCIB) method. The mutual information can guarantee
each sample and its local k-nearest neighbors tend to have similar representa-
tions during the novel IB optimization process. To find the optimal solution
of LCIB algorithm, we adopt a sequential “draw-and-merge” procedure which
can guarantee to converge to a local maximum of our proposed IB-functional.
Experimental comparisons with some baseline methods, demonstrate that the
proposed method can obtain better prediction accuracies by considering the local
geometrical structures.

The rest of the paper is organized as follows. Section 2 provides a background
of IB method. The proposed LCIB method is introduced in Section 3. Experi-
mental results are presented in Section 4. Finally, we give conclusion and remarks
in Section 5.

2 Information Bottleneck Method

The IB algorithms have shown impressive results in various applications [1,4].
In this section, we briefly introduce the IB principle, and describe one of IB
algorithms, sequential Information Bottleneck (sIB) [2] algorithm, which is the
base of our optimization procedure.

2.1 Information Bottleneck Principle

Given a joint distribution p(X,Y ), the IB method constructs a new represen-
tation variable T that defines partitions over the elements of X which are in-
formative about Y . The compactness of the representation is calculated by the
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mutual information I(T ;X), while the accuracy of the representation is mea-
sured by mutual information I(T ;Y ) which means how much useful information
is preserved. Tishby et al. [1] suggest the following IB-functional:

Lmin = I(T ;X)− β · I(T ;Y ), (1)

where β is the Lagrange multiplier controlling the trade-off between the compres-
sion from X to T and the preservation about T and Y . The mutual information
between X and Y is defined in [3]:

I(X ;Y ) =
∑
x∈X

∑
y∈Y

p(x, y) log
p(x, y)

p(x)p(y)
. (2)

Tishby et al. formulize an optimal solution of the IB-functional as follows:⎧⎪⎨⎪⎩
p(t|x) = p(t)

Z(x,β)e
−βDKL[p(y|x)||p(y|t)]

p(y|t) = 1
p(t)

∑
x p(x, y, t) =

1
p(t)

∑
x p(x, y)p(t|x)

p(t) =
∑

x,y p(x, y, t) =
∑

x p(x)p(t|x)
(3)

where DKL[p(y|x)||p(y|t)] =
∑

y p(y|x) log
p(y|x)
p(y|t) is the Kullback-Leibler(KL) di-

vergence between the conditional distributions p(y|x) and p(y|t), Z(x, β) is a
normalization function. Obviously, the variables p(t) and p(y|t) are determined
through p(t|x). To cluster data, the number of clusters, denoted as |T |, is much
less than the original data size |X | (i.e. |T | $ |X |), which implies a significant
compression. Therefore, we may concentrate only on maximally preserving the
relevant information I(T ;Y ), without considering the compression information
I(T ;X). To make it, we can simply set β = ∞. Then, the probability p(t|x)
becomes deterministic: p(t|x) takes values of zero or one, and we can get “hard”
clustering result. In paper [4], N. Slonim rewrites the IB-functional Eq. (1) in al-
ternative form Lmax = I(T ;Y )− β−1I(T ;X) via dividing Eq. (1) by −β. When
β is set to be ∞, β−1 is 0. So, the IB-functional becomes

Lmax = I(T ;Y ). (4)

2.2 The SIB Algorithm

Constructing the optimal solution is an NP-hard problem [4]. By now, several IB
algorithms have been proposed to approximate to the optimal solution. The sIB
algorithm is one of the popular IB algorithms, which generates a ‘flat’ partition of
the original data. From the IB-functional Eq. (4), we observe that among all the
possible partitions of X = {x1, x2, . . . , x|X|} into groups T = {t1, t2, . . . , t|T |},
the desired clustering is the one that preserves the maximum mutual information
between T and relevant variable Y . The sIB algorithm [2] takes a “draw-and-
merge” procedure to find the optimal solution of Eq. ( 4). It starts with a random
partition of X into |T | clusters. At each step, a single xi ∈ X is drawn from
its current clusters t(xi) as a new singleton cluster, and is merged into the
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cluster tnew such that tnew = argmint∈T d(xi, t). The merge criterion d(xi, t) is
computed by

d(xi, t) = (p(xi) + p(t)) · JSΠ [p(y|xi), p(y|t)], (5)

where JSΠ [p(y|xi), p(y|t)] = π1DKL[p(y|xi)||p̄]+π2DKL[p(y|t)||p̄] is the Jensen-
Shannon divergence, Π = {π1, π2} = { p(xi)

p(xi)+p(t) ,
p(t)

p(xi)+p(t)},p̄ = π1p(y|xi) +
π2p(y|t). After a sequential “draw-and-merge” procedure for each element x,
sIB algorithm can get a stable solution, that is, no more assignment updates can
further improve the value Lmax.

3 Locally-Consistent Information Bottleneck

In the IB framework, the compression of variable X to T is measured by mutual
information I(T ;X), and the preservation of relevant information is estimated
by I(T ;Y ). Our goal is to embed the constrain that similar data points tend to
have similar compressed representation p(t|x), into the original IB framework. To
achieve this goal, we adopt the k-nearest neighbor graph to model the underlying
local geometric structure and use the mutual information to measure the local
consistency.

3.1 Formulation

For data point xi, we use Ki to denote the set of xi’s k-nearest neighbors (in our
work, the 1-nearest neighbor of xi is itself, i. e. xi ∈ Ki). The mutual information
IKi(T ;X) is used to measure the local consistency of data representations in Ki,
which is defined as follows:

IKi(T ;X) =
∑
t∈T

∑
x∈Ki

p(x|Ki)p(t|x) log
p(t|x)
p(t|Ki)

, (6)

where p(x|Ki) =
p(x)∑

x∈Ki
p(x) , p(t|Ki) =

∑
x∈Ki

p(x|Ki)p(t|x).
The mutual information IKi(T ;X) can be used to measure the average num-

ber of bits that data points x ∈ Ki contain about the representation T [10]. If
the data and its k-nearest neighbors have the same compressed representations
p(t|x), the mutual information will be zero. So, we can interpret mutual informa-
tion as a measure of consistency of the local geometric structure. The objective
functional of Locally-Consistent Information Bottleneck is defined as follows:

L[p(t|x)] = I(T ;Y )− μ ·
|X|∑
i=1

IKi(T ;X), (7)

In this objective functional, the mutual information I(T ;Y ) makes the com-
pressed representation T preserve the global structure resided in relevant variable

Y , and
∑|X|

i=1 IKi(T ;X) will drive T to preserve the local geometric structure.



Information Bottleneck with Local Consistency 289

The balance parameter μ is used to control the trade-off between the preservation
of global structure and local structure.

In this work, we only consider the “hard” clustering, where the value of p(t|x)
is either 0 or 1. Now we reconsider the mutual information IKi(T ;X).

IKi(T ;X) =
∑
t∈T

∑
x∈Ki

p(x|Ki)p(t|x) log
p(t|x)
p(t|Ki)

=
∑
t∈T

∑
x∈Ki

p(x|Ki)p(t|x) log p(t|x) −
∑
t∈T

∑
x∈Ki

p(x|Ki)p(t|x) log p(t|Ki)

In the above function, p(t|x) is either 0 or 1, and 0 log 0 = 0, 1 log 1 = 0. So the
first term of above function is equal to 0. Then IKi(T ;X) can be abbreviate to

IKi(T ;X)=−
∑
t∈T

∑
x∈Ki

p(x|Ki)p(t|x) log p(t|Ki)=−
∑
t∈T

p(t|Ki) log p(t|Ki)=HKi(T ).

Thus, the objective function of our work can be rewritten as below:

L[p(t|x)] = I(T ;Y )− μ ·
|X|∑
i=1

HKi(T ). (8)

3.2 Objective Functional Optimization

In this work, we adopt the sequential “draw-and-merge” procedure to optimize
the proposed objective function Eq. (8). For the original IB function Eq. (4), we
use the merge criterion described in Eq. (5). Now, we give the merge criterion

of the last term in our objective function, i.e. μ ·
∑|X|

i=1HKi(T ).
When the instance xi is drawn from its current cluster and taken as a new sin-

gleton cluster, the entropy ofHKi(T ) is calculated asHKi [p(t1),· · ·, p(t|T |), p(xi)].
If xi is merged into cluster tl, 1 ≤ l ≤ |T |, the merge cost with respect to HKi(T )
is

dKi(xi, tl)=HKi [p(t1), · · · , p(t|T |), p(xi)]−HKi[p(t1), · · · , p(tl)+p(xi),· · ·, p(t|T |)]

= −p(tl|Ki) log p(tl|Ki)− p(xi|Ki) log p(xi|Ki)

+[p(tl|Ki) + p(xi|Ki)] log[p(tl|Ki) + p(xi|Ki)]

= −p(tl|Ki) log
p(tl|Ki)

p(tl|Ki) + p(xi|Ki)
− p(xi|Ki) log

p(xi|Ki)

p(tl|Ki) + p(xi|Ki)

= [p(tl|Ki) + p(xi|Ki)]H(
p(tl|Ki)

p(tl|Ki) + p(xi|Ki)
,

p(xi|Ki)

p(tl|Ki) + p(xi|Ki)
).

LetpKi(t̄)=p(tl|Ki)+p(xi|Ki),ΠKi={π1
Ki
, π2

Ki
}={ p(tl|Ki)

p(tl|Ki)+p(xi|Ki)
, p(xi|Ki)
p(tl|Ki)+p(xi|Ki)

},
then we rewrite dKi(xi, tl) as pKi(t̄) ·H(ΠKi).

LetNi = {j},xi ∈ Kj , be the set of data point’s indexes whose k-nearest neigh-
bors include xi. When xi is merged into tl, the entropy values of Kj(j ∈ Ni) will
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Algorithm 1. sLCIB algorithm

Input: Joint distribution p(X,Y ), parameters M , k, μ.
Output: A partition T of X into M clusters.

Construct k-nearest neighbor graph:
for i = 1 to |X| do

Construct k-nearest neighbors Ki for xi;
end for
Initialize:
T ← random partition of X into M clusters;
Main Loop:
repeat

noChange = true;
for i = 1 to |X| do

draw xi out of t(xi);
for j = 1 to M do

Calculate merge costs d(xi, tj) based on Eq. (9);
end for
tnew(xi) = argmintj d(xi, tj);
if tnew(xi) �= t(xi) then

Merge xi into tnew(xi);
noChange = false;

end if
end for

until noChange is true

be changed. So, while xi is merged into tl, the total merger cost with respect to∑|X|
i=1HKi(T ) is

∑
j∈Ni

dKj (xi, tl). Finally, we get the following merger criterion
with respect to our objective functional.

d(xi, tl) = (p(xi) + p(tl)) · JSΠ [p(y|xi), p(y|tl)]− μ ·
∑
j∈Ni

pKj (t̄) ·H(ΠKj ) (9)

In the sLCIB algorithm (Algorithm 1), each ”draw-and-merge” step either im-
proves the score of Eq. (8), or leaves the current partition unchanged. Note that,
I(T ;Y ) ≤ I(X ;Y ), and given joint distribute p(X,Y ), the value of I(X ;Y ) is
constant. The minimum value of HKi(T ) is zero. Thus, the maximum value is
upper bounded, which is I(X ;Y ). Therefore, the sLCIB algorithm is guaran-
teed to converge to a local maximum while no assignment changes are further
performed.

The sLCIB algorithm needs to construct the k-nearest neighbor graph to
capture the local geometric structure, and the corresponding time complexity
is O(|X |2|Y |). The complexity of sLCIB algorithm O(LM |X ||Y |) is the same
as sIB [2], where L is the number of loops. So, compared to sIB algorithm’s
computational complexity, the sLCIB will take some more time to construct
and obtain the local geometric structure. The following section shows that the
additional time cost is valuable since sLCIB algorithm can get better accuracy
than its rival methods.
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4 Experiments

4.1 Data Sets

In this paper, we use three document corpus, which are widely used as benchmark
data sets in clustering literature [6,7], and three image data sets, which are
designed for object category discovery [8]. The six data sets are described as
follows:

CSTR. This data set contains 476 abstracts which are technical reports pub-
lished in the Department of Computer Science at a university from 1991
to 2007. There are four research areas in this data set, which are Natural
Language Processing, Robotics/Vision, Systems and Theory.

TDT2. The TDT2 corpus (Nist Topic Detection and Tracking corpus) consists
of data collected from 6 sources, including 2 newswires (APW, NYT), 2 ra-
dio programs (VOA, PRI) and 2 television programs (CNN, ABC). After
removing the documents with multiple category labels, we select the doc-
uments appearing in the largest 10 categories in our experiments, and the
final data set contains 7, 456 documents.

Reuters-21578. In this paper, we use the ModApte version of Reuters-21578.
The documents appearing in two or more categories are discarded, and 8, 293
documents in 65 categories are left. From 65 categories, we select the largest
10 categories as our experiment data set, which includes 7, 285 documents.

amazon. This data set consists of products images downloaded from
(www.amazon.com). There are 31 categories (backpack, bike, notebook, sta-
pler etc) with total 2, 813 images in this data set.

dslr. The images in dslr are captured with a digital SLR camera in realistic
environments with natural lighting conditions, which also contain 31 object
categories. The size of this data set is 498.

webcam. The webcam image set, with 795 images in total, contains the same 31
object categories appeared in the above two image data sets. These images
are collected by a simple webcam.

On the three document data sets, we select the top 1000 words according to their
contribution to the mutual information about the documents [2]. For the image
data preprocessing, we use the “Bag-of-Words” method to transform the image
data set into a co-occurrence matrix. Local scale-invariant interest points in
images are extracted by SURF detector [9]. The 64-dimensional SURF features
are collected from the images, and a codebook with the size of 800 is generated by
vector quantization via the k-means algorithm on a random subset of database.
Using this codebook, the image database can be transformed into a co-occurrence
matrix in the subsequent learning process.

4.2 Experimental Design

To evaluate the performance of the proposed method, we compare sLCIB algo-
rithm with the following five methods:
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– sIB algorithm [2]
– k-means
– Probabilistic latent semantic analysis (PLSA) [11]
– Locally-consistent Topic Modeling (LTM) [7]
– Laplacian Probabilistic Latent Semantic Indexing (LapPLSI) [6]

The sIB algorithm is a classical IB algorithm. PLSA is a topic modeling clustering
algorithm. LTM and LapPLSI are topic modeling on manifold methods.

4.3 The Evaluation Method

In this paper, we use the clustering accuracy and the normalized mutual infor-
mation as the performance measures, which are the standard measures widely
used for clustering [6,7].

Clustering Accuracy (AC). AC evaluates the clustering performance by com-
paring the obtained clustering assignment of each data point with the ground
truth label of that point. The AC is defined as:

AC =

∑n
i=1 δ(li,map(ti))

n
, (10)

where ti denotes the cluster assignment of xi, li is the ground truth label of xi,
and n is size of the data. The delta function δ(x, y) equals 1 if x = y and equals
0 otherwise. The permutation function map(ti) maps each cluster assignment ti
to the equivalent label provided by the data corpus.

Normalized Mutual Information (NMI). After obtaining the clustering
assignment T , we can get the confusion matrix between T and ground truth
label L, from which we can produce the joint distribution p(T, L). The mutual
information I(T ;L) can be calculated by Eq. 2. The NMI evaluation metric is
defined as:

NMI =
I(T ;L)

max(H(T ), H(L))
. (11)

4.4 Experimental Results

Parameter Selection. To evaluate the influence of the parameters, Figure 1
and Figure 2 give the performance of sLCIB varies with k and μ on document
data set and image data set respectively. As we can see, sLCIB is stable with
respect to μ and k. LCIB adopts a k-nearest graph to model the underlying
local geometric structure. It achieves consistent better performance than sIB
algorithm with k varying from 4 to 10. The sLCIB algorithm get better clustering
accuracy when μ varying from 10−4 to 10−6. When μ is larger, the sLCIB will
concentrate on the local geometric structure of the data. While μ→ 0, the local
structure is ignored and the results of sLCIB algorithm will approximate to sIB’s
results.
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Fig. 1. The performance of sLCIB and sIB vary with the k and μ on CSTR data
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Performance Comparisons. Table 1 and Table 2 show the comparing results
of the six clustering methods. In all experiments, the number of learned clusters is
taken to be identical with the number of real categories on each data set. For the
proposed sLCIB algorithm, the k-nearest neighbor graph K is constructed via JS
divergence. The number of nearest neighbors and the value of balance parameter
μ are set to be 8 and 0.00001 respectively according to Figure 1 and Figure 2.
The parameters for LapPLSI and LTM is set to their default values [6,7]: for
LapPLSI, the number of nearest neighbors and the regularization parameters
are set to be 7 and 1000 respectively, and for LTM, these two parameters are set
to be 5 and 1000. To alleviate the influence caused by random initialization, we
run each algorithm 20 times, each with a new random initialization, and report
the average evaluation score and standard deviation.

Observing the these experiments, several interesting points should be noted.

– The sIB and sLCIB outperforms all the other rival methods, typically with
an impressive gap. This suggests that the IB method is a powerful data
analysis approach.

– By integrating the local geometric structure into the IB framework, the sL-
CIB algorithm can get better performance than sIB algorithm. This demon-
strates that the local geometrical property is essential to reveal the global
structures hidden in the data set.

– In some data sets, such as TDT2, the improvements of sLCIB over sIB algo-
rithm is more distinguishing than some other data sets. One possible reason is
that the hidden patterns in some data sets are more compact and focused than
some other data. Thus, the nearest neighbor graphs, which captures local geo-
metrical structure of the data, are more consistent with the hidden structure.

Table 1. Clustering Accuracy on the six data sets (%)

Data Sets PLSA k-means LapPLSI LTM sIB sLCIB

CSTR 41.1±6.2 41.6±4.6 62.7±5.2 60.6±10.8 84.5±9.3 86.8±8.1
TDT2 39.6±3.2 39.0±2.3 60.3±4.1 75.3±4.2 81.0±3.7 85.8±4.2
Reuters 42.0±3.2 42.3±2.7 42.3±4.2 45.2±4.9 49.0±4.0 49.1±4.8
amazon 17.6±1.3 17.7±0.7 12.7±0.2 20.5±0.6 24.8±1.0 26.9±0.8
dslr 29.8±1.7 34.6±1.3 21.8±0.5 41.1±1.8 43.9±1.6 44.6±1.8
webcam 28.6±1.9 31.0±1.3 16.7±0.5 36.6±1.6 41.7±2.2 43.6±2.6

Avg. 33.1 34.4 36.1 46.5 54.2 56.1

Table 2. Clustering Normalized Mutual Information on the six data sets (%)

Data Sets PLSA k-means LapPLSI LTM sIB sLCIB

CSTR 10.2±5.8 11.5±4.2 56.3±2.2 42.7±12.1 72.2±6.0 74.6±4.6
TDT2 32.0±3.6 32.4±2.9 68.1±2.4 74.3±1.4 80.0±1.2 83.2±2.0
Reuters 30.0±3.6 29.5±2.9 33.2±3.0 40.1±3.7 46.2±2.2 46.5±3.5
amazon 19.5±1.5 21.3±0.8 14.2±0.1 24.5±0.4 27.7±0.6 29.8±0.7
dslr 42.0±1.6 50.8±1.2 37.1±0.6 56.5±1.4 62.0±1.2 63.3±1.4
webcam 40.3±1.8 48.8±1.2 28.7±0.4 53.0±1.4 60.1±1.3 61.2±1.5

Avg. 29.0 32.4 39.6 48.5 58.0 59.8
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5 Conclusion

We have integrated the local geometrical structure into the IB methods, and
proposed the Locally-Consistent Information Bottleneck, which takes a k-nearest
neighbor graph to model the local geometric structure hidden in the data set
and takes the mutual information as the consistency measure of data represen-
tations. To find the solution of LCIB functional, we have proposed the sLCIB
algorithm, which adopts the sequential “draw-and-merge” procedure for guar-
anteeing to converge to a local optimal of the function. Experimental results on
document and image clustering show that, the sLCIB algorithm can get better
performance than the powerful sIB algorithm [2] and two topical modeling on
manifold methods (LapPLSI [6] and LTM [7]).

As we can see from the experiments, the construction of local geometric struc-
ture influences the performance of sLCIB algorithm, and bad k-nearest neighbor
graph will add worthless information into the IB framework. In the future work,
we will try different ways to construct the graph, such as incorporating prior
knowledge. In addition, we also plan to extend the LCIB to semi-supervised
clustering, which will add constrains, must-link and cannot-link, to the IB frame-
work. How to measure the constrains and design the corresponding algorithm
will be the key points.
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Abstract. This paper proposes an ambiguity aversion principle of min-
imax regret to extend DS/AHP approach of multi-criteria decision mak-
ing (MCDM). This extension can analyze the MCDM problems with
ambiguous evaluations of multiple criteria. Such evaluations cannot be
avoided in real life, but that existing MCDM theories and models can-
not handle it well. We also give an example of real estate investment to
illustrate our approach.

1 Introduction

Generally speaking, decision making can be regarded as a process that results in
the selection of a course of action among several alternatives. In real-life, often
the decisions have to be made in the case that only limited or ambiguous in-
formation is available. In particular, for multi-criteria decision making (MCDM)
problems, (i) the consequence of an action chosen regarding some criteria is often
unknown; (ii) the consequence of an action chosen regarding some criteria might
take an imprecise interval-value; and (iii) the consequence of an action chosen,
which is determined by a number of criteria, has multiple possibilities, even in-
cluding a possible loss (i.e., risk) [13]. For example, the problem of real estate
investment is such a MCDM problem under uncertainty and risk. In the prob-
lem, the investor is affected by different criteria such as house price, the wealth
of the decision maker, spillover effects of the house, the policy of the government,
the economic environment, investment profit, and so on. Moreover, some criteria
such as the economic environment usually are uncertain for the decision maker.
As a result, in order to make decisions based on ambiguous information provided
by several different sources, we need a model that can assist the decision-maker
to rank decision alternatives regarding different criteria [13], and properly make
use of ambiguous information in decision analyzing. To construct such a model,
this paper incorporates the D-S theory of evidence [7,18] with Analytic Hier-
archy Process (AHP) [17] to deal with MCDM problems under uncertainty of
ambiguity.
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In the literature, AHP [17] is one of the most well-known MCDM techniques.
Recently, Beynon et al. [2,3,5,6] extend the AHP model to a DS/AHP method
with which a decision maker can make preference judgements on groups of op-
tions rather on individual options or through pairwise comparisons of options.
After that, many researchers have used DS/AHP to analyzed different prob-
lems in specific domains. For example, Beynon et al. [6] employ the DS/AHP
technique in the consumer choice analysis and Awasthi et al. [1] use AHP and
D-S theory for evaluating sustainable transport solutions. Although Beynon et
al. [2,3,5,6] claimed that ignorance in the judgements is allowed in DS/AHP,
they did not provide the method for solving MCDM problems with some kind
of ambiguous information, interval-valued evaluations for a decision alternative
regarding some criteria, and imprecise probabilities over possible outcomes of a
decision alternative against some criteria.

To tackle the problem, this paper extends the DS/AHP to handle ambiguous
evaluations of of multiple criteria. More specifically, (i) this paper will introduces
the ambiguity-avoided regret model that employs the cognitive factors to set
a preference ordering over interval values; and (ii) this paper will apply the
interval-valued DS/AHP to get the evaluation of a choice for making the best
choice.

This paper advances the state of art in the field of MCDM in the following
aspects. (i) We extend the DS/AHP model to deal with ambiguous information,
which means that more practical application problems can be solved by our
model. (ii) We relax the assumption of the precise point-valued decision matrix to
interval-valued one, which is more feasible in real-life. (iii) We use the ambiguity-
degree to revise minimax regret degrees so that interval-values can be compared
properly. And (iv) our method can deal with three kinds of ambiguity in decision
matrix.

The rest of this paper is organized as follows. Section 2 briefs some basics of D-
S theory and DS/AHP theory. Section 3 gives a formal definition of the problems
we are going to solve in this paper. Section 4 discusses how to set a proper
preference ordering over interval-valued expected utilities. Section 5 proposes a
method to obtain the optimal option by belief interval. Section 6 illustrates the
applicability of our decision model by a real estate investment problem. Finally,
Section 7 summarizes the paper and points out some possibilities of the future
work.

2 Preliminaries

This section recaps D-S theory [7,18]and DS/AHP theory [2,3,5].

2.1 Basics of D-S Theory

Definition 1. Let an exhaustive set of mutually disjoint atomic Θ be a frame
of discernment.
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(i) Function m : 2Θ → [0, 1] is called a basic probability assignment or a mass
function if m(φ) = 0 and

∑
A⊆Θm(A) = 1.

(ii) Function Bel : 2Θ → [0, 1], defined as follows, is a belief function over Θ:

Bel(A) =
∑
B⊆A

m(B). (1)

If m(B) > 0, then B is said to be a focal element of Bel.
(iii) Function Pl : 2Θ → [0, 1], defined as follows, is called a plausibility function

over Θ:
Pl(A) =

∑
B∩A �=φ

m(B). (2)

D-S theory also provides a rule to combine the mass functions evidenced by
independent sources:

Definition 2 (Dempster’s rule of combination). Let m1 and m2 be two
basic probability assignment over the discernment frame Θ. Then function m12 =
m1

⊕
m2 is given by:

m12({x}) =

⎧⎨⎩0 if x = ∅∑
Ai

⋂
Bj=x

m1(A)m2(B)

k if x �= ∅
(3)

where normalization factor

k = 1−
∑

Ai

⋂
Bj=∅

m1(A)m2(B), (4)

which is the measure of the conflict between the pieces of evidence.

The Dempster’s rule of combination satisfies commutativity and associativity.
So, the pieces of evidence can be combined in any order [18].

Now we recall the concept of a mass function’s ambiguity degree that is a
normalized one of the generalized Hartley measure for nonspecificity [8]:

Definition 3. Let m be a mass function over discernment frame Θ, and |A| be
the cardinality of set A. Then the ambiguity degree of m, denoted as δ, is given
by

δ =

∑
A⊆Θ

m(A) log2 |A|

log2 |Θ|
. (5)

Given a frame of discernment Θ = {x1, ..., xn} where x1 < ... < xn. Let a be a
choice, which corresponds to a mass function m over Θ.1 Based on the concept
of mass function, the point-valued expected utility formula can be extended to
the expected utility interval [19]:

1 If this mass function is a probability function, the specified choice is actually a
lottery, defined by von Neumann and Morgenstern [22].
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Definition 4. For choice a specified by mass function m over Θ, its expected
utility interval is EUI(a) = [E(a), E(a)], where

E(a) =
∑
A⊆Θ

min(A)m(A), (6)

E(a) =
∑
A⊆Θ

max(A)m(A). (7)

In the above definition, if each A ⊆ Θ has only one element, m(A) degenerates
to probability and formulas (6) and (7) degenerate to the point-valued expected
utility. In other words, the interval-value of an expected utility is caused by
m(A) > 0 where A ⊆ Θ has at least two elements. That is, the interval-value
of expected utility is due to the decision maker’s ambiguity about which conse-
quence will be caused.

2.2 DS/AHP Theory

Following the idea of the Analytic Hierarchy Process (AHP) [17], the DS/AHP
method [2,3,5] integrates D-S theory into AHP so that a preference on groups
of decision alternatives can be set regarding different criteria. More specifically,
with DS/AHP, a decision maker needs to make two sets of judgments: (i) the
judgment on the weights of the criteria; and (ii) the judgment on the preference
level of groups of decision alternatives regarding different criteria. Then, based
on these two judgments, the decision maker needs: (i) set the discernment frame
Θ for the decision alternatives regarding the criteria and the goal of the decision
problem; (ii) assign a preference scale values on groups of decision alternatives
(focal elements according to the evidence) to discern the preferences of the de-
cision maker on an individual criterion; (iii) assign the weight to each criterion
based on the judgment on their relative importance; (iv) set the mass function
for the focal elements of each criteria by

m(si) =
aiω∑d

j=1 ajω +
√
d
, (i = 1, 2, . . . , d), (8)

m(Θ) =

√
d∑d

j=1 ajω +
√
d
, (9)

where si is one of d focal elements of a criterion that assigned the scale values
ai, Θ is the frame of discernment, and ω is the weight for that criterion; and
(v) use Dempster’s rule of combination to combine the mass function of each
criterion to get the overall evaluation of each alternative.

3 Problem Definition

This section gives the formal definition of the problems that we are going to
solve in this paper.
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In real-life, the decisions often have to be made in the situation where there are
only very limited precise or only ambiguous information available from several
different sources because of time pressure, lack of data, disturbance of unknown
factors, randomness outcome of some attributes, and so on. Actually, we can dis-
tinguish the three kinds of ambiguity based on their performance in the decision
matrix. (i) The decision maker is completely lack of information about the per-
formance of a decision alternative regarding a criterion. As a result, the values
of the decision alternatives regarding this criterion in the decision matrix are
unknown (denoted by “∗”). (ii) The information the decision maker has about
the performance of a decision alternative regarding a criterion is not a precise
point-value but an interval-value or more than one qualitative evaluation. As
a result, the values of the decision alternatives regarding this criterion in the
decision matrix are not precise point-valued or unique. (iii) The information the
decision maker has reveals that the performance of a decision alternative regard-
ing a criterion will cause a set of possible outcomes, but the probabilities of these
outcomes are unknown or not even meaningful.

Table 1. Decision matrix of the real estate investment problem

Price Quality Service Level External Environment Investment Profit($/m2) Style

($/m2) (grade) (%) (grade) growth recession depression (grade)

A 2200-3200 G 85 E,G[0.3];G,A[0.5] 3800 2800 2000 E,G

B 2200-3200 E ∗ E,G 3200 3000 2800 G

C 2800 ∗ 81-85 G,A 3000 2800 2500 G,A

D 3200 A,E 91 E 4200 3200 2500 E

E 2800-3000 A,G 81-95 A 3800 3000 1800 ∗

For example, suppose a person wants to buy a house for investment and family
both. There are five alternativesA, B, C,D, andE, and six criteria for evaluating
these alternatives: Price, Quality, Service Level, External Environment, Invest-
ment Profit (after five years), and Style. Suppose the criteria of Quality, External
Environment and Style can be assessed by using the assessment grades: Excellent
(E), Good (G), Average (A) and Poor (P) as showed in Table 1. For the crite-
rion of Investment Profit, each decision alternative has one of the three different
outcomes of growth, recession, and depression and according to the market sur-
vey result of the trend of economic environment we can set m({growth}) = 0.4,
m({growth, recession}) = 0.3, m({recession, depression}) = 0.3. For alterna-
tive A, probably there is a noisy manufactory or a beautiful park will be built
nearby and so the external environment of alternative A is ambiguously un-
certain. Also, some values in the decision matrix of the real estate investment
problem are unknown. For example, the quality of house C is unknown. More-
over, some style of the alternatives is uncertain for the buyer because it is a
pre-sale of uncompleted houses and the price of an alternative could be esti-
mated only by an interval-value because of some random factors. Then, which
house should he choose?
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In these cases, we might be not able to assign a unique preference scale value
to each group of identified decision alternatives, which is assumed in DS/AHP.
Moreover, all of these cases are caused by the ambiguous information: (i) Com-
plete ignorance: The decision maker has no information about the consequence
the decision alternatives will cause regarding to some criteria. (ii) Interval-value:
The decision maker only knows the result of selecting the decision alternative
regarding a criterion, but has no idea exactly where this result comes from. For
example, when people are buying a second-hand house, the real estate agency
can tell him the house owner might sell the house at a price between $300, 000
and $350, 000, but normally they would not tell the buyer how this price comes
from. (iii) Traditional ambiguity: The decision makers only know the mass (be-
lief or plausibility) function over the set of all possibilities. The following is the
formal definition of the MCDM problem with ambiguous information:

Definition 5. Give a multi-criteria decision making problem (A,C,U, f) where

(i) A = {ai | i = 1, . . . , n} is a non-empty finite decision alternatives sets;
(ii) C = {cj | j = 1, . . . ,m} is a non-empty finite criteria sets, for each crite-

rion cj; and
(iii) f : A × C −→ U and Uij = f(ai, cj) is the evaluation of the decision

alternative ai regarding criterion cj,

If ∀ai ∈ A, ∃cj ∈ C, the value of Uij is one of the three cases: (i) missing, (ii)
interval-value, and (iii) a mass function, then the problem is called an ambiguous
MCDM problem.

Actually, although the DS/AHP method [4] does not mention its applicability to
(A,C,U, f) with missing evaluations, we find that in [4], Beynon has applied this
method to handle an example with missing evaluations. So, this paper focuses
on the other two cases of ambiguity.

To solve the ambiguous MCDM problem, we have to answer three questions,
which are not discussed in DS/AHP. (i) How to calculate the expected evaluation
intervals from ambiguous information about the decision alternatives regarding
criteria in the third case? (ii) How to obtain a preference value of decision alter-
native in order to apply the DS/AHP method? And (iii) how to apply the belief
function and plausibility function obtained by the DS/AHP method to get the
optimal decision alternative? We will discuss the them in the following section.

4 Preference Setting

This section will set a proper preference ordering over interval-valued expected
utilities.

4.1 Ambiguity Aversion Principle of Minimax Regret

Our approach is to extend the minimax regret principle [20], which is based on
the observation that people often compare the outcome of what they chose with
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what they could choose [10]. Further, we consider one more cognitive factor—
ambiguity aversion, which has been observed in both laboratory experiments [9]
and real-world problem of health care [21], to revise the definition of regret under
uncertainty of ambiguity. Formally, we have:

Definition 6 (The ambiguity aversion principle of minimax regret). Let
m be an initial mass function over a set of utilities Θ = {x1, ..., xn}, EUI(x) =
[E(x), E(x)] be the expected utility interval of choice x, ε(b) be the ambiguity-
avoided upper expected utility of choice b, and δ(b) be the ambiguity degree of
choice b. Then the ambiguity-avoiding maximum regret of the choice a against
choice b is defined as

&b
a = ε(b)− E(a), (10)

where
ε(b) = E(b) + (1− δ(b))(E(b)− E(b)). (11)

For any two choices a and b, the strict preference ordering ' is defined as follow:

a ' b⇔ &b
a < &a

b . (12)

Moreover, from formula (11), we can see that E(a) ≤ ε(a) ≤ E(a) and ambiguity
degree δ actually works as a discounting factor: the higher it is, the more the
upper utility of a choice is discounted. In particular, for point-value expected
utility a, by formula (12), we can obtain that

Θ = {a},m({a}) = 1, δ = 0, ε = a. (13)

The following theorem confirms the preference ordering ' defined in the above
enables us to compare any choices properly.

Theorem 1. Let C be a finite choice set and the interval-valued expected utility
of choice ci ∈ C be EUI(ci) = [E(ci), E(ci)], and its ambiguity degree be δ(ci).
A binary relation, denoted as ', over C is a preference ordering over C if it
satisfies:

(i) if E(c1) > E(c2), then c1 ' c2;
(ii) if E(c1) > E(c2), E(c1) > E(c2), and δ(c1) ≤ δ(c2), then c1 ' c2;

(iii) if E(c1)+E(c1)
2 = E(c2)+E(c2)

2 and E(c1) ≥ E(c2), 0 < δ(c1) ≤ δ(c2), then
c1 ( c2 (in particular, c1 ∼ c2 when E(c1) = E(c2), δ(c1) = δ(c2)); and

(iv) if E(c1) > E(c2), and δ(c1) = δ(c2) = 1, then c1 ' c2.

Proof. (i) By Definition 3 and E(c1) > E(c2), we have

ε(x) = E(x) + (1 − δx)(E(x) − E(x)) & 0 ≤ δ(c1), δ(c2) ≤ 1

⇒ E(c1) ≥ ε(c1) ≥ E(c1) > E(c2) ≥ ε(c2) ≥ E(c2) (When E(c1) > E(c2))

⇒ E(c1) + ε(c1) > E(c2) + ε(c2)

⇒ c1 ' c2.
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(ii) When E(c1) > E(c2), E(c1) > E(c2) and 0 ≤ δ(c1) ≤ δ(c2) ≤ 1, we have

(E(c1) + ε(c1))− (E(c2) + ε(c2))

= (2E(c1)+(1−δ(c1))(E(c1)−E(c1)))−(2E(c2)+(1−δ(c2))(E(c2)−E(c2)))

≥ (2E(c1)+(1−δ(c2))(E(c1)−E(c1)))−(2E(c2)+(1−δ(c2))(E(c2)−E(c2)))

= (1− δ(c2))(E(c1)− E(c2)) + (1 + δ(c2))(E(c1)− E(c2))

> 0

That is, c1 ' c2.

(iii) When E(c1) ≥ E(c2),
E(c1)+E(c1)

2 = E(c2)+E(c2)
2 , and 0 < δ(c1) ≤ δ(c2),

we have

(E(c1) + ε(c1))− (E(c2) + ε(c2))

= (2E(c1)+(1−δ(c1))(E(c1)−E(c1)))−(2E(c2)+(1−δ(c2))(E(c2)−E(c2)))

= (E(c1)+E(c1))−(E(c2)+E(c2))−δ(c1)(E(c1)−E(c1))+δ(c2)(E(c2)−E(c2))

≥ −δ(c2)(E(c1)− E(c2)) + δ(c2)(E(c1)− E(c2)).

Also E(c1) ≥ E(c2) and E(c1)+E(c1)
2 = E(c2)+E(c2)

2 imply that E(c1) ≤ E(c2).
Thus, since 0 < δ(c1) ≤ δ(c2), we have (E(c1)+ε(c1))−(E(c2)+ε(c2))≥0.When
E(c1)=E(c2), δ(c1)=δ(c2), (E(c1)+ε(c1))−(E(c2)+ε(c2))=0. That is, c1 ( c2.

(iv) When δ(c1) = δ(c2) = 1, we have ε(c1) = E(c1)+(1− δ(c1))(E(c1)−
E(c1)) = E(c1), and ε(c2) = E(c2)+(1−δ(c2))(E(c2)−E(c2)) = E(c2). Thus,
since E(c1) > E(c2), we have c1 ' c2.

To apply the AHP approach to conduct decision analysis for MCDM problems
with ambiguous evaluations, all the evaluations need to be a unified range of
assessment because of the four reasons as follows. (i) The criteria in an MCDM
problem might be classified into different categories. For example, in the problem
of house investment, against the benefit criterion, the higher a decision alterna-
tive is evaluated, the more the decision maker prefer this alternative; for the
cost criterion, the higher the cost of a decision alternative, the less the decision
maker prefer this alternative. (ii) The criteria in the MCDM problems might be
measured in different ways, which cannot be combined directly. For example,
the price of a house is measured by the price per square meter, the service level
is measured by the satisfaction degree. (iii) The criteria might be measured in
different levels. For example, it might cost million dollars to build a house, but
the number of new houses built by a company per year might be not more than
100. (iv) Decision makers cannot combine the evaluations of the qualitative cri-
terion and the quantitative criteria directly. So, we need a mutually exclusive
and collectively exhaustive set of numeral assessment grade Hn (n = 1, . . . , 8),
which presents an eight-scale unit preference scale value on groups of decision al-
ternatives (focal elements according to the evidence). The meanings of the scale
values from 1 to 8 are from “extremely dislike” to “extremely preferred”. More
specifically, for the real estate investment problem mention in Section 3, without
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Table 2. Decision matrix of the real estate investment problem

Price Quality Service Level External Environment Investment Profit($/m2) Style

($/m2) (grade) (%) (grade) growth recession depression (grade)

A 2-8 6 4 6,8[0.3];4,6[0.5] 7 4 2 6,8

B 2-8 8 ∗ 6,8 6 5 4 6

C 6 ∗ 2-4 4,6 5 4 3 4,6

D 2 4,8 6 8 8 6 3 8

E 4-6 4,6 2-8 4 7 5 1 ∗

loss of generality we can assume the preference scale for each criterion as shown
in Table 2.

Then, for the real estate problem, how to represent ambiguous evaluation of
the decision alternatives regarding some criteria in the third case? In this case,
we use a mass function to represent the evaluation of a decision alternative. Since
all the consequences of the decision alternatives with ambiguous evaluations of
criteria can be represented by utilities, we can assume the frame of discernment
of the mass function is given by a set of utilities.

Now we will show how expected utility interval is calculated regarding the
investment profit criterion of the real estate problem. Firstly, the frame of dis-
cernment is set as follows:

Θ = {x1, x2, x3, x4, x5, x6, x7, x8} = {1, 2, 3, 4, 5, 6, 7, 8}.
And according to a survey of real estate, we can set mass function m over Θ as
follows:

mA({x2}) = mB({x3}) = mC({x4}) = mD({x1}) = mE({x2}) = 0.4,

mA({x2, x5}) = mB({x3, x4}) = mC({x4, x5}) = mD({x1, x3}) = mE({x2, x4}) = 0.3,

mA({x5, x7}) = mB({x4, x5}) = mC({x5, x6}) = mD({x3, x6}) = mE({x4, x8}) = 0.3.

Thus, by formulas (6) and (7), we can obtain the expected utility intervals of
each decision alternatives regarding the investment profit criterion as follows:

EUI(A)=[4.6,6.1], EUI(B)=[5.1,5.7], EUI(C)=[4.1,4.7], EUI(D)=[5.9,7.4], EUI(E)=[4.6,6.4].

4.2 Preference Degrees of Choices with Expected Utility Interval

This subsection will discuss how to obtain a unique preference degree over a
group of identified decision alternatives with interval-valued expected utility.
This is very important for the decision makers. For example, the decision making
of real estate investment, which will cost most of money for a normal person in
China; the policy decision of a government, which will causes the depression of
economic environment; and the banker decides whether or not to loan a lot of
money to an investor. In all of these situations, the decision maker should be
more cautious than a daily decision situation in order to avoid the loss that he
cannot afford. As a result, we suggest that the decision maker should follow the
ambiguous aversion principle of minimax regret, which we give in Definition 6.
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In order to apply the DS/AHP model, we need to give a point-valued pref-
erence degree over a group of identified decision alternatives with the expected
utility interval, which can induce a preference ordering equivalent to that in
Definition 6:

Definition 7. Let EUI(x) = [E(x), E(x)] (x = a, b) be the expected utility
interval of x and δ(x) be the ambiguous degree of EUI(x). Then the preference
degree of x is given by

k(x) =
2E(x) + (1− δ(x))(E(x) − E(x))

2
. (14)

Moreover, we can have the following theorem:

Theorem 2. Let EUI(x) = [E(x), E(x)] (x = a, b) be the expected utility of x
and δ(x) be the ambiguous degree of EUI(x). Then

(i) a ' b⇔ k(a) > k(b); and
(ii) E(a) < k(a) < E(a), E(b) < k(b) < E(b).

Proof. By a ' b ⇔ &b
a < &a

b , &b
a = ε(b) − E(a), we can obtain that a '

b ⇔ ε(a)+E(a)
2 > ε(b)+E(b)

2 . Moreover 2E(a) < ε(a) + E(a) < 2ε(a) ⇔ E(a) <
ε(a)+E(a)

2 < ε(a).

For the investment profit (ip) criterion of Example 1, the ambiguous degrees

of the choices are the same and equal to 0.4 log2 1+0.3 log2 2+0.3 log2 2
log2 8 = 0.2 by

Definition 3. By Definition 7, we have

kip(A) =
E(A) + ε(A)

2
= 5.2, kip(B) = 5.34, kip(C) = 4.34, kip(D) = 6.5, kip(E) = 5.32.

It means that the preference ordering of the decision alternatives regarding
the investment profit criterion is D ' B ' E ' A ' C and we can obtain the
unique preference value over a group of identified decision alternatives for the
investment profit criterion.

Now we will apply the ambiguous aversion principle of minimax regret to
deal with the second type of ambiguity: we just know the interval-valued eval-
uation of selecting the decision alternatives regarding a criterion, but we have
no ideas where this result came from. As a result, suppose the evaluation of
decision alternative al regarding a criterion is [xi, xj ] and the discernment frame
of the criterion is {x1, . . . , xi, . . . , xj , . . . , xn}, then we can express the complete
ignorance of the decision maker for the interval-valued evaluation [xi, xj ] of al-
ternative al as follows:

ml({xi, . . . , xj}) = 1,

which means that the decision maker only knows that the evaluation value that
he can obtain could be any between xi and xj , but which one cannot be known.
Then, by formulas (6) and (7), we have

EUIl = [xi × 1, xj × 1] = [xi, xj ].
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And by formula (5), we have the ambiguous degree as follows:

δl =
mi({xi, . . . , xj}) log2(j − i+ 1)

log2 n
= logn(j − i+ 1).

Thus, by formula (11) we have

εl = El + (1− δl)(El − El) = xi + (1− logn(j − i+ 1))(xj − xi). (15)

Regarding the style (s) criterion in the real estate investment problem mentioned
in Section 3, by formulas (13) and (15), we can obtain the preference degrees of
all alternatives as follows:

ks(A) = 6.47, ks(B) = 6, ks(C) = 4.47, ks(D) = 8.

So, the preference ordering over the decision alternatives regarding the style
criterion is D ' A ' B ' C, and the preference relation of decision alternative
E is unknown.

5 Preference Ordering over Belief Intervals

In this section, we offer a method to obtain the optimal decision alternative by
the idea behind that of the ambiguous aversion principle of minimax regret.

As the belief (Bel) function of a decision alternative represents the confidence
of the decision maker towards all the evidence and the plausibility (Pl) function
of a decision alternative represents the extent to which the decision maker fails
to disbelieve the choice is the best [18], the decision maker’s Bel function of a
choice can be taken as the lower bound of a belief interval and its Pl function
can be taken as the upper bound of the belief interval. Moreover, as we find that
the more elements the subset is, the less confident the decision maker believes
the Pl function turns out to be the probability of the choice. So, we can consider
the impact of the subset ambiguous for the choice in in finding the optimal one.
For example, suppose choices A and B have the same Bel function, but the
non-zero value of their Pl functions is only over subset {A,D} and {B,C,E},
respectively. Although the Bel and Pl functions are both the same for these two
choices, choice A still is better than choice B because the elements in subset
{A,D} is less than that in {B,C,E}. Formally, we can give the definition of
ambiguous degree of such a belief interval and the degree of preference between
two decision alternatives as follow:

Definition 8. Let Bel(A) be the belief function of m(A) and Pl(A) be its plau-
sibility function Then the ambiguous degree for uncertain interval [Bel(A),P l(A)]
over choice A, denoted as δU (A), is given by

δU (A) =

∑
A

⋂
B �=∅

m(B) log2 |B|

log2 |Θ|
. (16)
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Definition 9. The degree of preference of a over b, denoted by P a
b ) ∈ [0, 1], is

given by:

P a
b =

2Bel({a}) + (1− δU (a))(Pl({a})−Bel({a}))
2Bel({b}) + (1− δU (b))(Pl({b})−Bel({b})) . (17)

By Definition 9, the preference relation between two choices can be defined as
follows:

Definition 10. The preference relation between two decision alternatives a and
b is defined as follows: (i) a ' b if P a

b > 1; (ii) a ≺ b if P a
b < 1; and (iii) a ∼ b

if P a
b = 1.

Theorem 3. Let C be a finite choice set, Bel(c) and Pl(c) be the belief function
and the plausibility function of choice c ∈ C, and the ambiguous degree for
uncertain interval [Bel(c), P l(c)] over choice c be δU (c). Then the preference
ordering ' over C satisfies:

(i) if Bel(c1) > Pl(c2), then c1 ' c2;
(ii) if Bel(c1) > Bel(c2), Pl(c1) > Pl(c2), and δU (c1) ≤ δU (c2), then c1 ' c2;

(iii) if Bel(c1)+Pl(c1)
2 = Bel(c2)+Pl(c2)

2 and Bel(c1) ≥ Bel(c2), 0 < δU (c1) ≤
δU (c2), then c1 ( c2. (c1 ∼ c2 when Bel(c1) = Bel(c2), δU (c1) = δU (c2));
and

(iv) if Bel(c1) > Bel(c2), and δU (c1) = δU (c2) = 1, then c1 ' c2.

The proof of the above theorem is similar to that of Theorem 1. According to
Definition 10 and Theorem 3, we can set the preference ordering over the decision
alternatives regarding all the criteria and thus obtain the optimal choice.

6 The Scenario of Real Estate Investment

Now we will illustrate our model by the real estate investment problem men-
tioned in Section 3. According to Tables 1, by the expected utility interval for-
mulas (6) and (7) and the ambiguous aversion principle of minimax regret, we
can obtain the preference degree for all groups of decision alternatives regarding
each criterion.

Without loss of generality, suppose the subjective preference scale regarding
each criterion is the same as that in Table 2 and the preference scale of the
decision maker based on the four assessment grades of external environment
criterion and style criterion are u(P ) = 2, u(A) = 4, u(G) = 6, u(E) = 8.

By Definitions 6 and 7, formulas (13) and (15), we can obtain the point-value
preference degrees for all groups of decision alternatives regarding each criterion
as follow:

– for the price criterion kp({A,B}) = 2.19, kp({C}) = 6, kp({D}) = 2,
kp({E}) = 4.47;
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– for the quality criterionkq({A}) = 6, kq({B}) = 8, kq({D}) = 4.45, kq({E}) =
4.47;

– for the service level criterion kl({A}) = 4, kl({C}) = 2.47, kl({D}) = 6,
kl({E}) = 2.19;

– for the external environment criterion ke({A}) = 4.8, ke({B}) = 4.45,
ke({C}) = 4.47, ke({D}) = 8, ke({E}) = 4;

– for the investment profit criterionkip({A}) = 5.2,kip({B}) = 5.34,kip({C}) =
4.34, kip({D}) = 6.5, kip({E}) = 5.32; and

– for the style criterion ks({A}) = 6.47, ks({B}) = 6, ks({C}) = 4.47,
ks({D}) = 8.

Table 3. The mass function of each criterion in the house investment example

criterion mass function

Price m1({A,B})=0.089 m1({C})=0.243 m1({D})=0.081 m1({E})=0.181 m1(Θ)=0.406

Quality m2({A})=0.203 m2({B})=0.271 m2({D})=0.15 m2({E})=0.151 m2(Θ)=0.225

Service Level m3({A})=0.116 m3({C})=0.071 m3({D})=0.173 m3({E})=0.063 m3(Θ)=0.577

External m4({A}) = 0.1 m4({B}) = 0.093 m4({C}) = 0.093
Environment m4({D}) = 0.166 m4({E}) = 0.083 m4(Θ) = 0.465

Investment m5({A}) = 0.137 m5({B}) = 0.141 m5({C}) = 0.115
Profit m5({D}) = 0.172 m5({E}) = 0.14 m5(Θ) = 0.295

Style m6({A})=0.144 m6({B})=0.133 m6({C})=0.1 m6({D})=0.178 m6(Θ)=0.445

Now without loss generality, we assign the criteria weights based on the judge-
ment on importance of each criterion as follows: ω(Price)=0.2, ω(Quality)=0.3,
ω(Service Level)=0.1, ω(External Environment) = 0.1, ω(InvestmentProfit)
= 0.2, ω(Style) = 0.1. Then the mass function for the focal elements of each
criteria can be obtained by formulas (8) and (9) as shown in Table 3. Hence,
the overall mass function for the houses after combining all evidence from the
criteria by the Dempster combination rule in Definition 2 is:

mhouse({A}) = 0.216,mhouse({B})=0.202,mhouse({C})= 0.109,mhouse({D})= 0.276,

mhouse({E}) = 0.148,mhouse({A,B}) = 0.009,mhouse(Θ) = 0.04.

Further, a value of each mass function mhouse represents the level of exact belief
for all associated group of decision alternatives containing the best one. From the
overall mass function, we can obtain the measures of belief (Bel) and plausibility
(Pl) by formulas (1) and (2) as follows:

Bel(A) = 0.216, Bel(B) = 0.202, Bel(C) = 0.109, Bel(D) = 0.276, Bel(E) = 0.148;

P l(A) = 0.265, P l(B) = 0.251, P l(C) = 0.149, P l(D) = 0.316, P l(E) = 0.188.

Hence, by Definitions 8 and 9 we can obtain

δU (A)=δU(B)=
0.009× log2 2 + 0.04 log2 5

log2 5
=0.044, δU (C)=δU (D) = δU (E)=0.04.
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Thus, by Theorem 3 and Definition 10, we can obtain the overall preference
ordering as follows:

D ' A ' B ' E ' C.

So, D is the optimal one.

7 Summary

In this paper we firstly review D-S theory and the DS/AHP method. Then we
propose an ambiguous aversion principle of minimax regret in order to set a
proper preference ordering over choices with expected utility intervals. Further,
we incorporate the expected utility interval and the ambiguous aversion principle
of minimax regret into the DS/AHP theory so that ambiguous evaluations of
criteria can be handled well in AHP. That is, we identify three types of ambiguous
information and point out that the two among three types cannot be solved by
the DS/AHP method but can be done by our model. Finally, we illustrate the
applicability of our model by a problem of real estate investment in the domains
of business.

In the future, it is interesting to do lots of psychological experiments to re-
fine and validate our model, integrate more factors of emotions into our model,
and apply our model into a wider range of domains, especially intelligent agent
systems such as multi-attribute negotiating agents [11,14,15]. It is also interest-
ing to apply our idea of this paper into other MCDM techniques such as fuzzy
contraints [12] and fuzzy aggregation operators [13,16,23].
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Abstract. Depending on the reading objective or task, text portions with certain
linguistic features require more user attention to maximize the level of under-
standing. The goal is to build a predictor of these text areas. Our strategy consists
in synthesizing image representations of linguistic features, that allows us to use
natural language processing techniques while preserving the topology of the text.
Eye-tracking technology allows us to precisely observe the identity of fixated
words on a screen and their fixation duration. Then, we estimate the scaling fac-
tors of a linear combination of image representations of linguistic features that
best explain certain gaze evidence, which leads us to a quantification of the influ-
ence of linguistic features in reading behavior. Finally, we can compute saliency
maps that contain a prediction of the most interesting or cognitive demanding ar-
eas along the text. We achieve an important prediction accuracy of the text areas
that require more attention for users to maximize their understanding in certain
reading tasks, suggesting that linguistic features are good signals for prediction.

1 Introduction

Reading is an important method for humans to receive information. While skilled read-
ers have powerful strategies to move fast and optimize their reading effort, average
readers might be less efficient. When producing a text, the author may or may not be
aware of the text areas that require more attention from users. Moreover, depending on
the reading objective or strategy, there might be different areas that catch user’s atten-
tion for longer periods of time. Ideally, readers would know a priori what are the pieces
of text with the most interesting linguistic characteristics to attain his/her reading ob-
jectives, and proceed to the reading act consequently. However, due to the uncertainty
on the distribution of time-demanding portions of text, users may incur in an inefficient
use of cognitive effort when reading.

The goal is then, given a user and a text, provide a map with the most interesting text
areas according to user’s reading objective. We work under the assumption that on-line
cognitive processing influences on eye-movements [10], and that people with different
reading strategies and objectives fixate on words and phrases with different linguistic
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features. Thus, given the same text, different maps might be displayed when users have
different objectives or reading strategies.

Traditionally, in the field of computational linguistics, features and models have been
developed to explain observations of natural language, but not to explain the cognitive
effort required to process those observations by humans. In the present work, the first
step is to quantify the influence of linguistic features when users are performing differ-
ent reading tasks. We will use an eye-tracker device to capture gaze samples when users
read texts. Then, we will synthesize image representations of these gaze samples and
image representations of several linguistic features. By assigning a relevance weight to
the image representations of linguistic features, we can find the best configuration of the
value of these scaling factors that best explain the image representation of the reference
gaze samples. After obtaining the influence of each linguistic feature on every reading
objective, maps showing the attention requirements of new texts could be automatically
obtained and displayed to users before they start their reading act, or documents could
be conveniently formatted according to these maps.

As far as we know, our approach is the first attempt to use natural language pro-
cessing (NLP) techniques while preserving the topology of the words appearing on
the screen. The necessity to develop this framework arises from the integrated use of
gaze information that consists in spatial coordinates of gaze and the linguistic infor-
mation that can be extracted using traditional NLP techniques [8]. We believe that by
synthesizing image representations of linguistic features, image processing techniques
become available to perform natural language processing that inherently incorporates
the geometric information of the text and gaze.

This paper is organized as follows. Next section describes previous work related
to the present investigation. Then, we briefly introduce a recent text-gaze alignment
method using image registration techniques that we borrow from [9] for completeness.
In section 4 we introduce the technique to build image representations of reference gaze
data. We describe in detail in section 5 how image representations of linguistic features
are synthesized and how their influence on reading behavior is estimated. A description
of the reading objectives, experimental settings and empirical results are in section 6.
Some conclusions and future directions are left for the final section.

2 Related Work

Gaze data and natural languages are different modalities that suffer from an important
ambiguity. In order to use these sources of information successfully, meaningful fea-
tures and consistent patterns have to be extracted. Under this perspective, there exist
two types of approaches.

In the first approach, there is a search for linguistic features that activate cognitive
processes. A recent example following this idea can be found in the field of active
learning. Supervised machine learning NLP approaches require an increasing amount
of annotated corpus and active learning has proved to be an interesting strategy to opti-
mize human and economical efforts. Active learning assumes the same cost to annotate
different samples, which is not accurate. With the purpose to unveil the real cost of an-
notation, [15] propose to empirically extract features that influence cognitive effort by
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Fig. 1. On the left, raw gaze data superimposed on text bounding boxes. On the right, linearly
transformed gaze data (translation = −38 pixels, scaling = 1.13) on text bounding boxes. Most
gaze samples in the figure on the right are mapped onto a reasonable bounding box.

means of an eye-tracker. They affirm that their model built using these features explains
better the real annotation efforts.

The objective of the second approach is to find reading behavior characteristics1 that
reflect certain linguistic features. Authors in [3] found that certain characteristics of
reading behavior correlate well with traditional measures to evaluate machine transla-
tion quality. Thus, they believe that eye-tracking might be used to semi-automatically
evaluate machine translation quality using the data obtained from users reading machine
translation output.

In the present work, we make use of gaze data reflecting cognitive processing to
extract the importance of linguistic features with the objective of predicting the attention
that users will have when reading text. This will be implemented using techniques from
image recognition for error-correction, function optimization and synthesis.

3 Text-Gaze Alignment

Eye-tracking technology is improving fast and modern devices are becoming more
affordable for laboratories and companies. Despite of this rapid development, eye-
trackers still introduce measurement errors that need to be corrected at a preprocessing
stage. [4] describe two types of errors in a typical eye-tracking session. The first type
is variable errors that can be easily corrected by aggregating the gaze samples into fix-
ations. The second type is systematic errors. Systematic errors often come in the form
of vertical drifts [5] and they are more difficult to correct.

Researchers and practitioners of eye-tracking have developed their own error correc-
tion methods, but they are either too task-specific or introduce constraints on reading
behavior. [9] model the error-correction problem as an image registration task that is

1 Under the assumption that reading behavior is an indicator of cognitive processing. This is also
called the eye-mind assumption.
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briefly described in this section. Image registration is a well studied technique to align
two or more images captured by different sensors. In our context, it can be used as a gen-
eral error correction method in unconstrained tasks where the objective is to align the
image representation of gaze samples to the image representation of words appearing on
the screen. This method works reasonably well under the assumption that users solely
fixate on text. The key is to define a spatial transformation to map gaze coordinates into
the space of words. Addressing the vertical drift reported in [5], a linear transformation
is defined as ga,b : (x, y) → (x, y · b + a) where a (translation) and b (scaling) are the
transformation parameters of the y-coordinates that have to be estimated by means of
a non-linear optimization strategy. An easy objective function measures how well gaze
samples are mapped into word bounding boxes. Let Ga,b be the image representation of
the mapped gaze samples, where pixel Ga,b(i, j) has a high value if there is a gaze sam-
ple in coordinates (i,j). And let W the image representation of word bounding boxes
in a text, where pixel W(i, j) has a high value if it falls inside a word bounding box. A
measure of alignment between the two image representations can be defined as the sum
of absolute differences of pixels (i,j):

f(Ga,b,W) =
∑
i

∑
j

|Ga,b(i, j)−W(i, j)| (1)

The intention is then to estimate the values (â, b̂) of the transformation parameters that
minimize the objective function f :

(â, b̂) = argmin
a,b

f(Ga,b,W) (2)

= argmin
a,b

∑
i

∑
j

|Ga,b(i, j)−W(i, j)| (3)

Due to the non-convexity nature of the solution space, this optimization is iteratively
performed using different levels of blurs in what is called multi-blur optimization and
hill-climbing at every iteration. Typical results of the error correction of gaze samples
using this method can be found in fig. 1. Then, by using the information on the structure
of the text, gaze samples can be collapsed into fixations according to their closest word
bounding box.

4 Gaze Evidence

Psycholinguistic studies have long noted that eye-movements reveal many interesting
characteristics [14]. For example, fixation locations are usually strongly correlated with
current focus of attention and, when users read text, they indicate the identity of the
word or phrase that the subject is currently processing. Another variable, fixation du-
rations, is useful in quantifying other hidden processes such as user’s familiarity with
the text or with specific terms, whether or not the text is written in the user’s native
language, etc. Among saccadic movements, length and direction of regressions are also
interesting features of the reading act that occur in diverse situations as when the sub-
ject reads about a fact that gets in contradiction with prior knowledge. Although forward
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and backward saccadic movements provide relevant information on subjects and texts,
they might be ambiguous and difficult to interpret by using automatic methods in un-
constrained tasks. For this reason, in this work we will only focus on the interpretation
of fixation locations and their duration.

Fixation locations and their durations depend on many variables that mainly come
from two sources. The first source is from subject’s personal characteristics, namely
prior background knowledge, native language, cultural identity, interests or reading ob-
jectives. Examples of reading objectives are precise reading, question answering, writ-
ing a review or preparing a presentation. The second source of variables are related to
the linguistic characteristics of the text.

As we have previously stated in the introduction, we are interested in finding the
importance of individual linguistic features to explain certain reading behaviors when
users are reading texts with different objectives in mind. When pursuing these objec-
tives, different users may have different levels of success. There are many types of read-
ing objectives that can be set to guide subject’s reading strategy, where writing reviews
or preparing presentations tasks are among them. The level of success of these reading
tasks can be evaluated by assessing the performance of the actions that subjects have to
carry out after reading, but it might be difficult since there are other variables that may
influence subject’s performance, such as personal (in)ability to prepare presentations or
prior prejudices about the topic the subject writes the review about. For this reason, we
limit ourselves to reading objectives whose attainment degree can be easily evaluated as
a function of the level of understanding achieved, as measured by an interview with the
subject to quantify the accuracy and completeness of his/her answers. Examples of this
type of reading objectives are precise reading, question answering or obtaining general
information in a very limited amount of time.

Our intention is to predict the text areas where subjects should fixate longer in order
to maximize their level of understanding. Thus, we have to obtain gaze evidence that
serves as a reference of effective reading behavior. One may be tempted to sample the
population of subjects and select the most effective reader. There might be, however,
other subjects that follow a different reading strategy and achieve other effectivity lev-
els that we should take into consideration. In order to include this uncertainty in our
system, we weight the gaze evidence obtained by all users according to their level of
understanding. Let Gu be the image representation of gaze evidence obtained from user
u when reading a certain text, and let λu his/her level of understanding on that text. By
considering the image representation of gaze evidence as a matrix whose (i, j) posi-
tions denote pixels with a gray value between 0 and 1, we can obtain a reference gaze
evidence by scaling the evidence of every subject with his/her level of understanding:

Gτ =
∑
u

λu ·Gu (4)

An schema representing the idea of scaling gaze evidence by user’s level of under-
standing can be found in fig. 2. The linear combination of image representations of
gaze evidence is carried out using scaling factors λu and it is essential to preserve the
sense of uncertainty in our system.
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Fig. 2. In order to obtain a reference gaze evidence Gτ that also accounts for the uncertainty
of different reading strategies, image representations of gaze samples are scaled by the level of
understanding λu of every user.

5 Quantifying Influence of Linguistic Features

Eye-actions can be roughly classified into two important categories. The first one con-
sists in fixations, where eyes remain still, gazing on a word or phrase for lexical pro-
cessing. The second category is saccades, consisting in abrupt eye-movements that are
used to place the gaze on different text locations. Syntactic and semantic integration
of lexical information is believed to influence these eye-movements [10]. While both
eye-actions provide much information about on-line cognitive processing, in this work
we will only use information about fixation locations and their durations.

The identity of fixated words and their fixation duration depend on many factors.
Some of these factors are related to personal characteristics, e.g. reading objective, read-
ing skill, prior knowledge that serves as background, user’s interests, etc. Other factors
depend on the linguistic features of the text [14], e.g. lexical properties of words, syn-
tactic or semantic features, etc. The study on the impact of each of these factors is in-
teresting, but it will be limited in this work to linguistic features and reading objectives.
The factor of reading objectives influences on data collection and it will be discussed in
its own section.

Within the image recognition field, saliency maps [6] represent visual salience of a
source image. Similarly, we can synthesize image representations of a text that describe
it, while preserving the topological arrangement of words. There are multiple possi-
bilities to describe text according to its linguistic features. Many interesting linguistic
features can be numerically described. For instance, we can think of word unpredictabil-
ity as a probability, as given by an N-gram language model. Other examples are word
length, or semantic ambiguity, according to the number of senses in WordNet [11].

To synthesize an image representation of a certain linguistic feature, we filled the
word bounding boxes with a gray level between 0 and 1, proportional to the numeri-
cal value of the linguistic feature. Fig. 3 shows two examples of image representations
of linguistic features. In order to account for the uncertainty introduced by measure-
ment and user errors, images are slightly blurred by convolving them with an isotropic
gaussian filter with spread σ = 10 pixels. Finally, to normalize the intensity when com-
paring different image representations of linguistic features, the intensity of the images
are adjusted so that only the upper and lower 1% of the pixels are saturated.
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Fig. 3. Two examples of image representations of linguistic features. On the left, image represen-
tation of semantic ambiguity as given by the number of senses of every word in WordNet. On the
right, image representation of Nouns, where bounding boxes of words that are nouns are filled
with high pixel values. Note that the pixel values of these images are complemented for clarity.

The final step is to find the weight ωf of the image representations of every linguistic
feature. Let’s consider again images as matrices whose pixels are elements with a value
between 0 and 1 and denote by Gτ the image representation of the error-corrected gaze
evidence. We denote by WF

1 = {W1, . . . ,Wf , . . . ,WF } the list of image represen-
tations of F linguistic features. A dissimilarity function between the gaze evidence and
the linguistic features can be defined as the absolute pixel-wise (i, j) difference between
the images:

g(Gτ ,WF
1 ) =

∑
i

∑
j

|Gτ (i, j)−
F∑

f=1

ωf ·Wf(i, j)| (5)

where the image representations of the linguistic features are linearly combined by
scaling factors ωf . Then, a standard algorithm can be used to perform a non-linear
optimization to minimize the dissimilarity. Formally,

ω̂ = argmin
ω

g(Gτ ,WF
1 ) (6)

= argmin
ω

∑
i

∑
j

|Gτ (i, j)−
F∑

f=1

ωf ·Wf (i, j)| (7)

A graphical schema of the combination process can be found in fig. 4. The objective of
the optimization is to estimate the importance of different linguistic features so that the
linear combination best explains the gaze evidence used as a reference.

6 Experimental Results

6.1 Experimental Settings

We believe that the importance of different linguistic features to explain certain reading
behavior depends on the reading objective. Following this hypothesis, we designed three
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Fig. 4. Schema representing the estimation of several linguistic features (on the bottom) that
best explain certain gaze evidence (on the top). Image representations of different linguistic fea-
tures are linearly combined with scaling factors ωf and their values are estimated by means of
a standard non-linear optimization method. For clarity, the value of the pixels in the images are
complemented and the image representations have not been blurred nor their intensity adjusted.

tasks with different reading objectives. There were two documents with a different topic
for every task. In the first task, subjects were asked to carefully read a text and that
some questions about the text will be asked after. Subjects were also told that they
could spend as much time as they need to maximize their understanding about the text,
but such a text would not be available during the evaluation of their understanding. In
order to check the level of understanding, open questions, true-false and select-correct-
answer questions were asked. In the second task, subjects were given questions before
the reading act and asked them to find the answers in the text. We asked one and two
short questions (for each document, respectively) for users to easily remember them
and not to cause extra cognitive load. In the third task, we asked subjects to obtain as
much information as possible from a text in only 10 seconds. We told them that they
would be required to speak out as much information as they obtained after the reading
and that their reading did not have to be necessarily sequential.

For every task, there were two documents in English presented to the subjects. These
documents consisted in short stories extracted from interviews, fiction and news. The
average number of sentences per document was 13.50 and the average number of words
per sentence was 20.44.

While subjects were reading the documents on the screen, Tobii TX300 was used to
capture gaze samples at a rate of 300 Hz in a 23” screen at a resolution of 1920 x 1080,
resulting in more than 800MBs of gaze coordinates. Text was justified in the center of
the screen, from the top-most left position located at pixels (600px, 10px) to the bottom-
most right position located at (1300px, 960px). Words were displayed in a web browser
using Text2.0 framework [1] allowing to easily format the text using CSS style-sheets
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Table 1. List of linguistic features divided in three categories: lexical, syntactic and semantic.
Instances of $tag are “Noun”, “Adjective”, “Verb”, etc. Word unpredictability is computed as
the perplexity by a 5-gram language model. Heads and parse trees are extracted using Enju [12],
an English HPSG parser.

Category Linguistic feature type

Lexical

word length Integer
contains digit Binary

word unpredictability Real
contains uppercase Binary

is all uppercase Binary

Syntactic

is head Binary
is POS $tag (23 features) Binary

height of parse tree of its sentence Integer
depth of the word in the parse tree Integer

word position in sentence Integer

Semantic
is named entity Binary

ambiguity: number of senses from WordNet Integer

and to recover the geometric boundaries of the words. The font family was Courier
New of size 16px, text indentation of 50px and line height 30px, in black on a light
gray background. A chin rest was used to reduce errors introduced by readers. Text on
the screen was short enough not to require any action to entirely visualize it. There were
10 subjects participating in three tasks consisting in two documents each. The subjects
were undergraduate, master, Ph.D. and post-doc students from China, Indonesia, Japan,
Spain, Sweden and Vietnam with a background in Computer Science.

The eye-tracker was calibrated once per subject and document. Then, an unsuper-
vised text-gaze alignment using the image registration technique [9] was used to auto-
matically correct vertical measurement errors. There were two sessions2 (out of 60) that
needed manual correction of horizontal errors and another session had to be corrected
using better vertical scaling and translation than the one automatically obtained by the
unsupervised method.

There is a huge amount of linguistic features that could be considered to explain cer-
tain reading behaviors. Intuitively, some features might be more relevant than others,
but ideally all of them should be included in the model with different scaling factors
according to the gaze evidence. We divided the type of linguistic features into three
classes: lexical, syntactic and semantic features. Although the list could be bigger, Ta-
ble 1 contains the linguistic features that were used in this work. Examples of these
features are the part-of-speech (POS) tag, or the word unpredictability as measured by
the perplexity computed using a 5-gram language model estimated using the EuroParl
corpus [7] and smoothed using modified Kneser-Ney smoothing [2]. In order to find the
best estimates ω̂ of the scaling factors ωf in eq. 7, we used Powell’s dogleg trust region
algorithm [13] as a standard non-linear optimization method.

2 A session is defined as a subject reading a document.
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Table 2. Average values and standard deviation of dissimilarity between the image representa-
tion of the test gaze evidence and the linear combination of weighted image representations of
linguistic features in a cross-validation. The scale of the values can be found in the last column.

precise reading question answering 10-second reading
doc. 1 doc. 2 doc. 3 doc. 4 doc. 5 doc. 6 scale

baseline 403± 4.1 456± 5.9 463± 9.7 444± 4.5 431 ± 0.2 415± 0.1 ×103

scaled feats. 288± 3.1 325± 2.6 349± 8.5 371± 3.6 419± 4.1 562± 5.7 ×103

Table 3. Average correlation between the vectors of scaling factors obtained from the cross-
validation. A high intra-document correlation can be appreciated between the scaling factors
within the same document. A low inter-document correlation can be appreciated between the
scaling factors estimated for different documents within the same task.

precise reading question answering 10-second reading
doc. 1 doc. 2 doc. 3 doc. 4 doc. 5 doc. 6

doc. 1 0.94 0.34 – – – –
doc. 2 0.34 0.96 – – – –
doc. 3 – – 0.93 0.37 – –
doc. 4 – – 0.37 0.96 – –
doc. 5 – – – – 0.96 −0.19
doc. 6 – – – – −0.19 0.94

6.2 Results

In order to evaluate the predictive power of the linear combination of image representa-
tions of linguistic features, leaving-one-out cross-validation was used. Cross-validation
was carried out among all subjects within the same document, and every observation
consisted in a single session (per document) containing gaze evidence of a subject. Us-
ing the training set, scaling factors of the linguistic features were estimated and an im-
age representation of the weighted linguistic features was synthesized and compared to
the gaze evidence in the test data. The average results of such comparison can be found
in Table 2. As a baseline, we used uniform weights to scale the image representations
of the linguistic features in Table 1.

It can be observed that in the precise reading and question answering tasks, there is
a consistent and significant reduction in the dissimilarity of the image representations
of the test gaze observations and the linear combination of image representations of
linguistic features, when compared to the baseline. However, in the 10-second task, the
model fails at predicting the distribution of the gaze evidence since the dissimilarity is
not consistently reduced. We have two hypotheses to explain such a fact. The first one
is that subject’s personal characteristics (e.g. background knowledge, native language,
etc.) are essential features to explain the reading behavior in the latter task. The second
hypothesis is that we have left out important linguistic features.

As we have seen, for the precise reading and the question answering task, the linear
combination of image representations of linguistic features helps to explain the gaze
evidence of readers within the same document. The remaining question is whether the
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scaling factors of the linguistic features are good predictors for different documents
that are being read using the same reading strategy. To answer this question, we have
computed the average correlation between the value of the estimated scaling factors
for observations between different documents of the same reading task, together with
the correlations within the same document. The results can be observed in Table 3. It
can be appreciated that the inter-document correlation is low, suggesting that the esti-
mated weights of the linear combination from one document are not good predictors
for other documents. This contrasts with the high intra-document correlation, reinforc-
ing the consistency of the estimations to explain gaze evidence from different subjects
within the same document. Since the intra-document precision is considerable, the most
plausible explanation is that more documents of the same reading objective are needed
to robustly estimate the scaling factors of such amount of linguistic features.

7 Conclusions and Future Work

In the first stage, we have collected gaze evidence from subjects reading documents us-
ing three different reading objectives and measured their level of understanding. Well-
known systematic errors were corrected using image-registration techniques. Then, a
reference gaze evidence has been obtained by linearly combining the image represen-
tations of the gaze evidence of every subject scaled by their level of understanding. In
the second stage, image representations of several linguistic features have been synthe-
sized and the importance of every linguistic feature has been estimated to explain the
reference gaze evidence. The predictive power of the linear combination of image repre-
sentations of linguistic features have been assessed on held-out data. Our model obtains
higher recognition accuracy than a non-informed system in the precision reading and
question answering task. However, our model fails at predicting reading behavior in the
10-second reading task.

In order to evidence the generalization power of our model using the estimated scal-
ing factors, we computed the correlation between the scaling factors trained on different
documents of the same reading objective task. We found a high intra-document corre-
lation but a low inter-document correlation within the same task.

The results of this work find an immediate application to collaborative filtering and
recommendation using gaze data as implicit feedback, since using gaze data from dif-
ferent users within the same document proves to be useful for prediction. For user per-
sonalization, however, systems may need gaze data captured from a larger amount of
documents.

For the future work, it might be interesting to include linguistic features that are
related to the discourse of the document and that we believe may play a significant role
in academic learning. Another interesting research direction is related to the study of the
personal characteristics that help to explain certain gaze evidence beyond the linguistic
features of the text. We acknowledge, however, the intrinsic difficulty of obtaining an
accurate description of user’s personal characteristics in a large scale real application. In
such scenario where we are constrained to a low intrusion into personal characteristics,
user’s personal features can be included into the model as latent variables and they can
be estimated, together with the patent variables (e.g. linguistic features), formulating
the optimization as an incomplete data problem.
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Abstract. As Web services become widespread, many complex appli-
cations require service composition to cope with high scalability and
heterogeneity. Centralized Web service composition approaches are not
sufficient as they always limit the scalability and stability of the systems.
How to efficiently compose and adapt Web services under decentralized
environments has become a critical issue, and important research ques-
tion in Web service composition. In this paper, a stigmergic-based ap-
proach is proposed to model dynamic interactions among Web services,
and handle some issues in service composition and adaptation. In the
proposed approach, Web services and resources are considered as multi-
ple agents. Stigmergic-based self-organization among agents are adopted
to evolve and adapt Web service compositions. Experimental results in-
dicate that by using this approach, service composition can be efficiently
achieved, despite dealing with incomplete information and dynamic fac-
tors in decentralized environments.

Keywords: Web Services, Decentralized Composition, Dynamic
Adaptation.

1 Introduction

In recent years, service composition and adaptation has drawn the interests
of researchers in a number of fields. Generally, service composition is to fulfil
users’ requirements by combining services in different repositories. Those re-
quirements can be functional or non-functional. The functional requirements are
in relation to targeting the overall outcome concerning the the underway busi-
ness process, while the non-functional requirements pertain to the quality of the
composition as a whole in terms of availability, reliability, cost and response
time. Service adaptation is to adjust service “behaviors” and/or composition
strategies to adapt to the changes of users’ requirements, QoS fluctuations and
other prospective runtime dynamics.

Although in the Web service domain, many standards have been developed
and adopted for facilitating service composition, lack of supports for decentral-
ized working environments is still a standing challenge and an obvious drawback
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of many existing composition approaches. Hence, efficient Web service applica-
tions need not only to be managed from a centralized perspective, but also to
incorporate decentralized scenarios.

Stigmergic interaction, exhibited by social insects to coordinate their activi-
ties, has recently inspired a vast number of computer science applications [7,9]. In
these works, intelligent components (i.e., agents) interact by leaving and sensing
artificial pheromones (i.e., markers) in a virtual environment. Such pheromones
can encode and describe application-specific information to be used to achieve
specific tasks. From a general perspective, stigmergic interactions have two ma-
jor advantages: (i) Stigmergic interactions are mediated by pheromones and are
completely decoupled. This feature is suitable for open and dynamic environ-
ments. (ii) Stigmergic interaction naturally supports application-specific context
awareness, in that pheromones provide agents with an application-specific rep-
resentation of their operational environment (e.g., in ant foraging, pheromones
provide a representation of the environment in terms of paths leading to food
sources).

In this paper, we propose a stigmergic-based approach for modeling Web ser-
vice compositions and adaptations. The proposed approach exhibits the concept
of decentralization, and allowsWeb services to compose and adapt in open decen-
tralized environments. The rest of this paper is organized as follows. The princi-
ple and introduction of the stigmergic-based service composition and adaptation
approach is introduced in Section 2. In Section 3, some experimental results are
presented for evaluating the proposed approach. Section 4 gives a brief review
of related work and discussions. Finally, the paper is concluded in Section 5.

2 Stigmergic Service Composition and Adaptation

In this section, an approach named Stigmergic Service Composition and Adap-
tation is proposed to address the problem of Web service composition and adap-
tation in decentralized environments. The proposed approach is inspired by the
concept of Digital Pheromone [12], which is a stigmergic-based mechanism for
coordinating and controlling swarming objects. Examples from natural systems
show that stigmergic systems can generate robust, complex, intelligent behaviors
at the system level even when the individual agents only possess very limited or
even no intelligence. In these systems, intelligence resides not in a single distin-
guished agent (as in centralized control) nor in each individual agent, but in the
whole group of agents distributed in the environment [3,10].

2.1 Web Service Composition/Adaptation Modeling

In our approach, each Web service is envisaged as a service agent, and a Web
service system can then be considered as a multi-agent system with a num-
ber of interactive service agents. These agents achieve collaborations and self-
organizations via exchanging “pheromone” and performing several pheromone
operations. A service is composed if a group of service agents can form an orga-
nization to collaborate.
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Definition 1: Service Agent. A Service Agent pi is defined as a tuple pi =<
id, F >, where id is the identifier of the service agent, F is the pheromone store
for facilitating composition and decentralized self-coordination (as detailed in
Definition 2).

Definition 2: Pheromone Store. A Pheromone Store F is a set of pheromone,
i.e., F = {f1, f2, ..., fn}. Each pheromone flavor fj holds a scalar value which
represents the trail of a certain service agent.
Based upon user requirements, a service agent pi requests the composition of
an abstract workflow rj such that rj = {rj1, rj2, ..., rjn}, where rji represents a
concrete service or a resource needs to composed for satisfying a single unit of
functionality or a subtask. To this end, the requester service agent traverses a net-
work of directly linked service agents, and look for suitable services and resources
for constructing workflow rj . Once constructed, the requester service agent de-
posits/withdraws certain amount (i.e., Qfj ) of pheromone flavor fj into/from
the digital pheromone stores of all provider service agents, which took part in
this composition round. The decision of depositing or withdrawing depends on
the quality of the provided service. Based upon the strength of the trail of this
pheromone flavor fj , in future rounds, similar service requests will be guided
towards the highest quality workflow quickly without the need to traverse the
entire network again. Namely, even in open decentralized environments, a re-
quester service agent can immediately make decisions based on the pheromone
trail left by other requester service agents.

2.2 Pheromone Operations

In this approach, we define three primary pheromone operations for coordinating
service agents, and enabling them to achieve self-organizations.

Pheromone Aggregation: A Digital Pheromone Qfj can be deposited and
withdrawn from any service agent pi. Deposits of a certain flavor fj are added
to the current amount of that flavor of pheromone s(Qfj , pi, t) located at that
service agent pi and time t.

Pheromone Evaporation: A Pheromone Evaporation is the operation wherein
a pheromone flavor fj evaporates over time t. This operation will generate an
Evaporation Factor Efj (0 < Efj ≤ 1) to weaken obsolete information. Efj can
be obtained via Equation 1:

Efj = e
−�t(i)

λ (1)

where trianglet(i) is the time difference between the current time and when fi
has been left, and λ is the parameter to control the evaporation speed.

Pheromone Propagation: A Pheromone Propagation Gfj is the operation
wherein a pheromone flavor fj propagates from a service agent pi to service
agent pk based upon a neighborhood relation N where pk ∈ N(pi) . The act of
propagation causes pheromone gradients g(Qfj , pi, t) to be formed.
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2.3 Dynamic Coordination and Adaptation

The three operations introduced in the above subsection serve as a basis for
the coordination mechanism. By using these operations, pheromone can be ex-
changed and circulated among distributed service agents. Furthermore, a service
composition and adaptation algorithm (i.e., Algorithm 1) is designed to enable
agents to learn the best composition path, and to adapt to the changing environ-
ment. The underlying proposed algorithm rests on two fundamental equations
to enhance the self-organization behavior, i.e., Equation 2 and Equation 3.

Let t represents an update cycle time, which is the time interval between
propagation, pump auto-deposits, and evaporation of a certain flavor fj; P =
{p1, p2, ..., pn} represent a set of service agents; N : P −→ P represents a
neighbor relation between service agents; s(Qfj , pi, t) represents the strength
of pheromone flavor fj at service agent pi and time t; d(Qfj , pi, t) represents
the sum of external deposits of pheromone flavor fj within the interval (t− 1, t]
at service agent pi; g(Qfj , pi, t) represents the propagated input of pheromone
flavor fj at time t to service agent pi; Efj ∈ (0, 1) represents the evaporation
factor for flavor fj ; Gfj ∈ (0, 1) represents the propagation factor for flavor fj ;
Tfj represents the threshold below which S(Qfj , pi, t) is set to zero.

The evolution of the strength of a single pheromone flavor at a given service
agent is defined in Equation 2:

s(Qfj , pi, t) = Efj ∗[(1−Gfj )∗(s(Qfj , pi, t−1)+d(Qfj , pi, t))+g(Qfj , pi, t)] (2)

where Efj is the evaporation factor pheromone flavor fj (refer to Equation 1),
1−Gfj calculates the amount remaining after propagation to neighboring service
agents, s(Qfj , pi, t − 1) represents the amount of pheromone flavor fj from the
previous cycle, d(Qfj , pi, t) represents the total deposits made since the last
update cycle (including pump auto-deposits) and g(Qfj , pi, t) represents the total
pheromone flavor fj propagated in from all the neighbors of pi. Every service
agent pi applies this equation to every pheromone flavor fj once during every
update cycle.

The propagation received from the neighboring service agents is described in
Equation 3:

g(Qfj , pi, t) =
∑

pk∈N(pi)

Gfj

N(pk)
(s(Qfj , pk, t− 1) + d(Qfj , pk, t)) (3)

In Equation 3, it can be found that each neighbor service agent pk (pk ∈ N(pi))
propagates a portion of its pheromone to pi in each update cycle t. This portion
depends on the parameter Gfj and the total number of pk neighbors N(pk).

Using Equations 2 and 3, we can demonstrate several critical stability and
convergence rules, including Local Stability, Propagated Stability and Global
Stability.

Rule 1: Local Stability. A Local Stability Sl is the rule in which the strength of
the output propagated from any set of service agents M ⊂ P to their neighbors
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N ⊂ P at t+1 is strictly less than the strength of the aggregate input (external
plus propagated) to those service agents at t.

Rule 2: Propagated Stability. A Propagated Stability Sp is the rule in which
there exists a fixed upper limit α to the aggregated sum of all propagated inputs
at an arbitrary service agent pi if one-update cycle t and one-service agent pi
external input is assumed.

Rule 3: Global Stability. A Global Stability Sg is the rule in which the
pheromone strength s(Qfj , pi, t) in any place agent is bounded. If the pheromone
strength drops below threshold Tfj , it disappears from the pheromone store,
s(Qfj , pi, t) ≥ Tfj .
The Stigmergic Service Composition and Adaptation can be represented by Al-
gorithm 1.

Algorithm 1. Stigmergic Service Composition and Adaptation Algorithm

for each pi ∈ P do
while s(Qfj , pi, t) ≥ Tfj do

for t = 1 : n do
g(Qfj , pi, t) =

∑
pk∈N(pi)

Gfj

N(pk)
(s(Qfj , pk, t− 1) + d(Qfj , pk, t));

if g(Qfj , pi, t) < α then
g(Qfj , pi, t) = g(Qfj , pi, t);

else
g(Qfj , pi, t) = α;

end if
pini = g(Qfj , pi, t);
pouti = (Gfj ) ∗ (s(Qfj , pi, t− 1) + d(Qfj , pi, t));

while pouti < pini do
s(Qfj , pi, t) = Efj ∗[(1−Gfj )∗(s(Qfj , pi, t−1)+d(Qfj , pi, t))+g(Qfj , pi, t)];

end while
end for

end while
end for

Using Algorithm 1, the Stigmergic Service Composition and Adaptation ap-
proach can account for the decline and emergence of a set of service agents having
the same pheromone flavor. By ever choosing the trail with the strongest flavor,
the proposed approach can adapt to the dynamics of open runtime environments
by employing new emerging service agents with stronger flavors and forgetting
other service agents with fading flavors.

3 Experimentation and Results

3.1 Experiment Setup

Three experiments have been conducted to assess the proposed Stigmergic Ser-
vice Composition and Adaptation approach. The proposed approach runs in
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successive iterations till reaching a convergence point. The proposed approach
converges to a near optimal solution once it receives the same approximate value
of accumulative QoS for a number of successive iterations. Those accumulated
QoS values are compared iteration by iteration and the difference is projected
against a threshold. For our experiments, this threshold value is set to 0.0001,
and the number of successive iterations is set to 100. The first experiment ex-
amines the effectiveness of the proposed approach in composing Web services
under a decentralized environment. The second experiment explores the speed
of composing Web services using the proposed approach under a decentralized
environment, whereas the third experiment inspects the performance and the
efficiency of the proposed approach related to the scale of the environment. All
the three experiments have been conducted on 3.33 GHz Intel core 2 Duo PC
with 3 GB of RAM.

3.2 Result Analysis

The results of the three experiments are demonstrated and analyzed in details
in the following three subsections, respectively.

Experiment 1: Decentralized Environment. To explore the effectiveness of
the proposed Stigmergic Service Composition and Adaptation approach under
decentralized environments, a composition request has been submitted to the
proposed approach and the QoS values of the composed workflow is contrasted
to those values obtained by a centralized service composition approach. The
proposed approach assumes no prior knowledge of the environment including
available service agents and their QoS values, while other centralized approaches
assume the existence of a central service registry in which all the the functional
and QoS qualities of Web services are recorded.

Table 1 shows the progression of the Qos values of the composed workflow us-
ing the proposed approach against those values obtained by centrally composing
the same workflow using the centralized approaches, e.g., Critical Path Method
(CPM). Those values are recorded on a 100-iteration basis.

Figure 1 depicts the contrast between the QoS values obtained form the pro-
posed approach against those values obtained from a centralized approach (y
axis) and the corresponding number of iterations (x axis). As shown in Figure
1, the centralized service composition approach shows a steady line with a QoS
value of 177 regardless of the number of iterations. This is attributed to the as-
sumption of a prior knowledge of the available Web services and their qualities,
which is not the case in real world. On the other hand, the proposed Stigmergic
Service Composition and Adaptation approach shows a progressive line repre-
senting an upward trend in the QoS values obtained as the number of iterations
increases. Due to its decentralized nature, the proposed approach needs to run
for a number of iterations before showing stability in results, which happens in
our experiment when the number of iterations goes beyond 300. The best stable
QoS obtained is 145, which shows 82% rate of effectiveness compared to the
optimal value of 177 in a fully centralized approach. This result demonstrates a
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Fig. 1. Decentralized Environment

Table 1. Decentralized Environment

Iterations Stigmergic Service Composition and Adaptation Centralized(CPM)

100 115 177

200 123 177

300 137 177

400 145 177

500 145 177
600 145 177

good performance considering a decentralized open environment with no prior
knowledge of available Web services and their QoS values.

Experiment 2: Composition Speed. To examine the composition speed of
the Stigmergic Service Composition and Adaptation approach, a varying number
of composition requests having the same composition goal have been submitted
against an environment of 10000 service agents. Those composition requests
supposedly have different starting points and each time the number of iterations
to converge to the composition goal is measured.

Table 2 shows a range of composition requests and the number of iterations
to converge.

Figure 2 depicts the relationship between the number of composition requests
(x axis) and the corresponding number of iterations to converge (y axis). In
Figure 2, the trend line shows a downward movement describing a linear rela-
tionship. As the number of running composition requests increases, the number
of iterations to converge to the composition goal decreases. This explains the
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Fig. 2. Composition Speed

Table 2. Composition Speed

No. of Composition Requests No. of Iterations to Converge

5 510

10 490

15 480

20 470

25 440

benefit of the accumulated pheromone trails left by previous service agents work-
ing for the same composition goal. The service agents in new iterations have
higher probabilities to make benefit of the pheromone flavor trails left by previ-
ous service agents used by other composition requests for the same composition
goal, thus to follow their trail to fulfill that goal faster. As the number of running
composition requests increases, the pheromone trails left by service agents em-
ployed by those composition requests become more strengthened and thus the
potentiality to guide new service agents working towards the same composition
goal increases.

Experiment 3: Environment Scale. To examine the efficiency of the pro-
posed approach under large scale open environments, twenty composition re-
quests sharing the same composition goal have been submitted against a range
of environment scales, expressed in terms of varying numbers of service agents.
The composition requests supposedly have different starting points and each
time the number of iterations to converge to the composition goal is measured.
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Table 3 shows a range of environment scales with the number of iterations to
converge.

Fig. 3. Environment Scale

Table 3. Environment Scale

No. of Service Agents No. of Iterations to Converge

10000 470

40000 1400

90000 2300

160000 3200

250000 4100

Figure 3 depicts the relationship between the scale of the environment in terms
of the number of service agents (x axis) and the corresponding number of iter-
ations needed to converge (y axis). The trend line shows an upward movement
describing a linear relationship. This linear relationship proves the efficiency of
the proposed approach in composing and adapting Web services in open large
scale environments, e.g., the Internet. As the scale of the environment increases,
the number of iterations to converge increases linearly not exponentially accord-
ingly. This shows the robustness of the proposed approach under large scale
service environments, e.g., the Internet.

4 Related Work and Discussions

Various approaches have been proposed to handle the problem of dynamic com-
position of Web services [8,13,4]. However, most of these approaches are based
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on a centralized architecture. In these models, a service requester submits re-
quests to a centralized directory, and the directory decides which service on the
list should be returned to the requester. This assumption on centralized control
becomes impractical in scenarios with dynamic arrivals and departures of service
providers, which require frequent updates of the central entities, resulting in a
large system overhead. In contrast, our proposed approach can work under a fully
decentralized environment where no central directory exists. The service agent
has to find other matching service agents during run time based on neighborhood
relationships and track for their QoS by exchanging pheromone flavors. This en-
ables our approach to adapt effectively under dynamic environments accounting
for the arrival and departure of service providers at any time.

Some approaches exploiting distributed techniques have already been pro-
posed in the literature [6,11,5]. As the first step towards decentralization of
service composition, these approaches introduced a distributed directory of ser-
vices. For example, Kalasapur et al. [5] proposed a hierarchical directory in which
the resource-poor devices depend on the resource-rich devices to support service
discovery and composition. However, this approach is not fully decentralized.
There exist nodes that perform the task of service discovery and composition for
other nodes. In contrast, our approach is fully decentralized as a set of service
agents cooperate together coherently to fulfill the composition request.

Another important approachwas proposed by Basu et al. [1] in which a compos-
ite service is represented as a task-graph and subtrees of the graph are computed
in a distributed manner. However, this approach assumes that a service requestor
is one of the services and the approach relies on this node to coordinate service
composition. A similar approach was proposed by Drogoul [2], whose work is dif-
ferent from Basu et al. [1] in terms of the way of electing the coordinator. For each
composite request, a coordinator is selected fromwithin a set of nodes. The service
requestor delegates the responsibility of composition to the elected coordinator.
Both approaches [2,1] exhibit some limitations. Although service discovery is per-
formed in a distributed manner, service composition still relies on a coordinator
assigned for performing the task of combining and invoking services. Also, both of
the two approaches assume the direct interactionbetweennodes responsible for ser-
vice discovery and service composition. In contrast, our approach overcomes those
limitations as follows. (1) In our approach, there is no special entity to manage
service composition process; (2) Service providers communicate only with their lo-
cal neighbors where no service provider knows the full global information; and (3)
Our approach adopts an indirect interaction schemewhere the set of service agents
responsible for service composition and adaptation can interact with each other
through the environment by exchanging pheromone trails.

5 Conclusion

This paper focuses on modeling Web service composition and adaptation under
decentralized dynamic environments. The paper presented a service composition
and adaptation approach using stigmergic interactions to actively adapt to dy-
namic changes in complex decentralized Web service composition environments.
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The proposed approach is able to adapt actively to QoS fluctuations considering
both potential degradation and emergence of QoS values. The experimental re-
sults have shown the effectiveness of the proposed approach in highly complex and
dynamic Web service composition environments. The future work is set to inves-
tigate the performance of the proposed approach in real world applications and
to study the potentiality of building a web service trust model using the proposed
approach.
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Abstract. Gender is an important demographic attribute of people. This paper 
provides a survey of human gender recognition in computer vision. A review of 
approaches exploiting information from face and whole body (either from a still 
image or gait sequence) is presented. We highlight the challenges faced and 
survey the representative methods of these approaches. Based on the results, 
good performance have been achieved for datasets captured under controlled 
environments, but there is still much work that can be done to improve the ro-
bustness of gender recognition under real-life environments.  

Keywords: Gender recognition, gender classification, sex identification, sur-
vey, face, gait, body.  

1 Introduction  

Identifying demographic attributes of humans such as age, gender and ethnicity using 
computer vision has been given increased attention in recent years. Such attributes 
can play an important role in many applications such as human-computer interaction, 
surveillance, content-based indexing and searching, biometrics, demographic studies 
and targeted advertising. For example, in face recognition systems, the time for 
searching the face database can be reduced and separate face recognizers can be 
trained for each gender to improve accuracy [1]. It can be used for automating tedious 
tasks such as photograph annotation or customer statistics collection. 

While a human can easily differentiate between genders, it is a challenging task for 
computer vision. In this paper, we survey the methods of human gender recognition in 
images and videos. We focus our attention on easily observable characteristics of a 
human which would not require the subject’s cooperation or physical contact. Most 
researchers have relied on facial analysis, while some work have been reported on 
using the whole body, either from a still image or using gait sequences. We concen-
trate on approaches using 2-D (rather than the more costly 3-D) data in the form of 
still image or videos. Audio cues such as voice are not included. 

In general, a pattern recognition problem such as gender recognition, when tackled 
with a supervised learning technique, can be broken down into several steps which are 
object detection, preprocessing, feature extraction and classification. In detection, the 
human subject or face region is detected and cropped from the image. This is  
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followed by some preprocessing, for example geometric alignment, histogram equali-
zation or resizing. In feature extraction, representative descriptors of the image are 
found, after which selection of the most discriminative features may be made or di-
mension reduction is applied. As this step is perhaps the most important to achieve 
high recognition accuracy, we will provide a more detailed review in later sections. 

Lastly, the classifier is trained and validated using a dataset. As the subject is to be 
classified as either male or female, a binary classifier is used, for example, support 
vector machine (SVM), Adaboost, neural networks and Bayesian classifier.  

 The rest of this paper is organized as follows: Section 2, 3, and 4 review aspects 
(challenges, feature extraction, and performance) of gender recognition by face, gait 
and body, respectively, followed by concluding remarks in Section 5.     

2 Gender Recognition by Face   

The face region, which may include external features such as the hair and neck re-
gion, is used to make gender identification. The image of a person’s face exhibits 
many variations which may affect the ability of a computer vision system to recognize 
the gender, which can be categorized as being caused by the image capture process or 
the human. Factors due to the former are the head pose or camera view [2], lighting 
and image quality. Head pose refers to the head orientation relative to the view of the 
image capturing device, as described by the pitch, roll and yaw angles. Human factors 
are age [3][4], ethnicity [5], facial expression [6] and accessories worn (e.g hat).  

2.1 Facial Feature Extraction 

We broadly categorize feature extraction methods for face gender classification into 
geometric-based and appearance-based methods [3][7]. The former is based on dis-
tance measurements of fiducial points, which are important points that mark features 
of the face, such as the nose, mouth, and eyes. Psychophysical studies using human 
subjects established the importance of these distances in discriminating gender. While 
the geometric relationships are maintained, other useful information may be discarded 
[3] and the points need to be accurately extracted [8]. Brunelli and Poggio [9] used 18 
point-to-point distances to train a hyper basis function network classifier. Fellous [10] 
selected 40 manually extracted points to calculate 22 normalized fiducial distances. 

Appearance-based methods are based on some operation or transformation per-
formed on the image pixels, which can be done globally (holistic) or locally (patches). 
The geometric relationships are naturally maintained [3], which is advantageous when 
gender discriminative features are not exactly known. But they are sensitive to varia-
tions in appearance (view, illumination, etc.) [3] and the large number of features [8].  

Pixel intensity values can be directly input to train a classifier such as neural network 
or support vector machine (SVM). Moghaddam and Yang [11] found that Gaussian 
RBF kernel gave the best performance for SVM. Baluja and Rowley [12] proposed a 
fast method that matched the accuracy of SVM using simple pixel comparison opera-
tions to find features for weak classifiers which were combined using AdaBoost.  
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Viola and Jones[13] introduced rectangle or Haar-like features for rapid face detection, 
and used for real-time gender and ethnicity classification of videos in [14]. 

Dimension reduction methods such as Principal Component Analysis (PCA), used 
in early studies [15][16], obtain an image representation in reduced dimension space, 
which would otherwise be proportionate to the image size. Sun et al. [17] used genetic 
algorithm to remove eigenvectors  that  did  not  seem  to  encode gender information. 
Other methods such as 2-D PCA, Independent Component Analysis (ICA) and Curvi-
linear Component Analysis (CCA) have also been studied [6] [18][19]. 

Ojala et al. [20] introduced local binary patterns (LBP) for grayscale and rotation 
invariant texture classification. Each pixel in an image is labeled by applying the LBP 
operator, which thresholds the pixel’s local neighborhood at its grayscale value into a 
binary pattern. LBP detect microstructures such as edge, corners and spot. LBP has 
been used for multi-view gender classification [2], and combined with intensity and 
shape feature[21], or with contrast information [22]. Shan [23] used Adaboost to learn 
discriminative LBP histogram bins. Other variants inspired by LBP have been used 
for gender recognition, such as Local Gabor Binary Mapping Pattern [24][25][26], 
centralized Gabor gradient binary pattern [27], and Interlaced Derivative Pattern [28]. 

Scale Invariant Feature Transform (SIFT) features are invariant to image scaling, 
translation and rotation, and partially invariant to illumination changes and affine 
projection [29]. Using these descriptors, objects can be reliably recognized even from 
different views or under occlusion and eliminates the need for preprocessing, includ-
ing accurate face alignment [30]. Demirkus et al. [31] exploited these characteristics, 
using a Markovian model to classify face gender in unconstrained videos.  

Research in neurophysiology has shown that Gabor filters fit the spatial response 
profile of certain neurons in the visual cortex of the mammalian brain. Gabor wave-
lets were used to label the nodes of an elastic graph representing the face [32] or  
extracted for each image pixel and then selected using Adaboost [33]. Wang et al. 
extracted SIFT descriptors at regular image grid points and combined it with Gabor 
features [34]. Gabor filters have also been used to obtain the simple cell units in bio-
logically inspired features (BIF) model. This model contains simple (S) and complex 
(C) cell units arranged in hierarchical layers of S1, C1, S2 and C2. For face gender 
recognition, the C2 and S2 layers were found to degrade performance [4]. 

Other facial representations that have been used include a generic patch-based re-
presentation [35], regression function [36], DCT [37], and wavelets of Radon trans-
form [38]. Features external to the face region such as hair, neck region [39] and 
clothes [7] are also cues used by humans to identify gender. Social context informa-
tion based on position of a person’s face in a group of people was used in [40]. 

2.2 Evaluation and Results 

A list of representative works on face gender recognition is compiled in Table 1. Be-
cause of the different datasets and parameters used for evaluation, a straight compari-
son is difficult. The datasets that have been used tend to be from face recognition or 
detection since no public datasets have been designed specifically for gender recogni-
tion evaluation. Evaluation metric is based on the accuracy or classification rate. 
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Table 1. Face gender recognition results 

First Author, 
Year 

Feature 
extraction 

Classifier Training 
data* 

Test data*  Ave. 
Acc.%

Dataset variety@ 

Moghaddam, 
2002 [11] 

Pixel 
values  

SVM-RBF  FERET 
 1044m 711f 

5-CV 96.62 F 

Shakhnarovich, 
2002 [14]  

Haar-like  Adaboost 
 

Web images  5-CV 
Video seqs. 

79 
90  

P (<30˚), A,E,L 
 

Buchala, 2005 
[41] 

PCA SVM -RBF  Various mixes 
200m 200f 

5-CV 92.25 F  
 

Jain, 2005 [18] ICA SVM FERET 
 100m 100f 

FERET 
150m 150f 

95.67 F,S 

Baluja, 2006 
[12] 

Pixel 
comp. 

Adaboost FERET 
1495m  914f  

5-CV 
 

94.3 F,S 

Lapedriza, 2006 
[42] 

BIF multi 
scale filt. 

Jointboost FRGC 3440t  
FRGC 1886t 

10-CV 
10-CV 

96.77 
91.72 

uniform background 
cluttered background 

Lian, 2006 [2] LBP histo-
gram 

SVM-
polynomial 

CAS-PEAL 
1800m 1800f 

CAS-PEAL 
10784t  

94.08 P (up to 30˚ yaw & 
pitch) 

Leng, 2008 [33] Gabor  Fuzzy SVM FERET 
160m 140f   

5-CV 
                      

98 
 

 

Xu, 2008 [43] Haar-like, 
fiducial 

SVM-RBF Various mixes 
500m 500f   

5-CV 92.38 F,E,A,L,S 

Xia, 2008 [24] LGBMP 
hist. 

SVM-RBF CAS-PEAL 
1800m 1800f  

CAS-PEAL 
10784t 

94.96 P (up to 30˚ yaw & 
pitch) 

Aghajanian, 
2009 [35] 

Patch- 
based  

Bayesian  Web images 
16km 16kf 

Web images 
500m 500f 

89 U 

Li, 2009 [37] DCT SGMM YGA 6096t YGA 1524t  92.5 F,A,S 
Lu, 2009 [6] 
 

2D PCA SVM-RBF CAS PEAL 
300m 300f 

CAS-PEAL 
1800t 

95.33 F,X 

Demirkus, 2010 
[31] 

SIFT 
 

Bayesian 
 

FERET  
1780m 1780f 

Video seqs. 
15m 15f 

90  U (P,X,O,L) 

Wang, 2010 [34] SIFT, 
Gabor  

Adaboost  
 

Various mixes 
4659t 

10-CV ~97 F,X,L,O 
 

Lee, 2010 [36] regression SVM FERET 1158m, 615f 98.8 F 
Alexandre, 2010 
[21] 

Intensity, 
edge,  LBP 

SVM-linear 
  

FERET 
152m 152f 
UND set B 
130m 130f 

FERET 
60m 47f 
UND set B 
 171m 56f 

99.07 
 
91.19 

F,S 
 
F,S 

Li, 2011 [7] LBP, hair, 
clothing 

SVM 
 

FERET 
 227m 227f 

FERET 
114m 114f 

95.8 
 

F 
 

Wu, 2011 [25] LGBP  SVM-RBF CAS-PEAL 
2142m 2142f 

CAS-PEAL 
2023m 996f 

~91-97 
per set 

P (up to 67˚ yaw ), S 

 Zheng, 2011 
[26] 

LGBP-
LDA 

SVMAC CAS-PEAL 
2706m 2706f 
(of  9 sets) 
FERET  
282m 282f 

CAS-PEAL 
2175m 
1164f 
FERET 
307m 121f 

≥ 99.8 
per set 

 
99.1 

P (up to 30˚ yaw & 
pitch), S 
 
F 

Shan, 2012 [23] LBP hist. 
bins 

SVM-RBF LFW 
 4500m  2943f 

5-CV  94.81 F,U,S 

*The number of male and female faces is given; e.g. 500m 500f  refers to 500 male and female faces 
each. Where the number was not given, the total faces used are given (e.g. 1000t.)  
When the accuracy is reported based on cross-validation result, this is indicated in the test data field; 
e.g. 5-CV refers to five-fold cross validation, and the average rate from validation results is given. If 
classification rate for a different test set is given, this result is used and the dataset is indicated.  
@ The variations controlled or the variety used,, as mentioned by the authors, are indicated as follows:       
    F–frontal only    A–age    E–ethnicity    P–pose/view     L–lighting    X–expression         O–occlusion    
    U – uncontrolled        S – indicates the same individual does not appear on both training and test set 
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It is noted that the FERET dataset is the most often used (although the subset of 
images taken varies.) The best accuracy is 99.1%, using frontal face only [26][21]. 
Zheng et al. [26] achieved near 100% for pose variations up to 30˚ yaw and pitch on 
the CAS-PEAL dataset, with separate classifiers trained for each pose (thus requiring 
prior pose detection). For images taken in uncontrolled environments, Shan [23] ob-
tained 94.8% on the LFW dataset containing frontal and near frontal faces. 

3 Gender Recognition by Gait 

Gait is defined to be the coordinated, cyclic combination of movements that result in 
human locomotion [44], which includes walking, running, jogging and climbing 
stairs. In computer vision research, the gait of a walking person is often used. Exploit-
ing gait information is helpful in some situations such as when the face is not visible. 
In a video sequence of a person walking, the gait cycle can be referred to as the time 
interval between two consecutive left/right mid-stances [45]. Many factors affect the 
gait of a person, such as load [46], footwear, walking surface, injury, mood, age [47] 
and change with time. Video-based analysis of gait would also need to contend with 
clothing, camera view [47][48][49][50][51], walking speed and background clutter.   

3.1 Feature Extraction 

Early work on gait analysis used point lights attached to the body’s joints. Based on 
the motion of the point lights during walking, identity and gender of a person could be 
identified [52] (see [53] for a survey on these early works). Human gait representation 
can be divided into model-based or appearance-based (model-free)[54][55]. Yoo et 
al., guided by anatomical knowledge, obtained 2-D stick figures from the body con-
tour [56], of which a sequence from one gait cycle composed a gait signature. Such 
model-based approaches rely on accurate estimation of joints [55][57] and require 
high-quality gait sequences [45] where the body parts need to be tracked in each 
frame, thus incurring higher computational costs. Moreover, they ignore body width 
information [57]. However, they are view and scale invariant [45].  

In many appearance-based methods, the silhouette of the human is obtained, for 
example using background subtraction. Lee and Grimson [58] divided each silhouette 
into 7 regions and fitted ellipses into each region. The mean and standard deviation of 
the ellipse moments together with the silhouette centroid height formed the gait fea-
tures, with robustness to silhouette noise. However, it will be affected by viewpoint, 
clothing and gait changes [58]. Felez et al. [59] improvised by using a different regio-
nalization of 8 parts to obtain more realistic ellipses while Hu et al. [57] used equal 
partitions formed by grids. Zhang and Wang [60] used frieze patterns to study multi-
view gender classification.  A frieze pattern is a two-dimensional pattern that repeats 
along one dimension. The gait representation is generated by projecting the silhouette 
along its columns and rows, then stacking these 1-D projections over time [61].  
Shan et al. [62] showed that the Gait Energy Image (GEI) [63] was an effective repre-
sentation for gender recognition by fusing gait and face features.  A GEI represents 
human motion in a single image while preserving temporal information by averaging 
the silhouette images in one or more gait cycles, thus saving on storage and  
computational cost and is robust to silhouette noise in individual frames [63]. A  
similar representation, Average Gait Image (AGI) [64], averages over one gait cycle. 
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The GEI can also be estimated from a whole gait sequence, without the need to detect 
the gait cycle frequency [49]. Yu et al. [55] divided the GEI into 5 different compo-
nents, with each given a weight based on the results from psychophysical experi-
ments. Li et al. [65] partitioned the AGI into 7 components corresponding to body 
parts, while Chen et al. [50] used 8 components based on consideration of walking 
patterns. Lu and Tan [48] obtained the difference GEI from different views, using 
uncorrelated discriminant simplex analysis (USDA) for efficient projection into lower 
dimensional subspace. 

Chen et al. [66] applied Radon transform on the human silhouettes in a gait cycle 
and used Relevant Component Analysis (RCA) for feature transformation. Oskuie and 
Faez [67] extracted Zernike moments from Radon-transformed Mean Gait Energy 
Image [68]. Frequency-domain features obtained from the silhouette using Discrete 
Fourier Transform (DFT) [47] and wavelet decomposition on the silhouette contour 
width [69] have been used. Instead of extracting the silhouette, DCT coefficients was 
obtained from the image to train embedded hidden Markov models [70]. Hu et al. [46] 
applied Gabor filters and used Maximization of Mutual Information (MMI) to learn 
the discriminative low dimensional representation.  

3.2 Evaluation and Results 

Table 2 shows representative works on gait-based gender recognition. For the CASIA 
Gait Database (Set B), state of the art performance is 98.39% using side view  
sequences only [57]. Slightly higher rate of 98.5% was reported by [67] using a gend-
er imbalanced set. For real-time videos, 84.38% was achieved on a small set of four 
subjects [49]. 94% average accuracy was obtained for multiview sequences without 
requiring prior knowledge of the view angle [70]. For the IRIP Gait Database, Hu et 
al. [57] reported 98.33% using side view sequences. Chen et al. [50] achieved 93.3% 
by fusion of multiviews, requiring a camera per view, thus increasing complexity.  

As a conclusion, gait-based gender recognition can achieve high classification rate 
in controlled datasets, especially with a single side view. There is a need for more 
investigation into generalization ability through cross database testing and perfor-
mance for datasets with larger number of subjects in unconstrained environments. 

Table 2. Gait-based gender recognition  

First  
Author, Year 

Feature 
Extraction 

Classifier Training data Test data Ave. 
Acc.% 

Dataset 
variety @ 

Yoo, 2005 
[56] 

2D stick figures SVM-
polynomial 

SOTON 
84m 16f  

10-CV 96% N 

Chen, 2009 
[66] 

Radon transform 
of silhouette  

Mahalano-
bis distance

IRIP 
32m 28f (300)   

LOO-CV 95.7            N   

Chen, 2009 
[50] 

AGI Euclidean 
distance 

IRIP 32m 28f  
(300 per angle)  

LOO-CV 93.3 M(0˚-180) 

Yu, 2009 [55] GEI SVM CASIA B  
31m 31f (372) 

31-CV 
 

95.97 
 

N 
 

Chang, 2009 
[49] 

GEI+ 
PCA+LDA 

Fisher 
boost 

CASIA B  
93m 31f (8856) 

124-CV 
Videos  

96.79 
84.38 

M(0˚-180˚)   
M(U)           

Chang, 2010 
[70] 

DCT EHMM CASIA B  
25m 25f 

5-CV 94 M(0˚-180˚) 
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Table 2. (Continued) 

Lu, 2010 [48] 
 

GEI + UDSA Nearest 
neighbour 

CASIA B  
31m 31f (4092) 

LOO-CV 83-93 
(per view) 

M(0˚-180˚)  

Felez, 2010 
[59] 

Ellipse fittings SVM-
linear 

CASIA B  
93m 31f (744) 

10-CV 94.7 N 

Hu, 2010 [46] Gabor + MMI GMM-
HMM 

CASIA B  
31m 31f (372) 

31-CV 96.77 N 

Hu, 2011 [57] ellipse fittings & 
stance indexes  
 

MRCF  
 

CASIA B 
31m 31f (372) 
IRIP 
32m 28f (300)     

31-CV 
 
LOO-CV 

98.39 
 
98.33 

N 
 
N 
 

Handri, 2011 
[69] 

silhoutte contour 
width  

kNN Private 
29m 14f (>172)

LOO-CV 94.3 N, A 

Makihara,  
2011 [47] 

DFT of  sil-
houette + SVD 

kNN  OU-ISIR 
 20m 20f  

20-CV ~70-80 
(per view) 

M (0˚ -360˚ 
+overhead) 

Oskuie, 2011 
[67] 

RTMGEI + 
Zernike momts. 

SVM 
 

CASIA B  93m 31f 
CASIA B  93m 31f 

98.5 
98.94 

N 
N, W, C 

Under Test data, the figure in the bracket is the total number of sequences used.  
LOO-CV refers to leave-one-out cross validation.  
@     N – side view only            M– multi-view (the range of angles are given) 

A – various age             W – wearing overcoat  C– carrying bag 

4 Gender Recognition by Body 

Here, we refer to the use of the static human body (either partially or as a whole) in an 
image which, like gait, would be useful in situations where using the face is not poss-
ible or preferred. However it is challenging in several aspects. To infer gender, hu-
mans use not only body shape and hairstyle, but additional cues such as type of 
clothes and accessories [71], which may be the similar among different genders. The 
classifier should also be robust to variation in pose, articulation and occlusion of the 
person and deal with varying illumination and background clutter.  

4.1 Feature Extraction 

The first attempt to recognize gender from full body images partitioned the centered 
and height-normalized human image into patches corresponding to some parts of the 
body [72]. Each part was represented using Histogram of Oriented Gradients (HOG) 
feature, which was previously developed for human detection in images [73]. HOG 
features are able to capture local shape information from the gradient structure with 
easily controllable degree of invariance to translations or rotations [73]. Collins et al. 
[74] proposed PixelHOG, which are dense HOG features computed from a custom 
edge map.  This was combined with color features obtained from a histogram com-
puted based on the hue and saturation values.  

Bourdev et al. [71] used a set of patches they called poselets, represented with 
HOG features, color histogram and skin features The poselets were used to train 
attribute classifiers which were combined to infer gender using context information. 
Their method relies on training dataset that is heavily annotated with keypoints. 

Biologically-inspired features (BIF) model were used for human body gender rec-
ognition by Guo et al. [75]. Only C1 features obtained from Gabor filters were used, 
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as it was found that C2 features degraded performance (as in the case of face gender 
recognition). Various manifold learning techniques were applied on the features. Best 
results were obtained by first classifying the view (front, back, or mixed) using BIF 
with PCA, and followed by the gender classifier. 

4.2 Evaluation and Results 

Table 3 summarizes the results obtained. Bourdev et al. [71] achieved 82.4 % accura-
cy but with imbalanced gender dataset. Collins et al. [74] achieved 80.6 % accuracy 
on a more balanced but smaller dataset with frontal view only. From these results, 
there is still room for improvement. 

Table 3. Body-based gender recognition 

First Author, 
Year 

Feature 
Extraction 

Classifier Training 
data 

Test 
data  

Ave. 
Acc.% 

Dataset variety 

Cao, 2008 [72] HOG Adaboost 
variant 

MIT-CBCL  
600m 288f  

5-CV 75 View 
(frontal, back) 

Collins, 2009  
[74] 

PixelHOG, 
color hist.  

SVM-
linear 

VIPeR  
292m 291f  

5-CV 80.62       View (frontal)  
 

Guo, 2009 [75] BIF + 
PCA/LSDA 

SVM-
linear 

MIT-CBCL 
600m 288f 

5-CV 80.6  View 
(frontal, back) 

Bourdev, 2011 
[71] 

HOG, color, 
skin pixels 

SVM Attributes of People 
3395m 2365f 

82.4 Unconstrained 

5 Conclusion 

In this paper, we have presented a survey on human gender recognition using com-
puter vision-based methods, focusing on 2-D approaches. We have highlighted the 
challenges and provided a review of the commonly-used features. Good performance 
has been achieved for frontal faces, whereas for images which include non-frontal 
poses, there is room for improvement, especially in uncontrolled conditions, as re-
quired in many practical applications. Current gait-based methods depend on the 
availability of one or more complete gait sequences. High classification rate have 
been achieved with controlled datasets, especially with side views. Investigation of 
the generalization ability of the methods (through cross database testing) is called for. 
Performance for datasets containing larger number of subjects with sequences taken 
under unconstrained environments is not yet established. Some work has also been 
done based on static human body, but there is scope for further improvement. 
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Abstract. Web-based testing is an effective approach for self-assessment and in-
telligent tutoring in an e-learning environment. In this paper, we propose a novel
framework for Web-based testing and assessment, in particular, for mathemat-
ics testing. There are two major components in Web-based mathematics test-
ing and assessment: automatic test paper generation and mathematical answer
verification. The proposed framework consists of an efficient constraint-based
Divide-and-Conquer approach for automatic test paper generation, and an effec-
tive Probabilistic Equivalence Verification algorithm for automatic mathematical
answer verification. The performance results have shown that the proposed frame-
work is effective for web-based mathematics testing and assessment. In this paper,
we will discuss the proposed framework and its performance in comparison with
other techniques.

Keywords: Intelligent tutoring system, web-based testing, test paper generation,
multi-objective optimization, answer verification, probabilistic algorithm.

1 Introduction

Web-based testing [3,4,6] is an effective approach for self-assessment and intelligent
tutoring in an e-learning environment. There are two major components in Web-based
testing: automatic test paper generation and answer verification. Automatic test paper
generation generates a test paper automatically according to user specification on multi-
ple assessment criteria, and the generated test paper can then be attempted over the Web
by users. Automatic answer verification automatically verifies users’ answers online to
evaluate their proficiency for assessment purposes. In this paper, we focus on auto-
matic answer verification for mathematical expressions which are commonly required
by most math questions.

Web-based test paper generation is a challenging problem. It is not only a NP-hard
multi-objective optimization problem, but also required to be solved efficiently in run-
time. The popular test paper generation techniques such as genetic algorithm (GA) [10],
particle swarm optimization [7] and ant colony optimization [8] are based on traditional
weighting parameters for multi-objective optimization. However, determining appro-
priate weighting parameters is computationally expensive [5]. Therefore, these current
techniques generally require long runtime for generating good quality test papers.
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As equivalent mathematical expressions can be expressed in different forms (e.g.
x+ 1

x and x2+1
x ), automatic mathematical answer verification which checks the equiva-

lence of the user answers and standard solutions is another challenging problem. Com-
puter Algebra Systems (CAS) such as Maple [13] and Mathematica [14] provide the
expression equivalence checking function. However, their techniques have generated
many false negative errors if the provided correct answers are written in different forms
from the given standard solutions.

In this paper, we propose a novel framework for Web-based testing and assessment,
in particular, for mathematics testing. The proposed framework consists of an efficient
constraint-based Divide-and-Conquer (DAC) approach [15] for automatic test paper
generation, and an effective Probabilistic Equivalence Verification (PEV) algorithm for
mathematical answer verification. DAC is based on constraint decomposition for multi-
objective optimization, whereas PEV is a randomized algorithm which can avoid false
negative errors completely.

2 Related Work

Automatic test paper generation aims to find an optimal subset of questions from a
question database to form a test paper based on criteria such as total time, topic distri-
bution, difficulty degree, discrimination degree, etc. Many techniques have been pro-
posed for test paper generation. In [11], tabu search (TS) was proposed to construct test
papers by defining an objective function based on multi-criteria constraints and weight-
ing parameters for test paper quality. TS optimizes test paper quality by the evaluation
of the objective function. In [9], dynamic programming was proposed to optimize an
objective function incrementally based on recursive optimal relation of the objective
function. In [10], a genetic algorithm (GA) was proposed to generate quality test papers
by optimizing a fitness ranking function based on the principle of population evolution.
In addition, swarm intelligence algorithms have also been investigated. In [7], particle
swarm optimization (PSO) was proposed to generate multiple test papers by optimizing
a fitness function which is defined based on multi-criteria constraints. In [8], ant colony
optimization (ACO) was proposed to generate test papers by optimizing an objective
function which is based on the simulation of the foraging behavior of real ants.

One of the challenging problems of the current techniques is that they require weight-
ing parameters and some other parameters such as population size, tabu length, etc. for
each test paper generation that is not easy to determine. Moreover, they generally take
long runtime for generating good quality test papers especially for large datasets of
questions. Therefore, the DAC approach [15] in the proposed framework aims to over-
come these challenging problems.

3 Proposed Approach

In this paper, we propose a novel framework for Web-based mathematics testing and
assessment, which is shown in Figure 1. The proposed framework consists of 2 main
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components: Web-based Test Paper Generation which generates a high quality test pa-
per that satisfies the user specification, and Automatic Mathematical Answer Verifica-
tion which checks the correctness of users’ answers. In particular, it determines the
equivalence of mathematical expressions in users’ answers and the standard solutions
stored in the database.

Test Paper Generation

Web-based Testing

Test Specification

Online Test

Automatic Mathematical 

Answer Verification

Internet

Questions 

Database
Test Paper

Assessment Result

Fig. 1. The Proposed Framework for Web-based Testing

4 Web-Based Test Paper Generation

Let Q = {q1, q2, .., qn} be a dataset consisting of n questions, C = {c1, c2, .., cm}
be a set of m topics, and Y = {y1, y2, .., yk} be a set of k question types such as
multiple choice questions, fill-in-the-blanks and long answers. Each question qi ∈ Q,
i ∈ {1, 2, .., n}, has 8 attributes A = {q, o, a, e, t, d, c, y}, where q is the question
identity, o is the question content, a is the question answer, e is the discrimination
degree, t is the question time, d is the difficulty degree, c is the related topic and y
is the question type. A test paper specification S = 〈N, T,D,C, Y 〉 is a tuple of 5
attributes which are defined based on the attributes of the selected questions as follows:
N is the number of questions, T is the total time, D is the average difficulty degree,
C = {(c1, pc1),.., (cM , pcM )} is the specified proportion for topic distribution and Y =
{(y1, py1),.., ((yK , pyK)} is the specified proportion for question type distribution.

The test paper generation process aims to find a subset of questions from a question
datasetQ= {q1, q2, .., qn} to form a test paper P with specification SP that maximizes
the average discrimination degree and satisfies the test paper specification such that
SP = S. It is important to note that the test paper generation process occurs over the
Web where user expects to generate a test paper within an acceptable response time.
Therefore, the Web-based test paper generation process is as hard as other optimization
problems due to its computational NP-hardness, and it is also required to be solved
efficiently in runtime.

In the constraint-based Divide-And-Conquer (DAC) approach, we divide the set of
constraints into two subsets of relevant constraints, namely content constraints and as-
sessment constraints, which can then be solved separately and effectively. In the test
paper specification S = 〈N, T,D,C, Y 〉, the content constraints include the constraints
on topic distribution C and question type distribution Y , whereas the assessment con-
straints include the constraints on total time T and average difficulty degree D.
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The DAC approach, which is shown in Figure 2, consists of 2 main processes: Offline
Index Construction and Test Paper Generation. The Offline Index Construction process
constructs an effective indexing structure for supporting local search in assessment con-
straint optimization to improve the generated paper quality. The Test Paper Generation
process generates an optimal test paper that satisfies the specified content constraints
and assessment constraints.

Test Specification Test Paper

Offline Index Construction

Test Paper Generation

Index

Construction

Content

Constraint

Satisfaction

Assessment 

Constraint

Optimization

R-TreeQuestions

Fig. 2. The Proposed DAC Approach

Index Construction: We use an effective 2-dimensional data structure, called R-tree
[2], to store questions based on the time and difficulty degree attributes. R-tree has been
widely used for processing queries on spatial databases. The R-tree used here is similar
to the R-tree version discussed in [2] with some modifications on operations such as
insertion, subtree selection and overflow handling in order to enhance the efficiency.

Content Constraint Satisfaction: It is quite straightforward to generate an initial test
paper that satisfies the content constraints based on the number of questions N . Specif-
ically, the number of questions of each topic cl is pcl ∗ N, l = 1..M . Similarly, the
number of questions of each question type yj is pyj ∗ N, j = 1..K . There are sev-
eral ways to assign the N pairs of topic-question type to satisfy the content constraints.
Here, we have devised an approach which applies a heuristic to try to achieve the spec-
ified total time early. To satisfy the content constraints, the round-robin technique is
used for question selection. More specifically, for each topic cl, l = 1..M , we assign
questions alternately with various question types yj , j = 1..K , as much as possible ac-
cording to the number of questions. Then, for each of theN pairs of topic-question type
(cl, yj) obtained from the round-robin selection step, we assign a question q from the
corresponding topic-question type (cl, yj) that has the highest question time in order to
satisfy the total time early.

Assessment Constraint Optimization: Assessment constraint violations indicate the
differences between the test paper specification and the generated test paper according
to the total time constraint and the average difficulty degree constraint which are given
as follows:

*T (SP ,S) =
|TP − T |

T
and *D(SP ,S) =

|DP −D|
D

Based on the assessment constraint violations, the following objective function is de-
fined for evaluating the quality of a test paper P :

f(P ) = *T (SP ,S)2 +*D(SP ,S)2
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To minimize assessment constraint violations, local search is used to find better ques-
tions to substitute the existing questions in the test paper. To form a new test paper,
each question qk in the original test paper P0 is substituted by another better question
qm which has the same topic and question type such that the assessment constraint vio-
lations are minimized. Specifically, the choice of the neighboring solution P1 ∈ N(P0),
where N(P0) is a neighborhood region, is determined by minimizing the fitness func-
tion f(P1). The termination conditions for the local search are based on the criteria for
quality satisfaction and the number of iterations. Algorithm 10 presents the local search
algorithm.

Algorithm 1. Local Search (DAC)
Input: S = (N,T,D,C, Y ) - test paper specification;

P0 ={q1, q2, .., qN} - original test paper;
R - R-Tree

Output: P1 - Improved test paper
begin

1 P ← {P0};
2 while Termination condition is not satisfied do
3 foreach qi in P0 do
4 Compute 2-dimensional region W ;
5 qm ← Best First Search(qi, W , R);
6 P1 ← {P0 − {qi}} ∪ {qm} ;
7 Compute fitness f(P1);
8 Insert new test paper P1 into P ;

9 P ← {P0} ← argmin
P1∈P

f(P1) /* best move*/;

10 P1 ← P0;

Pruning Search Space: The local search needs to scan through the entire ques-
tion list several times to find the most suitable question for improvement. However,
exhaustive searching on a long question list is computational expensive as it requires
O(N) time. To improve the local search process, we focus on substituting questions
that help improve the assessment constraint violations such that the search process can
converge faster. Hence, we prune the search space by finding a 2-dimensional region
W that contains possible questions for substitution. Let SP0 = 〈N, T0, D0, C0, Y0〉 be
the specification of a test paper P0 generated from a specification S = 〈N, T,D,C, Y 〉.
Let P1 be the test paper created after substituting a question qk of P0 by another ques-
tion qm ∈ Q with SP1 = 〈N, T1, D1, C1, Y1〉. The relations of total time and average
difficulty degree between P1 and P0 can be expressed as follows:

T1 = T0 + tm − tk (1) and D1 = D0 +
dm

N − dk

N (2)

where tk and tm are the question time of qk and qm respectively; and dk and dm are the
difficulty degree of qk and qm respectively.

A generated test paper P with specification SP = 〈N, TP , DP , CP , YP 〉 is said to
satisfy the assessment constraints in S if *T (SP ,S) ≤ α and*D(SP ,S) ≤ β, where
α and β are two predefined thresholds. Let’s consider the total time violation of P0.
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If *T (SP0 ,S) =
|T0−T |

T ≥ α and T0 ≤ T , to improve the total time satisfaction of
P1, qm should have the question time value of tk + (T − T0) such that *T (SP1 ,S) is
minimized. Furthermore, as *T (SP1 ,S) =

|T1−T |
T ≤ α, qm should have the total time

tm in the interval tk + (T − T0) ± αT . If *T (SP0 ,S) =
|T0−T |

T ≥ α and T0 > T ,
we can also derive the same result. Similarly, we can derive the difficulty degree dm of
qm in the interval dk +N(D −D0) ± βND. As such, we can find the 2-dimensional
region W based on tm and dm for question substitution.

Finding Best Question for Substitution: Among all the questions located in the 2-
dimensional region W , the DAC approach finds the best question that minimizes the
objective function in order to enhance the test paper quality. Consider question qm as a
pair of variables on its question time t and difficulty degree d. From Equations (1) and
(2), the objective function f(P1) can be rewritten as a multivariate function f(t, d):

f(t, d) = (
T1 − T

T
)
2

+ (
D1 −D

D
)
2

=
(t− T + T0 − tk)

2

T 2
+

(d−ND +ND0 − dk)
2

D2

=
(t− t∗)2

T 2
+

(d− d∗)2

D2

≥ (t− t∗)2 + (d− d∗)2

T 2 +D2
=
distance2(qm, q

∗)

T 2 +D2

where q∗ is a question having question time t∗ = T − T0 + tk and difficulty degree
d∗ = ND −ND0 + dk.

As T and D are predefined constants and q∗ is a fixed point in the 2-dimensional
space, the good question qm to replace question qk in P0 is the question point that is
the nearest neighbor to the point q∗ (i.e., the minimum value of the function f(P1)) and
located in the region W . To find the good question qm efficiently, we perform the Best
First Search (BFS) [16] with the R-Tree. BFS recursively visits the nearest question
whose region is close to q∗ with time complexity O(lgN).

5 Mathematical Answer Verification

To provide Web-based testing for mathematics, it is necessary to support automatic
mathematical answer verification which verifies the correctness of user answer com-
pared with the standard solution. In most mathematics questions, mathematical expres-
sions are the most common form of the required answers. In this paper, we propose
a novel Probabilistic Equivalence Verification (PEV) algorithm for equivalence veri-
fication of two mathematical expressions. PEV is a general and efficient randomized
algorithm based on probabilistic testing methods [1].

In the proposed framework, mathematical expressions (or functions) are stored in La-
tex format in the question database. The mathematical answer verification problem is
specified as follows. Given 2 mathematical functions h(x1, x2, .., xn) and g(x1, x2, ..,
xn), mathematical answer verification aims to verify the equivalence of two mathemat-
ical functions h and g. Mathematically, two functions h and g are said to be equiv-
alent (h ≡ g), if and only if they have the same value at every point in the domain
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D (e.g. Zn,Rn, etc.). Note that h ≡ g iff f = h − g ≡ 0. Therefore, the pro-
posed PEV algorithm aims to check whether the function f is equivalent to zero, i.e.
f(x1, .., xn) ≡ 0, ∀x1, .., xn ∈ D.

The PEV algorithm is given in Algorithm 6. It repeatedly evaluates the value of f
at random points r1, r2, .., rn of the corresponding multivariate variables x1, x2, .., xn,
which are sampled uniformly from a sufficiently large range. If the evaluation result
is equal to 0, it returns true. Otherwise, it returns false. Different from CASs such as
Maple and Mathematica, PEV can avoid false negative errors completely while guar-
anteeing small possibility for false positive errors to occur. As such, the proposed PEV
algorithm is effective for verifying the equivalence of 2 mathematical expressions which
are equivalent but may be expressed in different forms.

Algorithm 2. Probabilistic Equivalence Verification (PEV)
Input: f(x1, x2, .., xn) - a multivariate function; D - domain value of f
Output: true if f ≡ 0 and false if otherwise
begin

1 Transform the function f for evaluation;
2 Choose set of trial points V ⊂ D randomly such that |V | is sufficiently large;
3 repeat
4 Select a random point (r1, .., rn) from V uniformly and independently;
5 if f(r1, .., rn) �= 0 then return false;

until |V |;
6 return true;

Here, we first prove that the PEV algorithm has a guaranteed error bound for poly-
nomial functions. For other mathematical functions, we transform them into equivalent
polynomials, thereby guaranteeing the error bound for these functions.

Multivariate Polynomial Verification: The degree of a particular term in a polynomial
P is defined as the sum of its variable exponents in that term and the degree of P is
defined as the maximum degree of all the terms in P . For example, the degree of the
term x61x2x

5
3 is 12, and the degree of P = x31x

2
2 + x61x2x

5
3 is 12.

Theorem 1. If the polynomial function P ≡ 0, then the PEV algorithm shown in Al-
gorithm 6 has no false negative error. If P �≡ 0, then the probability that the PEV
algorithm has false positive error is bounded by Pr[P (r1, r2, .., rn) = 0] ≤ d

|V | , where
V is the set of trial points (r1, r2, .., rn), ri ∈ D, ∀i = 1..n, and d is the degree of P .

Proof: It is straightforward that the PEV algorithm has no false negative error as it is a
trial-and-error method. The false positive error bound can be proved using mathematical
induction on the number of variables n of the polynomial.

For the case n = 1, if P �≡ 0, then P is a univariate variable polynomial with degree
d. Thus, it has at most d roots. Hence, Pr[P (r1, r2, .., rn) = 0] ≤ d

|V | .
For the inductive step, we can solve the multivariate case by fixing n − 1 variables

x2, .., xn to r2, .., rn and apply the result from the univariate case. Assume that P �≡ 0,
we compute Pr[P (r1, .., rn) = 0]. First, let k be the highest power of x1 in P . We can
rewrite P as:
P (x1, x2, .., xn) = xk1A(x2, .., xn) +B(x1, x2, .., xn)
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for some polynomials A and B. Let X1 be the case that P (r1, .., rn) is evaluated to 0,
and X2 be the case that A(r2, .., rn) is evaluated to 0. Using Bayes rule, we can rewrite
the probability that P (r1, .., rn) = 0 as:

Pr[P (r) = 0] = Pr[X1]

= Pr[X1|X2]Pr[X2] + Pr[X1|¬X2]Pr[¬X2]

≤ Pr[X2] + Pr[X1|¬X2] (3)

Consider the probability ofX2 (orA(r2, .., rn) = 0), the polynomialA has degree d−k
with n−1 variables. So, by inductive hypothesis on the number of variables, we obtain:

Pr[X2] = Pr[A(r2, .., rn) = 0] ≤ d− k

|V | (4)

Similarly, if ¬X2 (or A(r2, .., rn) �= 0), P is a univariate polynomial degree k. By
inductive hypothesis, we have:

Pr[X1|¬X2] = Pr[P (r1, ., rn) = 0|A(r2, ., rn) �= 0] ≤ k

|V | (5)

Finally, we can substitute the results from substituting Equations (4) and (5) into Equa-
tion (3) to complete the inductive step.

Based on Theorem 1 for the case of polynomials, the probability of false positive er-
rors can be guaranteed to any desired small number ε (e.g. ε = 10−3) by conducting
sufficiently large number of trials with |V | ≥ d

ε .
Mathematical Function Verification: We note that the PEV algorithm can work well

with many function types such as trigonometric, logarithmic, exponential, fractional,
root and rational functions. This can be done by using substitution techniques to trans-
form a mathematical function into an equivalent polynomial. For instance, the function
f = xex + x2 sinx can be transformed into a multivariate polynomial f∗ = xy + x2z,
where y = ex and z = sinx.

For mathematical functions in continuous domains of variables, the PEV algorithm
tackles the following 2 challenges, namely the selection of uniform and independent
random points and the evaluation of functions (e.g. ex) that produce very large numbers.
Generally, complex pseudo-random generators are required to select random points uni-
formly and independently on continuous domain of variables than on discrete domain.
In the proposed PEV algorithm, it overcomes these challenges and performs the com-
putation efficiently as follows. We transform the original domain variable x into an
integer domain variable hA(x) by using a hash function hA. The hash function is based
on arithmetic modular operator mod p, where p is a prime number. Similarly, we also
transform a general domain function f(x) into an integer domain f(hA(x)) (mod p)
using modular and other arithmetic operators. In doing so, we can evaluate a general
function f(x) by regularizing discrete values on an integer domain of variables. As
such, we are able to overcome the 2 problems mentioned above. Let’s consider the
function f = xex + x2 sinx, we can transform f , using the formula sinx = eix−e−ix

2i ,

into f∗ = xex + x2 eix−e−ix

2i , where i is the imaginary axis. Then, the function f∗ can
be evaluated using arithmetic operators efficiently. By using the function substitution
and transformation technique, we can ensure the probability that false positive errors
occur for these function types is also bounded.
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6 Performance Evaluation

Two datasets are used for performance evaluation: one small real dataset on undergradu-
ate mathematics questions and one large synthetic dataset. In the undergraduate dataset,
question attributes are labeled manually. In the synthetic dataset, the values of each at-
tribute are generated automatically according to a normal distribution. Table 1 shows a
summary of the 2 datasets. In the experiment, we have designed 12 test specifications
with different parameters to generate online test papers. We evaluate the performance
based on the 12 test specifications for each of the following 5 algorithms: GA, PSO,
ACO, TS and DAC. The runtime and quality of the generated test papers are measured.

Table 1. Question Datasets

Undergraduate Synthetic

Number of Questions 3000 20000
Number of Topics 12 40

Number of Question Types 3 3

To evaluate the quality of k generated test papers on a dataset D w.r.t. any arbitrary
test paper specification S, we use Mean Discrimination Degree and Mean Constraint
Violation. Let P1, P2, ..., Pk be the generated test papers on a question dataset D w.r.t.
different test paper specifications Si, i = 1..k. Let EPi be the average discrimination
degree of Pi. The Mean Discrimination Degree MD

d is defined as:

MD
d =

∑k
i=1 EPi

k

The Mean Constraint Violation consists of two components: Assessment Constraint Vi-
olation and Content Constraint Violation. The Assessment Constraint Violation consists
of the total time constraint violation *T (SP ,S) and the average difficulty degree con-
straint violation *D(SP ,S). In Content Constraint Violation, Kullback-Leibler (KL)
Divergence [12] is used to measure the topic distribution violation *C(SP ,S) and
question type distribution violation*Y (SP ,S) between the generated test paper spec-
ification SP and the test paper specification S as follows:

*C(SP ,S) = DKL(pcp||pc) =
∑M

i=1 pcp(i) log
pcp(i)
pc(i)

*Y (SP ,S) = DKL(pyp||py) =
∑K

j=1 pyp(j) log
pyp(j)
py(j)

The Constraint Violation (CV) of a generated test paper P w.r.t. S is defined as:

CV (P,S) = λ ∗ *T + λ ∗ *D + log*C + log*Y
4

where λ = 100 is a constant used to scale the value to a range between 0-100.
The Mean Constraint Violation MD

c of k generated test papers P1, P2, ..., Pk on a
question dataset D w.r.t different test paper specifications Si, i = 1..k, is defined as:

MD
c =

∑k
i=1 CV (Pi,Si)

k
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As such, we can determine the quality of the generated test papers. For high quality test
papers, the Mean Discrimination Degree should be high and the Mean Constraint Vio-
lation should be low. We set a threshold MD

c ≤ 10, which is obtained experimentally,
for high quality test papers.

Figure 3 gives the runtime performance of the DAC approach in comparison with
other techniques on the 2 datasets. The results have shown that DAC outperforms other
techniques in runtime. Moreover, it also shows that DAC satisfies the runtime require-
ment as it generally requires less than 1 minute to complete the paper generation process
for the 2 different dataset sizes. In addition, DAC is scalable in runtime. Figure 4 shows
the quality performance of DAC and other techniques based on Mean Discrimination
Degree MD

d and Mean Constraint Violation MD
c for the 2 datasets. As can be seen,

DAC has consistently outperformed other techniques in generating high quality papers
with Mean Constraint Violation MD

c ≤ 8.
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To evaluate mathematical answer verification, we have devised 500 answer-solution
pairs with 290 correct (positive) answers, and 210 incorrect (negative) answers for 500
test questions from the undergraduate dataset. The test questions are common ques-
tions selected according to some standard mathematical functions. Table 2 shows some
sample answers and solutions.

We use the precision measure to evaluate the performance of the proposed PEV
algorithm, which is defined as the percentage of total correct verifications from all
verifications. In addition, we also measure the false negative errors and false positive
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Table 2. Test Dataset

Function Type # Qns Example
Answer Solution

Constant 50 2√
5

2
√

5
5

Polynomial 75 (x+ 1)2(1− x) (1 + x)(1− x2)

Exponential + log 75 e2+lnx e2x

Trigonometric 75 sinx+cos x√
2

sin(x+ π
4
)

Roots 75
√
x2 − 6x+ 9 |x− 3|

Fractional 50 (x2+2)(x+1)

x3
x3+x2+2x+2

x3

Mixed 100 x sin x+ elnx x(sinx+ 1)

errors. Figure 5 shows the performance results on mathematical answer verification
based on precision. It shows that the proposed PEV algorithm has consistently out-
performed Maple and Mathematica. PEV can achieve 100% performance in precision
while Maple and Mathematica can only achieve about 95%. This is because PEV can
avoid false negative errors and it can also reduce false positive errors to as small as
possible by using many trials. Table 3 gives the performance results based on the er-
ror types for Maple, Mathematica and PEV. As shown in the table, both commercial
CAS systems produce false negative errors with 8.6% in Maple and 7.9% in Mathe-
matica. This has shown the advantage of the proposed PEV algorithm in verifying the
equivalence of two mathematical expressions numerically rather than symbolically.
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Fig. 5. Performance Results based on Precision

Table 3. Performance Results based on Error Types

False Negative False Positive
(#) (%) (#) (%)

Maple 25 8.6 0 0.0
Mathematica 23 7.9 0 0.0

PEC 0 0.0 0 0.0
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7 Conclusion

In this paper, we have proposed a framework for Web-based mathematics testing and as-
sessment. The proposed framework consists of two major components on automatic test
paper generation and mathematical answer verification. The proposed framework con-
sists of an efficient constraint-based Divide-and-Conquer approach for automatic test
paper generation, and an effective Probabilistic Equivalence Verification algorithm for
mathematical answer verification. The performance results have shown that the DAC
approach has not only achieved good quality test papers, but also satisfied the runtime
requirement. In addition, the proposed PEV approach is also very effective for mathe-
matical answer verification and assessment. For future work, we intend to investigate
Web-based testing techniques for other subjects such as physics and chemistry which
contain mathematical and chemical expressions as the required answer type.
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Abstract. Question calibration especially on difficulty degree is important for
supporting Web-based testing and assessment. Currently, Item Response The-
ory (IRT) has traditionally applied for question difficulty calibration. However,
it is tedious and time-consuming to collect sufficient historical response infor-
mation manually, and computational expensive to calibrate question difficulty
especially for large-scale question datasets. In this paper, we propose an effective
Content-based Collaborative Filtering (CCF) approach for automatic calibration
of question difficulty degree. In the proposed approach, a dataset of questions
with available user responses and knowledge features is first gathered. Next,
collaborative filtering is used to predict unknown user responses from known
responses of questions. With all the responses, the difficulty degree of each ques-
tion in the dataset is then estimated using IRT. Finally, when a new question
is queried, the content-based similarity approach is used to find similar existing
questions from the dataset based on the knowledge features for estimating the
new question’s difficulty degree. In this paper, we will present the proposed CCF
approach and its performance evaluation in comparison with other techniques.

Keywords: Educational data mining, question difficulty calibration, collabora-
tive filtering, content-based approach, Item Response Theory.

1 Introduction

With the rapid development of e-learning [14], intelligent tutoring and test generation
systems have become an important component for Web-based personalized learning
and self-assessment. To provide web-based testing for self-assessment, it can be done
either by generating test paper automatically [9] or supporting adaptive testing [17]. For
Web-based testing, the difficulty degree of each question is one of the most important
question attributes that needs to be determined. To calibrate each question’s difficulty
degree, Item Response Theory (IRT) [4] is traditionally applied based on a large num-
ber of historical correct/incorrect response information gathered from surveys or tests.
However, it is a very tedious and expensive process to collect sufficient historical re-
sponse information manually.

With the recent emergence of educational data mining [1,5], question data and stu-
dent response information are getting more readily available. These data may come
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from different sources including standardized tests combined with student demographic
data and classroom interactions [2,12]. With these data, it will certainly help reduce the
efforts required for calibrating the difficulty degree of questions. However, the ques-
tion data and user responses gathered from online sources will not be complete due to
missing user responses on certain questions. Moreover, it is also a great challenge to
calibrate new question data which does not exist in the question dataset.

In this paper, we propose a Content-based Collaborative Filtering (CCF) approach
for automatic calibration of difficulty degree of questions. Based on an input question
query, whether it is an existing question in the dataset or a new question, the proposed
CCF approach will return the difficulty degree for the input question. The rest of the pa-
per is organized as follows. Section 2 discusses question calibration. Section 3 presents
the CCF approach. Section 4 gives the performance evaluation of the CCF approach
and its comparison with other techniques. Finally, Section 5 gives the conclusion.

2 Question Calibration

Item Response Theory [4] has been studied quite extensively for question calibration for
the last few decades. Most of the research works focus on investigating mathematical
models to predict the probability that a learner will answer correctly for a given ques-
tion. Currently, several models [4] such as normal models, logistic models and Rasch
model have been investigated. Such models often require model parameters which are
estimated from the observed data by using typical computational algorithms such as
maximum likelihood estimation, minimum χ2 estimation and joint maximum likeli-
hood estimation. However, in practice, obtaining a calibrated question item bank with
reliable item difficulty estimates by means of IRT requires administering the item to a
large sample of users in an non-adaptive manner. The recommended sample size varies
between 50 and 1000 users [10]. As such, it is very expensive to gather the sample
information. To overcome this problem, Proportion Correct Method (PCM) [17] was
proposed to approximate question difficulty degrees. PCM computes question difficulty
degree as βi = log[ 1−ni/N

ni/N
], where βi is the question’s difficulty degree, ni is the num-

ber of users who have answered correctly out of the total N users who have answered
that question. Although PCM is straightforward to compute and able to estimate the
initial difficulty degree even with missing user responses, PCM still requires a large
number of historical response information for accurate estimation.

Another possible way to gather question and response data is to obtain them from
Web-based learning environments. It is a much more feasible and inexpensive approach.
However, there is one major problem in gathering data from the learning and testing
environment. The data often contain missing response information on some questions.
This is because learners are free to select questions they want to practice, thereby result-
ing in the possibly large number of items that have not been answered by learners. Even
though IRT can deal with structural incomplete datasets [4], the huge number of missing
values can easily lead to non-converging estimation in the IRT model. In addition, the
maximum likelihood estimation in IRT is computational expensive. To overcome the
impediments of the IRT-based question calibration, other estimation methods based on
small datasets have also been investigated. However, the accuracy of these methods is
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not comparable to IRT-based calibration under the same settings [18]. In this research,
we aim to propose a feasible, efficient and accurate IRT-based question calibration for
large question datasets gathered from the logging data of Web-based learning and test-
ing environments.

3 Proposed Approach

Content-based and collaborative filtering approaches have been extensively used in rec-
ommender systems [3,16]. The content-based approach examines the properties of the
items for recommendation, while collaborative filtering (CF) approach recommends
items based on similarity measures between users or items from user-item interactions.
The items recommended to a user are those preferred by similar users. The CF approach
can also be categorized into memory-based and model-based according to user-to-user
similarity and item-to-item similarity respectively. Empirically, the item-to-item CF ap-
proach has outperformed the user-to-user approach in many real-world applications.
Recently, matrix factorization [13] has also been introduced for collaborative filter-
ing. It captures the information by associating both users and items with latent profiles
represented by vectors in a low dimensional space. Generally, the CF and matrix fac-
torization approaches are used for recommending warm-start items which have already
existed in the dataset. The content-based approach is used for recommending cold-start
items which are new items as the CF and matrix factorization approaches are unable to
function when the vector representing a new item is empty.

In this paper, we propose a hybrid Content-based Collaborative Filtering (CCF) ap-
proach for question difficulty calibration. The proposed CCF approach combines the
advantages of both content-based approach and item-to-item collaborative filtering ap-
proach. Collaborative filtering is used to predict unknown responses of questions of a
user (or learner) from the known responses of other users. All the gathered user re-
sponses are then used for estimating the difficulty degree of questions according to the
Item Response Theory (IRT) [4]. When a user submits a new question as input query,
the content-based similarities of the new question with the existing questions from the

Collaborative 

Filtering

Data

User Responses Knowledge Component Features

Difficulty Degree

Predicted User Responses

Query Question 

Calibration

Dataset Question 

Calibration

Question Difficulty Degree

Questions

u1 u2 u3
q1 0 1 1

q2 1 ? ?

q3 ? 1 0

q1 6.2

q2 3.4

q3 1.3

u1 u2 u3
q1 0 1 1

q2 1 0 1

q3 0 1 0

c1 c2 c3
q1 0 1 1

q2 1 0 1

q3 1 1 0

Fig. 1. The Proposed Content-based Collaborative Filtering Approach
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dataset are calculated and the difficulty degree of the new question is then estimated
accordingly. Figure 1 shows the proposed CCF approach which consists of 3 main
processes: Collaborative Filtering, Dataset Question Calibration and Query Question
Calibration.

3.1 Question Dataset

There are mainly two types of entities in the question dataset: users/learners and ques-
tion items. LetQ = {q1, q2, .., qn} be a dataset consisting of n questions, C = {c1, c2, ..,
cm} be a set ofm knowledge components. Each question qi ∈ Q, where i ∈ {1, 2, .., n},
has 5 attributes A = {q, o, a, β, c}, where q is the question identity, o is the question
content, a is the question answer, β is the difficulty degree, and c is the list of knowl-
edge components needed to solve the question. Let U = {u1, u2, .., uN} be a set of
users. Each user has answered some questions with each question qi ∈ Q. And the re-
sponses to user answers are stored in a binary two-dimensional matrixRn×N . For each
response rij ∈ R, its value is a 1 if the user answer is correct and 0 if the user answer
is incorrect. Otherwise, rij is marked as unknown.

Table 1 shows an example Math dataset with some sample values for the question
attributes, knowledge components and responses. Apart from general question informa-
tion, question attributes also store the salient question content features, called Knowl-
edge Component Features (KCF), that are highly related to the difficulty degree of the
question. Specifically, a knowledge component represents the knowledge that can be
used to accomplish certain tasks, that may also require the use of other knowledge
components. The knowledge component feature is a generalization of terms represent-
ing the concept, principle, fact or skill, and cognitive science terms representing the
schema, production rule, misconception or facet. The KCF can be labeled manually by
human experts based on the contents of questions and their solutions. The Response
Log stores responses based on user-question item pairs which are collaborative infor-
mation such as the correct/incorrect response to a question item by a user. Such data are
generally obtained from the interactions between the learners and any computer-aided
tutoring systems.

Table 1. An Example Math Dataset

(a) Question

Q id o a β c

q1 ... ... ? c1, c3
q2 ... ... ? c1, c4
q3 ... ... ? c1
q4 ... ... ? c1, c3, c4
q5 ... ... ? c1, c5
q6 ... ... ? c3, c4

(b) Knowledge Component

C id knowledge component

c1 angles
c2 triangles
c3 polygons
c4 congruece
c5 similarity

(c) Response Log

U id u1 u2 u3 u4 u5 u6

q1 0 1 1 0 ? 1
q2 1 ? ? 1 ? 0
q3 0 0 1 0 ? 1
q4 1 ? 0 1 ? ?
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3.2 Collaborative Filtering

Collaborative filtering (CF) aims to predict unknown user responses of questions from
known user responses. The probability that whether a question item can be answered
correctly/incorrectly by a certain user can be predicted collaboratively based on the past
user responses of all other questions. In CF, it works by gathering known responses for
question items and exploiting similarities in response behavior amongst several question
items to predict unknown responses. CF is a neighborhood-based approach, in which
a subset of question items are chosen based on their similarities to an active question
item, and a weighted combination of the responses is used to predict the response for
the active question item. In this research, we use the question item-based similarity
approach, which is more scalable than the user-based similarity approach. It is because
the number of users could be extremely large, often up to millions, while the number
of question items is much smaller. In practice, the item-based similarity approach can
generally achieve faster performance and result in better predictions [15].

To predict an unknown response rij of user uj for an active question qi, the CF
process performs the following 3 steps: assigning weights to question items, finding
neighboring items and computing predicted responses.

Assigning Weights to Question Items: This step assigns a weightwi,l to each question
item ql, l = 1..n with respect to its similarity to the active question item qi. To achieve
this, three most commonly used similarity measures, namely the Cosine Similarity, Ad-
justed Cosine Similarity and Pearson Correlation Similarity [6,15], could be used. Let
U be the set of all users who have answered both question items qi and ql, let r̄i be
the average responses of the question item qi among all the users in U and let r̄v be
the average responses of any user uv. Table 2 gives the formulas for the three similarity
measures.

Table 2. Similarity Measures

Name Formula

Cosine Similarity wi,l = cos(ri, rl) =
ri.rl

‖ri‖‖rl‖
=

∑N
v=1 ri,vrl,v√∑N

v=1 r
2
i,v

√∑N
v=1 r

2
l,v

Adjusted Cosine Similarity wi,l =

∑
v∈U (ri,v − r̄v)(rl,v − r̄v)√∑

v∈U (ri,v − r̄v)2
√∑

v∈U(rl,v − r̄v)2

Pearson Correlation Similarity wi,l =

∑
v∈U (ri,v − r̄i)(rl,v − r̄l)√∑

v∈U (ri,v − r̄i)2
√∑

v∈U (rl,v − r̄l)2

The Cosine Similarity measures the responses of two question items as vectors in
the n-dimensional space, and computes the similarity based on the cosine of the angle
between them. When computing the cosine similarity, unknown responses are treated
as having the response of zero. However, there is one major drawback for the basic
Cosine Similarity measure in the item-based CF approach, i.e. the difference in response
scale between different users is not taken into account. The Adjusted Cosine Similarity
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measure overcomes this drawback by subtracting the corresponding user average from
each co-response pair. The Pearson Correlation Similarity measures the extent of linear
dependence between two variables. To compute the correlation, it is necessary to isolate
the co-response cases, where the users have answered both questions qi and ql.

Finding Neighborhood Items: Based on the question item weight wi,l, l = 1..n ob-
tained from the previous step, this step aims to find the top-K (a predefined value)
question items, that have responses by the user uj , having the highest similarities with
the question item qi. These items are called neighborhood items, and they are denoted
as K(qi, uj). Finding top-K question items is in fact a K-select problem [11] which
can simply be done by scanning the list of items and maintaining a priority queue.

Computing Predicted Responses: This step aims to compute a predicted response
rij of the active question item qi from the weighted combination of its K selected
neighborhood items’ responses. Specifically, it computes the weighted average of uj’s
responses on the top-K selected items weighted by similarities as the predicted response
for the question item qi by user uj . It is computed as follows:

r̂i,j =

∑
l∈K(qi,uj)

rl,jwi,l∑
l∈K(qi,uj)

|wi,l|

where wi,l is the similarity between question items qi and ql.

3.3 Dataset Question Calibration

In Dataset Question Calibration, it uses the response information to calibrate the dif-
ficulty degree of each question item based on the Item Response Theory (IRT) [4]. In
psychometrics, IRT models the correct/incorrect response of an examinee of given abil-
ity to each question item in a test. It is based on the idea that the probability of a correct
response to an item is a statistical function of the examinee (or person) and item diffi-
culty parameters. The person parameter is called latent trait or ability that represents the
person’s intelligence. Here, we use the popular one parameter logistic model (or 1-PL)
[4] for discussing the calibration of difficulty degree. Calibration based on other models
such as 2-PL or 3-PL could be done in a similar way.

In question calibration, user responses (i.e. rij ) are used as the observed data. We
need to estimate the values of the model parameters βi, i = 1..n and θj , j = 1..N such

u1 u2 … uj … uN

q1 r11 r12 … r1j … r1N r1. = s1

q2 r21 r22 … r2j … r2. = s2

… … … … … … … …

qi ri1 ri2 … rij … riN ri. = si

… … … … … … … …

qn rn1 rn2 … rnj … rnN rn. = sn

r.1 = t1 r.2 = t2 … r.j = tj … r.N = tN

Q
ue

st
io

ns

Users

Fig. 2. Response Data Matrix
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that these parameters maximize the probability of the observed data. Here, we follow the
traditional approach for question calibration by using Maximum Likelihood Estimation
(MLE), in which the model parameters βi, i = 1..n and θj , j = 1..N are considered as
constants. The 1-PL model has an advantage that the estimation of question difficulty
parameters does not require the estimation of user ability parameters.

The mathematical representation of the 1-PL model is based on a 2-dimensional
data matrix obtained by the response information on the set of N users with the set of n
question items. Figure 2 shows the response data matrix. The responses to the question
are dichotomously scored, i.e. rij = 0 or 1, where i = 1..n is the question index and
j = 1..N is the user index. For each user, there will be a column vector (rij) of item
response of length n. Recall that Rij = [rij ]

n×N denotes the response matrix. The
vector of column marginal totals (r.j) contains the total responses tj of the user. The
vector of row marginal totals (ri.) contains the total responses si of the question item.

The probability of a correct/incorrect response in the 1-PL model is given as:

P (rij |θj , βi) =
erij(θj−βi)

1 + e(θj−βi)

Under the assumption that item responses are stochastically independent, the probabil-
ity of user uj yielding item response vector (rij) for the n questions is:

P ((rij)|θj , (βi)) =
n∏

i=1

P (rij |θj , βi) =
n∏

i=1

exp[rij(θj − βi)]

1 + e(θj−βi)
=

exp(tjθj −
∑n

i=1 rijβi))∏n
i=1 1 + e(θj−βi)

It is necessary to find the probability of a given user’s total responses tj . A user of
ability θj can obtain a given user’s total responses tj in

(
n
tj

)
different ways and the sum

of probabilities of the individual ways is the probability that r.j = tj . Thus,

P (r.j = tj |θj , (βi)) =
tj∑

(rij)

P ((rij)|θj , (βi)) =
etjθjγtj∏n

i=1 1 + e(θj−βi)

where
∑tj

(rij)
represents the sum of all group combinations of {rij}, i = 1..n such

that
∑
rij = tj , and γtj is the elementary symmetric function under the logarithmic

transformation of the parameters:

γtj =

tj∑
(rij)

exp(−
n∑

i=1

rijβi)) = γ(tj ;β1, β2, .., βn)

Let d(θj) =
∏n

i=1 1 + e(θj−βi). The probability of user uj having the total responses
tj is:

P (r.j = tj |θj , (βi)) =
etjθjγtj
d(θj)

Then, the conditional probability of the item response vector (rij), given that user uj
has the total responses tj , is:

P ((rij)|r.j = tj) =
P ((rij)|θj , (βi))

P (r.j = tj |θj , (βi))
=

exp(tjθj−
∑n

i=1 rijβi))

d(θj)

e
tjθj γtj
d(θj)

=
exp(−

∑n
i=1 rijβi))

γ(tj ;β1, β2, .., βn)
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Note that tj is used in place of the user’s ability parameter θj . Hence, this probability
is not a function of the user’s ability level. Thus, the probability of the item response
vector is conditional on the total responses and the set of item parameters (βi). If N
users have responded to the set of items and the responses from different users are
assumed to be independent, then the conditional probability distribution of the matrix
of item responses, given the values of raw responses t1, t2,..,tN of the N users, is:

P ([rij ]|t1, t2, .., tN , β1, β2, .., βn) =
exp(−

∑N
j=1

∑n
i=1 rijβi))∏N

j=1 γ(tj;β1, β2, .., βn)

The derived equation can be used as the likelihood function for the estimation of the
item parameters β2, .., βn. Here, we take advantage of the fact that the possible values
of the total responses tj , j = 1..N are usually less than the number of users possessing
these responses. As a result, the denominator of the equation can be rewritten as:

N∏
j=1

γ(tj ;β1, β2, .., βn) =
n∏

r=0

[γ(tj ;β1, β2, .., βn)]
fr

where fr is the number of users having the total responses t. Let si =
∑N

j=1 rij be the
item response and β ≡ (βi) = (β1, β2, .., βn), the likelihood function is:

l =
exp(−

∑n
i=1 siβi))∏n

r=0[γ(t;β)]
fr

The log likelihood is used to obtain the maximum of the likelihood function:

L = log l = −
n∑

i=1

siβi −
n−1∑
t=1

ft log γ(t, β)

To obtain the maximum of the log likelihood estimates, it is necessary to take first
order derivatives ∂L

∂βh
of the log likelihood function with respect to different parameters

βh, h = 1..n. Note that these first derivative values are zeros at maximum point. Hence,
there are n of these equations, which need to be solved simultaneously for the estimation
of βh. Here, as n is large, these n equations can be solved approximately and iteratively
by the Newton-Raphson method. To use the Newton-Raphson method, the n2 second-
order derivativesLhk = ∂2L

∂h∂k of the log-likelihood are also needed in order to establish
the iterative approximation equation for the estimation of question difficulty degrees:⎛⎜⎜⎜⎜⎝

β̂1
β̂2
...
β̂n

⎞⎟⎟⎟⎟⎠
p+1

=

⎛⎜⎜⎜⎜⎝
β̂1
β̂2
...
β̂n

⎞⎟⎟⎟⎟⎠
p

−

⎛⎜⎜⎜⎝
L11 L12 · · · L1n

L21 L22 · · · L2n

...
...

. . .
...

Ln1 Ln2 · · · Lnn

⎞⎟⎟⎟⎠
−1

p

×

⎛⎜⎜⎜⎜⎝
L̂1

L̂2

...
L̂n

⎞⎟⎟⎟⎟⎠
p

Algorithm 1 gives the Newton-Raphson method, which solves the conditional estimates
of the item difficulty parameters.
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Algorithm 1. Newton Raphson for Question Calibration
Input: Rij = [rij ] - response information matrix; t = {t1, t2, .., tN} - column total

responses; s = {s1, s2, .., sn} - row total responses
Output: β̂1, β̂2, .., β̂n - question difficulty parameters
begin

1 Estimate initial item difficulty parameters: β̂i
(0)

= log(N−si
si

)−
∑n

i=1 log(
N−si

si
)

n
;

2 repeat
3 Use the current set of parameters β̂i, evaluate the symmetric functions, γ(t, β),

γ(r − 1, β(h)), and γ(r − 2, β(h, k));
4 Use these values to evaluate the first and second derivatives of the log likelihood

function: L̂h, L̂hh, and L̂hk;
5 Solve the Newton-Raphson Equations iteratively to obtain improved estimates of

the n item difficulty parameters;

until the convergence criterion is satisfied:
∑n−1

i=1
(β̂i

(p+1)−β̂i
(p)

)2

n
< 0.001;

6 return β̂1, β̂2, .., β̂n;

3.4 Query Question Calibration

In the proposed approach, users can submit an input query on a question item and its
difficulty degree will be returned. In the warm-start scenario, i.e. if the question has
already existed in the dataset, its estimated difficulty degree will then be returned im-
mediately. Otherwise, in the cold-start scenario, in which there is no collaborative in-
formation available for the given users or items, the proposed approach will predict the
new question item’s response based on the question items, which are similar in content
with the new question item, the user has answered before. Intuitively, two questions
are considered to be similar if they have similar content-based knowledge component
features.

Let A ∈ R|Q|×m be the matrix of knowledge component attributes, where aik is
a 1 iff question item qi has the knowledge component feature k. There are totally m
different knowledge component features or attributes. To measure the content-based
similarity for new questions, we use the Jaccard Set Similarity [7] based on the set of
knowledge component features as follows:

wi,l = Jaccard(Ai, Al) =
|Ai ∩ Al|
|Ai ∪ Al|

where Ai and Al are rows of matrix A w.r.t the knowledge component attributes of
question items qi and ql.

After calculating the similarity, the remaining steps are similar to predicting the un-
known responses for existing questions in the dataset. Specifically, the top-K neigh-
borhood questions, denoted as K(qi), which are most similar to the cold-start question
qi are selected. Then, the difficulty degree βi is computed by aggregating the weighted
average of the difficulty degrees on the top-K nearest neighbors weighted by their sim-
ilarities as follows:
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β̂i =

∑
l∈K(qi)

βlwi,l∑
l∈K(qi)

|wi,l|

4 Performance Evaluation

Two datasets, namely Algebra 2008-2009 and Bridge-to-Algebra 2008-2009, obtained
from the Knowledge Discovery and Data Mining (KDD) Challenge Cup 2011 [1] are
used for performance evaluation. In the experiments, we split each dataset further to
form 3 test sets. Test set 1 contains questions whose number of user responses is less
than 200. For the remaining questions in each dataset, 100 questions are randomly se-
lected to form test set 2. This test set will be used for evaluating the Query Question
Calibration process for cold-start question calibration. The other questions will then be
used to form test set 3. Table 3 gives a summary on the statistics of the two datasets. In
the experiments, test set 1 will be used for populating the data source. Test set 3 will
be used for testing both the Collaborative Filtering and Dataset Question Calibration
processes. To do this, we randomly hide 75% of the user response information in this
test set during the experiment for evaluation. Test set 2 will be used for Query Ques-
tion Calibration. The user response information are hidden in this test set during the
experiment for evaluation.

Table 3. Datasets

Datasets # Attributes # KC Features # Users # Questions # Test Sets Questions

Algebra
Test set 1 4400

23 8197 3310 5013 Test set 2 100
Test set 3 513

Bridge-to-Algebra
Test set 1 7400

21 7550 6043 8459 Test set 2 100
Test set 3 959

We evaluate the performance based on each process of the proposed CCF approach:
Collaborative Filtering, Dataset Question Calibration and Query Question Calibration.
The performance of the Collaborative Filtering process can be evaluated by comparing
the predictions with the actual user response information. The most commonly used
metric is Root Mean Squared Error (RMSE) [8] which is defined as:

RMSE =

√∑
{i,j}(r̂i,j − ri,j)2

N

where r̂i,j is the predicted responses for user uj on item qi, ri,j is the actual responses,
and N is the total number of responses in the test set. Similarly, we also use RMSE for
evaluating the performance of the Dataset Question Calibration process of the proposed
CCF approach and the Proportion Correct Method (PCM) [18] in comparison with the
ground truth IRT calibration.
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Figure 3 shows the performance results of the Collaborative Filtering process with
different parameter settings on similarity measures and neighborhood sizes based on
RMSE. In this experiment, we use the 3 different similarity measures: Cosine Similar-
ity, Adjusted Cosine Similarity, and Pearson Correlation Similarity. We also vary the
neighborhood size, ranging from 10 to 120 in an increment of 10. It can be observed
that the Pearson Correlation Similarity measure has achieved significantly lower RMSE
values and the performance has outperformed the two other measures. Moreover, we
also observe that the Collaborative Filtering process based on the Pearson Correlation
Similarity measure can achieve the best performance with the neighborhood size of
about 30. Hence, we have used the Pearson Correlation Similarity measure with the
neighborhood size of 30 for subsequent experiments.
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Fig. 3. Performance Results of the Collaborative Filtering Process based on RMSE

To evaluate the performance of the Dataset Question Calibration process, we com-
pare the performance of the proposed CCF approach with PCM and IRT. Figure 4(a)
shows the performance results of the Dataset Question Calibration process of CCF and
PCM based on RMSE. Note that IRT has achieved RMSE of 0. As can be seen, the
CCF approach has consistently outperformed PCM on the 2 datasets. It has shown that
the Collaborative Filtering process is effective to provide sufficient user response infor-
mation for enhancing the accuracy of the Dataset Question Calibration process. Mean-
while, PCM has achieved considerably lower performance because it calibrates question
difficulty with missing user response information.
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Fig. 4. Performance Results based on the RMSE of the 2 Question Calibration Processes
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To evaluate the performance of Query Question Calibration, we only evaluate the
performance of the CCF approach because both IRT and PCM cannot work with cold-
start new questions. Figure 4(b) gives the performance results of the Query Question
Calibration process. We observe that although the RMSE error is higher than that of
the dataset questions, it is still within an acceptable range. As other approaches are
unable to calibrate new questions, the calibrated question difficulty degrees are still
very useful. In addtion, the performance results have also shown that the knowledge
component features are effective to predict the difficulty similarity among questions.

Table 4. Performance Summary of the 3 Processes in the Proposed CCF Approach

RMSE
Algebra Bridge-to-Algebra

Collaborative Filtering 0.302 0.305
Dataset Question Calibration 0.57 0.512
Query Question Calibration 0.91 0.972

Table 4 summarizes the performance results of the 3 processes of the proposed CCF
approach. Based on the evalutation criteria of RMSE error [8], the Collaborative Fil-
tering process has achieved reliable predictions of unknown user responses. Moreover,
under the situation of missing user responses, the performance of the Dataset Question
Calibration process can be enhanced with predicted user responses by the Collabora-
tive Filtering process. In addition, although cold-start question calibration has achieved
about 40% higher RMSE error than that of the Dataset Question Calibration, the cali-
brated question difficulty degrees are still very useful to provide the initial estimation of
question difficulty, which can be refined further later when user response information
can be gathered more sufficiently.

5 Conclusion

In this paper, we have proposed an effective Content-based Collaborative Filtering
(CCF) approach for question difficulty calibration. The proposed CCF approach con-
sists of 3 main processes, namely Collaborative Filtering, Dataset Question Calibration
and Query Question Calibration. In this paper, the proposed CCF approach and its per-
formance evaluation have been presented. The proposed CCF approach has achieved
promising results and outperformed other techniques. For future work, we intend to
further enhance the runtime efficiency of the collaborative filtering and question cali-
bration processes in the proposed CCF approach.
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Abstract. In this paper, we present natural language opinion search by unifying 
discourse representation structures and the subjectivity of sentences to search 
for relevant opinionated documents. This technique differs from existing 
keyword-based opinion retrieval techniques which do not consider semantic 
relevance of opinionated documents at discourse level. We propose a simple 
message model that uses the attributes of the discourse representation structures 
and a list of opinion words. The model compute the relevance and opinionated 
scores of each sentence to a given query topic. We show that the message 
model is able to effectively identify which entity in a sentence is directly 
affected by the presence of opinion words. Thus, opinionated documents 
containing relevant topic discourse structures are retrieved based on the 
instances of opinion words that directly affect the key entities in relevant 
sentences. In terms of MAP, experimental results show that the technique 
retrieves opinionated documents with better results than the standard TREC 
Blog 08 best run, a non-proximity technique, and a state-of-the-art proximity-
based technique. 

Keywords:  Opinion Search, proximity, subjectivity, semantic, discourse, NLP. 

1 Introduction 

Retrieval of relevant and opinionated documents for a given query topic has been the 
focus of the research community on opinion search [1]. However, the problem with 
these techniques is their inability to retrieve opinionated documents in context. Opinion 
in context means that the retrieved opinionated documents contain sentences that are 
relevant to the discourse in a query topic. The sentences must also contain opinion 
words that “directly affect” the key entities in the discourse (i.e. word-word dependency 
between opinion words and key entities). The “key entities” in a given query are the key 
words that are usually the subjects of discourse. We will explain this concept as we 
proceed. 

The opinion retrieval task mostly follows a two step approach. In the first step, 
traditional Information Retrieval (IR) technique (e.g. BM25 [2]) is used to retrieve 
documents according to their relevance to the query topic. In the second step, relevant 
documents are re-ranked according to their opinion scores. We focus on one additional 
step, and a major challenge that has been largely ignored in the opinion search task. We 
are aware that opinionated documents can be detected by the ordinary “presence” or 
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“proximity” of opinion words to query words in a document. However, whether such 
opinion words appear in context or directly affect the key entities specified in the user’s 
query remains unsolved.  

 

Fig. 1. Distribution of opinion and query words in a sample document retrieved by a baseline 
technique 

The impact of this problem is that, large scale opinion search for commercial 
implementations (e.g. opinion analytics) can be largely biased. This may be due to 
unwanted opinions from the retrieved documents. Figure 1 above shows the distribution 
of opinion words and query words (in terms of positions) in a sample relevant 
document. The document was retrieved by a state-of-the-art opinion search technique. 
The idea is to show that using existing techniques, query words are often not directly 
affected by opinion words in the retrieved documents. The only position where a query 
word seems to directly affect an opinion word is labeled “A” in the graph. At other 
positions of the document, query words and opinion words either exists at different 
sentences or at a longer proximity. It cannot be over emphasized that the use of opinion 
words occurring at “varying” proximity to “any” of the query words may not be 
sufficient to determine the opinion relevance of documents. We show that there are two 
possibilities for determining opinionated sentences:  

1. One or more opinion words occur at certain proximity to “any” of the query 
words. For example, a proximity threshold can be specified at which “any” 
opinion word may be positioned to “any” of the query words [3-4]. 

2. One or more opinion words directly affect the “key entities” in a sentence that is 
relevant to the query topic. For example, if the sentence “The tall girl bought a 
beautiful iPad” is relevant to a query topic, then the word “girl” and “iPad” are 
the two major entities in the sentence. The opinion words “tall” and “beautiful” 
directly affect the entities rather than being positioned at proximity window at 
which they may not necessarily affect the entities. Again, consider for example, 
the following adjacent sentences: “The girl bought an iPad. What a good 
opportunity?” Assuming the words “girl” and “iPad” appeared in the given 
query, and if we consider condition (1) above, it is more likely that the opinion 
word “good” would wrongly describe the entity “iPad”. 
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In this work, our aim is to see how much improvement can be achieved by introducing 
condition (2) above. In order to successfully implement this idea, we propose a simple 
message model that is based on Discourse Representation Structures (DRS) of each 
sentence. The message model adopts the traditional sender to receiver concept. Between 
the sender and the receiver are other attributes of the message model which are derived 
from the DRS. The sender and the receiver attributes represent the key entities in a 
sentence which must be directly affected by the opinion words. A popular list of 
subjective adjectives is used as opinion words that must affect the entities. We 
summarize our contributions as follows: 

• We present a novel semantic-rich natural language opinion search model that is 
based on DRS of sentences. 

• We study the improvement made by considering opinion words which directly 
affect the key entities in sentences.  

Our model has been evaluated against the TREC 2008 best run, a non-proximity 
technique, and a state-of-the-art proximity-based technique. Our results show better 
improvements over all the baselines.  

For the rest of this paper, we discuss related work and their limitations in section 2. 
In section 3, we describe natural language search as applicable to the techniques to be 
used in our model. In section 4, we present our message model. In section 5, we discuss 
experiments and results. Finally, section 6 draws conclusions on our work. 

2 Related Work 

Early research works treated opinion retrieval as text classification (TC) problem 
thereby using Machine Leaning (ML) approach to classify text in documents that 
contain opinions. The TC technique enables the introduction of both traditional 
supervised and unsupervised ML techniques with reasonable efficiencies recorded in 
most research works [5]. A problem with TC technique is the identification of 
subjective sentences according to the domain for the purpose of training the 
classifiers. This is still an active area of research. For example, in the iPhone domain, 
a subjective sentence can read “The iphone lacks some basic features”, whereas in 
the movie domain, a subjective sentence can read “The movie is not so interesting”. If 
a classifier is trained on the iphone domain, such classifiers would have low 
performance on movie domain as movies cannot lack basic features. Thus training 
classifiers to retrieve opinions has been particularly successful for domain specific 
corpus such as Amazon product reviews [6], but opinion retrieval from multiple 
domains such as blogs  is still challenging.  

The lexicon-based approach was introduced with the aim that it can compensate for 
the inefficiencies of the TC techniques. Some research works have combined both 
lexicon-based and TC techniques for effective opinion search [7]. However, the 
presence of ambiguous sentences in documents that contain opinion has been one of 
the limitations of the lexicon-based approach. It is often challenging to understand the 
orientation of ambiguous words or to determine whether the words contain opinion or 
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not. For example, there is limited success in retrieving opinion from phrases of 
inverted polarities, irony, idioms, and metaphor [8].  

Probabilistic approaches have also been used to retrieve and rank opinions from 
documents by using statistical inferences. The idea is to automatically detect large 
collection of documents that contain opinions without any learning technique. Some 
probabilistic techniques have used proximity between query words and opinion words 
[3-4]. However, we believe some opinion words in proximity to any of the query 
words may be independent of the query words. Thus the possibility of the opinion 
words affecting other topics other than the query topic is high. It is better to identify 
words proximity in the semantic context at which opinionated information has been 
requested and not by the ordinary presence of query or opinion words.  

With all the approaches discussed above, study has shown that it is still difficult to 
significantly outperform the standard TREC baselines [1]. We believe that the nature 
of problems that come with opinion retrieval tasks require a semantic-rich approach to 
detect opinion. In this paper, we will still follow the TREC opinion search definition 
that combines relevant score with the opinion score. The only difference is how we 
search for relevance and how we generate opinion scores for the relevant documents. 
Our technique is also proximity-based opinion search. However, we redefine 
proximity as one or more opinion words which “directly affect” the key entities in a 
given sentence.  

3 Natural Language Search 

Natural language search is seldom performed in opinion retrieval. One of the issues 
that prevent Natural Language Processing (NLP) techniques to be used in information 
retrieval is speed. Most NLP techniques (e.g. syntactic parsing and discourse 
representation structures) are rather slow to be realistically used for large datasets in 
IR community. However, in this work, we show that using NLP technique for large 
IR tasks such as opinion search is achievable within reasonable time and gives 
significant improvement over non-NLP techniques. We do not intend to perform real-
time NLP while performing the search as most of the required NLP tasks can be 
performed offline. Nevertheless, we believe real-time NLP search is achievable with 
high performance computing. Considering the performance analysis in terms of speed 
and efficiency for our offline processes, the computational efficiency required would 
be negligible when combined with real-time search on high performance computing. 
For example, we performed the syntactic and semantic parse processes on a 2.66 GHz 
Intel Core 2 Duo CPU with 4 GB of RAM. The CPU time for a complete parse 
process for each blog document was 5 seconds on average. Thus for the purpose of 
this study, we will divide our NLP technique into two stages. First is the offline pre-
processing of documents in order to make them ready for real-time NLP search by our 
model. The process involves pre-processing of documents and indexing for effective 
topic relevant search. It also involves certain syntactic and semantic processes for 
topic relevant documents. Second is the online opinion search process that is based on 
our proposed message model. This involves semantic search of subjective documents. 



376 S.O. Orimaye, S.M. Alhashmi, and E.-G. Siew 

3.1 Syntactic Processing 

Our interest in sentence-level natural language opinion search motivates the need for 
syntactic processing. We believe opinionated information is better shown in each 
relevant sentence than its adjacent as each sentence contains specific topic discourse 
structure. Such structure is likely to show how certain key entities are affected by one 
or more opinion words. Thus, an important process in our technique is to derive the 
DRS of sentences in each document. For this purpose, a syntactic parser is required 
since syntax is a preliminary to semantics. 

We use a full syntactic parser named Categorial Combinatory Grammar (CCG) [9]. 
We are motivated by its relatively straightforward way of providing compositional 
semantics for the intending grammar by providing completely transparent interface 
between syntax and semantics [10]. However, we do not intend to discuss deep 
grammatical transformation of natural language sentences with CCG. This is beyond 
the scope of this paper as it has been discoursed in detail in existing literatures [10,9].  
We use a log-linear CCG parsing model by Clark and Curran [10], supported by the 
result of their study that highly efficient parsing and large-scale processing is possible 
with linguistically motivated grammar such as CCG [11]. CCG has the advantage to 
recover long-range dependencies in natural language sentences with better accuracy. 
In terms of speed, the study in [10] shows that the syntactic parser has a parsing speed 
of 1.9 minutes on section 23 of the Wall Street Journal (WSJ) Penn Treebank, 
compared to 45 minutes by Collins parser, 28 minutes by Charniak parser, and 11 
minutes by Sagae parser. The resulting CCG output parse tree for each sentence is the 
syntactic structure from which the required DRS will be derived. 

3.2 Discourse Representation Structures 

DRS is derived from Discourse Representation Theory (DRT) for the semantic 
analysis of natural language sentences [12]. It shows the representation of sentences 
using semantic and thematic roles [13]. This enables natural language applications to 
easily identify meaning and topic of sentences.  The DRS has wide range of benefits 
for semantic representation with acceptable accuracy [13]. For example, appropriate 
predicate argument structures involving complex control or coordination of short and 
long-range sentences can be derived by DRS. Other benefits include better 
computation of conditionals and negations in sentences, better analysis of time 
expressions, and analysis of complex lexical phrases.  

In our case, its main purpose is to identify key entities in discourse. Given any 
sentence, DRS differentiate the “participants of an event” by their semantic roles. For 
each sentence, we make the “participants of an event” to be “the key entities”. Thus, 
we are interested in how opinion words within a sentence (if any) affect the entities in 
the discourse. 

The understanding of the standard translation of natural language sentences to their 
respective DRS is beyond the scope of this paper. A detail discussion on the  
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standard translation is provided in [13]. For the purpose of our study, we use the 
Boxer1 software component for semantic analysis of syntactic structures to produce 
DRS [13].  

3.3 Semantic Processing 

The DRS output from the Boxer contains semantic roles or “attributes” that describe 
words in the discourse structure. In this work, we will use the term “attributes” to 
represents the “semantic roles” of the words in the discourse structure. Standard 
semantic roles are discussed in VerbNet [14], these include patient, theme, topic, and 
event. Our aim is to use these standard semantic roles to represent “attributes” from 
which the “key entities” can be derived for our message model. For example, the 
“topic” semantic role directly correlates and can be used to represent the “subject” 
attribute for our message model. We believe that words (entities) that are contained in 
the “subject” attribute describe what the sentence (message) is about. The idea is, by 
using the traditional sender to receiver concept, every sentence can be seen as a 
“message” sent by a “sender” (the initiating object) to a “receiver” (the target or 
subject of focus). The semantic roles adopted from the DRS include, named, topic, 
theme, event, and patient, respectively. We will discourse our message model and 
how the attributes derived from the semantic roles of the DRS can be used to compute 
relevance and subjectivity.  

4 The Message Model 

As mentioned earlier, the message model is based on the traditional sender to receiver 
concept. We believe every sentence conveys a message which is why our interest is to 
model every sentence as a message. The idea is that every “message” conveyed must 
have an “intention” and/or “opinion” on one or more entities. The DRS upon which 
the message model is built enables us to study the discourse-level relations between 
the key entities and their corresponding intentions or opinions. Thus, at discourse-
level, it is straightforward to model the relevance of a sentence to a query topic based 
on the “intention” and then model the subjectivity of the sentence based on the 
“opinion” words, if any. However, it is more likely, that a sentence will have an 
intention than to have an opinion. In that case, the sentence is factual. This means the 
sentence is not subjective. Our interest is to retrieve documents that contain 
reasonable relevant and subjective sentences. Thus, both “intention” and “opinion” 
must be present in an opinion relevant sentence. More importantly, the intention must 
correlates with that of the query topic and the opinion must directly affect the key 
entities in the sentence. It is also possible for the opinion word to “indirectly” affect 
the key entities. This is somewhat challenging without enhanced coreferencing 
technique. We will only focus on opinion words that “directly affect” the key entities. 
We will now define the attributes used in our model. 

                                                           
1 http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer 



378 S.O. Orimaye, S.M. Alhashmi, and E.-G. Siew 

4.1  Definition of Model Attributes 

Sender: The sender  is the set of key words which act as the “initiating objects” of 
the discourse. The words are mostly noun or named objects. For example, in the 
sentence “this team is managed by the great Declan Ryan from Clonoulty – just down 
the road from Ardmayle”, the “Sender” attribute consist of the words Declan, Ryan, 
Clonoulty, and Ardmayle. We adopt the named semantic role from the DRS output to 
represent the “Sender” attribute as it empirically shows named entities which are most 
likely to be affected by opinion words.  

Subject: The subject  is the set of key words which act as the “focus” of the 
discourse. Usually, this category of words can be used to summarize what a sentence 
is all about. For example, in the sentence “everyone felt that Limericks hunger might 
prove decisive”, the “Subject” attribute contains the word feel (felt) as it explains the 
topical focus of the sentence. We adopt the topic and/or theme semantic roles from the 
DRS output to represent the “Subject” attributes. The idea is that both topic and theme 
empirically show the focus of the discourse. 

Receiver: The receiver  is the set of key words which act as the “subject of 
emphasis” in the discourse. Unlike the “Sender” attribute, these set of words may not 
necessarily contain only noun or named objects. It may also contain other words 
which have specific emphasis in the discourse. For example, in the sentence “this 
team is managed by the great Declan Ryan from Clonoulty – just down the road from 
Ardmayle”, the “Receiver” attribute contains the words just and team. Both words 
received emphasis in the discourse. For example, describing the team from Clonoulty 
and the location of the team (just down the road). We adopt the patient semantic role 
from the DRS output to represent the “Receiver” attribute as it empirically shows the 
subject of emphasis in the discourse. 

Intention: The intention  is the set of words that can collectively show the 
relevance of a sentence in terms of meaning. Such words contain predicates and the 
modifiers used in a sentence. The idea is to ensure that a “discourse relationship” 
exists between the given query topic and a given sentence. We believe that a sentence 
is more likely to have the same “intention” with the query topic provided the sentence 
and the query topic consist of one or more words from the subject (topic), sender 
(named objects), and receiver (subject of emphasis) attributes. Such that  .  

Key Entities: The key entities  is the union of the set sender attribute and the set 
receiver attribute such that   . The idea is that both sender and receiver 
attributes act as the significant entities in the discourse. Thus, it is more likely that 
expression of feeling (opinion) would tend towards such entities in a given sentence. 
This is applicable to the opinion word “great” in the phrase “the great Declan Ryan” 
from the earlier example sentence. 

4.2 Opinion Relevance Language Model 

To compute the opinion relevance score of a document we use the language model 
approach [15], which is prominent in IR tasks. Motivated by our intention/opinion 
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concept, we compute the opinion relevance of a sentence using the probability that 
the given sentence contains an “intention” that correlates with that of the query topic 
and also contains one or more opinion words that directly affect the “key entities”. Let 
S be a sentence and let  and  be the query “intention” and a set of “key entities” 
affected by one or more opinion words in the given sentence, respectively. 

  , |   |                                           (1) 

where ,  is the opinion relevance score of a given sentence given a query 
topic, |   is the opinion likelihood of the sentence assuming entities are affected 
by one or more opinion words, and  is the prior relevance belief that the sentence 
is relevant to the query.  

4.3 Prior Relevance Belief 

We estimate prior relevance belief as the relevance of each sentence to the query 
topic. We assume that if a sentence is relevant to the query topic, most likely the 
sentence and the query share some words within the sender, receiver, and the subject 
attributes. Thus we use a popular relevance language model proposed by Lavrenko 
and Croft [16] to estimate this prior relevance belief about the sentence using the 
three attributes. The relevance model has shown substantial performance for 
effectively estimating the probabilities of words in relevant class using query alone 
[17]. Thus we estimate |    in terms of joint probability of observing word 
vector  together with vector from intention . Thus, we can make a pairwise 
independent assumption that  and terms  from  are sampled independently 
and identically to each other. We compute the relevance score as follows: 

  |                                                  2  

where  is a unigram distribution from which  and  are sampled independently 
and identically,  is a universal set of unigram distributions according to [16]. 

4.4 The Opinion Likelihood 

In this section we will discuss how we use the attributes defined earlier to estimate the 
likelihood that a sentence generate an opinion on the key entities given in the query 
topic. First, we use the presence of opinion words in a sentence as the probability that 
a sentence is likely to be subjective if one or more opinion words exist in the 
sentence. A list of subjective adjectives is used as opinion words. The list is derived 
from a lexicon of 8000 subjective clues provided by Wilson et al [18]. The lexicon 
has shown to be effective in most opinion and sentiment retrieval techniques. We then 
estimate opinion affect ,  for opinion words w which occur at positions i and 
directly affect the key entities at other positions j in the sentence. 

Let ,  be the proximity distance for an opinion word w from a position i 
(i.e.  ) to a key entity position j (i.e. ). A straightforward way to compute opinion 
affect ,  is to set a fixed proximity threshold between i and j. However, using the 
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proximity threshold alone did not give us optimal performance because of the varying 
short and long-range grammatical dependencies in sentences. For example, if we set 
the proximity threshold to 1, sentence such as “that iPad is somewhat intelligent” will 
be often ignored for the query topic “is iPad really intelligent?”. Thus, our aim is to 
better estimate , .  

Given    Key Entities , ,  is a discounting factor  which shows 
an opinion word position i that directly affects a key entity at position j. Thus, there 
are two possibilities to estimate a favorable , that is, whether i directly affect j. 
First, i can directly affect j if i and j directly co-occur as in “intelligent iPad”. Second, 
i can directly affect j if both i and j are in the same phrase or clause as in “iPad is 
somewhat intelligent”. Using the first possibility, it is straight forward to 
compute ,  since the entropy between i and j would be minimum, since i directly 
co-occur with j. However, it is more challenging if i and j occur as part of a phrase or 
a clause as shown in the earlier example. To solve this problem, we use the presence 
of the predicates and the modifiers between i and j to measure the dependency 
between i and j (i.e. how i affects j). This can also be termed word-word dependency 
observed in predicate-argument structures. Thus, we estimate ,  as the set 
of words between positions i and j. We then find the intersection between the 
intention attribute  (defined above) and , . The idea is that words between 
i and j are likely to exist as elements in  since  contains the predicates and the 
modifiers in the sentence. Thus, if i directly affect j, a predicate or a modifier must 
exist between them. 

Intuitively, if  ,   is about a close relationship between i and j, then 
the language model is usually characterized by large probability. On the other hand, if  ,  is not about a close relationship between i and j (e.g. no predicates 
and/or modifiers), then the language model would be characterized by small 
probability. Thus, we can compute the opinion likelihood as follows: |                                                         3  

where |  is the opinion likelihood score,  is the number of 
predicates and modifiers found in , ,  is the number of words in , , and  is the number of ,  pairs in S. If  is equal to 0, this means  
co-occur with , thus we set |  to the maximum probability of 1. If  
is equal to 0, this means  does not affect , thus we set  to 0.01 to avoid 
zero probability problem. 

4.5 Opinion Relevance Score 

We stated earlier that opinion search or retrieval is a two-step process. First, 
document must be relevant to the query topic given in natural language, and then the 
document must contain favorable opinion. Thus, we now define a ranking function 
that combines the prior relevance belief estimated in equation 2, with the opinion 
likelihood score estimated in equation 3. 
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,  | ,                                                                  , 1 ,                                                 4   
where ,  is the opinion relevance score for each sentence S, ,  
is the absolute ranking score for each document, and  is the number of sentences in 
the document. 

5 Experiment and Results 

5.1 Experiment Setup 

We evaluate our model against the TREC Blog 08 best run, a proximity-based 
technique [4], and a non-proximity technique [20]. We extracted TREC Blog08 
documents by developing a heuristic rule-based algorithm (BlogTEX)2 to retrieve 
blog documents from the dataset. BlogTEX retrieves only English blog documents 
and ignores documents written in foreign languages by using the occurrences of 
English function words. All markup tags and special formatting such as scripts, 
element attributes, comment lines, and META description tags are also removed by 
BlogTEX. An empirical frequency threshold is set for the number of English function 
words that must be found within each blog document. Blog documents that have less 
than the frequency threshold are considered non-English and discarded. For the 
purpose of this work, we set the threshold to 15 as it indeed gave appropriate English 
blogs compared to a lower threshold. BlogTEX also contains a highly optimized 
sentence boundary detection module which is based on LingPipe3 Sentence Model. 
Upon extracting the English blog documents, the sentence boundary detection module 
is used to tokenize sentences and correctly identify boundaries (e.g. “.”, “?”, “!”) in 
each document. The idea is to prepare each sentence for syntactic parsing since our 
model is based on sentence-level opinion search. BlogTEX is seen to have better 
empirical performance on TREC Blog 08 dataset compared to [19], which is why we 
make it available free for research purposes. 

We index the retrieved blog documents using Lucene4. Lucene is a free Java 
search Application Programming Interface (API) with highly optimized indexing 
technique. We extracted the title and description fields of 50 TREC 2008 query topics 
(TREC 1001-1050) without stemming and stop words removal. The query topics are 
then used to retrieve topic-relevant documents. We use the popular re-ranking 
technique by retrieving top 1000 topic-relevant documents from the Lucene index 
using BM25 popular topic-relevance ranking model. Empirical parameters k=1.2 and 
b=0.75 are used for BM25 as they have been reported to give acceptable retrieval 
results [2]. We then re-rank the 1000 documents using our model. 

                                                           
2 http://sourceforge.net/projects/blogtex 
3 http://alias-i.com/lingpipe/demos/tutorial/ 
  sentences/read-me.html 
4 http://lucene.apache.org/java/docs/index.html 
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Since we are interested in searching opinion based on discourse, we transform 
each topic relevant document into its equivalent DRS format which was purposely 
designed for our message model. This process has two stages as discoursed in 
sections 3.1 and 3.2. First, sentences  are transformed to their equivalent syntactic 
parse trees using the log-linear CCG parsing model [11]. Second, the syntactic output 
parse trees are fed into the Boxer5 component in order to derive the equivalent DRS of 
sentences. We then use the output DRS of sentences to create a message model text 
file format for each document. The file format simply contains the transformation of 
sentences to their equivalent attributes-word tags (e.g. {Sender: Ryan} {Subject: 
Dolphin} {Receiver: Dolphin_water}). The log-linear CCG is available as part of the 
popular C&C tools6. As mentioned earlier, the parsing process was done on a 2.66 
GHz Intel Core 2 Duo CPU with 4 GB of RAM. The CPU time for a complete 
transformation process (i.e. syntactic, DRS, and message model file format) for each 
blog document was 5 seconds on average. Note that this performance may vary on a 
different hardware other than what we have used for our experiments.  

We transform each query topic as described in the process above. We then use our 
model to compute opinion relevance between each query topic and each document. 
As mentioned earlier, for detecting opinion in each sentence, we use a list of 8000 
subjective adjectives from the lexicon of subjective clues provided by Wilson et al 
[18]. The lexicon has shown to be effective in most opinion and sentiment retrieval 
techniques.  

The evaluation metrics used are based on Mean Average Precision (MAP), R-
Precision (R-prec), and Precision at ten (P@10). More than 50% of the TREC 2008 
query topics received better improvement in terms of MAP. We also perform 
evaluation based on negative KL-divergence by comparing the entropy between our 
message model and a non-proximity technique. The idea is to observe the best 
approximation model that has minimum cut in terms of entropy by simply measuring 
the uncertainty of query and opinion words shared by a given collection of blog 
documents.  

5.2 Performance on TREC Query Set  

We now show the evaluation of our model in terms of opinion search on the TREC 
2008 query topics. In Table 1 below, * indicates better improvements. The results 
show that the proposed model has improvements over all the selected baselines.  

Table 1. Results comparisons with the selected baselines 

Model MAP R-Prec P@10 
Message Model 0.5857 * 0.6615 * 0.8982  
TREC 08 best run 0.5610 0.6140 0.8980 
Proximity-Based [4] 0.4043 0.4389 0.6660 
Non-proximity [20] 0.3937 0.4231 0.6273 

                                                           
5 http://svn.ask.it.usyd.edu.au/trac/candc/wiki/boxer 
6 http://svn.ask.it.usyd.edu.au/trac/candc/wiki 
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However, we recorded low performance for query topics with one or two entities. 
For example, topic 1050 “What are peoples' opinions of George Clooney?” 
performed poorly. We observed that “George Clooney” appears as the only key entity 
in the query topic. Therefore, the opinion relevance score is only limited to the 
distribution of the word “George” or “Clooney” that is favorably affected by one or 
more opinion words in the documents. The improvements over the non-proximity 
method also show that proximity-based methods are likely to retrieves better opinion 
relevant results that favors the key entities in a given query topic. The improvement 
over the TREC best run is significant and suggests the need for deep NLP opinion 
search. 

5.3 Clarity of Opinion Proximity 

To further demonstrate the effectiveness of our model, we measured the negative KL-
divergence between the non-proximity technique and our message model. The 
purpose is to show significant relevance clarity between the opinion proximity 
distributions within the documents retrieved by our proximity-based model over a 
non-proximity model. 

The negative KL-divergence method uses an information-theoretic approach that 
measures the distance between two distributions. A minimized negative KL-
divergence indicates improved performance. We plot the graph of the measured 
negative KL-divergence as a function of the number of top-ranked blog documents, 
first from an “ideal” relevant document, and then from the retrieved documents by our 
model and the non-proximity method. For the “ideal” model, we selected a query 
topic and then manually labeled 20 opinion relevant blogs to represent the results of 
an ideal model. We then use our model and the non-proximity method to retrieve 
another 20 opinion relevant documents, respectively. The number of documents was 
limited to 20 because we are interested in showing the clarity of opinion distribution 
around the key entities at affordable browsing level. 

If |  and |  are the estimated query topic and document distributions 
respectively (assuming |  has a linearly smoothed distribution). The topic 
relevance of document D with respect to query Q can be measured as the negative 
KL-divergence between the two models. However, since we are not only interested 
in the relevance but the opinion relevance as well, we assume each term in 
document D directly affect or co-occur with an opinion word. Thus we modified |  to |  for calculating the negative KL-divergence of each document 
as follows: | log |    | log |                                 5   

where |  is the newly estimated proximity distribution by using the 
occurrence of a query relevant term  that is favorably affected by an opinion word . 
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Fig. 2. Negative KL-divergence between our proximity-based model and a non-proximity 
technique 

Figure 2 shows the clarity of opinion word distribution around the key entities for 
the two models on 20 retrieved documents. We observed more pronounced entropy 
for our model. However, out of the 20 documents, we could only observe around 7 
documents which are likely to have similar proximity distributions. Since our model 
has more pronounced entropy, we reiterate that a proximity-based opinion search is 
likely to have better performance than a non-proximity search.  

6 Conclusion and Future Work 

We proposed natural language opinion search by using deep syntactic and semantic 
processes. We proposed a proximity-based model that focused on how opinion words 
in a document affect the key entities of a given natural language query. We evaluated 
non-proximity and proximity-based methods and show that the latter retrieves better 
opinion relevant documents that favor the key entities of a query topic. We evaluated 
our model on the TREC Blog 08 dataset. We observed improvements on all the 
selected baselines which include TREC Blog 08 best run, a state-of-the-art proximity-
based technique, and a non-proximity method. Our study showed that syntactic and 
semantic-based opinion search using deep NLP techniques is achievable and helpful 
to retrieving better opinionated documents. 

In future, we will investigate dependencies between opinion words in adjacent 
sentences. For example, an opinion word in a sentence may affect a key entity in the 
previous or next sentence which may not necessarily contain any opinion word of its 
own. We will study the contributions of these dependencies towards improving the 
overall opinion relevant score for each document. 
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Abstract. In recent years, sentiment classification has been an appealing task for 
so many reasons. However, the subtle manner in which people write reviews 
has made achieving high accuracy more challenging. In this paper, we 
investigate the improvements on sentiment classification baselines using 
sentiment polarity shift in reviews. We focus on Amazon online reviews for 
different types of product. First, we use our newly-proposed Sentence Polarity 
Shift (SPS) algorithm on review documents, reducing the relative classification 
loss due to inconsistent sentiment polarities within reviews by an average of 
16% over a supervised sentiment classifier. Second, we build up on a popular 
supervised sentiment classification baseline by adding different features which 
provide better improvement over the original baseline. The improvement shown 
by this technique suggests modeling sentiment classification systems based on 
polarity shift combined with sentence and document-level features. 

Keywords:  Sentiment classification, sentence polarity shift, reviews. 

1 Introduction 

Sentiment classification has attracted quite a number of research works in the past 
decade. The most prominent of these works is perhaps [1] which employed supervised 
machine learning techniques to classify positive and negative sentiments in movie 
reviews. The significance of this work influenced the research community and created 
different research directions within the field of sentiment analysis. Practical benefits 
also emerged as a result of automatic recommendation of movies and products by using 
the sentiments expressed in the related reviews. While the number of reviews has 
continued to grow exponentially, and with users able to express sentiments in a more 
subtle manner, it is important to develop more effective sentiment classification 
algorithms that can intuitively understand sentiments amidst natural language 
ambiguities.  

The application of an effective sentiment classification system cannot be over-
emphasized. For example, www.socialmention.com provides a system that shows the 
sentiment summary on popular social network and news websites. The system is able to 
classify the sentiments expressed in the social network contents into positive, negative, 
and neutral categories. In the same manner, www.tweetfeel.com is a website that 
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classifies tweets from www.twitter.com into one of positive and negative categories to 
form an aggregate and succinct sentiment summary. However, the performances of 
sentiment classification systems differ by the challenges that follow them, such as 
domain specific styles of expressing sentiments. Sentiment classification on reviews, for 
example, has been a very challenging task over the last decade with movie reviews 
being the most challenging of all [1-2]. In addition to the subtle manner in which people 
write reviews, Pang, Lee, and Vaithyanathan [1], suggested “thwarted expectation” 
problem as a major factor. Thwarted expectation in this regard is synonymous to 
inconsistent or mixed sentiment patterns in review documents. Therefore, using random 
sentiment polarities or ordinary bag-of-words to classify reviews into positive or 
negative polarity, gives many false positives and false negatives. Consider the following 
sentences for example: 

(1) It's hard to imagine any director not being at least partially pleased with a film 
this good. 

(2) But for over an hour, city of angels is well worth the time. 
(3) I'm not saying the opening moments are bad, because they're pretty good. 

All the three sentences above express positive sentiments. However, the presence of 
negation words and negative adjectives such as not, but, hard, bad, and least probably 
led to wrong classification of the sentences to the negative category. Our study shows 
that negation words are often used at almost the same proportion in both positive and 
negative reviews. Many negative reviews (using number of stars) also contain many 
positive sentences and only express negative sentiments by using just few negative 
sentences. Consider the following positive-labeled review:  

“I bought myself one of these and used it minimally and was happy <POSITIVE> 
I am using my old 15 year old Oster < NEGATIVE> 
Also to my surprise it is doing a better job <POSITIVE> 
Just not as pretty <NEGATIVE> 
I have KA stand mixer, hand blender, food processors large and small… <OBJECTIVE>  
Will buy other KA but not this again <NEGATIVE>” 

In the above review, positive and negative sentiments were alternated in the earlier part 
but the review was concluded with negative sentiments. Thus, our proposed technique 
aims at reducing the error introduced into sentiment classification as a result of the 
problems highlighted above.  

We propose a simple sentence polarity shift (SPS) algorithm that extracts sentences 
with consistent sentiments in a review. A key step in SPS is the identification of 
sentences with consistent sentiment regardless of positive and/or negative polarities. We 
suggest three polarity shift patterns that show consistent improvement over the 
baselines. We then use the extracted consistent sentences for sentiment classification by 
adding some newly proposed sentence-level and document-level features to a popular 
sentiment classification baseline provided by Pang and Lee [3]. This forms a unified 
sentiment classification model for reviews. We use Amazon online reviews for three 
different product types: video, music, and kitchen appliances. We say that we are able 
to reduce an average of 16% classification losses for two popular document 
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classifiers, and achieve better improvement of 2% to 3%, and in some cases, equally 
good performance is achieved with the baseline technique. 

For the rest of this paper, we discuss related work in section 2. In section 3, we 
present the problem formulation for this work. In section 4, we describe our SPS 
algorithm. Section 5 discusses the formulation of sentence-level and document level 
features. We perform experiments with different features in section 6. Finally, we give 
discussion and future work in section 7. 

2 Related Work 

We briefly survey previous work on sentiment classification. The most related work 
to ours is perhaps Pang and Lee [3]. This work proposed using subjectivity 
summarization based on minimum cuts to classify sentiments in movie review. The 
intuition is to identify and extract subjective portions of the review document using 
minimum cuts in graphs. The approach takes into consideration, the proximity 
information via graph cuts of words to be classified. The identified subjective portions 
resulting from the graph cuts are then classified as either negative or positive polarity. 
This approach showed significant improvement from 82.8% to 86.4% on the 
subjective portion of the documents. It also reported that equally good performance is 
achieved when only 60% portion of a review document is used compared to an entire 
review. Thus, we introduce a step further by extracting subjective sentences with 
consistent sentiments and then discard other subjective sentences with inconsistent 
sentiment polarities that may contribute noise or reduce the performance of the 
sentiment classifier. What distinguish our work from [3], is the ability to identify the 
likely subjective sentences with explicit and consistent sentiment. Our study shows 
some subjective sentences may not necessarily express sentiments towards the subject 
matter (e.g., a movie) as show in this “positive-labeled” review: 

“1real life , however , consists of long stretches of boredom with a few dramatic 
moments and characters who stand around , think thoughts and do nothing , or come 
and go before events are resolved. 2Spielberg gives us a visually spicy and 
historically accurate real life story. 3You will like it.” 

Sentence 1 is a subjective sentence which does not contribute to the sentiment on the 
movie. Explicit sentiments are expressed in sentence 2 and 3. Discarding sentences 
such as 1 is likely to improve the accuracy of a sentiment classifier.  

Other work include Turney and Littman [4], which use unsupervised learning of 
semantic orientation to classify reviews based on the number of negative and positive 
phrases. They achieved an accuracy of 80% over an unlabeled corpus. Similarly, Pang 
and Lee [1], used supervised machine learning techniques to classify movie reviews 
using a number of unigram and bigram features. Their unigram model reported 
improved performance on human classified baseline. A detailed review of sentiment 
classification techniques on reviews is provided in [5].   

3 Problem Formulation 

In [1], Pang, Lee, and Vaithyanathan discussed several challenges that are likely to 
affect the performance of sentiment classifiers on reviews. A common challenge is 
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“thwarted expectation” as a result of “deliberate contrast to earlier discussion” such as 
shown in the example sentences discussed earlier. Thus, bag-of-words classifiers are 
likely to “misclassify” such review documents to an opposite sentiment polarity. The 
necessity for techniques which can help identify when the focus (topic) of a sentence 
is on the subject matter was suggested in [1]. Consequently, other off-topic sentences 
can be discarded. To our knowledge, detecting sentiment focus in sentences would 
require sophisticated “discourse analysis”. A cheaper alternative is to reduce 
inconsistent sentiments as much as possible, such that sentiment classifier can find a 
clear difference between the remaining consistent classes. Thus, we focus on reducing 
the inconsistent sentiments polarities in subjective sentences and then add certain 
newly proposed features that improve the performance of a sentiment classifier. 

4 Sentence Polarity Shift (SPS) 

Document-level sentiment classification of reviews is challenging and sometimes 
gives low accuracies as most contextual information may not be directly identified by 
using only bag-of-words.  In contrast, sentence-level information may better provide 
succinct summary of the overall sentiment expressed in each review. However, since 
sentiment per sentence in reviews is often inconsistent, a poorly modeled sentiment 
classifier may end up getting too many positive sentences for a negative-labeled 
review or too many negative sentences for a positive-labeled review. We may be able 
to improve sentiment classification by removing inconsistent sentiment polarities such 
as sentences which tend to shift away from prior subsequent and consistent sentiments 
as identified in our earlier example. We propose, as shown in Figure 1, to first employ 
some default techniques that have been proposed in a popular sentiment classification 
baseline. For example, using a subjectivity detector [3], which discards the objective 
sentences leaving only the subjective sentences. We then add another layer, sentence 
polarity shift, which identifies and extracts consistent sentiment polarity patterns from 
the default subjective sentences. Thus, subjective sentences with inconsistent 
sentiment polarities are discarded. We believe sentences with consistent polarity 
patterns should better represent the absolute sentiment of a review by providing a 
clear-cut between the polarity classes of the major consistent sentiments.  

 
Fig. 1. Sentiment Classification using sentence polarity shift and multiple sentiment features 

To our knowledge, previous work has not considered polarity shift patterns 
between sentences in reviews. Li et al [6], proposed in-sentence polarity shifting 
whereby the absolute polarity of a sentence is different from the sum of the polarity 
expressed by the content words in the sentence. For example, in the sentence “I am 
not disappointed”, the negative polarity of the word “disappointed” is different from 
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the actual positive polarity expressed by the complete sentence. In contrast, we aim to 
capture inter-sentence polarity shift patterns as illustrated above. We believe this can 
capture the absolute sentiment of a review unlike in-sentence polarity shifting which 
may rarely occur within a review. 

4.1 Polarity Shift Patterns 

A major challenge in our technique is how to capture consistent polarity shift patterns 
that are likely to improve the performance of a sentiment classifier. Since sentiment 
expression at sentence-level differs greatly among review writers, one could think of a 
number of possible patterns which are commonly used across different review 
domains. However, it is non-trivial to manually capture these patterns. For example, a 
writer may express sentiments in a zigzag format, such that positive sentiment is 
expressed in sentence 1 and then negative sentiment in sentence 2 and then continue 
to alternate the sentiment polarity in this manner until the last sentence. Conversely, a 
writer may express sentiment in a serialized manner such that sentence 1 to the last 
sentence express the same sentiment polarity.  

Considering these complexities, we adopt a hierarchical clustering technique to 
cluster review dataset according to the polarity shift patterns contained in each 
review. The dataset comprises of the three different review domains used in our 
experiment. We trained a language model sentence-level polarity classifier with equal 
number of positive and negative reviews. We then use the same dataset for testing 
(i.e. the training set) and classify each sentence in a review as either positive or 
negative. We depict positive sentence with 1 and negative sentence with 0 and then 
concatenate the values for all sentences in each review into a single string (e.g. 
#101001# for a six-sentence review). We then write the concatenated strings as the 
output containing the polarity shift patterns for each review in the dataset. We use 
levenshtein distance1 to compute the similarity between the string patterns in the 
dataset; this gives us a symmetric distance matrix from which we formed hierarchical 
clusters of reviews with similar polarity shift patterns. Figure 2 shows the different 
clustered outputs from our combined dataset. Our SPS algorithm considers the 
polarity shift patterns of the three largest clusters.  

 
Fig. 2. Dendrogram plot of the hierarchical clusters containing three different polarity shift 
patterns 

                                                           
1 It measures the edit distance between sequences of two strings. 
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The three clusters were observed to be zigzag pattern, serialized pattern, and 2-N 
pattern, respectively. We gave an example of the zigzag and serialized patterns earlier 
in this section. In the 2-N pattern, the same consistent sentiment polarity is expressed 
at least twice (e.g. <positive, positive>), followed by another consistent n-number of 
the opposite sentiment polarity (e.g. <negative, negative, negative>, where 2. 
Given a review, we would therefore like our algorithm to identify the occurrence of 
any of the three polarity shift patterns. 

A straightforward way to capture the polarity shift pattern information is to train 
classifiers based on the three clusters, such that an unknown review with any of the 
patterns is identified upon classification. However, it is very unnatural for classifiers 
to identify reviews which combine consistent sentiment shift patterns with 
inconsistent sentiments that occur intermittently, and then select only the consistent 
patterns from each review. For example, <positive1, positive2>. negative1, positive3, 
<negative2, negative3, negative4>. Here, the first negative sentiment and the third 
positive sentiment are inconsistent with other sentiment patterns in the review. We 
therefore propose an alternative to overcome this problem. We use an intuitive node-
based nearest neighbor selection technique to extract consistent sentiment polarities 
from a review. We are inspired by the fact that K-Nearest Neighbor  algorithm has 
indeed been very effective in pattern classification from text [7]. 

4.2 Nearest Neighbor Selection 

We show a worked example of the node-based nearest neighbor concept in Figure 3. 
Given a review with n-number of sentences , … , , we have access to three types of 
information: 

• Starting polarity ( ): polarity of the first sentence in a review (i.e., 
root node) from which the consistency of the subsequent sentiment polarities 
can be derived; 

• Prior polarity ( _  ): polarity of the sentence where the polarity 
of      (i.e., inconsistency is observed). This polarity consequentially 
becomes the prior sentiment polarity to the subsequent sentences; and 

• k-nearest neighbor (  ): number of nearest neighbor at which consistent 
sentiment polarity patterns must be derived. 

 
Fig. 3. Example of polarity shift patterns in reviews, where τ is the prior polarity as defined 
earlier 
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If we consider each review as a tree with n-number of sentence nodes, we would 
therefore like to formally define the node pattern selection decisions for the 2-N, 
serialized, and the zigzag patterns, respectively: 

Definition1: a 2-N pattern is identified by  ,…,  2  , 
where ,…,  are the subsequent nodes after   , and   . 

Definition2: a serialized pattern is identified by   , 
where  is the sentiment polarity of the subsequent nodes after 
the   , and   . 

Definition3: a zigzag pattern is identified by   _   
and _     , where  is the polarity 
sentiment of the next node after the  _  , and    . 

For the above scenarios, every other node outside the defined patterns is considered a 
sentiment polarity shift (i.e., inconsistent sentiments) and therefore removed from the 
tree. The remaining sentence nodes can thus be selected and used for sentiment 
classification. In our experiment, we set 3 as it empirically captures consistent 
polarities from our dataset. 

5 Sentiment Classification 

In this section, we will discuss three additional features that show improved sentiment 
classification performance on reviews. The default techniques have typically used 
bag-of-words model for sentiment classification. However, context information is 
often excluded by using the bag-of-words models. We propose a unifying approach 
that combine sentence-level and document-level models for sentiment classification. 
The benefits of unifying sentence-level and document-level features have recently 
been emphasized by [8]. Thus, the idea is to improve on the performance of ordinary 
bag-of-words model by compensating “misclassification” resulting from the bag-of-
words model at document-level with fine-grained sentence-level models. Our 
sentence-level models combine the unique effectiveness of the Naïve Bayes (NB) 
classifier and the Language Model (LM) classifier. Augmenting NB with LM has also 
been emphasized [9], and both classifiers have shown remarkable performances in 
natural language problems and indeed sentiment classification. Thus, we propose a 
hybrid approach of using both classifiers at sentence-level such that our sentence-
level models are able to capture sentiments expressed under different circumstances. 
The three features used in our sentiment classification include one document-level 
feature and two sentence-level features. These features can thus be used to train a 
separate classifier that forms a unified model for the overall sentiment classification. 

5.1 Sentence-Level Models and Features 

We propose two sentence-level features by estimating two different sentence-level 
models. First, we estimate a NB based sentence-level model. The NB classifier is 
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based on conditional independence assumption, yet it has performed effectively in 
text classification tasks [1]. Our model assigns to a given sentence s the class  | . Using Bayes’ rule, we derive NB as follows: | |                                                                  1   
In Eq. 1, |  plays no role in selecting the class . However, estimating the term |  requires NB to assume features ’s are conditionally independent given the 
class of s, thus: 

NB | : ∏ |                                                      2  

We implement the NB classifier using the LingPipe2 NLP libraries and trained the 
sentence model with unigram features using the default LingPipe parameters. Note 
that in document-level model, document d is simply substituted for the sentence s.   

The second sentence-level model is estimated using LM.  The LM classifier 
performs classification using a joint probability. The probability is given by the 
language model for each category and a multivariate distribution of the categories. 
Similar to the NB sentence-level model, we assign a given sentence s the class  | , such that: |  |                                                                3  

The LM classifier is also implemented using the LingPipe NLP libraries and the 
sentence model is trained using the default n-gram features (with the default 
smoothing parameters). 

Having estimated the two sentence-level classification models, we require that we 
generate two different features using the log ratios of positive and negative sentences 
observed in each review. The idea is that negative sentences are often observed to 
outnumber positive sentences in reviews. We suggest that the reason is perhaps 
people tend to emphasize on the negative aspects of a product than the positive 
aspects. For example, we observed many positive labeled reviews to contain certain 
negative sentiments despite the fact that the product in review offered some 
satisfaction. Thus, we believe it makes sense to compensate the positive sentences in 
each review by estimating the log of the ratio of the total number of positive classified 
sentences to the total number of negative classified sentences. This causes the margin 
between the positive and negative classes to be wider since the score of a negative 
review would have a decreasing function while a positive review would have a 
positively growing function. Thus, we can estimate the document feature  for 
each sentence-level model (i.e., log ratios of NB sentence model and LM sentence 
model, respectively) as follows: log                                                         4   
where  and  are the total number of positive and negative classified 
sentences, respectively, and  is a non-negative parameter that avoids negative and 
positive infinity.   
                                                           
2 http://alias-i.com/lingpipe/ 



394 S.O. Orimaye, S.M. Alhashmi, and E.-G. Siew 

5.2 Document-Level Model and Feature 

We use the LM classifier for the document-level model. The LM classifier is as 
described for the sentence-level LM model above. We also use n-gram with the 
default LingPipe parameters to train the classifier. One unconventional step we took 
was to model the classification feature for each review using the log-probability score 
computed by the document LM classifier. The log-probability score is the sum of the 
probability of the document belonging to positive and negative categories, 
respectively. The log probability is given as follows: log ,  log                                                          5   

where   and   are the positive and negative categories, respectively. The idea of 
using the log-probability score as feature makes sense since the ordinary classifier 
decision uses the maximum probability for any of the classes at the expense of 
accuracy. Using log-probability score as the document-level feature is likely to 
improve the performance of the classifier. 

5.3 Dataset and Baseline 

We use the multi-domain sentiment dataset3 provided by [10]. The dataset consist of 
Amazon online product reviews for different types of product domains. We select 
three different product domains: video, music and kitchen appliances. Each product 
domain consists of 1000 unprocessed positive reviews and 1000 unprocessed 
negatives reviews. We use a heuristic algorithm to extract only the review text, 
discarding other information such as star ratings, product name, review title, and the 
reviewer name. No stemming or stop words were used. 

Our baseline is Pang and Lee [3], which is a popular choice in the literature. They 
built on their earlier work [1], to achieve an accuracy of 82.8% to 86.4% by adding 
subjectivity detector to a unigram based classifier. Although the accuracies of the 
baseline were achieved on the online reviews from the Internet Movie Database 
(IMDB), we are motivated by the fact that the movie domain has been identified as 
the most challenging domain for sentiment classification task [1-2]. Pang and Lee also 
stressed that their technique can be easily used to classify sentiments in other domains 
[1]. Thus, it makes sense to evaluate our technique on such baseline. However, since 
the selected domains in our dataset are somewhat different from the baseline, we will 
compare our results with the baseline lower-band of 82% for the kitchen appliances 
and music domains and the baseline upper-band of 86.4% for the video domain. The 
number of negative and positive reviews for each domain in our dataset is also 
proportional to the dataset used by the baseline (i.e. 1000). 

6 Experiment and Results 

We randomly select 800 positive-labeled reviews and 800 negative-labeled reviews for 
training each product domain. 200 positive-labeled reviews and 200 negative-labeled 
reviews were then used for testing each domain accordingly. Objective sentences were 

                                                           
3 http://www.cs.jhu.edu/~mdredze/datasets/sentiment/ 
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removed from the respective training and testing documents as per Pang and Lee [3]. 
Both NB and LM classifiers were trained using 5-fold cross validation. 

6.1 Sentence Classifiers 

The sentence classifiers require set of negative and positive sentences for training on 
each domain. To achieve this, we trained a NB polarity classifier4 by supplying 
sentences from the 800 negative and 800 positive training documents as inputs. We 
then supply the same set of 800 negative and 800 positive documents to classify each 
sentence to one of negative or positive categories. As a result, “true negative” 
sentences can be pulled out from the positive training documents and “true positive” 
sentences can also be pulled out from the negative training documents, thereby 
reducing the amount of classification loss due to noise of opposite polarity. On 
average per the three review domains used in our experiments, this technique 
extracted 7.5% “true negative” sentences from the positive training documents and 
7.2% “true positive” sentences from the negative training documents. We also 
manually verified that the sentences were indeed true negative and true positive 
sentences. Thus, we combine the actual positive-classified sentences from the positive 
training documents with the “true positive” classified sentences from the negative 
training documents. We also combine the actual negative-classified sentences from 
the negative training documents with the “true negative” classified sentences from the 
positive training documents. This gives us a new set of positive and negative 
sentences from the training documents. We refer to the new set as the “corrected” 
sentence polarities since it would be the actual true positives and true negatives from 
the sentence classifier. The original set of positive and negative sentences is simply 
referred to as “uncorrected” sentence polarities since it indeed contained false 
negatives and false positives. Table 1 shows the accuracies of NB and LM classifiers 
when both “corrected” and “uncorrected” set of sentences from the kitchen 
appliances5 domain are trained and tested on the training set, respectively. 

Table 1. Accuracy of sentence classifiers for the corrected and uncorrected polarity sentences 

1. Corrected Set 
Classifier Instances Features Accuracy 
NB 11382 unigram 92% 
LM 11382 n-gram = 6 99.6% 
2. Uncorrected Set 
Classifier Instances Features Accuracy 
NB 11382 unigram 88.5% 
LM 11382 n-gram = 6 98.2% 

The n-gram features above (i.e. n-gram = 6) gave the best accuracy at 5-fold cross-
validation. We also use negation tagging as suggested by Pang and Lee [1], but we 
recorded better improvement by tagging 1 to 3 words after a negation word rather 

                                                           
4  We selected NB in order to maximize its conditional independence assumption which has 

indeed shown effective performance. Our baseline also use NB as the initial polarity classifier 
[3]. 

5  For clarity, we only report for the Kitchen and Appliances domain. The “corrected sets” from 
the video and music domains also outperform their “uncorrected sets”, respectively. 
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than all words between a negation word and a punctuation mark. We see that the 
accuracy of the classifiers for the “corrected set” of sentences is better than the 
“uncorrected set”. Thus, we trained our two sentence-level models (i.e., NB and LM) 
using only the “corrected set” of positive and negative sentences derived above. 

6.2 Document Classifier 

Recall that each document now contains only subjective sentences as per Pang and 
Lee [3]. We therefore use our SPS algorithm to remove inconsistent sentiment 
polarities as discussed earlier (see section 4.2). Since the LM sentence classifier has a 
better performance as shown in Table 1 above, we use the LM sentence classifier to 
identify sentence polarities shift for our SPS algorithm (see section 4.1). We then train 
a LM document classifier using the output documents from our SPS algorithm. Again, 
Table 2 shows the accuracies of NB and LM classifiers on the training documents 
with and without our SPS algorithm. The idea is to show the likely classification loss 
due to inconsistent sentiment polarities in reviews. For consistency, we use only the 
positive and negative training documents from the kitchen and appliances domain. 

Table 2. Accuracy of document classifiers with and without our SPS algorithm on the training 
set 

1. With SPS algorithm 
Classifier Instances Features Accuracy 
NB 1600 unigram 90.2% 
LM 1600 n-gram = 6 92.6% 
2. Without SPS algorithm 
Classifier Instances Features Accuracy 
NB 1600 unigram 88.8% 
LM 1600 n-gram = 6 90.8% 

 
We see that the accuracy of the document classifiers improved by using our SPS 

algorithm. We are able to reduce approximately 12.5% to 19.6% classification losses of 
the document classifiers, respectively (i.e. improvements on the initial classifiers). Since 
the LM classifier performed better than the NB classifier, we therefore use the log-
probability of the LM document classifier (see section 5.2) as the document-level feature. 

6.3 Unifying Sentence-Level and Document-Level Features 

The two sentence-level features (section 5.1) and the document-level feature (section 
5.2) enable us to train a unifying classification model using any of the well 
performing classifiers. Our baseline presents their classification accuracies using the 
NB classifier and the Support Vector Machines (SVM). SVM is well established in 
text classification, and recently in sentiment classification [3]. We use the two 
classifiers by adding each of the three features one after the other. We also vary the n-
gram parameters for the LM classifier in each model, but the NB sentence-level 
model remains unchanged since it is a unigram model. We then compare the overall 
performance with our baseline. SVM performed best in most cases by an average of 
1.9% improvement over NB. Table 3 shows the best performance per domain by 
adding each feature one after the other. Again, there were 800 training and 200 
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testing instances for each domain, and the results are compared with the 82.8% 
lower-band baseline and the 86.4% upper-band baseline. Figure 4 show the 
performance of SVM and NB classifiers on the three domains by varying the 
respective n-gram parameters for the LM classifier at feature level. 

Table 3. Best performance on testing set using n-gram > 5 for LM with different feature 
models  

Model Kitchen  Music Video 
Sentence NB model 78.8 71.0 71.5 
Sentence LM model 80.2 71.5 71.75 
Document LM model 82.3 81.8 83.75 
Sentence NB + Sentence LM 84.3 83.8 87.50 
Sentence NB + Sentence LM + Document LM 85.5 84.0 88.50 

 
 [kitchen appliances domain] 

SVM NB 
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SVM NB 

 
 

 [video domain] 
SVM NB 

 
 

Fig. 4. Performance of SVM and NB with varying n-gram parameters for the LM classifiers 
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We see that the unified sentence-level and document-level model improved the 
lower-band baseline of 82.8% for the kitchen appliances and music domains, 
respectively. The unified model also improved the upper-band baseline of 86.4% for 
the video domain. However, using individual sentence-level model and individual 
document-level model did not improve performance, thus suggests the importance of 
a unified model for sentiment classification.  

7 Discussion and Future Work 

We proposed sentiment classification of Amazon product reviews using sentence 
polarity shift combined with a unified sentence-level and document level features. We 
see that our sentence polarity shift approach reduced the classification loss by an 
average of 16% over a supervised baseline. Considering the difficulty of the sentiment 
classification task, the unified sentence-level and document-level features show better 
improvement of 2% to 3%, and in some cases, equally good performance is achieved 
with the selected baseline. We believe that the introduction of the NB and LM 
classifiers at the sentence-level helped capture sentiments expressed under different 
circumstances and thus compensate classification errors resulting from the bag-of-
words model. Figure 4 show that using LM classifiers with higher order n-gram 
parameters is likely to improve sentiment classification when multiple features are 
combined to form single unified model. This validates the study conducted by [11], 
emphasizing the benefits of using higher order n-grams for sentiment classification of 
product reviews. A unified model with SVM outperform a NB based unified model. 
However, the accuracy of the sentiment classification model is still less than the 
accuracy achieved on most traditional topic-based document classification models. 
We suggest effective classification models that can identify explicit sentiment 
features at sentence-level and then combine with other document-level features to 
form a more effective unified sentiment classification model. 
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Abstract. A series of studies have been conducted by us a Constructive Adap-
tive User Interface (CAUI). CAUI induces a personal sensibility model by  
using a listener’s emotional impressions of music and composes music on the 
basis of that model. Though the experimental results show that it is possible to 
compose a musical piece that partially adapts to the listener’s sensibility, the 
quality of the composed piece has not been considered thus far. In order to gen-
erate high-quality music, it is necessary to consider both the partial and the 
complete music structure. In this paper, we propose a method for generating 
chord progressions using a harmony search algorithm for CAUI. The harmony 
search algorithm is a music-based metaheuristic optimization algorithm that im-
itates the musical improvisational process. Our experimental results show that 
the proposed method can improve the degree of adaptability to personal sensi-
bility. 

Keywords: Music Composition, Personal Sensibility Model, Harmony Search 
Algorithm, CAUI. 

1 Introduction 

A series of works on a Constructive Adaptive User Interface (CAUI) [1] have been 
carried out in the past by us. CAUI induces a personal sensibility model by using a 
listener’s emotional impressions of music and composes music on the basis of that 
model. Legaspi et al. [2] proposed an automatic composition system that learns the 
listener’s sensibility model using inductive logic programming (ILP) and composes 
music using a genetic algorithm (GA). Though the experimental results show that it is 
possible to compose a musical piece that partially adapts to the listener’s sensibility, 
the quality of the composed piece has not been considered thus far. 

The personal sensibility model is represented as a rule for a partial music structure; 
for example, “The listener feels tender when a root of a chord progresses in the order 
of III, III, and VI.” In order to generate high-quality music, it is necessary to consider 
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the entire music structure. Nishikawa [3] proposed an automatic composition system 
that considers both partial and complete music structure. A complete music structure 
with high-quality music involves both “unity” and “development,” which may con-
flict with each other. To consider both the conflicting criterions, motif is adopted for 
generating chord progression. A motif is the most basic component of a music, and it 
consists of two bars. A motif that adapts to the personal sensibility model is generated 
using GA. Subsequently, chord progression is generated on the basis of this motif by 
using GA with a fitness function that evaluates the development of music. The gener-
ated motif affects “unity,” whereas the fitness function affects “development.” How-
ever, two problems are involved in the process of chord progression. The first is that 
the motif may change such that it does not adapt to the model after evolution. The 
second is that it is impossible to generate chord progression with multiple motifs 
adapting to the model. 

In this paper, we propose a method for generating chord progression using a  
harmony search (HS) algorithm for CAUI. HS is a music-based metaheuristic optimi-
zation algorithm that imitates the musical improvisational process [7]. In the HS  
algorithm, diversification is controlled by a pitch adjustment operation and a rando-
mization operation, and intensification is represented by the harmony memory. Chord 
progression consisting motifs that adapt to the model are generated using HS. 

2 Composition that Considers Both Partial and Complete 
Music Structure 

This section explains the representation of music and the composition flow. In this 
study, the time signature of music is 4/4, and a musical piece is a sequence of quarter 
notes. 

2.1 Representation of Musical Pieces 

A musical piece consists of a frame structure and a chord progression. The frame struc-
ture has 10 components: genre, key, tonic, tonality, time signature, tempo,  melody 
instrument, melody instrument category, chord instrument, and chord instrument cate-
gory. The chord progression is a sequence of chords. A chord is a set of root, type, and 

tension. When the previous chord is played in succession, the chord is represented by - 
instead of the set. The values for each component are listed in Table 1. 

A bar is a sequence of four chords, and a motif is a sequence of two bars, both of 
which are represented in the first-order predicate logic. Fig. 1 presents an example of 
predicate music that expresses a musical piece with eight bars. The first argument is 
the serial number of a music piece. The second argument song_frame/10 is a 
frame structure. The third argument represents a sequence of eight bars. Each predi-
cate bar/4 has four chords. 

A personal sensibility model involves a partial structure of music that affects a 
specific sensibility of a listener. Fig. 2 presents three clauses that are examples of  
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personal sensibility models for the frame structure, motif, and chord respectively. 
These clauses describe the features of music that induce a feeling of tenderness in the 
listener. The first clause indicates that the listener feels tender upon listening to music 
whose tempo is andante and that is played by some kind of piano. The second clause 
is a feature of a motif wherein the first bar consists of four arbitrary chords and the 
second bar consists of an arbitrary chord, a IV add9 chord, and two beats of I major 
chord. The third clause is a feature of chord progression with three successive chords: 
minor chord, V chord, and I chord. 

Table 1. Features of a frame structure and a chord 

Frame structure 
Genre pops 
Key C, Db, D, Eb, E, F, F#, Gb, G, Ab, A, B 
Tonic C, Db, D, Eb, E, F, Gb, G, Ab, A, B 
Tonality major, minor 
Time signature 4/4 
Tempo larghetto, andante, moderato, allegretto, allegro, vivace, presto 
Melody instrument square lead, bass and lead, nylon guitar, chiff lead, flute, pan flute, alto 

sax, sawtooth lead, vibraphone, harmonica, bassoon, recorder, soprano 
sax, tenor sax, clarinet, strings, steel guitar, charang lead, calliope lead, 
english horn 

Melody instrument 
category 

lead, guitar, flute, sax, vibraphone, harmonica, bassoon, recorder, cla-
rinet, strings, english horn 

Chord instrument synth brass, clean guitar, steel guitar, overdriven guitar, rock organ, 
bright piano, nylon guitar, electric grand piano, grand piano, synth 
voice, distortion guitar, clavi, strings, electric piano 1, halo pad 

Chord instrument 
category 

synth brass, guitar, organ, piano, synth voice, clavi, strings, pad 

Chord 
Root I, #I, bII, II, bIII, III, IV, #IV, V, #V, bVI, VI, #VI, bVII, VII 
Chord type M, 7, M7, 6, aug, aug7, m, m7, mM7, m6, m7(b5), dim7, sus4, 7sus4, 

add9 
Tension -, b9th, #9th, 9th, 11th, #11th, b13th, 13th 

 

 

Fig. 1. Example of music 

music(1,
song_frame(pops,d,f,minor,four_four,allegro,

square_lead,lead,steel_guitar,guitar),
[bar((i,major,null),-,-,(v,minor,null)),
bar((i,major,null),-,-,-),
bar((i,major7,null),(i,7,null),(v,major,ninth),-),
bar((vi,seventh_aug,null),(vi,major,null),(iv,6,null),(iv,7,null)),
bar((i,major,null),-,(i,major7,null),(ii,minor_M7,null)),
bar((vi,seventh_aug,null),-,(vii,minor,null),(iv,major,null)),
bar((iiib,7,null),(iv,major7,null),(vi,minor,null),(vi,major7,null)),
bar((vi,major7,null),(iiib,major7,null),-,(vi,major,null))]

).
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Fig. 2. Examples of personal sensibility model 

 

Fig. 3. Composition flow 

2.2 Composition Procedure 

The composition flow is illustrated in Fig. 3. The parts other than the chord progres-
sion by HS are the same as those used in Nishikawa’s study [3]. 

The listener evaluates various musical pieces on the basis of a semantic differential 
method (SDM) [4], and his/her affective perceptions are collected. The listener rates a 
piece on a scale of 1-5 for bipolar affective adjective pairs, namely, favorable-
unfavorable, bright-dark, happy-sad, tender-severe, and tranquil-noisy. The former 
adjective in each pair expresses a positive affective impression, and the latter adjec-
tive expresses a negative affective impression. The listener may give a high rating for 
any piece that he/she finds positive and a low rating for a piece that expresses negativ-
ity. The adjectives except for the first pair are selected from the affective value scale 
of music (AVSM) [5] because of their simplicity. 

Personal sensibility models are learned by FOIL [6], a top-down ILP heuristic 
function, in which the results of the listener’s evaluation are used as training exam-
ples. In the case of learning a model for positive impression, the pieces with higher 
rating are used as the positive examples and the remaining pieces are used as the neg-
ative examples. In the case of learning a model for negative impression, the pieces 
with lower rating are used as the positive examples and the remaining pieces are used 
as the negative examples. The threshold that determines whether a rating is high or 
low is respectively set to 5 and 4 for positive impressions and 1 and 2 for negative 
impressions. Two models with different levels are constructed according to the two 

frame(tender,A) :-
tempo(A,andante),
chord_category(A,piano).

motif(tender,A) :-
motif(A,bar(_,_,_,_),bar(_,(iv,add9),(i,major),(i,major))).

chords(tender, A) :-
next_to(A,B,C,_),
has_chord(A,B,D),type(D,minor),
has_chord(A,C,E),root(E,v),
next_to(A,C,F,_),
has_chord(A,F,G),root(G,i).
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thresholds. Herein, models developed using the former and latter threshold values are 
distinguished by the suffixes a and b, respectively. 

For each of the 10 affective adjectives, three kinds of personal sensibility models 
are constructed: a frame structure model, a motif model, and a chord progression 
model. 

The frame structures are generated on the basis of the frame structure model using 
GA. A chromosome is represented as a string of elements in a frame structure. Indi-
viduals are evolved using a two-point crossover operator and a mutation operator. The 
fitness value of an individual F is calculated by the fitness function FFit(F) as fol-
lows. 

 
, 3 ,       , 3 ,  (1) 

where FMa and FMb are the frame structure models for the target adjective, and FM’a 
and FM’b are the frame structure models for the antonymous adjective. The value of 
the function Cover(F, FM) is the total number of examples covered by clauses in FM 
that are satisfied by F. 

Chord progressions are generated on the basis of the motif model and the chord 
progression model using HS. The details are explained in Section 3. 

The melody and base parts are generated according to the chord progression. The 
melody line and rhythm in the first half are generated using the first chord as the base 
for two bars. The melody line and rhythm in the second half are generated by random-
ly transforming those in the first half. The base line in each bar is a sequence of the 
root notes. Subsequently, all of the above results are combined to develop a tune. 

3 Generation of Chord Progression Using Harmony Search 

In this section, the proposed method for generating a chord progression using HS is 
described. A chord progression that contains a motif that does not adapt to the person-
al sensibility model is controlled by using both a motif model and a chord progression 
model. Further, generated a chord progression with two or more motifs that adapt to 
the model is generated. 

3.1 Harmony Search Algorithm 

HS imitates a musician’s improvisation process. Searching for a perfect state of har-
mony is analogous to solving an optimization problem. When a musician is improvis-
ing, he/she plays music through any one of the following three ways. 

1. Select any famous piece from his/her memory 
2. Adjust the pitch of a known piece slightly 
3. Compose a quite new piece 
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In the HS algorithm, new candidates are generated using the following three opera-
tors. Each operator corresponds to the above-mentioned ways of improvisation. 

1. Choose one harmony from the harmony memory 
2. Adjust a harmony in the harmony memory 
3. Generate a new harmony randomly 

Here harmony memory is a set of harmonies. Diversification and intensification are 
necessary for an optimization algorithm. In the HS algorithm, diversification is con-
trolled by the pitch adjustment operation and the randomization operation, and inten-
sification is represented by the harmony memory. 

The pseudo code of HS is presented in Fig. 4. G is the maximum number of itera-
tions, Rc is a harmony-memory-considering rate, Ra is a pitch-adjusting rate, and f(x) 
is an objective function. 

 

 

Fig. 4. Pseudo code of a harmony search algorithm 

3.2 Design of Harmony Search for Generating Chord Progression 

In a harmony, the root_type note and tension note are alternately located in a line. Fig. 
5 shows the structure of a harmony. The root_type note expresses the ID assigned to a 
combination of root and type. The integer 0-75 is assigned as an ID to 75 (root, type) 

and “-”, which are contained in the existing musical pieces, respectively. The tension 
note expresses ID 0-7 assigned to tension. A combination of the root_type note and 
tension note is translated to a quarter note in phenotype. Four combinations are trans-
lated to a bar, and eight combinations are translated to a motif. A musical piece with 
2N bars is represented as a sequence of N motifs. 

Initialize the harmony memory;
worst := the worst harmony in the harmony memory;
worstfit := f(worst);
for i := 1 to G {
r1 := a random number from 0.0 to 1.0;
if(r1 < Rc) {
new := a harmony chosen from the harmony memory randomly;
r2 := a random number from 0.0 to 1.0;
if(r2 < Ra) {

new := new adjusted randomly within limits;
}

} else {
new := a harmony generated randomly;

}
newfit := f(new);
if(newfit > worstfit) {
Replace worst with new;
worst := the worst harmony in the harmony memory;
worstfit := f(worst);

}
}
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listeners were asked to listen to 53 well-known pieces in MIDI format and to evaluate 
each piece in terms of the five impression adjective pairs on a scale of 1-5. The per-
sonal sensibility models for each listener were learned on the basis of their individual 
evaluations, and new musical pieces were composed independently for each listener 
and each impression. The parameters for the generation of chord progressions are 
listed in Table 2. The listeners that participated in the evaluation phase of the well-
known pieces were then asked to evaluate the pieces composed particularly for them 
in terms of the five impression adjective pairs on a scale of 1-5. They were not in-
formed that these new pieces would induce specific impressions. 

Table 2. Parameters 

Parameter Value 
maximum number of iterations, G 100000 
harmony-memory-considering rate, Rc 0.85 
pitch-adjusting rate, Ra 0.30 
size of harmony memory 500 

Ten pieces were composed for each listener, i.e., one for each impression adjective. 
Figs. 6 and 7 show the musical pieces composed for a certain listener. Fig. 6 is a piece 
relating to the adjective tranquil, whereas Fig. 7 shows a piece relating to the adjective 
noisy. The top score numbered “1” is the melody. The middle score numbered “2” is 
the chord progression. The lower score numbered “3” is the base part. The melody 
instrument and the chord instrument for Fig. 6 are flute and synth_voice, re-
spectively. Those for Fig. 7 are sawtooth_lead and electric_piano, respec-
tively. The listener rated the tranquil piece as 5 for tranquility and the noisy piece as 3. 

Andante 

 

Fig. 6. A composed tranquil musical piece 
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Presto 

 

Fig. 7. A composed noisy musical piece 

Fig. 8 shows the average of the listeners’ evaluation of the impression of the com-
posed musical pieces. Error bars show standard deviations. “Positive” shows the aver-
age result for all listeners’ pieces that were composed for the target positive impres-
sion. “Negative” shows the average result for all listeners’ pieces that were composed 
for the target negative impression. The plausibly acceptable values would be >3.0 and 
<3.0 for the positive and negative adjectives, respectively. The evaluation values of 
the positive adjective indicating brightness and tenderness were lower than 3.0. How-
ever, a large difference between the evaluation values of positive and negative adjec-
tives was obtained for favorableness, which typically varies from person to person 
and may be difficult to reflect in musical pieces. 

According to a Student’s t-test, that is a statistical hypothesis test applied when the 
test statistic follows a normal distribution, the evaluation values are different for three 
adjective pairs at a significance level α=0.05. They are different for one pair at a  
significance level α=0.01. Fig. 9 shows the effect of melody on impressions. The 
evaluation values for pieces without a melody are low for all the impressions. The 
evaluation values for positive and negative are reversed about favorableness. 

Similar to the evaluation of impressions, the listeners evaluated the pieces on a 
scale of 1-5 for the four quality criteria: unity, development, fun, and formation. If the 
listener feels that the piece has high quality about each criterion, he/she gives a high 
rating for the piece. Fig. 10 shows the average of all listeners’ evaluation values of the 
quality of all composed musical pieces. Error bars show standard deviations. In all the 
criteria, including unity and development that tend to have the relation of a trade-off, 
the evaluation values exceeded not only the base value of 3.0 but also the results ob-
tained in Nishikawa’s study [3]. In addition, the results show that the pieces without 
melody had a higher quality. According to a Student’s t-test, the evaluation values of 
the pieces with melody are lower than those of the pieces without melody at a signi-
ficance level 0.05. 
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Fig. 8. Evaluation of the impression of composed musical pieces 

 

Fig. 9. Effects of melodies on impressions 

 

Fig. 10. Evaluation of the quality of composed musical pieces 
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5 Conclusion 

In this study, we attempted to generate high-quality music that adapts to the listener’s 
sensibility. The interactive evolutionary computation (IEC) can be applied for reflect-
ing listener’s sensibility to music. However, IEC needs listener’s evaluation that takes 
time and effort, whenever a musical piece is composed. In the case of our method, 
once a personal sensibility model is induced, musical pieces can be composed auto-
matically. Music composition can be repeated without listener’s effort. 

This study proposed a method for generating chord progressions on the basis of a 
HS algorithm for CAUI. The optimum chord progression is searched closely by HS, 
which imitates the fine-tuning process of pitches in musical improvisation. Owing to 
this characteristic, the evaluation values for unity and development, which apparently 
disagree with each other,  were found to be higher than the base value. In addition, 
the evaluation value for the quality criterion of fun, which is difficult to describe 
symbolically, was higher than the base value. Considering that the evaluation value of 
a musical piece changes according to the presence or absence of a melody, we can 
deduce that impression is considerably dependent on melody. A method for generat-
ing melody in combination with the proposed method should be investigated in order 
to compose relatively high-quality music, which adapts to the listener’s sensibility. 
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JSPS KAKENHI Grant Number 23300059. 

References 

1. Numao, M., Takagi, S., Nakamura, K.: Constructive Adaptive User Interfaces - Composing 
Music Based on Human Feelings. In: Proc. of the 18th National Conference on Artificial In-
telligence, AAAI 2002, pp. 193–198. AAAI Press, California (2002) 

2. Legaspi, R., Hashimoto, Y., Moriyama, K., Kurihara, S., Numao, M.: Music Compositional 
Intelligence with an Affective Flavor. In: Proc. of the 12th International Conference on In-
telligent User Interfaces, pp. 216–224. ACM Press, New York (2007) 

3. Nishikawa, T.: Automatic Composition System Considering both Partial and Overall Music 
Structure. Master’s thesis, Osaka University, Japan (2009) 

4. Osgood, C., Suci, G., Tannenbaum, P.: The Measurement of Meaning. University of Illinois 
Press, Urbana (1957) 

5. Taniguchi, T.: Construction of an Affective Value Scale of Music and Examination of Rela-
tions between the Scale and a Multiple Mood Scale. The Japanese Jrl. of Psychology 65, 
463–470 (1995) (in Japanese) 

6. Quinlan, J.: Learning Logical Definitions from Relations. Machine Learning 5, 239–266 
(1990) 

7. Geem, Z., Kim, J., Loganathan, G.: A New Heuristic Optimization Algorithm: Harmony 
Search. Simulation 76, 60–68 (2001) 
 



A Local Distribution Net for Data Clustering
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Abstract. In this paper, a local distribution neural network is pro-
posed for data clustering. This competing network is designed for non-
stationary and evolving environment. It represents data by means of
neurons (ellipsoids) arranged on a topology map. The local distribution
is stored in ellipsoids, while the global topology information is preserv-
ing in the relationship between adjacent ellipsoids. With a self-adapting
threshold strategy and iteratively learning for information of local dis-
tribution, the algorithm is operated in an incremental and on-line way.
During implementation, The adopted metric is an improved Mahalanobis
distance which considers the local distribution and implies the anisotropy
on different vector basis. Hence it can be interpreted as an incremental
version of Gaussian mixture model. Experiments both on artificial data
and real-world data are carried out to show the performance of the pro-
posed method.

Keywords: self-organizing, covariance matrix, Mahalanobis distance,
incremental learning, on-line learning.

1 Introduction

A self-organizing map (SOM) [1] was trained in an unsupervised learning way
to produce a low-dimensional (typically two-dimensional) space. It used a neigh-
borhood function between neurons to preserve the topological properties of the
input space. However, the pre-determined neuron number and structure exposed
itself to criticism. In the evolution of SOM, Teuvo Kohonen introduced another
neural network named Adaptive-subspace self-organizing map (ASSOM) [2]. Dif-
ferent from SOM, each neuron of ASSOM was associated with a subspace. When
placing a vector from data space, the projection error was obtained between
subspaces (neurons) and vector, then the winning neuron was determined. Af-
ter that, the extension combining the subspace and center bias was proposed.
A principal components analysis self-organizing map (PCASOM) [3] was an
alternative for this extension. It stored the covariance matrix, replacing the or-
thonormal vector basis, to represent the subspace. This was directly derived from
statistic theory and has advantages in computation burden and reliability of the
result. These two models contained more information in each neuron than SOM.
But the critical defect in predefined size and structure was inherited. For this
reason, ASSOM and PCASOM needed more priori knowledge before training
procedure and could not handle the incremental learning.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 411–422, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



412 Q. Ouyang, F. Shen, and J. Zhao

Fig. 1. Structure of Local-SOINN. The input layer accepts input data. The competitive
layer dynamically generates and modifies ellipsoids (neurons) with the stimulation of
the input data, and finally outputs ellipsoids to represent the initial data and cluster
automatically.

A self-organizing incremental neural network (SOINN) [4] was adequate to
realize the incremental learning just as its name implied. Incremental learning is
a task to break away from the Stability-Plasticity Dilemma [7], which means how
to adapt to new information without corrupting or forgetting previously learned
information. Adopting a similarity threshold and a locally accumulated error-
based insertion criterion, the system can grow incrementally and accommodate
input data of non-stationary distribution. SOINN was a competition network and
could deal with incremental and on-line learning task without prior knowledge
such as how many classes exist.

In this paper, we propose an algorithm called local distribution learning self-
organizing incremental neural network which combines the advantages of matrix
learning and SOINN. Each neuron is associated with its mean vector and co-
variance matrix, thus the data distribution can be represented by a collection
of local PCA units [9][10] or ellipsoids. Using a self-adapting threshold strategy,
the model can be implemented in an incremental learning way even priori knowl-
edge is utterly ignorant. Then we extend the Mahalanobis distance to a more
general metric and give interpretation about the relation between Local-SOINN,
local PCA and Gaussian Mixture Models. Some analysis of mathematical statis-
tics are also presented to support the stability and availability of the proposed
algorithm.

2 The Local-SOINN

2.1 Structure of Local-SOINN

The structure of Local-SOINN is similar to SOM, a competition network inspired
by the study of biology. As Figure 1 show, there are two layers in Local-SOINN,
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one is the input layer, and the other is competitive layer. In input layer, the
number of neurons rest with the dimension of the input data. In competitive
layer, the number of neurons is not predetermined, but automatically obtained
with the training of specified data set.

The information of competitive layer is stored in two data structure: neuron
set and adjacency list. Neuron set preserve the neuron information, each neuron
is associated with a 3-tuple < n, c,M >, where n, c, M respectively represent
the number, mean vector and covariance matrix of samples that assigned to
this neuron. The neuron, visualized in the input space, can be described as an
ellipsoid: {x|

√
(x− c)TM−1(x− c) < H}. Adjacency list save the topological

relation among neurons. If two neurons (ellipsoids) overlap each other, a con-
nection (edge) between the two neurons is created. Each connection is expressed
by a 2-tuple < id1, id2 >, where id1, id2 respectively refer to the identity of the
origin and destination neuron. These two data structure can alter dynamically
with the proceeding of the proposed model, which are convenient for incremental
and on-line learning.

In the next part, we detail the procedure of Local-SOINNmodel. The following
notations are used throughout the paper except where otherwise noted. The
input data set is X = {xi|xi ∈ Rd, i = 1, 2 . . . t}, where d is the dimension of
sample. The neuron set is U = {ui|i = 1, 2, . . . s}. Neuron ui is associated with
a 3-tuple < ni, ci,Mi >.

2.2 Algorithm of Local-SOINN

Figure 2 demonstrate the algorithm flow concisely. Initially, the neural network
is empty; there is no neuron in the competitive layer. Then samples are fed
into the network sequentially. When a new sample is input into the network,
we obtain a set, of which the neurons contain that sample. If this set is empty,
i.e., there is no neuron (ellipsoid) contain that sample, a new neuron is added
in and the network get a geometrical growth. Else, acquire the winner neuron,
update its information and the adjacency list, then detect whether satisfy the
condition of merging with neighbors. When the result is expected to output,
some post processing like denoising is implemented, and the available ellipsoids
are clustered on the basis of neighbor relationship at last.

Winner Lookup and Geometrical Growth Criterion. The proposed model
is based on competitive learning. The measure is an improved Mahalanobis dis-
tance. At the same time, we take a geometrical growth criterion to ensure the
algorithm executed in an incremental manner. That is necessary because we
can’t provide the intact distribution of online-data in advance. Thus we should
decide whether to create a new neuron. Assuming a new sample x access, the
winner neuron should be determined. We use Di(x) to note the distance between
x and neuron ui. Set S = {ui|Di(x) < H} means that sample x is located in
these neurons.
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Fig. 2. Flow process of Local-SOINN

If S = ∅, a new neuron u is created and U = U
⋃
{u}. Neuron u is initialized

with:

n = 2d, c = x,M =
h2

d
I (1)

where I is the identity matrix. The initialized neuron can be regarded as an ellip-
soid include 2d samples. These samples have a h bias from x on d coordinate direc-
tions respectively. That can be represented as: {s|s = x± hεi for i = 1, 2, . . . , d}
where ε1 = (1, 0, 0, . . . , 0), ε2 = (0, 1, 0, . . . , 0), · · · , εd = (0, 0, 0, . . . , 1).
Else if S �= ∅, we select a winner neuron from set S. The winner neuron ui

is the neuron which satisfy: ui = argmin
ui∈S

Di(x). After finding out the winner

neuron, we update the relevant record of neuron set and adjacency list.

Iterative Update of Winner Neuron. Let X = {x1, x2, . . . , xn} be a set of
n samples, where xi ∈ Rd, i = 1 . . . n, belong to the same neuron u. Let c and
M be the mean vector and covariance matrix of this data set.In case of online
learning, the data are discarded after being learned. Thus, the computation of c
and M must be in a recursive way. If xn+1 is the new sample assigned to neuron
u, the relation between the old mean of dataset and the new can be present as
follow:

cnew = cold + (xn+1 − cold)/(n+ 1) (2)

Likewise, the covariance matrix M can be written in the form of recursive rela-
tion:

Mnew = Mold + [n(xn+1 − cold)(xn+1 − cold)
T

− (n+ 1)Mold]/(n+ 1)2
(3)

After updating the neuron information, we handle the update of neighbourship.
According to the definition of set S, we know any two neurons of S overlap each
other. Thus, we add new connections {< ui, uj > |ui ∈ S ∧ uj ∈ S ∧ i �= j} into
the adjacency list.
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Merging Strategy. Since the new neurons can be automatically added into
the network, there may be some number of redundant neurons. The redundant
neurons are the neurons that close to each other and having some common
principal components. The merging strategy for these redundant neurons should
be included in the learning algorithm in order to reduce these redundant neurons.
At merging stage, two neurons will merge if two conditions are satisfied: two
neurons are connected by an edge; the volume of the combined neuron is not
more than the sum of the two neurons that prior to the combination. Considering
the combination of neuron u1 < n1, c1,M1 > and u2 < n2, c2,M2 >, the formula
is stated as follow:

nnew = n1 + n2

cnew = (n1 ∗ c1 + n2 ∗ c2)/nnew

Mnew = n1

nnew
(M1 + (cnew − c1)(cnew − c1)

T )

+ n2

nnew
(M2 + (cnew − c2)(cnew − c2)

T )

(4)

Meanwhile, the adjacency list should be updated. We use E1 and E2 to signify
neighbors of u1 and u2 respectively. Then we carry out formula Enew = E1

⋃
E2

to get the neighbor set of new neuron.

Denoising Procedure. The initial dataset may involve in the pollution of
noise. Many neurons are created for these noises. They occupy the network
and consume a great quantity of resource. In that case, a denoiser is absolutely
necessary. Since the dominated area and sample number of a neuron dominate
are acquired, a measure based on density is implemented. As stated above, an
ellipsoid Ω is defined as: {x|

√
(x− c)TM−1(x− c) < H}. If M is nonsingular,

the volume of this ellipsoid can be figured out using formula:

V olume(Ω) = 2[
d+1
2 ]π[ d2 ]

⎛⎝[d/2]−1∏
i=0

1

d− 2 ∗ i

⎞⎠√|M |Hd (5)

After obtaining the density of each ellipsoid, we can determine a threshold, such
as the average density, to discriminate noise neurons from normal neuron.

Clustering Based on the Topotaxy of Neurons. The result of proposed
model can ideally simulate the distribution of original data. More neurons are
produced at complicated and diversified area. On the contrary, less neurons are
generated to represent the simple and unitary local region. The neighbourship
relation reflects the topological relationship among local areas. It gives an ex-
pression of the distribution at holistic level. With the expression of the whole
distribution and the description of local information, our algorithm precisely
reconstructs the original data in a condensed way.
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Using the information of neighbourship relation among neurons, the neurons
can be clustered into different classes. Assuming the neurons and connections are
vertices and edges in a undirected graph, the task can be described as a problem
of graph partition. A graph G is an ordered pair < V,E > comprising a set V
of vertices or nodes together with a set E of edges. A partition of V is obtained
regarded to the connective relationship ∼ among vertices. The mathematical
form can be expressed as followed:

V/ ∼= {V1, V2, . . . , Vk} (6)

where Vi is an equivalence class, for i = 1, 2, . . . , k. Each equivalence class rep-
resent one cluster and the entire data contain k clusters in all.

3 Discussion and Implementation Issues

3.1 Extension of Mahalanobis Distance

Mahalanobis distance [13] is named from P. C. Mahalanobis. It is defined as
follow:

DM (x) =
√
(x− c)TM−1(x − c) (7)

where M is a d × d covariance matrix and assumed to be nonsingular, c is the
mean vector. Mahalanobis distance is an extension of Euclidean distance. Let the
M be unit matrix, Mahalanobis distance degenerates into Euclidean distance.
Further more, the Mahalanobis distance takes into account the correlation in
the data, since it is calculated using the inverse of the covariance matrix of the
data set.

When the investigated data are measured over a large number of variables
(high dimensions), they can contain much redundant or correlated information.
This so-called multicollinearity in the data leads to a singular or nearly singular
covariance matrix that cannot be inverted [13]. In that case, the Mahalanobis
distance is disabled and the proposed model get into trouble. So we should
expand the definition of Mahalanobis distance.

As Singular Value Decomposition (SVD) formulate, a real symmetric positive
semi-definite matrix M can be decomposed:

M = ETΣE (8)

where E is orthogonal matrix and Σ = diag(λ1, λ2, . . . , λd), λ1 ≥ λ2 ≥ . . . ≥
λk > 0 = λk+1 = . . . = λd. if k < d, the covariance matrix M is singular, the
Mahalanobis distance is impracticable. Moreover, the noise and machine error
may give rise to minor components which reflected in the smaller eigenvalues and
corresponding eigenvectors. Similar to PCA, we can get a truncation of all eigen-
values, the minor eigenvalues are considered as noise or machine error and are
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cut off. Thus, predetermining a scaling factor ρ, we can obtain an approximate
formula:

D2
M (x) = (E(x − c))T

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
λ1
· · · 0 0 · · · 0

...
. . .

...
...
. . .

...
0 · · · 1

λt
0 · · · 0

0 · · · 0 0 · · · 0
...

. . .
...

...
. . .

...
0 · · · 0 0 · · · 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(E(x − c))

︸ ︷︷ ︸
An approximation of Mahalanobis Distance

+
1

ζ
‖(x− c)−

t∑
i=1

eTi (x− c)ei‖︸ ︷︷ ︸
Reconstructionerror

(9)

where t = argmin
1≤t≤d

t∑
i=1

λi ≥ ρ
d∑

i=1

λi, ζ = min(λt+1, (1 − ρ)
d∑

i=1

λi). It indicate that

our distance measurement take two facts together, one is the Mahalanobis dis-
tance and the other is reconstruction error. Formula (9) can be showed in a more
expressive form:

D2
M (x) =

t∑
i=1

(eTi (x− c))2

λi
+

1

ζ

d∑
i=t+1

(eTi (x− c))2 (10)

this is just to make clear about the anisotropy of different directions. Bias on
minor components bring large contribution to the distance. On the contrary,
bias on principal components bring small contribution. That makes a lot more
sense than Euclidean distance.

3.2 Statistical Interpretation

Gaussian distribution has a density function:

f(x) = (2π)−d/2|M |−1/2exp−
1
2 (x−c)TM−1(x−c) (11)

The central limit theorem claim that the probability density for the sum of d
independent and identically distributed variables tend to a Gaussian distribu-
tion. It is one of the most important and useful distribution. In recent decades,
it is widely applied to data mining to simulate the input distribution. Gaussian
Mixture Models (GMM) is one implementation of these applications. Mixture
models are able to approximate arbitrarily complex probability density func-
tions. This fact make them an excellent choice for representing distribution of
complex input data [14].

Take node of that, the formula of Mahalanobis distance and Gaussian den-
sity function all contain the covariance matrix M and mean vector c, which
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respectively refer to the unbiased estimations of expectation and variance in
mathematic statistics. Each neuron contains plenty of statistical information of
the original data. It stores the first-moment and second-moment in the mean
vector and covariance matrix. The information is more detailed than that in
SOM or SOINN, in which the neurons only be associated with mean vector.
Thus our model loses less information of original data and represents the input
data more ideally. In the sense of statistics theory, the common ground between
Mahalanobis distance and Gaussian distribution imply Local-SOINN can be in-
terpreted as a special GMM.

In our model, the ellipsoid (neuron) has a tendency to expand. The ellipsoid
explores the density around the area it dominates. It expand itself if the density
around is dense. This property is made clear below.

If M is the covariance matrix of data, we can prove that λi is the variance on
eigenvector ei, for i = 1, 2, . . . , d. This result is a posteriori estimate of variance
for the distribution. From another point of view, assumed samples uniformly
distribute in a ellipsoid Ω defined as {x|

√
(x− c)TM−1(x − c) < H} , the prior

estimate of variance on eigenvectors of M can be represented as:

V ar(i) =
1

V olume(Ω)

∫
Ω

(eTi x)
2dΩ

=
Hλi
d+ 2

for i = 1, 2, . . . , d

(12)

Comparing the two results of prior and posteriori estimate, the ellipsoid is in
a dynamic balance if λi == V ar(i), i.e., H == d + 2. With H > d + 2, the
newcome samples adjust the covariance matrix M and have a positive feedback
on the size of ellipsoid Ω, and it’s the same in reverse.

In the realization of proposed model, we set H = (1+2∗1.051−n)(d+2). This
strategy let the ellipsoid has a tendency of expansivity at preliminary stage.
The ellipsoid automatically detects the density of around area, and expands
itself if the periphery density is similar to the center. With the incremental of
samples included in ellipsoid, H approach to d + 2, thus the ellipsoid stay a
stable state. Anyway, this parameter has a slight effect to our model. There are
various alternatives as long as satisfying H ≥ d+ 2 and lim

n→∞
H = d+ 2.

4 Computational Experiments

4.1 Simulation with Artificial Data

Automatically Clustering Capability Experiment. We test the exper-
iment with a artificial data set which include three belt distributions which
overlap each other. With h2 = 0.5 and executed in a unsupervised and on-line
model, Figure 3 illustrate local-SOINN can automatically cluster and simultane-
ously gain the number of classes without knowing the class number in advance.
At earlier stage, Local-SOINN generates lots of ellipsoids as the same size as the
initial ellipsoid. These ellipsoids just blanket the input data simply, not reflect



Local-SOINN 419

(a) t = 200 (b) t = 600 (c) t = 1000 (d) t = 1500

Fig. 3. Results at different iterations on the distribution of three overlapping belt. The
near and similar neurons combine together gradually.

the correlation of data and local distribution. Then the size and boundary of
ellipsoids are self-adjusting according to the input samples. The ellipsoids ex-
plore boundary and learn principal components of local area automatically. At
the same time, the ellipsoids, which are close to each other and have similar
principal components, may merge into a bigger ellipsoid to better display the
principal components. Thus the proposed model uses as few ellipsoids as possible
to describe the input data and report the categories number at last.

(a) t=40000 (b) t=60000 (c) t=80000 (d) t=100000

Fig. 4. In class-incremental environment, Local-SOINN can learn the new class
incrementally

Incremental and On-Line Learning Ability Experiment. In this section,
we adopt the artificial dataset used in [4][15]. The original data set include five
clusters: two Gaussian distributions, two concentric rings and a sinusoidal curve.
In addition, we add 10% noise to estimate the denoising effect. It includes two
sub-experiments which are executed in two different data environments.

We first execute experiment in a class-incremental way: first, all the sam-
ples of the first Gaussian distribution are input into the net randomly, and then
the samples of the second Gaussian distribution, then the big ring and small ring
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sequentially, the sinusoidal curve at last. Figure 4 demonstrate the incremental
learning ability of Local-SOINN. It can learn the new classes without corrupting
or forgetting previously learned classes.

Then, our algorithm is implemented in a more complicated environment: sam-
ple incremental and class incremental. New samples and new classes are added
to the input data incrementally, the distribution of input data will change in
different periods. Figure 5 illustrate that Local-SOINN can effectively simulate
the data in incremental way.

Note that, experiments in this section are all run under a on-line model with
h2 = 0.1, the samples are discarded after learned. Three results illustrate Local-
SOINN can cluster automatically under the complex non-stationary environment
even the data is polluted by noise.

(a) t=25000 (b) t=50000 (c) t=75000 (d) t=100000

Fig. 5. In more complicated environment (sample-incremental and class-incremental),
Local-SOINN automatically adds in new neurons to simulate the input data

4.2 Simulation Using Real-World Data

Our final set of experiments is devoted to the comparison of the ability to adapt
to complex multidimensional data of the ASSOM, PCASOM and Local-SOINN.
The real data used are selected from the UCI Repository of Machine Learning
Databases and Domain Theories.

In all these experiments, we have split the complete sample set into two disjoint
subsets. The training subset has been presented to the networks in the training
phase, while the test subset has been used to measure the classification perfor-
mance of the trained networks. Each of the two subsets have 50% of the samples.

The experiments have been designed as follows. All the samples of the training
subset have been presented to a unique network (unsupervised learning). When
the training has finished, we have computed the winning neuron for all the samples
of the training subset. For every neuron, we have computed its receptive field, i.e.
the set of training samples for which this neuron is the winner. Each neuron has
been assigned to the class with the most training samples in its receptive field. Fi-
nally, we have presented the test samples to the network, one by one. If the winning
neuron corresponds with the class of the test sample, we count it as a successful
classification. Otherwise, we count it as a classification failure.
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Table 1. Classification performance results (the best result is in bold font)

Episodes × episode size ASSOM PCASOM Local-SOINN
10000 × 10 20000 × 20 20000 × 1 60000 × 1 1-pass-throw

BalanceScale 59.9 57.7 66.3 68.3 79.2
Contraceptive 44.8 46.4 42.7 42.6 48.2
Glass 52.4 52.4 36.2 36.2 69.8
Haberman 73.5 73.8 73.7 71.7 73.9
Ionosphere 79.4 74.9 76.1 84.2 86.9
PimaIndiansDiabetes 66.4 60.2 65.1 63.5 70.4
Yeast 39.8 39.6 38.4 45.3 52.3

As stated in [3], the network architecture used in both ASSOM and PCASOM
is: a 4x4 rectangular lattice, with two basis vectors per neuron. The neighbour-
hood function has been always a Gaussian. A linear decay rate of the neigh-
bourhood width σ has been selected in the ordering phase. In the convergence
phase σ = 0.04 was fixed. The structure of Local-SOINN is not predetermined;
the competitive layer is empty in initial phase. We use cross validation method
to choose the best h2 in training phase of Local-SOINN.

In the experiments with ASSOM, it is mandatory that the samples are grouped
into episodes. On the other hand, the PCASOM does not need any grouping,
but samples are repeatedly inputed in PCASOM to obtain fairly acceptable per-
formance. However, the process is 1-pass-throw in Local-SOINN; samples are
discarded after trained.

From Table (1), we see that the Local-SOINN model outperforms ASSOM
and PCASOM in all the databases. Meanwhile, the training mode determines
that the iterations of Local-SOINN are far less than ASSOM and PCASOM.

5 Conclusion

We have proposed a self-organizing incremental neural network model based
on the local distribution. The neurons of this network are associated with a
mean vector and a covariance matrix, which imply wealthy information of local
distribution and lay a solid foundation of statistical theory for Local-SOINN.
Our model uses the improved Mahalanobis distance as its measurement. This
distance implicitly incorporates the reconstruction error and the anisotropy on
different eigenvectors. Further more, the information storage ensure the imple-
mentation of iterative update. The denoising and automatic clustering are added
in post processing at last. All these specialties make Local-SOINN realize in a
incremental and on-line way. Experiments show that the new model has prefer-
able performance both on artificial and real-word data. The future works may
include extension to manifold and attributive increment learning.
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Abstract. Multi-label classification has been increasingly recognized
since it can assign multiple class labels to an object. This paper proposes
a new method to solve simultaneously two major problems in multi-
label classification; (1) requirement of sufficient labeled data for training
and (2) high dimensionality in feature/label spaces. Towards the first
issue, we extend semi-supervised learning to handle multi-label classi-
fication and then exploit unlabeled data with averagely high-confident
tagged labels as additional training data. To solve the second issue, we
present two alternative dimensionality-reduction approaches using Singu-
lar Value Decomposition (SVD). The first approach, namely LAbel Space
Transformation for CO-training REgressor (LAST-CORE), reduces com-
plexity in the label space while the second one namely Feature and LAbel
Space Transformation for CO-training REgressor (FLAST-CORE), com-
press both label and feature spaces. For both approaches, the co-training
regression method is used to predict the values in the lower-dimensional
spaces and then the original space can be reconstructed using the orthog-
onal property of SVD with adaptive threshold setting. Additionally, we
also introduce a method of parallel computation to fasten the co-training
regression. By a set of experiments on three real world datasets, the
results show that our semi-supervised learning methods gain better per-
formance, compared to the method that uses only the labeled data. More-
over, for dimensionality reduction, the LAST-CORE approach tends to
obtain better classification performance while the FLAST-CORE ap-
proach helps saving computational time.

Keywords: multi-label classification, Singular Value Decomposition,
SVD, dimensionality reduction, semi-supervised learning, co-training.

1 Introduction

In the past, most traditional classification techniques usually assumed a single
category for each object to be classified by means of minimum distance. How-
ever, in some tasks it is natural to assign more than one categories to an object.
For examples, some news articles can be categorized into both politic and crime,
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or some movies can be labeled as action and comedy, simultaneously. As a spe-
cial type of task, multi-label classification was initially studied by Schapire and
Singer (2000) [7] in text categorization. Later many techniques in multi-label
classification have been proposed for various applications. However, these meth-
ods can be grouped into two main approaches: Algorithm Adaptation (AA) and
Problem Transformation (PT) as suggested in [9]. The former approach modi-
fies existing classification methods to handle multi-label data [7]. On the other
hand, the latter approach transforms a multi-label classification task into several
single classification tasks and then applies traditional classification method on
each task [6]. However, these two approaches might inherently have two major
problems; (1) requirement of sufficient labeled data for training and (2) high
dimensionality in feature/label spaces.

The first problem arises from the fact that it is a time-consuming task for
human to assign suitable class labels for each object. Most real-world datasets
have a few number of objects that the class labels of which are known while
a large number of data available without class label information. For instance,
there are million of protein sequences available in the public database but few of
them are annotated with the localization or functional information. To overcome
this issue, the semi-supervised multi-label learning methods have been proposed
such as [2,3]. These works aimed to assign unlabeled data with suitable class
labels and add the most plausible ones into the training dataset. With the use
of automatically labeled data, we can improve classification performance.

The second problem comes from special characteristic of multi-label classi-
fication where each object is represented by a large number of attributes and
labels. This situation may decrease classification performance due to a so-called
overfitting problem. Moreover, a large number of features and labels also trigger
an increment of the execution time for building classification models as well as
prediction processes. Many works have been proposed to address this issue by
transforming the high dimensional feature or label space to the lower-dimensional
space [8,10]. Among these methods, the work of [4] proposed to reduce the com-
plexity in both feature and label space simultaneously. However, these works
focused on reducing the complexity in an input or output space but they still
suffered from a limited number of available labeled data.

Recently, Qian and Davidson [5] proposed a method to incorporate a semi-
supervised multi-label learning with feature space reduction. However, there are
no work on coping high dimensionality in the feature as well as the label space.
In this work, we study the effect of label space reduction as well as feature
spaces reduction, together with semi-supervised learning. Two complimentary
techniques are dimensionality reduction in the feature/label space as well as the
co-training paradigm for semi-supervised multi-label classification. In addition,
we also propose the parallel version of semi-supervised multi-label learning.

In the rest of this paper, Section 2 gives notations for the semi-supervised
multi-label classification task and literature review to the SVD method. Section 3
presents two dimensionality-reduction approaches, namely LAbel Space Trans-
formation for CO-training REgressor (LAST-CORE) and Feature and LAbel
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Space Transformation for CO-training REgressor (FLAST-CORE). The multi-
label benchmark datasets and experimental settings are described in Section 4.
In Section 5, the experimental results using three datasets are given and finally
Section 6 provides conclusion of this work.

2 Preliminaries

2.1 Notations

Let X = RM and Y = {0, 1}Q be an M -dimensional feature space and Q-
dimensional binary label space, respectively, where M is the number of features
and Q is a number of possible labels, i.e. classes. Let L = {〈x1,y1〉, 〈x2,y2〉,
..., 〈xN ,yN 〉} be a set of N labeled objects (e.g., documents, images, etc.) in a
training dataset, where xi ∈ X is a feature vector that represents an i-th object
and yi ∈ Y is a label vector with the length of Q, [yi1, yi2, ..., yiQ]. Here, yij
indicates whether the i-th object belongs (1) or not (0) to the j-th class (the
j-th label or not). Let U = {u1,u2, ...,uP } denote the set of P unlabeled objects
whose class labels are unknown. Each object u is described by the feature vector
in the X space.

For convenience, XN×M = [x1, ...,xN ]T denotes the feature matrix with N
rows and M columns and YN×Q = [y1, ...,yN ]T represents the label matrix
with N rows and Q columns. Both XN×M and YN×Q are used to represent
the labeled examples. Let UP×M = [u1, ...,up]

T denote the feature matrix of
the unlabeled examples which contains P rows and M columns and [·]Tdenotes
matrix transpose.

2.2 Singular Value Decomposition (SVD)

This subsection gives a brief introduction to SVD, which was developed as a
method for dimensionality reduction using a least-squared technique. The SVD
transforms a feature matrix X to a lower-dimensional matrix X′ such that the
distance between the original matrix and a matrix in a lower-dimensional space
(i.e., the 2-norm ‖ X−X′ ‖2) are minimum.

Generally, a feature matrix X can be decomposed into the product of three
matrices as shown in Equation (1).

XN×M = TN×M ×ΣM×M ×DT
M×M , (1)

where N is a number of objects, M is a number of features and M < N . The
matrices T and D are two orthogonal matrices, where TT×T = I and DT×D =
I. The columns in the matrix T are called as the left singular vectors while the
columns in matrix D as the right singular vectors. The matrix Σ is a diagonal
matrix, where Σi,j = 0 for i �= j, and the diagonal elements of Σ are the singular
values of matrix X. The singular values in the matrix Σ are sorted by descending
order such that Σ1,1 ≥ Σ2,2 ≥ ... ≥ ΣM,M . To discard noise, it is possible to



426 E. Pacharawongsakda, C. Nattee, and T. Theeramunkong

ignore singular values less than ΣR,R, where R $ M . By this ignorance the
three matrices are reduced to Equation (2).

X′
N×M = T′

N×R ×Σ′
R×R ×D′T

M×R, (2)

where X′
N×M is expected to be close XN×M , i.e. ‖ X −X′ ‖2< δ, T′

N×R is a
reduced matrix of TN×M , Σ′

R×R is the reduced version of ΣM×M from M to
R dimensions and D′

M×R is a reduced matrix of DM×M . In the next section,
we show our two approaches that deploy the SVD technique to construct lower-
dimensional space for both features and labels for semi-supervised multi-label
classification.

3 Proposed Approaches

As mentioned earlier, most semi-supervised multi-label classification approaches
either pay an attention to select some suitable unlabeled data for using as train-
ing data or to reduce dimensions in the feature space. In this work, we present two
alternative approaches to improve performance of semi-supervised multi-label
classification by the Singular Value Decomposition (SVD). The first approach,
namely LAbel Space Transformation for CO-training REgressor (LAST-CORE),
aims to reduce complexity in the label space by utilizing the SVD technique. On
the other hand, the second approach which is called Feature and LAbel Space
Transformation for CO-training REgressor (FLAST-CORE), considers the de-
pendency between feature and label spaces before applying the SVD to transform
both of them into the lower-dimensional spaces.

Since values in each lower-dimensional space are numeric after applying SVD,
it is possible for us to apply a regression method to estimate these values. While
COREG [11] is widely used as a co-training regressor, it cannot be directly
applied since it is not designed to handle the multi-label data. Thus, this work
extends the concept of COREG to estimate those multiple values in the reduced
dimensions. Section 3.1 gives a theoretical point of view on our two alternative
dimensionality reduction while section 3.2 provides an algorithmic point of view
on these dimensionality reduction techniques.

3.1 Dimensionality Reductions in the Proposed Frameworks

This subsection introduces our main idea about applying SVD for dimensionality
reduction to the co-training method. In multi-label classification, the sparseness
problem in the label space and the correlation among labels are not much stud-
ied as pointed out in [8]. In [4], there has been a study on how to reduce both
feature and label space, simultaneously. However, the work may suffer with in-
sufficient data since labeled data are hard to find. In this work, we introduce
dimensionality reduction into semi-supervised learning, or more specifically co-
training. Therefore, the main idea of the LAST-CORE approach is to utilize the
SVD technique to address the sparseness problem that might occurs in the label
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space as well as consider the correlation between labels. To reduce complexity in
the label space, the LAST-CORE decomposes the label matrix YN×Q into three
matrices TN×Q, ΣQ×Q and DQ×Q. After that, to retain only significant dimen-
sions and reduce noise, the first R (≤ min(N,Q)) dimensions from matrices T
and D are selected as T′

N×R and D′
Q×R. The matrix D′

Q×R is considered as
a transformation matrix that can project the higher-dimensional label matrix
YN×Q into a lower-dimensional label matrix Y′

N×R as shown in Equation (3).

Y′
N×R = YN×Q ×D′

Q×R (3)

While the LAST-CORE attacks the sparseness and correlation problems in the
label space, the FLAST-CORE presents an alternative approach to reduce com-
plexity in both feature and label spaces simultaneously. It is possible to utilize
the characteristic that the feature space and the label space may have some
dependency with each other. Though, many methods can compute the depen-
dencies among two sets, for example, cosine similarity, entropy or Symmetric
Uncertainty (SU), we consider only the linear correlation between features and
labels in this work. To reduce complexities in both spaces, it can be simultane-
ously compressed by performing SVD on the feature-label covariance, viewed as
a dependency profile between features and labels. Equation (4) shows construc-
tion of a covariance matrix SM×Q to represent a dependency between feature
and label spaces.

SM×Q = E[(XN×M − E[XN×M ])T (YN×Q − E[YN×Q])], (4)

whereX is the feature matrix, Y is the label matrix and E[·] is an expected value
of the matrix. Applying SVD, the covariance matrix SM×Q is later decomposed
to matrices T, Σ and D and as described earlier, a lower-dimensional feature
matrix X′, can be created by Equation (5).

X′
N×R = XN×M ×T′

M×R (5)

In the same way, a lower-dimensional label matrix Y′ can be computed as shown
in Equation (6)

Y′
N×R = YN×Q ×D′

Q×R (6)

While these two approaches use different dimensionality reduction approach,
i.e., single space reduction or dual space reduction. It uses the same idea to
reconstruct an original label space from a lower-dimensional label space. Using
the orthogonal property of SVD which indicates that TT ×T = I and DT ×D =
I, the original label matrix Y can be reconstructed as shown in Equation (7).

YN×Q = Y′
N×R ×D′T

Q×R (7)

As the result, the reconstructed label vector may include non-binary values. To
interpret the values as binary decision, a threshold need to be set to map these
values to either 0 or 1 for representing whether the object belongs to the class
or not. As a naive approach, the fixed value of 0.5 is used to assign 0 if the value
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is less than 0.5, otherwise 1 [8]. For more efficiently, it is possible to apply an
adaptive threshold. In this work, we propose a method to determine an optimal
threshold by selecting the value that maximizes classification accuracy in the
training dataset. In other words, the threshold selection is done by first sorting
prediction values in each label dimension in descending order and examining
performance (e.g., macro F-measure) for each rank position from the top to the
bottom to find the point that maximizes the performance. Then, the threshold
for binary decision is set at that point.

3.2 LAST-CORE and FLAST-CORE Approach

This section describes the LAST-CORE and FLAST-CORE in an algorithmic
point of view. Their pseudo-codes can be simultaneously presented in Algo-
rithm 1. Although the proposed LAST-CORE and FLAST-CORE can function
with the original two-view co-training approach [1], this work slightly modifies
the original co-training method to use different classifiers, instead of two differ-
ent views of data. Following [1], to make the diversity among two classifiers, we
use k-Nearest Neighbors (kNN) regression algorithm as the based regressor and
utilize the different values of nearest neighbors (k1 and k2) as well as the different
distance metrics (D1 and D2). The kNN is used since it is a lazy approach which
does not build any classification model in advance. Instead it uses few nearest
neighbor examples to predict the class. This concept is helpful when unlabeled
data are applied.

The first step in Algorithm 1 is to assign the feature matrix XN×M to matrix
X1 and X2. Likewise, the label matrix Y1 and Y2 are duplicated from the label
matrix YN×Q (line 1-2). Both matrix XN×M and YN×Q are the labeled data
and the matrix X1, Y1 and X2, Y2 are used as the training data for building
the classification models. For the unlabeled data, we randomly select objects
from the matrix UP×M to add into the matrix U′

S×M (line 3), where S is the
size of unlabeled sample set and S should be less P . With the co-training style
algorithm, it iteratively selects the suitable data and appends it to the set of
labeled data. The maximum number of iterations has been already defined in
the variable T at line 4.

After that the SVD technique is applied to transform the higher-dimensional
space to the lower-dimensional space (line 6-10). The function labelTransforma-
tion (Yi,R) is used to project the label matrix Yi to the lower-dimensional label
matrix with R dimensions. On the other hand, the FLAST-CORE approach uses
the function featureLabelTransformation (Xi,Yi,R) to transform both feature
matrix Xi and label matrix Yi to their reduced spaces. With this function, a
number of dimensions in both spaces are reduced to R. The details of these two
functions are described in the previous section.

Next, we utilize the concept of Binary Relevance (BR) that reduces the multi-
label classification task to a set of binary classifications and then builds a classi-
fication model for each class. However, in this work, the projected label matrix
Yi contains numeric values rather than discrete classes. By this situation, a
regression method can be applied to estimate these numeric values. While the
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projected label matrix Yi has R dimensions, it is possible to construct a regres-
sion model for each dimension. That is, R regression models are constructed for
R lower-dimensions. The function kNN(Xi, yr, ki, Di) is used as a based regres-
sor and the return value is an average value of all ki nearest neighbors computed
using the distance metric Di, given the data at the r-th dimension, yr. To take
advantage of a large number of unlabeled data, each example in the matrix U′

is fed to the kNN regressor for estimating each reduced dimension value. After
that an example which is the most consistent with the labeled dataset is se-
lected. To verify this, the mean squared error (MSE) is used as suggested in [11].
This means that the appropriate unlabeled data is the one that can reduce the
overall MSE when it is appended to the training data, compared with the model
that uses only the labeled data. By the high computational cost of kNN regres-
sor, the nearest neighbors of the unlabeled example are selected to compute the
MSE instead of using the entire labeled set. The function Neighbors(uj , Xi, ki,
Di) returns the ki objects which have a minimum distance from the unlabeled
example uj . The equation at line 18 presents how to compute the MSE from
the kNN regressor that uses only labeled data, denoted as hi(·), and another
kNN regressor, h′i(·), which incorporates the unlabeled example to the training
data. The value of δujr is the difference between those two MSE values when
the unlabeled object uj is applied to estimate the value in the dimension r. In
addition, the larger δujr value, the more error is reduced. These steps are shown
in the line 11-20.

After all rows in the matrix U′ are tested, we compute the average value of δuj

for all reduced dimensions and then choose an unlabeled example that obtains the
maximumvalue when it is added into the label dataset. In other words, the suitable
unlabeled example, denoted by x̃i, should reduce the MSE for all dimensions (line
22).Then the corresponding values of the selectedunlabeled example are estimated
by the function kNN(Xi, yr, ki, Di) (line 23-25). As the result, the variable ỹi

stores the predicted values of all reduced dimensions. After that, to reconstruct the
original label matrix, the function labelReconstruction(Yi, ỹi) is used. This func-
tion multiplies a transpose of the transformation matrix to the lower-dimensional
labelmatrix and applies an appropriate threshold to round the numeric values back
to the {0,1} (line 26). The formulation of this step has been described in the pre-
vious section. Subsequently, the suitable examples that are selected from the two
regressors are appended to the training data of each others as shown in line 32. The
last step in Algorithm 1 (line 32) is to append the best unlabeled example into the
unlabeled matrixU′. More concretely, the two training datasets (X1 &X2 andY1

&Y2) will be augmented by the unlabeled data. In addition, the algorithm is ter-
minated when the maximum number of iterations is reached or the training data is
not changed. Termination, we obtained the modified labeled dataset and then we
can apply any classification technique, such as Support Vector Machines (SVM),
Naive Bayes or Decision Tree to build the final classification model.

Moreover, to fasten the process, it is possible for us to construct a parallel
version for LAST-CORE and FAST-CORE, due to data independence. More
concretely, it is possible to apply regression in parallel for each reduced dimension
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Algorithm 1. The LAST-CORE and FLAST-CORE Pseudo-codes

Input: a feature matrix XN×M , a label matrix YN×Q, an unlabeled matrix UP×M ,
maximum number of learning iterations T , number of nearest neighbors k1, k2 and
distance metrics D1, D2.

Output: two new feature matrices X1 and X2 and two new label matrices Y1 and
Y2.

1: Create two new feature matrices as X1 = XN×M and X2 = XN×M

2: Create two new label matrices as Y1 = YN×Q and Y2 = YN×Q

3: Create matrix U′
S×M by randomly selecting objects from matrix UP×M , where

S < P
4: for t = 1 to T do
5: for i = 1 to 2 do
6: if the method is LAST-CORE then
7: Yi ← labelT ransformation(Yi, R)
8: else if the method is FLAST-CORE then
9: (Xi,Yi) ← featureLabelT ransformation(Xi,Yi, R)
10: end if
11: for r = 0 to R do
12: yr = Yi[:, r]
13: hi ← kNN(Xi,yr, ki, Di)
14: foreach uj ∈ U′ do
15: Ωuj ← Neighbors(uj ,Xi, ki, Di)
16: ŷuj ← hi(uj)
17: h′

i ← kNN({Xi ∪ uj}, {yr ∪ ŷuj}, ki, Di)
18: δujr ← 1

|Ωuj
|
∑

xk∈Ωuj
((yk − hi(xk))

2 − 1
|Ωuj

|
∑

xk∈Ωuj
((yk − h′

i(xk))
2

19: end for
20: end for
21: if there exists a δujr > 0 then
22: x̃i ← argmaxuj∈U′(average(δuj ))
23: for r = 1 to R do
24: ỹir ← hi(x̃i)
25: end for
26: ỹi ← labelReconstruction(Yi, ỹi)
27: πix ← x̃i; πiy ← ỹi ; U

′ ← U′ − x̃i

28: else
29: πi ← φ
30: end if
31: end for
32: X1 ← X1 ∪ π2x;X2 ← X2 ∪ π1x; Y1 ← Y1 ∪ π2y ;Y2 ← Y2 ∪ π1y

33: if neither of X1 and X2 changes then
34: exit
35: else
36: Replenish U′ to size S by randomly selecting objects from U
37: end if
38: end for
39: return new two training datasets: X1, X2, Y1 and Y2.
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since they are independent with each other, as well as the nearest neighbors of
each unlabeled object can be found in parallel. Therefore, the process on the
labeled data and that on the unlabeled data can be separated. For the labeled
data, the matrix Yi is divided into R subsets which each of them represents
each reduced dimension and the matrix Xi is duplicated to R matrices. After
that, each subset is distributed to a processor (core). This means the reduced
dimensions are separated to different processors (cores). In the next step, each
row in the unlabeled matrix U′ is assigned to another processor for estimating
the values for each reduced dimension. Then, the prediction values computed
from all processors are combined to δuj . The parallel version of these approaches
will be replaced in line 11-19. In our work, we apply the round-robin method to
handle the load-balancing in the parallel approach.

4 Datasets and Experimental Settings

To evaluate the performance of our two proposed approaches, the benchmark
multi-label datasets are downloaded from MULAN1. Table 1 shows the charac-
teristics of three real world multi-label datasets. For each dataset, N , M and Q
denote the total number of objects, the number of features and the number of
labels, respectively. LC represents the label cardinality, the average number of
labels per example and LD stands for label density, the normalized value of label
cardinality, i.e., LC

Q , as introduced by Read et al [6].

Table 1. Characteristics of the datasets used in our experiments

Dataset Domain N M Q LC LD

emotions music 593 72 6 1.869 0.311
scene image 2,407 294 6 1.074 0.179
yeast biology 2,417 103 14 4.237 0.303

Since each object in the dataset can be associated with multiple labels simul-
taneously, the traditional evaluation metric of single-label classification could not
be applied. In this work, we apply two types of well-known multi-label evaluation
metrics [6]. As the label-based metric, hamming loss and macro F-measure, are
used to evaluate each label separately. As the label-set-based metric, accuracy
and 0/1 loss are applied to assess all labels as a set.

In this work, as a baseline, we compare LAST-CORE and FLAST-CORE to
a method that uses only labeled data to construct the classification model. Each
dataset is randomly separated into 10% for training (labeled data), 25% for test-
ing and the remaining 65% for unlabeled data. We repeat this setting for twenty
trials and use their average. The results of the four evaluation metrics and the
execution time are recorded and shown in Table 2 and 3, respectively. All semi-
supervised multi-label classification methods used in this work are implemented

1 http://mulan.sourceforge.net/datasets.html

http://mulan.sourceforge.net/datasets.html
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in R environment 2 and Support Vector Machines (SVM) is used as the based
classifier. For both approaches, we experiments with R is varied from 20% to
100% of the dimension of the original label matrix, with 20% as interval. To
compare the computational time, all methods were performed on the machines
that has eight AMD Opteron Quad Core 8356 1.1 GHz Processor with 512 KB
of cache, 64GB RAM.

5 Experimental Results

This section provides the experimental results for investigation on the effect
of dimension reduction on classification performance. The mean values of the
hamming loss, macro F-measure, accuracy and 0/1 loss metric of each algorithm
are shown in Table 2.

Table 2. Performance comparison (mean) between traditional multi-label classifica-
tion, LAST-CORE, and FLAST-CORE in terms of hamming loss (HL), macro F-
measure (F1), accuracy, 0/1 loss on the three datasets. (↓ indicates the smaller the
better; ↑ indicates the larger the better; •/◦ indicate whether the algorithm is statis-
tically superior/inferior to the method that uses only labeled data. (two-tailed paired
t-test at 5% significance level)

Dataset Metrics Methods
R

20%×Q 40%×Q 60%×Q 80%×Q 100%×Q

emotions

HL↓
labeled - - - - 0.2297
LAST-CORE 0.5012◦ 0.2961◦ 0.2501◦ 0.2506◦ 0.2505◦

FLAST-CORE 0.4542◦ 0.2954◦ 0.2889◦ 0.2808◦ 0.2899◦

F1 ↑
labeled - - - - 0.5311
LAST-CORE 0.5410 0.6330• 0.6372• 0.6349• 0.6390•

FLAST-CORE 0.5509• 0.6031• 0.5980• 0.6052• 0.6096•

accuracy↑
labeled - - - - 0.3998
LAST-CORE 0.3790 0.4735• 0.5092• 0.5025• 0.5088•

FLAST-CORE 0.3784 0.4671• 0.4717• 0.4738• 0.4815•

0/1 loss↓
labeled - - - - 0.8054
LAST-CORE 0.9601◦ 0.8791◦ 0.7868 0.8044 0.7959
FLAST-CORE 0.9473◦ 0.8537◦ 0.8499◦ 0.8348◦ 0.8463◦

scene

HL↓
labeled - - - - 0.1134
LAST-CORE 0.1269◦ 0.1114 0.1088• 0.1054• 0.1063•

FLAST-CORE 0.1297◦ 0.1122 0.1053• 0.1039• 0.1026•

F1 ↑
labeled - - - - 0.5838
LAST-CORE 0.6679• 0.6621• 0.6496• 0.6579• 0.6529•

FLAST-CORE 0.6745• 0.6606• 0.6650• 0.6651• 0.6698•

accuracy↑
labeled - - - - 0.4528
LAST-CORE 0.5561• 0.5394• 0.5222• 0.5318• 0.5274•

FLAST-CORE 0.5415• 0.5366• 0.5397• 0.5425• 0.5512•

0/1 loss↑
labeled - - - - 0.5949
LAST-CORE 0.5478• 0.5224• 0.5202• 0.5066• 0.5101•

FLAST-CORE 0.5747• 0.5393• 0.5071• 0.4945• 0.4871•

yeast

HL↓
labeled - - - - 0.2045
LAST-CORE 0.2117◦ 0.2096◦ 0.2092◦ 0.2088◦ 0.2089◦

FLAST-CORE 0.2128◦ 0.2075◦ 0.2069◦ 0.2067◦ 0.2066◦

F1 ↑
labeled - - - - 0.4131
LAST-CORE 0.4523• 0.4532• 0.4543• 0.4535• 0.4487•

FLAST-CORE 0.4533• 0.4524• 0.4487• 0.4512• 0.4551•

accuracy↑
labeled - - - - 0.4705
LAST-CORE 0.5093• 0.5094• 0.5108• 0.5098• 0.5111•

FLAST-CORE 0.5104• 0.5080• 0.5069• 0.5082• 0.5083•

0/1 loss↓
labeled - - - - 0.8737
LAST-CORE 0.8575• 0.8567• 0.8545• 0.8563• 0.8546•

FLAST-CORE 0.8607• 0.8545• 0.8515• 0.8535• 0.8569•

2 http://www.R-project.org/

http://www.R-project.org/
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The parameter R in this table denotes the percentages of dimension reduction
from a number of dimensions in an original label matrix (Q). In the FLAST-
CORE method, the percentages of dimension reduction are set to be the same for
both label and feature space and the maximum number of reduced dimensions R
cannot excess the minimum between the number of features and the number of
labels. The best value in each dataset is emphasized by bold font. Moreover, to
measure statistical significance of performance difference, a two-tailed paired t -
test at 5% significance level are performed between our two proposed approaches
and the traditional method uses only labeled data. Note that when the method
achieves significantly better or worse performance than the traditional method
on any dataset, wins and losses are marked with a marker •/◦ in the table.
Otherwise, it means a tie or insignificant difference and they are not marked.
From the table, we can make some observations as follows. To compare with
multi-label classification technique that uses only labeled data, we observe that
both proposed methods show better performance in terms of macro F-measure,
accuracy and 0/1 loss. On the other hand, our approaches may not be superior
to the baseline in terms of hamming loss for the data sets with a high LD since
hamming loss is used to evaluate label by label and may need no consideration
of label dependence. Next, the LAST-CORE approach tends to obtain better
classification performance than the FLAST-CORE approach. For computational
complexity, Table 3 presents execution time of the two proposed methods in
serial and parallel mode. The table indicates that execution times are reduced
when the data is separated to small sets and it is distributed to each processors
using parallel mode. For more detail, the execution time is reduced by factor
of R multiplies with a number of processors, where R is a number of reduced
dimensions.

Table 3. Average execution time (in seconds) on the three datasets. Here, R is a
number of reduced dimensions.

Dataset Method
number of processors

1 2 4 8 16 32

emotions

LAST-CORE (R = 20% ×Q) 5004.40 2691.40 1398.00 770.60 431.20 299.40
LAST-CORE (R = 60% ×Q) 20076.60 2776.40 1496.60 910.40 1037.00 976.80
LAST-CORE (R = 100% ×Q) 29919.20 2801.20 1557.00 1361.80 1267.40 1324.80
FLAST-CORE (R = 20% ×Q) 367.80 278.20 204.80 118.00 106.60 128.00
FLAST-CORE (R = 60% ×Q) 2277.80 382.40 249.00 253.40 248.00 305.60
FLAST-CORE (R = 100% ×Q) 4251.80 455.40 287.00 329.80 349.40 457.20

scene

LAST-CORE (R = 20% ×Q) 56638.00 29078.20 14555.20 7655.80 4143.20 2461.00
LAST-CORE (R = 60% ×Q) 222438.40 29294.40 14904.00 8041.40 7906.00 7918.60
LAST-CORE (R = 100% ×Q) 336185.80 29557.00 15566.00 12199.60 11983.20 11884.20
FLAST-CORE (R = 20% ×Q) 405.80 269.80 187.00 132.80 113.80 122.00
FLAST-CORE (R = 60% ×Q) 2449.60 404.20 266.60 286.00 281.20 310.40
FLAST-CORE (R = 100% ×Q) 4445.60 505.40 325.40 375.20 440.40 482.00

yeast

LAST-CORE (R = 20% ×Q) 23447.60 5261.80 2816.20 1695.80 1398.80 1505.60
LAST-CORE (R = 60% ×Q) 74249.80 5631.60 3484.80 4109.00 3462.40 3960.80
LAST-CORE (R = 100% ×Q) 120129.20 5463.60 5105.20 4992.60 4845.20 5749.20
FLAST-CORE (R = 20% ×Q) 1871.00 358.60 243.00 202.80 219.40 241.40
FLAST-CORE (R = 60% ×Q) 7222.60 592.40 532.20 491.80 570.20 689.40
FLAST-CORE (R = 100% ×Q) 19024.40 830.80 969.80 973.60 1162.60 1635.00
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6 Conclusion

This paper presents two alternative approaches to handle the problem of high
dimensionality in feature/label spaces by label and feature space compression
and dependency consideration as well as the co-training approach to solve the
problem of insufficient training data. The LAbel Space Transformation for CO-
training REgressor (LAST-CORE) incorporates the dimensionality reduction
into the co-training algorithm. The aim of this approach is to reduce complexity
in the label space. On the other hand, the Feature and LAbel Space Transfor-
mation for CO-training REgressor (FLAST-CORE) considers the dependency
between the feature and label spaces before transforming both spaces into a sin-
gle reduced space. Experiments with a broad range of multi-label datasets show
that our two proposed approaches achieve a better performance, compared to
multi-label classification method that applies only labeled data.
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(eds.) ECML PKDD 2009, Part II. LNCS, vol. 5782, pp. 254–269. Springer, Hei-
delberg (2009)

7. Schapire, R., Singer, Y.: Boostexter: A boosting-based system for text categoriza-
tion. Machine Learning 39(2/3), 135–168 (2000)

8. Tai, F., Lin, H.-T.: Multi-label classification with principle label space transforma-
tion. In: Proceedings of the 2nd International Workshop on Learning from Multi-
Label Data, MLD 2010, pp. 45–52 (2010)

9. Tsoumakas, G., Katakis, I., Vlahavas, I.: Mining Multi-label Data. In: Data Mining
and Knowledge Discovery Handbook, 2nd edn. Springer (2010)

10. Zhang, Y., Zhou, Z.-H.: Multilabel dimensionality reduction via dependence max-
imization. ACM Transactions on Knowledge Discovery from Data (TKDD) 4(3),
1–21 (2010)

11. Zhou, Z.H., Li, M.: Semi-supervised regression with co-training style algorithms.
IEEE Transactions on Knowledge and Data Engineering 19(11), 1479–1493 (2007)



Generic Multi-Document Summarization

Using Topic-Oriented Information

Yulong Pei, Wenpeng Yin, and Lian’en Huang

Shenzhen Key Lab for Cloud Computing Technology and Applications
Peking University Shenzhen Graduate School
Shenzhen, Guangdong 518055, P.R. China

peiyulong@sz.pku.edu.cn, mr.yinwenpeng@gmail.com, hle@net.pku.edu.cn

Abstract. The graph-based ranking models have been widely used for
multi-document summarization recently. By utilizing the correlations be-
tween sentences, the salient sentences can be extracted according to the
ranking scores. However, sentences are treated in a uniform way with-
out considering the topic-level information in traditional methods. This
paper proposes the topic-oriented PageRank (ToPageRank) model, in
which topic information is fully incorporated, and the topic-oriented
HITS (ToHITS) model is designed to compare the influence of different
graph-based algorithms. We choose the DUC2004 data set to examine the
models. Experimental results demonstrate the effectiveness of ToPageR-
ank. And the results also show that ToPageRank is more effective and
robust than other models including ToHIST under different evaluation
metrics.

Keywords: Multi-Document Summarization, PageRank, HITS, LDA.

1 Introduction

As a fundamental tool for understanding document data, text summarization
has attracted considerable attention in recent years. Generally speaking, text
summarization can be defined as the process of automatically creating a com-
pressed version of a given text set that provides useful information for the user
[3]. In the past years, two types of summarization have been explored: extractive
summarization and abstractive summarization. Extractive summarization aims
to generate summary directly by choosing sentences from original documents
while abstractive summarization requires formulating new sentences according
to the documents. Although abstractive summarization could be more concise
and understandable, it usually involves heavy machinery from natural language
processing. In this paper, we focus on extractive multi-document summarization.

In order to generate the highly comprehensive summary of a given document
set, multi-document summarization can be divided into 3 steps: 1) computing
the scores of sentences in the document set; 2) ranking the sentences based on
the scores (or combined with some other rules); 3) choosing the proper sentences
as the summary. Among the three steps, computing the scores plays the most

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 435–446, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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important role. Most recently, some graph-based ranking algorithms have been
successfully applied for computing the sentence scores by deciding on the im-
portance of a vertex in the graph according to the global information of the
document set. Normally, a set of documents are represented as a directed or
undirected graph [3] based on the relationship between sentences and then the
graph-based ranking algorithm such as PageRank [12] or HITS [4] is used. Ac-
cording to the previous study, a concise and effective summarization should meet
three requirements: diversity, coverage and balance [5]. However, these methods
often employed the sentences or terms in a uniform usage [16] without consid-
ering the topic-level information, which could lead to less satisfaction of these
requirements because of ignoring the information of hidden diverse topics.

To deal with the problem in previous graph-based ranking models, we propose
the topic-oriented PageRank (ToPageRank) model, which is to divide traditional
PageRank into multiple PageRanks with regard to various topics and then ex-
tract summaries specific to different topics. Afterwards, based on the topic dis-
tribution of all the documents the entire summaries will be obtained. Aim to
explore the influence of different graph-based ranking algorithms, we compare
the ToPageRank model with a modified HITS model, named topic-orientd HITS
(ToHITS) accordingly. In ToHITS, topics and sentences are regarded as hubs and
authorities respectively and the hub scores and authority scores are computed
iteratively in a reinforcement way. Experiments on DUC20041 dataset have been
performed and the results demonstrate the good effectiveness of the proposed
ToPageRank model which outperforms all other models under various evalua-
tion metrics. The parameters in experiments have also been investigated and the
results show the robustness of the proposed model.

The rest of the paper is organized as follows. First we introduce the related
work in Section 2. The basic models are discussed in Section 3. We discribe the
ToHITS and ToPageRank models in Section 4. The experiments and results are
represented in Section 5 and finally we conclude this paper in Section 6.

2 Related Work

Multi-document summarization aims to generate a summary by reducing docu-
ments in size while retaining the main characteristics of the original documents
[18]. According to the differences of provided information, multi-document sum-
marization can be classified into generic summarization and query-oriented sum-
marization. In particular, generic summarization would generate the summary
only based on the given documents and query-oriented summarization would
form the summary on a certain question or topic. Both generic summarization
and query-oriented summarization have been explored recently.

Traditional feature-based ranking methods exploited different features of sen-
tences and terms to compute the scores and rank the sentences. One of the

1 http://www-nlpir.nist.gov/projects/duc/guidelines/2004.html

http://www-nlpir.nist.gov/projects/duc/guidelines/2004.html
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most popular feature-based methods is centroid-based method [13]. MEAD as an
implementation of cetroid-based summarizer applied a number of predefined fea-
tures such as TF*IDF, cluster centroid and position to score the sentences. Lin
and Hovy [6] used term frequency, sentence position, stigma words and simpli-
fied Maximal Marginal Relevance (MMR) to build the NeATS multi-document
summarization system. You Ouyang et al. [11] studied the influence of different
word positions in summarization.

Cluster information has also been explored in generating the summaries. Wang
et al. [18] integrated both document-term and sentence-term matrices in a lan-
guage model and utilized the mutual influence of document clusters and sum-
maries to cluster and summary the documents simultaneously. Wan and Yang
[16] clustered the documents and combined the cluster information with the
Condition Markov Random model and HITS model to rank the sentences. Cai
et al. [2] studied three different ranking functions and proposed a reinforcement
method to integrate sentences ranking and clustering by making use of term
rank distributions over clusters.

Graph-based ranking algorithms such as PageRank and HITS nowadays are
applied in text processing i.e. TextRank [9] and LexPageRank [3]. Graph-based
ranking algorithms take global information into consideration rather than rely
only on vertex-specific information, therefore have been proved successful in
multi-document summarization. Some works [17] [14] have extended the tradi-
tional graph-based models recently. In [17], a two-layer link graph was designed
to represent the document set and the ranking algorithm took into account three
types of relationship, i.e. relationship between sentences, relationship between
words and relationship between sentences and words.

However, in the previous methods the topic-level information has seldom been
studied while in our work we incorporate the topic distribution in graph-based
ranking algorithms so the topic-level information can be well utilized.

3 Basic Models

3.1 Overview

The graph-based ranking algorithms stem from web link analysis. Hyperlink-
Induced Topic Search (HITS) [4] algorithm and PageRank [12] algorithm are
the most widely used algorithms in recent years and a number of improvements
of both algorithms have been exploited recently as well. Based on PageRank,
some graph-based ranking algorithms, i.e. LexPageRank and TextRank, have
been introduced to text summarization. In these methods documents are repre-
sented as graph structure, more specifically, the nodes in the graph stand for the
sentences and the edges stand for the relationship between a pair of sentences.
The graph-based ranking algorithms are used to compute the scores of sentences
and the sentences with high scores would be chosen as the summaries.
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3.2 HITS

In HITS [4], Kleinberg proposed that a node had two properties, named hub and
authority. A good hub node is one that points to many good authorities and a
good authority node is one that is pointed to by many good hubs. In the basic
HITS model, the sentences are considered as both hubs and authorities.

Given a document set D, we denote the graph as GH=(S, ESS) to represent
the documents. S = {si|0 ≤ i ≤ n} is the set of vertices in the graph and
stands for the set of sentences, and ESS = {eij|si, sj ∈ S, i �= j} corresponds
to the relationship between each pair of sentences. Each eij is associated with
a weight wij which indicates the similarity of the pair of sentences. The weight
is computed by using the standard cosine measure between two sentences as
follows.

wij = simcosine(si, sj) =
−→si · −→sj

|−→si | × |−→sj |
, (1)

where −→si and −→sj are the term vectors corresponding to the sentence si and sj ,
respectively. The graph we propose to build is undirected so we have wij = wji

here and we follow [15] to define wii = 0 to avoid self transition. TF*ISF (inverse
sentence frequency) value of each term is applied to describe the elements in the
sentence vector. Then the weight value of sentences in the documents can be
denoted as a symmetric matrix W .

The authority score Auth(t+1)(si) of sentence si and the hub score Hub(t+1)

(sj) of sentence sj in the (t + 1)th iteration are computed based on the corre-
sponding scores in the tth iteration as follows.

Auth(t+1)(si) =
∑

sj∈S,i�=j

wij ·Hub(t)(sj)

Hub(t+1)(sj) =
∑

sj∈S,i�=j

wij ·Auth(t)(si)
, (2)

where Hub(t+1)(si) is equal to Auth
(t+1)(si) in the (t+1)th iteration because the

sentences are considered as both hubs and authorities; besides, the matrixW is a
symmetric matrix, therefore wij = wji here. To guarantee the convergence of the
iterative process, Auth(·) (or Hub(·)) would be normalized after each iteration
as Auth(t) = Auth(t)/‖Auth(t)‖. Both Auth(si) and Hub(si) can be initialize as
1/N and N is the number of sentences.

Usually the iterative process is stopped when the difference between the scores
of sentences in two sequential iterations falls below a defined threshold or the
number of iteration exceeds a given value. After iteration, the authority scores
are used as the scores of sentences.

3.3 PageRank

PageRank is one of the most important factors for Google to rank the search
results. This algorithm computes the scores of nodes by making use of the voting
or recommendations between nodes.
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Using the similar denotations in previous section, GPR=(S, ESS) is an undi-
rected graph to represent the sentences and sentence correlations in a given
document set D. S and ESS correspond the set of sentences and the relation-
ship between pairs of sentences respectively. The weight wij affiliated with the
edge eij ∈ ESS is also computed by using the standard cosine measure repre-
sented in Equation (1). Furthermore, the definition of weight matrix W is the
same as the introduction in Section 3.2.

After that, W is normalized to W̃ to make the sum of each row to be 1:

W̃ij =

{
Wij/

∑|S|
j=1Wij , if

∑|S|
j=1Wij �= 0

0, otherwise
. (3)

Therefore, the PageRank score ScorePR(si) for sentence si is defined based on
the normalized matrix W̃ :

ScorePR(si) = λ ·
∑
j:j �=i

ScorePR(sj) · W̃ji +
(1 − λ)

|S| . (4)

For convenience, Equation (4) can be denoted in the matrix form:

−→ω = λW̃T−→ω +
1− λ

|S|
−→e , (5)

where −→ω is a |S| × 1 vector made up of the scores of sentences in set S and −→e
is a column vector with all the elements equal to 1. λ is a damping factor which
ranges from 0 to 1 and (1 − λ) indicates the probability for node si to jump to
a random node in the graph.

4 Proposed Models

4.1 Overview

As mentioned in the Introduction, a concise summary should meet three re-
quirements: diversity, coverage and balance. Traditional graph-based ranking
algorithms vote the prestigious vertices based on the global information recur-
sively extracted from the entire graph [9]. However, the document set normally
contains a number of different topics with different importance. Computing the
sentences in a uniform method would violate the coverage principle because it
ignores the differences among topics.

Under the assumption that the sentences containing more important topics
should be ranked higher than the sentences contain less important topics, we
leverage the topic-level information. In this study, we propose the model to make
use of the correlation between topics and sentences. The proposed topic-oriented
PageRank (ToPageRank) model follows [8] to divide the random walk into multi-
ple walks and compute the PageRank scores specific to individual random walk,
and then combines the entire scores according to the topics distribution. Be-
sides, we modify the basic HITS model, named topic-oriented HITS (ToHITS),
to compare the influence of different graph-based algorithms on summarization
incorporating the topic-level information.
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4.2 Topic Detection

The goal of the topic detection is to identify the topics of a given document
set automatically. In the experiments, Latent Dirichlet Allocation [1] (LDA) is
utilized to detect the topics. LDA is an unsupervised machine learning technique
which can identify latent topic information from a document collection. In LDA,
each word w in a document d is regarded to be generated by first sampling a topic
from d’s topic distribution θ(d), and then sampling a word from the distribution
over words φ(z) which characterizes the topic z. Both θ(d) and φ(z) have Dirichlet
priors with hyper-parameters α and β, separately. Therefore, the probability of
word w in the given document d and prior is represented as follows.

p(w|d, α, β) =
T∑

z=1

p(w|z, β) · p(z|d, α) , (6)

where T is the number of topics.
We use GibbsLDA++ toolkit2 to detect the topics in this study. After iter-

ation, we can get the word-topic distributions, i.e. the probability of each word
w on a topic t. Since the unit used in multi-document summarization is the sen-
tence, the probability of each sentence s on a topic t should be computed. In the
experiments, we choose a heuristic method to compute the contribution degree
degree(s|t) of each sentence s on a topic t instead of the probability, i.e. the sum
of the probability of every word occurring in the sentence on a topic. Further-
more, to keep the longer sentence from getting the larger value, we normalize
the sum by dividing the length of the sentence as shown in Equation (7).

degree(s|t) =
∑

w∈s p(w|t)
|s| , (7)

where |s| is the length of the sentence s.

4.3 Topic-Oriented HITS

In ToHITS model, we build a topic-sentence bipartite graph shown in Figure 1,
in which topic nodes represent the hubs and sentence nodes correspond to the
authorities.

Formally, the new graph is denoted as GToH = (ASent, HTopic, ETS), where
ASent = {si} is the set of sentences and HTopic = {ti} is the set of topics
detected by LDA introduced in Section 4.2. ETS = {eij|ti ∈ HTopic, sj ∈ ASent}
corresponds to the correlations between a sentence and a topic. Each eij is
associated with a weight wij which indicates the quantitative relationship of
the topic ti and the sentence sj . We compute the contribution degree of the
sentence s on the topic t through Equation (7) to denote the relationship. The
authority score Auth(si) of sentence si and the hub score Hub(tj) of topic tj
are computed by the same iteration process showed in Equation (2). After the
iteration converges, the authority scores are used as the scores of sentences.

2 http://gibbslda.sourceforge.net/

http://gibbslda.sourceforge.net/
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Fig. 1. The topic-sentence bipartite graph in ToHITS model

4.4 Topic-Oriented PageRank

In ToPageRank model, we leverage the topic distribution of the documents. Each
node in the graph is represented by different topics rather than one [10]. In or-
der to incorporate the topic-level information, we divide traditional PageRank
into multiple PageRanks [8] based on different topics, and then the topic-specific
PageRank scores is computed in each subgraph. Whereafter, the topic distribu-
tion of the entire document set is taken into account, and we can further obtain
the final scores of sentences to obtain summaries that are relevant to the docu-
ments and at the same time cover the major topics in the documents set. This
process is shown in Figure 2.

In PageRank model shown in Equation (4), the probability for a node to
jump to a random node is set to a fixed value based on the number of sentences,
however the idea in ToPageRank is to run PageRank on each individual topic.
Therefore we use the Biased PageRank [8] on each topic separately. The degree
value degree(s|t), which is computed according to Equation (7), is assigned to
each sentence s in the Biased PageRank on the specific topic. For topic t, the
ToPageRank score ScoretToPR(si) of sentence si is defined as follow:

ScoretToPR(si) = (1 − λ)degree(s|t) + λ ·
∑
j:j �=i

ScoretToPR(sj) · W̃ji , (8)

where W̃ is the normalized similarity matrix introduced in Equation (3).
The final score ScoreToPR(s) of sentence s is computed as follows:

ScoreToPR(s) =
∑
t∈T

ScoretToPR(s) · avgp(t) , (9)

where T stands for all topics and avgp(t) represents the average value of the sum
of probabilities for topic t in the document set. Instinctively every document in
the dataset should be treated equally, therefore we obtain avgp(t) by computing
the average value of the sum of probabilities for a topic t in every document:
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avgp(t) =

∑
d∈D p(t|d)
|D| , (10)

where p(t|d) is the probability of topic t in the document d. D is the document
set and |D| is the number of documents in the set.

Fig. 2. The process of ToPageRank Model (reference to [8])

5 Experiments

In order to choose more informative but less redundancy sentences as the final
summary, in the experiments we apply the variant version of MMR algorithm
proposed in [14]. This method is to penalize the sentences that highly overlap
with the sentences that have been chosen as the summary.

5.1 Data Set

To evaluate the summarization results empirically, we use DUC2004 dataset
since generic multi-document summarization is one of the fundamental tasks in
DUC2004. DUC2004 provided 50 document sets and every generated summary
is limited to 665 bytes. Table 1 gives a brief description of the dataset.

Table 1. Description of the Data Set

DUC2004

Data source TDT*(Topic Detection and Tracking)

Number of collections 50

Number of documents 500

Summary length 665 bytes
* http://www.itl.nist.gov/iad/mig/tests/tdt/
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5.2 Evaluation Methods

We use the ROUGE [7] toolkit3 to evaluate these models, which has been widely
applied for summarization evaluation by DUC. It evaluates the quality of a
summary by counting the overlapping units between the candidate summary
and model summaries. ROUGE implements multiple evaluation metrics to mea-
sure the system-generated summarization such as ROUGE-N, ROUGE-W and
ROUGE-SU.

The ROUGE toolkit reported separate scores for 1, 2, 3 and 4-gram and
among these different metrics, unigram-based ROUGE score (ROUGE-1) has
been shown to correlate well with human judgments [7]. Besides, longest common
subsequence (LCS), weighted LCS and skip-bigram co-occurrences statistics are
also used in ROUGE. In this experimental results we show three of the ROUGE
metrics: ROUGE-1 (unigram-based), ROUGE-2 (bigram-based), and ROUGE-
SU4 (extension of ROUGE-S, which is the skip-bigram co-occurrences statistics)
metrics.

5.3 Evaluation Results

The proposed ToPageRank model are compared with the ToHITS model, the
basic HITS, basic PageRank, the DUC Best performing system and the lead
baseline system on DUC2004. The DUC Best performing system is the system
with highest ROUGE scores among all the systems submitted in DUC2004.
The lead baseline takes the first sentences one by one in the last document in
a document set, where documents are assumed to be ordered chronologically.
Table 2 shows the comparison results on DUC2004.

It can be seen that ToPageRank model can outperform the ToHITS model,
two basic models and the DUC best system. The results indicate the effectiveness
of the proposed ToPageRank model. However, it is worth mentioning that the
performance of ToHITS model is better than its corresponding basic HITS model
but worse than basic PageRank model. It might result from that in the ToHITS
model only the topic-sentence information is applied but sentence relationships
are ignored, while in the PageRank model the relationships between sentences
play a vital role. This comparison indicates that the sentence-level information
is quite important in summarization to some extent.

To investigate how the damping factor and topic number influence the per-
formance of these models, we compare the different combinations with λ ranges
from 0 to 1 and Figure 3 shows the ROUGE-SU4 curve on the DUC2004. Corre-
spondingly, we further compare the influence of topic number in the models and
the results are shown in Figure 4 which indicate that when the topic number
is relatively small (around 15) ToPageRank performs well and meanwhile To-
HITS prefers relatively larger number of topics (around 20). The trends of other
metrics such as ROUGE-1 and ROUGE-2 are similar.

3 ROUGE version 1.5.5 is used in this study which can be found on the website
http://www.isi.edu/licensed-sw/see/rouge/

http://www.isi.edu/licensed-sw/see/rouge/
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Table 2. Comparison results on DUC2004

Systems ROUGE-1 ROUGE-2 ROUGE-SU4

Lead 0.33182 0.06348 0.10582
DUC Best 0.38279 0.09217 0.13349

HITS 0.36305 0.06892 0.11668
PageRank 0.38043 0.07815 0.12473
ToHITS 0.37264 0.07526 0.12095

ToPageRank 0.40501 0.09555 0.14034
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Fig. 3. ROUGE-SU4 vs. λ
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6 Conclusion and Future Work

In this paper, we propose a novel summarization model to incorporate the topic-
oriented information in the document set, named ToPageRank. To compare with
different algorithms, the ToHITS model is introduced. Experimental results on
DUC2004 dataset demonstrate that ToPageRank could outperform the corre-
sponding basic models, ToHITS and the top performing systems in various eval-
uation metrics.

In this study, the probabilities of sentences on certain topic is computed by
accumulating the probabilities of words occurring in the sentence. In future we
will design some new model to compute sentence probabilities in a more mean-
ingful method. Moreover, we will explore other correlations between sentences
in graph-based ranking methods.
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Abstract. This paper presents the development of a multi-agent framework in 
ethical wealth management where the focus is on the design and implementa-
tion of various types of agent. This development is part of an on-going project 
which aims to develop a novel ethical wealth planning model based on multi-
agent system. The objective of this paper is to propose a multi-agent framework 
that can plan, predict, assemble and recommend investment portfolio based on a 
set of preferences. The framework that has been addressed in this paper allows 
multiple agents with variable tasks to work together to achieve a certain goal.  

Keywords: Intelligent agent, multi-agent, wealth planner, financial portfolio. 

1 Introduction 

The notion of ethical investment goes back to the attempts of some religious traditions 
to forbid profiting from the economic activities that violates the moral rule of the 
religion such as gambling and tobacco [1]. There is a strong relationship between 
ethical investment and Islamic principles [2]. In the Islamic context, ethical invest-
ment is the financial investment that is in accordance with Shariah rule. The compa-
nies that adopt ethical behavior, Shariah compliant, are seen as having a higher trust 
and corporate reputation which can be a positive screening used by Muslim or Non-
Muslim investors when investing in stock market [1]. 

The agent concept [3] can be used to simplify the solution of large problems by dis-
tributing them to some collaborating problem solving units. This kind of strategy is 
called distributed problem solving. On the other hand the agent concept supports more 
general interactions of already distributed units, which is subject to multi-agent system 
[4] research. As an example, in a wealth planning setting, investment managers have to 
decide on a wide variety of investment options in order to ensure a profitable return to 
their investors. However, in order to select an investment option, there are a lot of para-
meters that need to be taken into account such as the track record of the companies, the 
revenue projection, the environmental and political conditions, the risk assessment, the 
nature of business etc. This generation of an investment portfolio is a complex and dy-
namics process as it is affected by many variables that change from time to time. Hence, 
a multi-agent system can be used to collaboratively solve this problem. 
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Because of the limited view of an agent and the changing environment, an agent 
has to be adaptive. New information will restrict or relax the possible actions of an 
agent. When usual constraint solvers face relaxations they re-compute the entire  
system again. Thereby, the efficiency of the computation gets worse as well as the 
stability of a solution. Incremental approaches [5] overcome this by updating only the 
affected parts, rather than re-computing the whole system. As this problem plays an 
important role in various fields, a lot of work on incremental approaches has been 
done such as the Dynamic Constraint Satisfaction Problem [6]. There is also a need 
for dynamic adaptation during the planning phase. As the optimal plan length is not 
known in advance, the size of the constraint system might change during the search 
for a solution. Examples of constraint-based planning systems which perform a prob-
lem expansion during the search are Graphplan and Descartes [6]. 

In order to get information about the constraints and parameters for the changing 
environment, an agent will be required to mine the web for additional resources in 
order to analyze the status of the current environment as well as to predict the current 
state of the environment in the future. In a financial setting, companies would usually 
publish information relating to their financial performance to the public. It is possible 
to build a web mining agent that is capable of extracting this semi-structured informa-
tion, merge the information and create investment ontology. By having this  
investment ontology, the planning agent can then make full use of this information to 
generate a more sound and reliable investment portfolio. 

Another advantage of utilizing agents in a financial setting is in its ability to  
forecast or predict estimated revenue for the future based on the current available 
information. For an investment manager to recommend a portfolio, he needs to select 
potential companies to invest, and predict the likely revenue that will be generated by 
this particular company within a given period of time. Obviously, companies that are 
expected to guarantee higher revenue will be selected to populate the investment port-
folio. However, predicting the possible profit that can be gained by a particular com-
pany is not a simple process. The investment manager needs to take into account the 
financial status of the company, the type of investment, the environmental variables 
that might affect the operation of the company as well as the company’s past financial 
performances. In the past, utilization of prediction methods such as time series, genet-
ic algorithm and artificial neural network [7][8][9] have been widely adopted in fore-
casting future data. Potentially the predictor agent can use any of these techniques or 
its combination. However, the accuracy of these prediction techniques is influenced 
by the nature of the problem and its dynamicity or complexity. 

The final stage of the investment portfolio generation is the planning process. By 
drawing the values obtained from the mined information and the predicted values, the 
agent now needs to determine an investment plan. This can be done by establishing 
different combinations of investment paths that can be explored by the agent with the 
objectives of selecting the path that will maximize on the investment profit. One such 
novel technique is the constraint based semantic planning which allows for the gener-
ation of the optimal path by combining the investment and constraint based planning 
technique. 
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Based on the setting described above, this research project will develop a semantic 
multi-agent framework that utilize semantic and agent technology to generate a plan 
for a given problem. To demonstrate the effectiveness of this framework, we will 
implement the framework with the ethical wealth management setting in order to 
develop an intelligent investment planner that will generate a profitable investment 
portfolio for its investors based on certain parameters. The rest of the paper is orga-
nized as follows. Section 2 describes related work on web based wealth planner.  
Section 3 elaborates on the architecture and agent components in the multi-agent 
framework. Section 4 evaluates the performance of the ethical wealth planner. Final-
ly, Section 5 concludes and elaborates on the future work. 

2 Related Works 

Over the last few years, a number of conventional web based wealth planners have 
been published. Among them, the most famous financial services provider system is 
Financial Engines which was founded by William F. Sharpe [10]. The Financial En-
gines system provides subscribers with specific buy-and-sell recommendations for 
managing tax-deferred and taxable investments. Besides that, there are some well-
known finance institutions that provide their own on-line system for financial and 
investment advice such as HSBC [11], Citibank [12], Maybank [13], etc.  

However, most of the wealth planners focus too narrowly on investment strategy 
and risk management services, and they lack flexible and autonomous problem solv-
ing behavior [14][15]. Due to these imperfections, Gao proposed a novel web-
services-intelligent-agent-based family wealth management system [14][15]. They 
proposed that a group of logical, interacting and autonomous agents are applied to 
deal with the complex, dynamic and distributed processes in wealth management 
system. In addition, Web-services technology is integrated into the agent architecture 
for the utilization of interaction among agents. Wealth planner is actually a kind of 
complex, dynamic and distributed process that requires degree of cooperative problem 
solving capabilities system [16]. Therefore, multi-agent based approach is appropriate 
to the problem where a group of agents with variable tasks work together to achieve a 
common goal. 

Kiekintveld et al. [17] presented an agent called Deep Maize, to forecast market 
prices in the Trading Agent Competition Supply Chain Management Game. As a 
guiding principle they exploited as many sources of available information as possible 
to inform predictions. Since information comes in several different forms, they inte-
grated well-known methods into a novel way to make predictions. The core of the 
predictor is a nearest neighbour machine learning algorithm that identifies historical 
instances with similar economic indicators. They also augmented this with online 
learning procedures that transform predictions by optimizing the scoring rules. This 
allowed them to select more relevant historical contexts using additional information 
that are made available during individual games. They explored the advantages of two 
different representations for predicting price distributions. 

Another work done by Ricardo Antonello and Ricardo Azambuja Silveira [18], 
proposed a multi-agent systems to reduce the uncertainty about investment in stock 
index prediction. The proposed system has a group of several agents that will monitor 
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and predict the movement direction for each asset in Bovespa Index. The econometric 
models are adapted as multiple linear regression in the decision mechanism of the 
agents. The neural network is used in the decision engine of the agents to allow the 
agents to learn from the historical stock prices and then make decision. The authors 
claimed that the use of population of agents in predicting the stock movement is more 
efficient compared to the prediction based only on data in the index time series.   

Tamer et al. [19] proposed the Stock Trading Multi-Agent System (STMAS) that 
utilized agent technology. STMAS is a web role-based multi-agent system that was 
implemented in the field of business intelligence. The system helps investors in buy-
ing and selling of stocks through the Egyptian Exchanges. In STMAS, roles are as-
signed to the agent dynamically by INRIN System. The INRIN System will assign the 
Role-Interface and Role-Implementation to a suitable agent to perform the required 
task. There were a total of five agents that were created in this system, Trading Infor-
mation Agent, System Manager Agent, Role-Interface Generator Agent, Trading Ex-
pert Agent and Broker Agent.  

3 The Multi-agent Ethical Wealth Planner 

This work focuses on the development of a semantic multi-agent framework that can 
plan, predict, assemble and recommend investment portfolio based on a set of prefe-
rences. This framework will allow multiple agents with variable tasks to work togeth-
er to achieve a certain goal. In order to investigate the effectiveness of the framework, 
an Ethical Wealth Planner (EWP) model is developed using the multi-agent frame-
work. In this work, three types of agent were developed which are the Crawler Agent, 
the Wealth Forecasting Agent and the Wealth Planning Agent. The implementation is 
aimed to develop an intelligent investment planner that will generate a profitable in-
vestment portfolio for its users. 

3.1 Service-Oriented Multi-agent Architecture 

The Ethical Wealth Planner consists of a front end EWP visualizer and back end 
components that are made up of three agents. These agents are the Crawler Agent, the 
Wealth Forecasting Agent and the Wealth Planning Agent. In EWP, this multi-agent 
framework is deployed in a Service Oriented Architecture (SOA) [20] where each of 
the agents is wrapped as a standalone service provider. These services are accessible 
via web service protocol. Among the advantages of using SOA are standardized  
Service Contract, Service Loose Coupling, Service Autonomy, Service Abstraction, 
Service Reusability, and Service Statelessness. Above all, the service discovery, com-
position and invocation can be autonomously done by the intelligent agents. 

The Agent Lookup service is responsible to handle the interaction among the 
agents. Agent Lookup plays the role of “Yellow Pages”, in which every agent must 
register itself to the Agent Lookup service on startup. The Agent Lookup will keep 
track of the location of the agents. When one component or agent wishes to commu-
nicate with another agent, it gets the location of the agent through Agent Lookup be-
fore performing the communication. In the case of EWP, the Simple Object Access 
Protocol (SOAP) [21] is used for the inter-component communication. 
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Figure 1 illustrates the architecture of the system and how each agent interacts with 
each other. Firstly, the Crawler Agent will mine and collect company profile from the 
web. The data crawled will be stored in the knowledge base that resides in the Alle-
groGraph [22] server. AllegroGraph is a graph database that uses efficient memory 
utilization with disk-based storage. It supports SPARQL from numerous client appli-
cations [22]. At the same time, the Crawler Agent will also collect the daily stock 
prices and stores them into a relational database. The information will then be used by 
the Wealth Forecasting Agent in predicting the next day’s stock closing price. This 
agent has learning skills due to the use of MLP neural network which consist of one 
input layer, one hidden layer and one output layer. The nodes in the network are con-
nected in feed forward manner. The network is then trained by using back propaga-
tion algorithm (learning with sigmoid function).  The Wealth Planning Agent is  
responsible to perform decision making based on the prediction results and other con-
straints. The EWP visualizer is a web-based user interface which is responsible for the 
user’s visualization and navigation. It interacts with the agent components through 
SOAP in order to retrieve the wealth planner. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Ethical Wealth Planner Multi-Agent Architecture 

3.2 Agents’ Roles and Responsibilities 

The Crawler Agent. This agent mines the web to collect data relating to company 
profile and information such as the company’s name, business description, director 
and officers, and news related to its company. This data is crawled from the Wall 
Street Journal [23]. We created a company’s ontology to capture the information re-
lating to company. The extracted semi-structured information is merged and added to 
the knowledge base. The Crawler Agent is triggered to run on a monthly basis to keep 
the company profiles up-to-date. Besides, the Crawler Agent also collects the histori-
cal stock price of the company. This historical stock price is to be used as an input for 



452 W.S. Phang, L.I. Tan, and P. Anthony 

 

predicting the stock movement. In this research, fifteen stocks from Kuala Lumpur 
Stock Exchange (KLSE) are monitored. The agent crawls and updates the stock prices 
on daily basis. 

The Wealth Forecasting Agent. The role of the Wealth Forecasting Agent is to learn 
the trend of stock price from the historical data sets for a particular stock in a given 
period. This agent is responsible to predict the next day's closing price of the stocks. 
The forecasting technique that is used for the closing price prediction is artificial 
neural network (ANN). A set of historical stock prices of 15 companies that are listed 
on KLSE gathered from the World Wide Web is used for the training and testing of 
the neural network. The set of data was downloaded for the period of 1st June 2006 
until 31st December of 2011. This historical data set from 1st June 2006 until 31st May 
2011 are set apart for learning purpose while the remaining are reserved for testing. 
The Wealth Forecasting Agent will return a prediction result to the Wealth Planning 
Agent for further action.  

The Wealth Planning Agent. The Wealth Planning Agent accepts input from user 
and filters out a list of potential companies. This set of companies will be passed to 
the Wealth Forecasting Agent for stock price prediction. The Wealth Planning Agent 
will use the prediction results together with the Price Earnings Ratio (PE) [24] to 
determine the best returned result among all the companies and recommends it to the 
investor. The decision making is completed in a rule-based manner. 

3.3 Agents Interaction  

Agent interaction is the most important process in EWP. All agents interact with each 
other to perform the task of generating the investment portfolio to its investors. The 
investment portfolio generation process is as follow: 

1. The Crawler Agent is triggered to insert/update the company profile and stock 
prices in the knowledge base and the relational database. 

2. The EWP visualizer accepts the user investment preferences (such as amount of 
investment, type of company, duration of investment, and etc.) and passes it to the 
Wealth Planning Agent. 

3. The Wealth Planning Agent accepts the input and filters out the potentials stocks 
that conform to the investor’s preferences. The list of potential stocks is then 
passed to the Wealth Forecasting Agent. 

4. The Wealth Forecasting Agent accepts the list of stocks passed by the Wealth Fo-
recasting Agent. The Wealth Forecasting Agent executes the prediction algorithms 
(ANN) to predict the future movement of each of the stocks. 

5. The Wealth Forecasting Agent returns the predicted results to the Wealth Planning 
Agent. 

6. The Wealth Planning Agent receives the predicted results from the Wealth Fore-
casting Agent. 

7.  The Wealth Planning Agent gets the Price Earnings ratio value from knowledge 
base which was collected by the Crawler Agent previously. 
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8. The Wealth Planning Agent makes decision based on the predicted results and 
Price Earnings ratio to select the most profitable investment portfolio. 

9. The Wealth Planning Agent generates the investment portfolio and passes the re-
sults to the EWP visualizer. 

10. The EWP visualizer receives the recommended investment portfolio and displays 
it to the investor.    

At the time of writing, this research work is still ongoing. However, the multi-agent 
framework proposed has been developed. The EWP has been partially implemented 
using this multi-agent framework. 

4 Experimental Evaluation 

Experiments were conducted to test the EWP performance. The first experiment is car-
ried out in order to test the prediction’s accuracy of the neural network utilized by the 
Wealth Forecasting Agent. Fifteen stocks that comprised of Shariah and non-Shariah 
compliance stocks from KLSE are chosen to represent the virtual stock market. Five 
years historical data set are used in this experiment. The data set is divided into two 
parts, the training set and testing set. The training set is used as input to train the net-
work. After the network is trained, the testing set is used to predict the movement of the 
stock price. These predicted values are then compared with the historical values to cal-
culate the accuracy of the prediction. The percentage of the predicted value will be cal-
culated using the Residual Error (RE) for each single stock. After that, the Average 
Residual Error (ARE) will be calculated to evaluate the overall performance of the 
ANN. Table 1 shows the accuracy and RE of the stocks prediction results in percentage. 

Table 1. Accuracy and Residual Error of the Stocks Prediction  based on  5 years historical 
data   

Stock Accuracy (%) RE (%) 
BAT_KLS 98.31 1.09 
BPURI_KLS (S) 97.30 2.20 
COMMERZ_KLS 98.22 1.39 
DIGI_KLS (S) 96.77 3.18 
DRBHCOM_KLS 97.54 2.30 
FAJAR_KLS 98.41 1.40 
JETSON_KLS (S) 94.80 5.75 
KEN_KLS (S) 97.53 2.17 
MAXIS_KLS (S) 97.84 1.28 
MAYBANK_KLS 98.80 1.06 
NESTLE_KLS (S) 98.70 1.12 
NOTION_KLS (S) 97.86 2.20 
PBBANK_KLS 98.33 1.43 
SPRITZR_KLS (S) 97.47 2.09 
TAKAFUL_KLS (S) 97.15 2.38 

Based on the result obtained, the prediction value of MAYBANK_KLS stock rec-
orded the highest accuracy rate of 98.80% and obtained the lowest RE of 1.06%. 
JETSON_KLS recorded the lowest accuracy of 94.80% with RE of 5.75%. Using 
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these results, we obtained the average prediction accuracy of 97.67%. The average 
residual error obtained for this experiment is 2.07%.  

The second experiment is conducted to test the performance of the Wealth Planning 
Agent. Out of fifteen stocks, nine of the Shariah compliance stocks (indicated as (S)) are 
tested. The settings of the investment are fixed and the duration of the investment is 
between one and six months. Table 2 and Table 3 show the results of the Wealth Plan-
ning Agent in that suggests the most profitable stocks over the given duration.  

Table 2. Predicted profit margin (in RM per share) for each stock from one to six months  

Duration 
(Month/s) 

Stock 
1 2 3 4 5 6 

DIGI_KLS (S) 0.0396 0.1082 0.1393 0.235 0.2594 0.4013 
MAXIS_KLS (S) 0.0293 0.0058 0.021 0.0115 0.0886 0.3012 
NOTION_KLS (S) 0.000 0.000 0.000 0.0166 0.000 0.0135 
TAKAFUL_KLS (S) 0.2097 0.4394 0.3835 0.388 0.3545 0.3599 
NESTLE_KLS (S) 0.2669 0.2053 0.235 2.6887 2.2486 3.6166 
SPRITZR_KLS (S) 0.0261 0.0276 0.0247 0.0214 0.0299 0.1706 
BPURI_KLS (S) 0.0114 0.1402 0.1469 0.1847 0.1742 0.1382 
JETSON_KLS (S) 0.000 0.000 0.000 0.000 0.000 0.4602 
KEN_KLS (S) 0.0515 0.0356 0.0459 0.0393 0.0727 0.0272 

Table 3. Results of the Stock Chosen from one to six months 

Duration 
(Month/s) 

Stock Predicted 
Buy Date 

Predicted 
Sell Date 

 

Predicted 
Buy 
Price  

(RM Per 
Share) 

Predicted 
Sell Price 
(RM Per 
Share) 

Profit 
Margin 

(RM 
Per 

Share) 
1 NESTLE 

_KLS (S) 
1/6/2011 22/6/2011 46.67 49.94 0.27 

2 TAKAFUL 
_KLS (S) 

1/6/2011 13/7/2011 1.68 2.12 0.44 

3 TAKAFUL 
_KLS (S) 

1/6/2011 12/7/2011 1.69 2.07 0.38 

4 NESTLE 
_KLS (S) 

13/7/2011 19/9/2011 49.13 1.82 2.69 

5 NESTLE 
_KLS (S) 

12/7/2011 19/9/2011 48.14 50.39 2.25 

6 NESTLE 
_KLS (S) 

12/7/2011 29/11/2011 49.70 53.31 3.62 

 
In Table 2, the profit margin per share for each stock are calculated based on the 

predicted closing prices, by calculating the difference of the highest price and the 
lowest price within the specified time frame. Some of the profit margin for some 
stocks is 0, this is because the highest closing price is screened at the beginning, and 
at the same time the price movement of the stock is predicted to decrease along the 
selected duration. In Table 3, the stocks that gains highest profit margin for each of 
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the duration were collected. The final output of the Ethical Wealth Planner is the in-
vestment portfolio which includes the predicted prices, company’s profile and the 
predicted profit that could be earned by the investor. Figure 2 shows the screen shot 
of investment portfolio that was generated during the experiment. Inside the invest-
ment portfolio, the company’s description is showed. A link is provided to view the 
details of the company which were stored in knowledge base. A result showing the 
recommended buy and sell time is displayed in table form together with the graph that 
compared the prediction and actual stock price over the time period.  

 

 
 
 
 
 
 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Fig. 2. Screen shot of the generated investment portfolio 
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5 Conclusion and Future Work 

This paper presented the development of Ethical Wealth Planner. The system is de-
veloped to conform to a multi-agent framework. It consists of three types of agent, the 
Crawler Agent, the Wealth Planning Agent and the Wealth Forecasting Agent. Each 
of these agents is assigned a distinct task. SOAP is adopted as an interaction model 
between these agents. Furthermore, the interaction between agents in order to achieve 
their goals in this framework is described. Several tests have been conducted to eva-
luate the efficiency of the multi-agent framework. Currently, the prediction algorithm 
used by the Wealth Forecasting Agent is Feed Forward Neural Network with back 
propagation which recorded 97.67% of prediction accuracy. However, more research 
which emphasize on the prediction algorithm and the optimal selection algorithm in 
the agent’s decision making needs to be conducted in the future in order to achieve 
higher accuracy in this wealth planner. In this paper, the multi-agent framework is 
proved to be workable where each of the agents is able to work together in generating 
an investment portfolio, and the decision of the agent is performed in rules basis. In 
the future work, these rules should be captured in an investment ontology which will 
be utilized by the agent in making decision. The utilization of investment ontology 
should allow the agent to reasoning semantically and generate a more meaningful 
portfolio. 
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Abstract. Machine learning technology faces challenges in handling
“Big Data”: vast volumes of online data such as web pages, news sto-
ries and articles. A dominant solution has been parallelization, but this
does not make the tasks less challenging. An alternative solution is using
sparse computation methods to fundamentally change the complexity of
the processing tasks themselves. This can be done by using both the spar-
sity found in natural data and sparsified models. In this paper we show
that sparse representations can be used to reduce the time complexity
of generative classifiers to build fundamentally more scalable classifiers.
We reduce the time complexity of Multinomial Naive Bayes classification
with sparsity and show how to extend these findings into three multi-label
extensions: Binary Relevance, Label Powerset and Multi-label Mixture
Models. To provide competitive performance we provide the methods
with smoothing and pruning modifications and optimize model meta-
parameters using direct search optimization. We report on classification
experiments on 5 publicly available datasets for large-scale multi-label
classification. All three methods scale easily to the largest available tasks,
with training times measured in seconds and classification times in mil-
liseconds, even with millions of training documents, features and classes.
The presented sparse modeling techniques should be applicable to many
other classifiers, providing the same types of fundamental complexity
reductions when applied to large scale tasks.

Keywords: sparse modeling, multi-label mixture model, generative
classifiers, Multinomial Naive Bayes, sparse representation, scalable com-
puting, big data.

1 Introduction

Machine learning systems are operating on increasingly larger amounts of data,
or “Big Data”. A dominant idea has been to tackle these challenges by paral-
lelizing algorithms with cluster computing and more recently cloud computing.
An alternative approach to the scalability problem is to change the algorithms
to more scalable ones. Most types of web data are naturally sparse, including
graph and text data. The models can be made sparse as well. Sparse computing
methods offer the possibility of solving the scalability problem by reducing the
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computational complexity of the algorithms themselves, offering fundamentally
more efficient solutions.

Sparse computing works by representing data and models using sparse matrix
representations. For example, a vector of word counts of a document w can be
represented by two smaller vectors of indexes and non-zero counts. Alternatively
a hash table can be used for this, for constant time lookups and additions. In
both cases the complexity of storing sparse information is reduced from full
|w| to sparse complexity s(w), where s(w) is the number of non-zero counts.
Fundamental reductions in computing complexities can be gained by choosing
the correct sparse representation.

In this paper we show that by using the correct sparse representations the
time complexity of generative classifiers can be reduced. We propose a sparse
time complexity algorithm for MNB classification. We then demonstrate sparse
generative classification with three multi-label extensions of Multinomial Naive
Bayes (MNB), representing baseline approaches to multi-label classification. Bi-
nary Relevance (BR) method extends MNB by considering each label in multi-
label classification as a separate problem, performing binary-class classifications.
Label Powerset (PS) converts each labelset to a label, performing multi-class
classification. Finally, Multi-label Mixture Modeling (MLMM) decomposes la-
belsets into mixture components, performing full multi-label classification. For
each method a couple of meta-parameters are optimized using a direct search
algorithm to provide realistic performance on the datasets. The direct search op-
timizations are done using a parallelized random search algorithm, to optimize
the microaveraged F-score of development sets for each method.

Five freely available large-scale multi-label datasets are used for the experi-
ments, using reported preprocessing for comparison of results. It is demonstrated
that the use of sparse computing results in training times measured in seconds
and classification times in milliseconds, even on the largest datasets with millions
of documents, features and classes.

The paper continues as follows. Section 2 proposes sparse computation with
the MNB model. Section 3 proposes three extensions of sparse MNB to multi-
label classification. Section 4 presents experimental results on the five datasets
and Section 5 completes the paper with a discussion.

2 Sparse Computation with Multinomial Naive Bayes

2.1 Multinomial Naive Bayes

Naive Bayes (NB) models [1, 2, 3] are generative graphical models, models of
the joint probability distribution of features and classes. In text classification
the joint distribution p(w,m) is that of word count vectors w = [w1, ..., wN ]
and label variables m : 1 ≤ m ≤ M , where N is the number of possible words
and M the number of possible labels. Bayes classifiers use the Bayes theorem to
factorize the joint distribution into label prior p(m) and label conditional pm(w)
models with separate parameters, so that p(w,m) = p(m)pm(w). NB uses the
additional assumption that the label conditional probabilities are independent,
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so that pm(w) =
∏

n pm(wn, n). Multinomial Naive Bayes (MNB) parameter-
izes the label conditional probabilities with a Multinomial distribution, so that
pm(wn, n) ∝ pm(n)wn . In summary, MNB takes the form:

p(w,m) = pm(w)p(m) ∝ p(m)
N∏

n=1

pm(n)wn , (1)

where p(m) is Categorical and pm(n)wn Multinomial.

2.2 Feature Normalization

Modern implementations of MNB use feature normalizations such as TF-IDF
[4]. Surprisingly, this method developed for improving information retrieval per-
formance has been shown to correct many of the incorrect data assumptions that
the MNB makes [3]. The version of TF-IDF we use here takes the form:

wn =
log[1 + wu

n]

s(wu)
log[max(1,

D

Dn
− 1)], (2)

where wu
n is the original word count, s(wu) the number of non-zero counts in

the word vector, Dn the number of training documents word n occurs in, and D
the number of training documents.

The first factor (TF) in the function performs unique length normalization
[5] and word frequency log transform. Unique length normalization is used, as
it has been shown to be consistent across different types of text data [5]. The
log transform corrects for the “burstiness effect” of word occurrences in docu-
ments, not captured by a Multinomial. As shown in [3], performing a simple
log-transform corrects this relatively well. The second factor (IDF) performs an
unsmoothed Croft-Harper IDF transform. This downweights words that occur
in many documents and gives more importance to rare words. The Croft-Harper
IDF downweights the common more words severely, actually setting the weight
of words occurring in more than half the documents to 0. This induces sparsity
and can be useful when scaling to large-scale tasks.

2.3 Sparse Representatation and Classification with Generative
Models

It is a common practice in text classification to represent word count vectors
w sparsely using two smaller vectors, one for indices of non-zero counts v and
one for the counts c. A mapping from dense to sparse vector representation can
be defined k(w) = [v, c]. Less commonly, the Multinomial models can be repre-
sented sparsely in the same way, using a vector for non-zero probability indices
and one for the probabilities. By using the right type of sparse representations
we can reduce both the space and time complexity of generative models much
further.

Instead of having either a dense or sparse vector for each Multinomial, all
Multinomial counts can be represented together in the same hashtable, using
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tuples of indices {m,n} as the key and the log-probability log(pm(n)) as the
stored value. This is known as the dictionary of keys representation for sparse
matrices. Like dense vectors, the counts can be updated and queried in constant
time. Like sparse vectors, the space use of storing the Multinomial is s(w). But
unlike sparse vectors, there is no need for allocating vectors when a resize is
needed, or when a new label is encountered in training data.

The dictionary of keys is an efficient representation for model training, but
for classification an even more efficient sparse representation exists. The inverted
index forms the core technique of modern information retrieval, but surprisingly
it has been proposed for classification use only recently [6]. An inverted index
can be used to access the multinomials, consisting of a vector κ of label lists
called postings lists κn. In this paper it is shown that the inverted index can be
used to reduce the time complexity of inference with generative models.

A naive algorithm for MNB classification computes the probability of the
document for each label and keeps the label maximizing this probability. Taking
the data sparsity s(w) into account, this has the time complexity O(s(w)M).
With the inverted index, we can substantially reduce this complexity. Given a
word vector, only the labels occurring in the postings lists can be considered
for evaluation. To avoid a classification error in abnormal cases, the probability
for the apriori most likely label needs to be precomputed. The evaluation list
� of labels can be computed by taking a union of the occurring labels, � =
∪n:wn>0κn. Replacing the full set of labels with the evaluation list results in
sparse O(s(w)|�|) time complexity.

When conventional smoothing methods such as Dirichlet prior or interpolation
are used, the smoothing probabilities can be precomputed and only updated for
each label. Using this with generative modeling, we get another time complexity
reduction. When constructing the evaluation list, the matching words between
the word vector and unsmoothed multinomial can be saved as update lists νm

for each label. This reduces the time complexity to O(s(w)+
∑

m∈� |νm|)) where
|νm| are the update list sizes, at worst min(s(w), s(pum)). Algorithm 1 gives a
pseudocode description of sparse MNB classification.

3 Multi-label Extensions of Naive Bayes

Multi-label classification deals with the extension of single-label classification
from a single label to set of labels, or equivalently a binary labelvector of label
occurrences l = [l1, ..., lM ]. In supervised multi-label tasks the training dataset
is labeled with the labelsets. Evaluation is done using a variety of metrics, most
commonly the micro-averaged and macro-averaged F-scores [7]. We optimize
and evaluate using micro-averaged F-score as the measure, as this been most
commonly used with the text datasets we are experimenting on.

We evaluate three scalable extensions to MNB for sparse multi-label classifi-
cation. The first two are the problem transformation methods of Binary Rele-
vance(BR) [8] and Label Powerset(PS) [9], that are commonly used as baselines
in multi-label classification [10, 11]. The third one is a multi-label mixture model
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Algorithm 1. Sparse MNB Classification

1: log smooth = 0

2: for all n ∈ k(w)1 do � Iterate document words k(w)1
3: log smooth+ = log(ps(n)) ∗ wn

4: for all m ∈ κn do � Iterate postings list κn

5: νm = ∪(νm, (n))

6: mmax = mapriori

7: pmax = log(p(mapriori)) + log smooth
8: for all m ∈ � do � Iterate evaluation list �

9: pnew = log(p(m)) + log smooth
10: for all n ∈ νm do � Iterate update list νm

11: pnew+ = (log(pm(n)) − log(ps(n))) ∗ wn

12: if pnew > pmax then
13: pmax = pnew

14: mmax = m

(MLMM) that we have developed, that uses mixture modeling to decompose la-
bel combinations.

3.1 Binary Relevance

The binary relevance method [8] considers each label in the labelvector inde-
pendently, by performing a binary classification for each label. The advantages
of BR are that it is very efficient and easy to implement with any classifier ca-
pable of binary-label classification. The disadvantage is that it totally ignores
label correlations, in the worst cases classifying all labels as positive or none.
A relevance thresholding scheme is commonly used to improve the results, by
adjusting the relevance decision boundary to maximize the evaluation score on
a held-out development set. Extending the MNB classifier for BR is straightfor-
ward, with a positive Multinomial and a corresponding negative Multinomial for
each label. Since we work with very large numbers of labels, we can approximate
the negative Multinomial with a background distribution p(n) with little loss in
accuracy.

3.2 Label Powerset

The label powerset method [9] is a straightforward way to perform multi-label
classification with single-label classifiers. Each labelset in training is converted to
a single label identifier and converted back to labelsets after classification. Both
operations can be done using hash table lookups, externally to the classifier. The
main disadvantage is the increased space and time complexity of classification.
Instead of models for at most M labels, PS constructs models for each labelset
configuration l occurring in the training data. It neither takes into account sim-
ilarities between the labelsets, and can only classify labelsets that are seen in
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the training data. Despite the theoretical problems, PS forms the basis of some
of the most successful multi-label classification algorithms.

3.3 Multi-label Mixture Model

Multi-label mixture models [12, 13, 14] attempt generalization of MNB to multi-
label data by decomposing labelset-conditional Multinomials into mixtures of
label-conditional Multinomials. Here we propose a simple multi-label mixture
model that is closely related to the original Multi-label Mixture Model [12] and
Parametric Mixture Model [13], taking the form:

p(w, l) ∝ p(l)

N∏
n=1

[

M∑
m=1

lm
s(l)

pm(n)]wn (3)

By constraining the labelvector to a single label s(l) = 1, the model reduces
to MNB. A number of choices exist for modeling p(l), one being a Categorical
distribution over the labelvectors [12]. We use a fixed mixture of a Categorical
with a smoothing distribution:

p(l) = 0.5pu(l) + 0.5ps(s(l)), (4)

where pu is the unsmoothed Categorical, ps is a Categorical over labelcounts
s(l) corrected to l event space.

Classification with multi-label mixture models requires heuristics in practice,
as a naive algorithm would perform a 2M enumeration of all the possible la-
belsets. A common greedy algorithm [12, 13] starts with a labelvector of zeros
and iteratively sets to 1 the label m that improves p(w, l) the most. The itera-
tion ends if no label improves p(w, l). The labelcount prior ps constrains what
would be M2M to a maximum of Mq2 evaluations, where q = maxl:p(l)>0(s(l))
is the largest labelcount in training data, resulting in O(q2M s(w)) complexity.

This algorithm can be improved by taking into account the sparse improve-
ments we’ve proposed for MNB and some additional heuristics. We can add
caching of probabilities, so that in each iteration the probabilities p(wn) can be
updated instead of recomputed. This reduces the time complexity toO(Mqs(w)).
We can also remove all non-improving labels in each iteration from the evaluation
list as a weak heuristic. Finally, we can combine these with the sparse classifi-
cation done in Algorithm 1, to get the worst time complexity of O(q(s(w) +∑

m∈� |νm|)), or simply q times the sparse MNB complexity.

3.4 Model Modifications

For competitive performance and to deal with realistic data some modifications
are required in generative modeling. An example of a mandatory modification
is smoothing for the conditional Multinomials. In this paper we use four meta-
parameters a to produce realistic performance for each compared method, except
for the additional label thresholding meta-parameter a5 used with BR.
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The first modification is the conditional smoothing. We use Jelinek-Mercer
interpolation, or linear interpolation with a background model. For each method,
we estimate a background Multinomial concurrently to the Multinomials and
interpolate this with the conditionals, so that pm(n) = (1− a1)p

u
m(n)+ a1p

s(n).
The second modification is to enable training with limited memory to very

large datasets. We first constrain the hashtable for the conditionals to a max-
imum of 8 million counts, so that adding keys above that is not allowed. In
addition we use pruning with the IDF weights. When a count is incremented, we
compare its IDF-weighted value to an insertion pruning threshold a2. If the value
is under the threshold, the count is removed from the hashtable. When stream
training is used, the IDF-values can be approximated with running estimates,
giving gradually more accurate pruning.

A third modification is to scale the priors, replacing p(l) by p(l)a3 . This is
commonly done in speech recognition, where language models are scaled. We’ve
added this modification as it has a very considerable effect, especially in cases
where the prior is less usable for a dataset and the generative model still weights
labels according to the prior.

As a fourth modification we add a pruning criteria to the classification al-
gorithm. We add a sorting to the evaluation lists, by scoring each label as
the sum of matching TF-IDF weighted word counts qm =

∑
n wn1pu

m(n)>0,
and sorting the evaluation list by the scores qm. We can then use the ranked
evaluation list, by stopping the classification once the mean log probability of
the evaluated labels deviates too far from the maximum log probability found,
mean logprob − a4 < max logprob. The scoring adds a O(|�| log(|�|)) term to
the time complexity, but this does not increase the worst time complexity in
typical cases.

3.5 Meta-parameter Optimization

We use a direct search [15] approach for optimizing the meta-parameters. The
function value f(a) we optimize is the micro-averaged F-score of held-out de-
velopment data. The type of direct search we use is a random search algorithm
[16, 17], an approach best suited for the low-dimensional, noisy and multimodal
function we are dealing with.

In random search the current best point a is improved by generating a new
point d ← a + Δ with step Δ and replacing a with d if the new point is as
good or better, if f(a) ≤ f(d), a ← d. The iterations are then continued to a
maximum number of iterations I. A number of heuristics are commonly used
to improve basic random search. We use a couple common ones, along a novel
Bernoulli-Lognormal function for step generation.

Instead of generating a single point, we generate a population of J points
in order to fully use parallel computing. Instead of having a single point for
generation, we keep many, so that if any point dj ← a+Δj improves or equals
f(a), we replace the current set of points by the Z best points sharing the best
value. Subsequent points are then generated evenly from the current set of best
points a1+j%Z .
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We generate steps with a Bernoulli-Lognormal function, so that for each at
we first generate a step direction with a uniform Bernoulli bjt ∈ (−1, 1) and
then multiply the stepsize by a Lognormal eN (0,2). We combine this with a
global adaptive stepsize decrease, so that we start stepsizes at half range ct =
0.5 ∗ (maxt −mint) and multiply them by 1.2 after an improving iteration and
by 0.8 otherwise. This gives the step generation process as Δjt ← bjt ct e

N (0,2).
In addition we improve variance among the generated points by generating each
alternate step in a mirrored direction: if j%2 = 0, bj ← −b(j−1). A heuristic
starting point a is used and to reduce the search space each meta-parameter
is constrained to a suitable range djt ← min(max(a1+j%Z +Δjt,mint),maxt)
found in model development.

4 Experiments

4.1 Experiment Setup

The experiment software was implemented using Java and executed on single
thread on a 3.40GHz Intel i7-2600 processor using 4GB of RAM. Five recent
large-scale multi-label datasets were used for the experiments, all freely avail-
able for download. Table 1 shows the dataset statistics. The numbers of distinct
labelsets are omitted from the table, but in the worst case this is 1468718 classes
for the WikipL dataset, close to a million and a half. The datasets were prepro-
cessed by lowercasing, stopwording and stemming, and stored in LIBSVM sparse
format.

Table 1. Statistics for the five training datasets. Documents D in training, unique
labels M , unique words N , mean of unique labels per document e(s(l)) and mean of
unique words per document e(s(w)).

Dataset Train D Labels M Words N e(s(l)) e(s(w)) Task description

RCV1-v2 343117 350 161218 1.595 63.169 News articles
Eurlex 17381 3870 179540 5.319 270.346 Legal documents

Ohsu-trec 197555 14379 291299 12.389 81.225 Medical abstracts
DMOZ 392756 27874 593769 1.028 174.124 Web pages
WikipL 2363436 325014 1617125 3.262 42.534 Wikipedia articles

The datasets consist of WikipL, DMOZ, Ohsu-trec, Eurlex and RCV1-v2,
each split to a training set, held-out development set and evaluation set. WikipL
and DMOZ are the larger datasets from LSHTC21 evaluation of multi-label clas-
sification. For Eurlex2 [18] the first 16381 documents of eurlex tokenstring CV1-
10 train.arff were used as the training set, the last 1000 as the development set
and eurlex tokenstring CV1-10 test.arff as the evaluation set. Ohsu-trec3 used

1 http://lshtc.iit.demokritos.gr/
2 http://www.ke.tu-darmstadt.de/resources/eurlex
3 http://trec.nist.gov/data/t9_filtering.html

http://lshtc.iit.demokritos.gr/
http://www.ke.tu-darmstadt.de/resources/eurlex
http://trec.nist.gov/data/t9_filtering.html


466 A. Puurula

both the title and abstract as document text, preprocessed by lowercasing, re-
moving <3 letter words and using the Porter stemmer. The MeSH terms were
used as labels with additional specifiers to terms discarded. Ohsumed.88-91 is
used as the training dataset, the first 1000 documents of ohsumed.87 as the devel-
opment set and the rest as the evaluation set. The files lyrl2004 tokens test pt*.
dat for RCV1-v24 [19] were used as the training set, the first 1000 documents
of lyrl2004 tokens train.dat were used as the development set and the last 8644
as the evaluation set. The categorization rcv1-v2.industries.qrels was used for
labeling.

4.2 Experiment Results

The three evaluated methods were optimized for micro-averaged F-score on each
development set using a 50x30 (50 iterations, 30 points) random search. Figure
1 compiles the results from the runs, showing training times in seconds, develop-
ment set classification times in milliseconds and evaluation set micro-averaged
F-scores. The time estimates were computed as the median of 8 runs. Table 2
shows the same numbers in a table form in addition to the development set
F-scores.

Fig. 1. Median training times, median classification times and micro-averaged F-scores

One-tailed paired t-tests were used to test the differences in F-scores and times,
verified byWilcoxon signed rank tests with p < 0.05. Significances from t-tests p <
0.05 are shown in parenthesis. BR is outperformed in accuracy by both MLMM
(p < 0.006) and PS (p < 0.004). In addition the effect size is very large, with
BR falling behind by almost half the F-score on average. The difference between
MLMM and PS accuracy is not significant, although on average PS is over 3%
F-score better than MLMM. In terms of training set times all models perform
similarly, with no significant differences and very similar mean times. In terms of

4 http://www.daviddlewis.com/resources/testcollections/rcv1/

http://www.daviddlewis.com/resources/testcollections/rcv1/
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classification times the large variance causes only the difference between BR and
PS to be significant (p < 0.013), although the mean times suggest BR is twice as
fast as both MLMM and PS, and MLMM is somewhat faster than PS.

Table 2. Median training times, median classification times and micro-averaged F-
scores

(a) Training times in seconds

BR MLMM PS

RCV1-v2 30.73 35.53 42.50
Eurlex 9.56 18.60 9.01

Ohsu-trec 123.51 63.43 48.32
DMOZ 152.95 148.29 147.14
WikipL 219.82 261.92 218.01

(b) Classification times in ms

BR MLMM PS

RCV1-v2 0.25 2.18 24.73
Eurlex 1.71 38.47 59.70

Ohsu-trec 47.72 5.90 150.85
DMOZ 148.55 324.79 164.98
WikipL 5.96 49.18 91.21

(c) Development set micro-
averaged F-scores

BR MLMM PS

RCV1-v2 0.439 0.660 0.702
Eurlex 0.259 0.422 0.508

Ohsu-trec 0.332 0.405 0.407
DMOZ 0.121 0.381 0.383
WikipL 0.143 0.206 0.249

(d) Evaluation set micro-
averaged F-scores

BR MLMM PS

RCV1-v2 0.434 0.665 0.705
Eurlex 0.242 0.408 0.498

Ohsu-trec 0.318 0.402 0.401
DMOZ 0.101 0.362 0.358
WikipL 0.111 0.190 0.228

5 Discussion

This paper showed how sparse matrix representations can be applied to reduce
the complexity requirements of generative models. Although sparse representa-
tions such as the inverted index are fundamental in fields such as information
retrieval, we have found no prior work on explicitly applying sparse represen-
tations for reducing space and time complexities for probabilistic models. It is
likely that sparse representations are used in practical implementations of exist-
ing models, but the connections to complexity theory have been so far omitted.

We demonstrated how generative classifiers such as MNB can utilize sparse
representations for reducing the time complexity of classification. We then used
these representations with three extensions of MNB on the largest publicly avail-
able multi-label classification datasets. To get representable performance, a cou-
ple of parameterized modifications were used. The meta-parameters required by
these were optimized regarding the micro-averaged F-score of development sets
with a direct search algorithm. All 3 classifiers could be trained in some minutes
on a single processor, with millions of documents, features and classes. Although
not optimized with classification speed in mind, the 3 classifiers performed clas-
sifications in times ranging from microseconds to some hundreds of milliseconds,
even when using over a million classes.

In the experiments presented here no comparisons to dense classifiers were
made, as it would be tedious to compare dense classification speeds with the large
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datasets. In preliminary work we attempted several toolkits, but did not find ones
that could scale to the databases discussed here. For future research it will be
interesting to see what other classifiers can benefit from sparse representations.
This can potentially change what classifiers are preferred in large scale tasks.
It is expectable that the use of sparse representations becomes a mainstay of
machine learning with the processing of web-scale tasks.
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Abstract. Facial expression studies have now become the central topic
among computer vision community; this can be attributed to application
it finds in security, human computer interaction, entertainment indus-
tries, etc. Using the state of art equipment, We Built a 3D facial expres-
sion database named UPM-3DFE database. This database contained 350
face images of 50 persons, with each posing the six universally accepted
facial expressions ie; happy, sad, angry, fear, disgust and surprise. The
participants are drawn from different ancestral/ethnic background. The
database was evaluated using both subjective and objective analysis.
We further investigated the relationship between the machine expression
recognition and the human effort required to mimic the expression. The
result shows a negative correlation.

Keywords: Facial expression recognition, 3D face Database, Expression
mimicking.

1 Introduction

Research in the area of human behavior via information displayed on the human
face is becoming more passionate among computer vision community. This can
be connected with the growing application it finds in areas such as; human com-
puter interaction, security, psychological studies, pain detection, robotics, facial
animation, etc. Due to the fact that two dimensional (2D) databases have been
available for a very long time, the problem of facial expression recognition was
initially dominated by 2D methods [1–3]. Illumination changes and pose varia-
tions are paired issues that remain a challenge to a fully successful 2D system
[4]. The recent technological advancement in three dimensional (3D) acquisition
devices makes the modality more accurate and affordable. Data acquired in 3D
is invariant to both illumination and pose changes. Moreover, it provides far
richer information than its 2D counterpart [5]. Although, the appearance of the
six basic expressions namely; happy, sad, angry, fear, disgust and surprise are
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universal across all ethnic groups and culture [11]. However, factors such as face
shape, appearance, and facial hair vary with sex and ethnic background. There-
fore, expression recognition accuracy increases where the subjects are drawn
from a single ethnic group, this is due to the homogeneity of face appearances
and shapes within same group [8, 14]. To foster research in 3D facial expres-
sion recognition (FER), we developed a multi expression 3D facial expression
database called UPM-3DFE containing 50 subjects of different ancestral/ethnic
background, detail of the database’s ethnic distribution is as shown in table 1.
Albeit there are few devotedly 3D facial expression database available [6, 7].
UPM-3DFE is unique in terms of its ethnic contents and distribution, which
is crucial as argued by Hewahi et al [8], it is also more realistic in terms of
variability in subject pose and outfit.

Table 1. Comparison of some 3D facial expression databases

Bosphorus BU-3DFE UPM-3DFE

No of subjects 81 100 50

male-female ration 51 by 30 44 by 56 30 by 20

age variation 25 to 35 18 to 70 20 to 60

basic emotion
√ √ √

White about 90% 51.0% 0.0%

Blacks/Africans N/A 9.0% 18.0%

Chinese/east-Asian N/A 24.0% 20.0%

Indians N/A 6.0% 8.0%

Middle-east Asian N/A 2.0% 26.0%

Latino-Hispanic N/A 8.0% 0.0%

south-east Asia N/A 0.0% 28.0%

N/A means not available. .

1.1 3D Facial Expression Acquisition Process

1.2 Studio Setup

We made use of 3D Flexscan (V2.6) system in acquiring our 3D facial images.
The system consists of two high vision cameras placed at a distance of 30 inches
apart with a projector mounted in-between them. The projector projects differ-
ent binary patterns onto the subject’s face, while the two cameras captures the
pattern as deformed by the subject’s face components.

Using the stereo photometry technique, the system automatically determines
correspondences between the images captured by the two cameras and merge
them into a single 3D face model, with a resolution of 25K to 35K polygons per
model. The whole exercise is controlled and coordinated by a computer system.
Fig 1 depicted the overall system setup.
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Fig. 1. Facial expression acquisition setup

1.3 Facial Expression Capturing

The currently available 3D capturing devices are mostly use under controlled
studio condition, where the distance between the scanner and subject to be im-
aged is calibrated and fixed. Obtaining a spontaneous expression under such
condition is a very difficult task, as the subject will be in a full picture of the
whole set-up. Further more, it is unethical to image human being without their
prior consent. For these reasons we resort to develop a deliberate expression
based database. Before the capturing process start, each participant is initiated
through an introductory session, where he or she is briefed on what he is about
to do. In addition, sets of photographs of each of the six basic expressions as
displayed by expert actors/actress are shown to him. A mirror is as well made
available to him so that he can see him self mimicking the expressions. After
the introductory session, the subject is asked to sit at a distance of about 1
meter from the scanner. He is then instructed to perform the six universally
accepted expressions ie; happy, sad, angry, fear, disgust and surprise. An ad-
ditional neutral expression was also considered. Each expression was displayed
for a very brief time enough to allow the scanner capture the guise. Participants
were allowed to have caps on, head veils, hair falling on the face region, necklaces
and ear rings, while the only constrain was the spectacles. Similarly, the partic-
ipants were allowed to move their head within ±30o in the left-right directions.
At the end of the exercise we have collected 350 face meshes from 50 subjects,
30 males and 20 females; whose ages span between 20 to 60 years. The partici-
pants were drawn from a different ancestral background, which includes Arabs,
Malays, Africans, Chinese, Indians and Persians. This is a very important factor
as ethnicity variation influences expression recognition [8].

2 Mesh Preprocessing

The acquired 3D facial models were preprocessed to remove the extraneous data
that are not part of the face region, for example, the head veils, neck and other
parts of the subject’s body. We further apply median filtering on the z-axis to
remove spikes; finally cubic interpolation was used in filling holes from the mesh.
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Fig. 2. Samples facial shape models and their corresponding intensity images for four
subjects displaying the seven basic expressions

2.1 Fiducial Points

We manually identified and annotated 32 expressive sensitive points on each face
mesh in the database. The selection of these points was guided by MPEG4 and
FACS [9, 10]. To have a more reliable land mark localization, the database was
annotated by two different persons independently. The final land mark points are
determined by averaging the two manually labelled face meshes. These feature
points are intended to be used as ground-truth reference for researchers.

3 Database Validation

We applied three different measurement techniques to evaluate the performance
of the database. This is important so that the machine interpretation can be
compared with human assessment (ground truth) and see how closely related
these measures are:

1) Performer assessment: at the end of the capturing session, each participant
was given a set of photograph depicting his expression poses to identify the seven
expressions and to fill-in the space provided underneath the expression posed.
He was as well requested to state how much effort is needed to mimic each of
seven expressions by ticking one out of four boxes provided in the forced-choice
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Fig. 3. (a) 32 manually annotated feature points (b) samples of unprocessed meshes

type likert scale. These boxes were marked as very difficult (4), difficult (3), easy
(2) and very easy (1). Table 2 depicts the result of participants scores for effort
exerted against the expression posed.

Table 2. Percentage votes for effort required vs expression pose

Very easy (1) Easy (2) Difficult (3) Very difficult (4)

Neutral 75.0% 25.0% 0.0 % 0.0%

Happy 50.0% 50.0% 0.0% 0.0%

Sad 0.0% 50.0% 50.0% 0.0%

Angry 12.5% 50.0% 25% 12.5%

Fear 0.0% 50.0% 37.5% 12.5%

Disgust 0.0% 75.0% 12.5% 12.5%

Surprise 25.0% 75.0% 0.0% 0.0%

2) Expert assessment: since human understand images more clearer in 2D for-
mat than in 3D, which appear ghost-like to them. A complete expression data
set of all subjects in the database in 2D format (intensity image) was sent to
four experts in psychology department. They were requested to identify the ex-
pression expressed by each subject in the database. To get a consolidated human
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Table 3. Average confusion matrix for human evaluation

Neutral Happy Sad Angry Fear Disgust Surprise

Neutral 98.8% 0.0% 0.5% 0.7% 0.0% 0.0% 0.0%

Happy 0.0% 99.7% 0.0% 0.0% 0.3% 0.0% 0.0%

Sad 2.1% 0.0% 95.4% 1.8% 0.4% 0.3% 0.0%

Angry 1.2% 0.0% 0.7% 95.1% 1.1% 1.9% 0.0%

Fear 0.6% 0.3% 1.5% 0.2% 97.1% 0.3% 0.0%

Disgust 0.4% 0.0% 0.6% 0.8% 0.4% 97.8% 0.0%

Surprise 0.0% 0.5% 0.0% 0.0% 0.2% 0.0% 99.3%

interpretation the performer assessment was merged with the expert assessment
to evaluate the average human interpretation. The mean confusion matrix of
human interpretation is shown in table 3.

3) Machine assessment: we carried out an experiment of facial expression recog-
nition on the UPM-3DFE database. Given the 32 feature points we constructed
two sets of geometrically feature vectors, the distance feature vectors consisting
of 27 distances and angle feature vectors consisting of 29 angle vectors. Fig 4a
and 4b depict the distances and angles vectors respectively. These features are
further fused together to form an extended feature vector. A maximum rele-
vance minimum redundancy algorithm (mRMR) was invoked to select the most
discriminating features among them [12, 13]. The candidate features were then
randomly partitioned into two sets, with training set containing 45 subjects while
the remaining 5 subjects were used as test set. We then constructed one-against-
one multi-class SVM classifier, which is a successfully supervised learning scheme
for pattern classification [15]. For N-class classification, the training feature vec-
tor set is use in training 1

2N(N−1) unique pair SVM classifiers. The test feature
vector on the other hand was tested against all the trained SVM models to pro-
duce the classification results. The majority voting scheme was finally employed
to predict the class of ensemble outputs. To ensure person in-dependency, the
intersection between the training and testing sets is always equal to zero, mean-
ing that any subject belonging to the test set will not appear in the training set.
The classification result is shown in table 4.

3.1 Discussion

To measure the participants’ response to the question of how much effort is
required to mimic a particular expression. We evaluated the participants’ per-
centage votes for each expression (table 2) and determined to which side of the
scale it shifted. The result was then compared with the machine recognition ac-
curacy of table 4. It is from this comparison that we inferred the relationship
between these quantities.
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Fig. 4. (a) 27 selected distance vectors (d1 to d27), (b) 29 selected angles (a1 to a29)
drawn across a face sample

Table 4. Average confusion matrix for machine evaluation

Neutral Happy Sad Angry Fear Disgust Surprise

Neutral 90.3% 0.0% 6.1% 3.6% 0.0% 0.0% 0.0%

Happy 0.0% 97.1% 0.0% 0.2% 2.1% 0.6% 0.0%

Sad 6.4% 0.0% 86.8% 5.9% 0.9% 0.0% 0.0%

Angry 6.2% 0.0% 3.8% 86.3% 1.2% 2.5% 0.0%

Fear 4.6% 1.5% 3.2% 1.8% 88.9% 0.0% 0.0%

Disgust 1.9% 0.0% 3.0% 0.0% 0.4% 94.7% 0.0%

Surprise 0.0% 0.4% 0.0% 0.0% 0.0% 1.7% 97.9%
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Fig. 5. Subject posing of fear expression, (but showing combination of fear & happy
expression)

1) Neutral: from table 2 the participants’ score for this expression is 100% to-
wards the easy side of the scale. This implied that the expression requires less
effort to portray. The corresponding machine recognition rate for the expression
from table 3 is 90.3%
2) Happy: the percentage score for this expression clearly shifted towards the
easy side of the scale, implying that all the participants agreed that happy ex-
pression requires less effort to mimic. The corresponding machine recognition
rate for the expression is 97.1%
3)Sad: from table 2, the expression recorded 50% on each side of the scale, im-
plying that sad expression is not easy to mimic as compared to neutral or happy
expressions. Its machine recognition rate stands at 86.8%
4)Angry: percentage score for this expression is 62.5% towards the easy side of
the scale and 37.5% towards the difficult side. Although the weight is more to
the easy side, but is not as clear as that of happy or neutral. The machine recog-
nition rate score is 86.3%
5) Fear: the participants’ percentage score for fear expression is given as 50% on
each side of the scale. The machine recognition rate recorded for the expression
is 88.9%
6) Disgust: participant score for disgust is 75% towards the easy side and 25%
towards the difficult side. The machine recognition rate is 94.7%
7) Surprise: the participant score for this expression is 100% towards the easy
side of the scale; its machine recognition rate reach up to 97.9%

From the above discussion, it can be seen that all expressions with participants’
score of 75 % and above toward the easy side of the scale have also recorded a
machine recognition rate of 90% and above. This inferred that the lesser the effort
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required to mimic an expression, the higher is its machine recognition accuracy.
On the other hand, expressions that are centred around the mid scale or shifted
towards the difficult side of the scale, have their machine recognition rate lower
than 90%. This implies that the more the effort required to mimic an expression,
the less likely the intended expression is shown correctly. For example the subject
in fig. 5 intends to pose the fear expression, but the bulging of his checks and up
lift of the mouth corners indicated a blend of happy expression into the intended
fear expression. Such failure of mimicking the intended expression correctly due
to its difficulty leads to lower machine recognition accuracy.

4 Conclusion

We presented the UPM-3DFE database containing 3D face images of 50 subjects,
including 30 males and 20 females. Each subject displayed the six basic expres-
sions, plus the neutral expression. The subjects were drawn from a different
ancestral/ethnic background. The database was evaluated using both subjective
and objective means. The study also investigated the correlation between ma-
chine expression recognition accuracy and effort needed to mimic the expression
by human. The result shows negative correlation between expression recognition
and effort required to mimic it. It is hope that this database will be helpful
in developing researches in human computer interaction, security, psychological
studies and biomedical studies.
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Abstract. The problem of extending description logics with uncertainty has re-
ceived significant attention in recent years. In this paper, we investigate a prob-
abilistic extension of DL-Lite, a family of tractable description logics. We first
present a new probabilistic semantics for terminological knowledge bases based
on the notion of types. The semantics proposed is not capable of handling as-
sertional knowledge. In order to reason with both terminological and assertional
probabilistic knowledge, we propose a probabilistic semantics based on a finite
semantics for DL-Lite called features. This approach enables us to infer new in-
formation from the existing knowledge base by drawing on the inherent relation
between a probabilistic TBox and a probabilistic ABox.

Keywords: Description logics, Probabilistic reasoning, Nonmonotonic
reasoning, DL-Lite.

1 Introduction

Description logics (DLs) have proved to be a successful formalism for representing
and reasoning about knowledge [2]. They provide logical underpinning for Web On-
tology Language (OWL). A knowledge base in description logics typically consists of
two parts: a TBox which consists of terminological knowledge; and an ABox which
stores instance-level information about the state of the world. A knowledge base in DLs
models a domain of interest in terms of concepts and roles, which represent classes of
individuals and binary relations on classes of individuals, respectively. There are numer-
ous applications which need working with uncertain knowledge in ontologies [5, 6, 14],
and probabilistic extensions of description logics have been developed to represent and
reason with uncertainty in terminological knowledge [8–10, 17–21]. These studies are
based on different description logics such as ALC, SHIF and SHOIN [8, 9, 18].

Probabilistic description logic knowledge bases include terminological probabilis-
tic knowledge and assertional probabilistic knowledge. The former incorporates proba-
bilistic knowledge about concepts and roles and the latter holds probabilistic knowledge
about instances of the same [5, 6]. Let us consider the following example which is pre-
sented in [18].

Example 1. Consider the information ‘generally a pacemaker patient is a male with
probability of at least 0.4’. This is an example of terminological probabilistic knowl-
edge and can be represented by
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(male|pacemaker)[0.4, 1].
An instance of assertional probabilistic knowledge is, ‘Tom is a pacemaker patient with
a probability of at least 0.6’. It can be represented by

pacemaker(Tom)[0.6, 1].

The existing different accounts of probabilistic description logics are generally based
on the one proposed in [9]. Some of the existing accounts of probabilistic description
logics only focus on terminological knowledge [8, 9] and not assertional knowledge.
Probabilistic extensions of assertional knowledge have also been considered [17, 18].
However, existing semantics for probabilistic knowledge bases is not intuitive to rep-
resent assertional knowledge. For example, the framework proposed in [17, 18] does
not take in to account the relation between an ABox and the TBox and cannot represent
the probability of an assertion of the form R(a, b). Furthermore, existing probabilistic
description logics are often based on expressive description logics, thus are not tailored
to deal with large scale uncertain data.

In this work, we begin by presenting a simple generalization of the probabilistic
framework proposed in [17, 18] in DL-Lite, which is a family of tractable description
logics. We present a new probabilistic semantics for the terminological knowledge base
based on the notion of types [11, 22], where a type is a set of basic concepts. We show
that the results obtained in [17, 18] can be obtained in our framework as well, when
restricted to knowledge bases with just terminological knowledge bases. We then extend
this initial probabilistic framework to present an extended framework that can handle
the complete knowledge base, including assertional probabilistic knowledge. We base
our study on the alternative semantics given in [22] defined by features. We show that
our framework enables us to infer new assertional knowledge from a given probabilistic
knowledge base.

The organization of the paper is as follows: In the following section, we present
the preliminaries and the syntax of DL-LiteNbool language. In Section 3, we recall the
notions of types and the notion of features. In Section 4, we present a comparison of
our initial probabilistic framework with the one proposed in [17, 18]. Next, we present
an extended framework based on features in Section 5, followed by a brief comparison
with the existing frameworks in Section 6.

2 The DL-Lite Family

We begin by presenting the preliminaries of the DL-LiteNbool language [1, 3, 4]. A sig-
nature is a finite set S = SC ∪ SR ∪ SI ∪ SN where SC is the set of atomic concepts,
SR is the set of atomic roles, SI is the set of individual names and SN is the set of
natural numbers in S. � and ⊥ will not be considered as atomic concepts or atomic
roles. Formally, given a signature S, a DL-liteNbool language has the following syntax:

R← P |P−,
B ← �|⊥|A| ≥ nR,
C ← B|¬C|C1 � C2,

where n ∈ SN , A ∈ SC and P ∈ SR.
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A TBox T is a finite set of concept subsumptions of the form C � D, where C and
D are general concepts. An ABoxA is a finite set of membership assertions of the form
C(a), R(a, b), where a, b are individual names. We call C(a) a membership assertion
and R(a, b) a role assertion.

The semantics of a DL-LiteNbool is given by interpretations. An interpretation I is a
pair (ΔI , ·I), where ΔI is a non-empty set called the domain, and ·I is an interpretation
function that associates each individual name a with an element aI ∈ ΔI , each atomic
role P with a subset of ΔI ×ΔI and each atomic concept A with a subset of ΔI . The
interpretation function ·I can be extended to general concept and role descriptions, P−,
≥ nR and ¬C.

An interpretation I satisfies

– an inclusion axiom C � D if CI ⊆ DI ,
– a membership assertion C(a) if aI ∈ CI ,
– a role assertion R(a, b) if (aI , bI) ∈ RI .

The interpretation I satisfies a TBox T if it satisfies every subsumption axiom in T and
I satisfies an ABox A if it satisfies every membership assertion and every role assertion
in A. Interpretation I satisfies a classical knowledge base K = (T ,A), if it satisfies
both T and A. Such an interpretation is termed a model of the knowledge base.

3 Background

There are certain drawbacks when working with interpretations for a description logic
knowledge base. One of them being that a description logic knowledge base can have
infinitely many models. Another being that given a set of interpretations there may
not exist any knowledge base whose set of models is exactly the given set of interpre-
tations. In order to avoid these drawbacks, alternative semantics have been proposed
for a description logic knowledge base based on features [22]. A feature can be seen a
simplification of a standard interpretation and at the same time it is a Herbrand interpre-
tation equipped with limited structure. In this section, we recall the notion of features.
Features for DL-LiteNbool are in turn based on the notion of types, defined in [11].

Given a signature S, a type is defined as follows:

Definition 1. An S-type τ is a set of basic concepts over S, such that

1. � ∈ τ ,
2. ⊥ /∈ τ , and
3. for any m,n ∈ SN with m < n,≥ nR ∈ τ implies ≥ mR ∈ τ .

The set of all types, denoted by Θ, is finite, since the signature S is finite.
Such a definition of types can handle the semantics of the terminological knowledge.

A type τ is said to satisfy a basic concept B iff B ∈ τ , and is denoted by τ |= B. This
is extended to all terminological knowledge as follows:

– τ |= ¬C iff τ |=/ C,
– τ |= C �D iff τ |= C and τ |= D, and
– τ |= C � D iff τ |= ¬C or τ |= D.
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A type τ is said to satisfy a set of concept subsumptions C if it satisfies each element in
C. Given a TBox T , a type satisfies T when it satisfies every element in T . Thus while
types provide a semantic characterization for DL-LiteNbool TBox, they cannot handle
assertional knowledge. Types are extended to the notion of features in order to provide
an alternative semantic characterization for the complete DL-LiteNbool knowledge base.

A feature is a collection of a set of types and a Herbrand set of assertional knowledge.
A Herbrand set of assertional knowledge is defined as follows [22]:

Definition 2. A Herbrand set H is a finite set of assertions of the form B(a) or P (a, b)
where a, b ∈ SI , P ∈ SR and B is a basic concept over S, satisfying the following
conditions:

1. For each a ∈ SI ,�(a) ∈ H,⊥(a) /∈ H, and≥ nR(a) ∈ H implies≥ mR(a) ∈ H
for m,n ∈ SN with m < n.

2. For each P ∈ SR, P (a, bi) ∈ H (i = 1, . . . , n) implies ≥ mP (a) ∈ H for any
m ∈ SN such that m ≤ n.

3. For each P ∈ SR, P (bi, a) ∈ H (i = 1, . . . , n) implies ≥ mP−(a) ∈ H for any
m ∈ SN such that m ≤ n.

The intuition behind the above conditions is quite clear. For further discussions on
these conditions, the readers are referred to [22]. Given a Herbrand set H, let the set
of all concept assertions of a in H be {B1(a), . . . , Bk(a)}. Then the set of concepts
{B1, . . . , Bk} is a type and is denoted by τa. It is termed as type of a in H.

Definition 3. Given a signature S, a feature is defined as a pair F = 〈Ξ,H〉, where Ξ
is a non-empty set of types and H a Herbrand set, satisfying the following conditions:

1. ∃P ∈
⋃
Ξ iff ∃P− ∈

⋃
Ξ , for each P ∈ SR.

2. τa ∈ Ξ , for each a ∈ SI .

A Herbrand set H is said to satisfy a concept assertion C(a) if the type τa satisfies
the concept C. We say the H satisfies a role assertion P (a, b) or P−(b, a) if P (a, b)
is in H. We extend this to say a Herbrand set H satisfies an ABox A if H satisfies
every assertion in A. A feature F = 〈Ξ,H〉 is said to satisfy a membership assertion
C(a), if and only if the Herbrand set H satisfies C(a). Similarly, we say F satisfies
a role assertion P (a, b) if and only if H satisfies P (a, b). Also, we say F satisfies an
inclusion axiom C � D, if and only if every type in Ξ satisfies the inclusion axiom.

A feature F is termed a model or a model feature of the classical knowledge base
if and only if it satisfies every inclusion axiom in the TBox and every assertion in the
ABox. The set of all model features of a membership assertion C(a) is denoted by
MF (C(a)), model features of an inclusion axiom C � D is denoted by MF (C � D)
and the model features of a knowledge base K is denoted by MF (K).

4 A Probabilistic Framework Based on Types

We make use of the medical knowledge base given in [18] to illustrate a probabilistic
knowledge base.
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Example 2. Consider medical records of patients related to cardiological illnesses.
The knowledge base distinguishes between heart patients, patients with pacemaker, by
the patient’s gender, illnesses, illness levels and symptoms. The patients whose records
are present in the knowledge base are Tom, Maria and John. Tom is a heart patient,
while John and Maria are male and female pacemaker patients.

A subsumption axiom is of the form “generally heart patients suffer from high blood
pressure” and “generally pacemaker patients do not suffer from high blood pressure”.
These are represented as

– heartpatient � highbloodpressure and
– pacemaker � ¬highbloodpressure.

The probabilistic terminological knowledge is of the form, “generally a pacemaker pa-
tient is a male with probability of at least 0.4”, represented as (male|pacemaker)
[0.4, 1]. Assertional probabilistic knowledge is of the form, “Tom is a pacemaker pa-
tient with a probability of at least 0.6”, represented as pacemaker(Tom)[0.6, 1].

Formally, a probabilistic terminological boxPT is a finite set of conditional constraints
of the form (C|D)[l, u] where C and D are general concepts and 0 ≤ l ≤ u ≤ 1.
Probabilistic assertional knowledge is given by formulae of the form C(a)[l, u] and
R(a, b)[l, u] with 0 ≤ l ≤ u ≤ 1. Assertional knowledge C(a) is represented in terms
of probabilities as C(a)[1, 1] and similarly R(a, b) is represented as R(a, b)[1, 1]. The
set of all probabilistic assertional knowledge is termed probabilistic assertional box,
PA. A probabilistic knowledge base K is a triple K = (T ,PT ,PA). In the follow-
ing discussion, we only consider the terminological probabilistic knowledge, i.e., the
knowledge base is a pair (T ,PT ).

Let the set of all types be denoted by Θ. A probabilistic interpretation Pr is a prob-
ability function on Θ, i.e., Pr : Θ −→ [0, 1] such that Pr(τ) for all τ ∈ Θ sums
up to 1. The probability of a concept C under the interpretation Pr is the sum of the
probabilities of all types that satisfy C, i.e.,

Pr(C) =
∑

τ∈Θ, τ |= C Pr(τ).

For concepts C, D, with Pr(D) > 0, we define Pr(C|D) as Pr(C � D)/Pr(D). A
probabilistic interpretation Pr is said to satisfy a conditional constraint (C|D)[l, u] iff
Pr(D) = 0 or Pr(C|D) ∈ [l, u]. We say a probabilistic interpretation Pr satisfies a
set of conditional constraints R iff Pr |= F for all F ∈ R. We say a probabilistic
interpretation Pr satisfies a subsumption axiom C � D if and only if the subsumption
axiom is satisfied by every type with non-zero probability, denoted by Pr |= C � D. In
other words, Pr satisfies C � D when every type τ with Pr(τ) > 0 satisfies the same.
A probabilistic interpretation is said to satisfy a set of concept subsumptions when it
satisfies every element in the set. We denote Pr satisfies X , by Pr |= X , where X
could be a concept subsumption or a conditional constraint or a set of either. Such an
interpretation Pr is said to be a model of X . A TBox T is said to be satisfiable when
there exists a model for T .

Consistency in a probabilistic knowledge base has also been defined based on con-
sistency in probabilistic default reasoning [15, 16]. This is based on the assumption that
the axioms in the deterministic TBox (T ) and probabilistic TBox (PT ) are assigned
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different status, in that, the axioms in T need necessarily be satisfied by a model of
the knowledge base, while it is not necessary for the axioms in PT to be satisfied by a
model of the knowledge base. The elements in PT are considered as default knowledge
while the elements in T are taken as strict knowledge. Default reasoning from condi-
tional knowledge bases employs the notions of verification, falsification and toleration
[7], which in probabilistic description logic can be defined as follows: We say a prob-
abilistic interpretation Pr verifies a conditional constraint (C|D)[l, u] iff Pr(D) = 1
and Pr(C) ∈ [l, u]. A probabilistic interpretation Pr falsifies a conditional constraint
(C|D)[l, u] iff Pr(D) = 1 and Pr(C) /∈ [l, u]. Given a set of conditional constraints
R, R is said to tolerate a conditional constraint (C|D)[l, u] under T iff T ∪ R has a
model which verifies (C|D)[l, u].

A knowledge base (T ,PT ) is consistent iff (i) T is satisfiable, and (ii) there exists
an ordered partition (P0, . . . , Pk) of PT such that each Pi with i ∈ {0, . . . , k} is the
set of all conditional constraints in P\(P0 ∪ . . . ∪ Pi−1) that are tolerated under T by
P\(P0 ∪ . . . ∪ Pi−1).

The definition of consistency is aimed at resolving inconsistencies that could arise
within PT as a whole. The possible inconsistencies could only occur between two dif-
ferent partitions. As it is an ordered partition, the inconsistency can be resolved by pre-
ferring the highly ranked partition over the others. This partitioning ofPT also presents
a tool to build an ordering among the set of all possible probabilistic interpretationsPr.

Lexicographic entailment [15, 16], which is based on Lehmann’s lexicographic en-
tailment [13], is the reasoning formalism employed in [18]. Given a partition of PT it is
possible to order the set of all possible probabilistic interpretations as follows [17, 18]:
A probabilistic interpretation Pr is more preferable (or lex-preferable or lexicograph-
ically preferable) to an interpretation Pr′ iff some i ∈ {0, . . . , k} exists such that the
number of elements in Pi satisfied by Pr is more than the number satisfied by Pr′ and
for every i < j ≤ k both Pr and Pr′ satisfy same number of elements in Pj .

An interpretation Pr that satisfies T and a set of conditional constraints R is a lexi-
cographically minimal model of T ∪R iff no model of T ∪R is lex-preferable to Pr. A
sentence (C|D)[l, u] is said to be a lexicographic consequence of T ∪R iff it is satisfied
by every lexicographically minimal model of T ∪ R.

The following result shows that lexicographic entailment satisfies the general non-
monotonic properties, such as the postulates of Right weakening, Reflexivity, Left logi-
cal equivalence, Cut and Cautious monotonicity as studied in [12].

Theorem 1. Let the knowledge base (T ,PT ) be a p-consistent knowledge base,
C,D,C′, D′ be concepts and l, u, l′, u′ ∈ [0, 1]. Then,

RW If (C|�)[l, u] ⇒ (C′|�)[l′, u′] is logically valid and (T ,PT ) -lex (C|D)[l, u],
then (T ,PT ) -lex (C′|D)[l′, u′].

Ref (T ,PT ) -lex (C|C)[1, 1].
LLE If C ⇔ C′ is logically valid, then (T ,PT ) -lex (D|C)[l, u] iff (T ,PT ) -lex

(D|C′)[l, u].
Cut If (T ,PT ) -lex (C|C′)[1, 1] and (T ,PT ) -lex (D|C ∧ C′)[l, u], then (T ,PT )

-lex (D|C′)[l, u].
CM If (T ,PT ) -lex (C|C′)[1, 1] and (T ,PT ) -lex (D|C′)[l, u], then (T ,PT ) -lex

(D|C ∧ C′)[l, u].
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Proof: Majority of this proof follows similar to the one provided in [17, 18].

RW Assume that (T ,PT ) -lex (C|D)[l, u]. Since (C|�)[l, u] ⇒ (C′|�)[l′, u′] is
logically valid, we have Pr |= (C′|D)[l′, u′] for every lexicographically minimal
model of (T ,PT ). Hence (T ,PT ) -lex (C′|D)[l′, u′].

Ref Given an interpretation Pr, we have Pr |= (C|C)[1, 1]. Hence (C|C)[1, 1] is
satisfied by every lexicographically minimal model of (T ,PT ).

LLE Suppose that C ⇔ C ′ is logically valid. Assume that (T ,PT ) -lex (D|C)[l, u].
Since C ⇔ C′ is logically valid, we have Pr |= (D|C′)[l, u] for every lexi-
cographically minimal model of (T ,PT ). Hence, (T ,PT ) -lex (D|C′)[l, u].
Similarly the converse can be proven.

Cut Let (T ,PT ) -lex (C|C′)[1, 1] and (T ,PT ) -lex (D|C ∧ C′)[l, u]. There-
fore, for every lexicographically minimal model Pr of (T ,PT ) we have Pr |=
(D|C′)[l, u], that is, (T ,PT ) -lex (D|C′)[l, u].

CM Let (T ,PT ) -lex (C|C′)[1, 1] and (T ,PT ) -lex (D|C′)[l, u]. Hence, for ev-
ery lexicographically minimal model Pr of (T ,PT ), Pr |= (D|C ∧ C′)[l, u].
Therefore, we have (T ,PT ) -lex (D|C ∧ C′)[l, u].

It must be noted that the probabilistic framework in [18] is based on probability func-
tions on the set of all possible worlds, where a possible world is defined as a set of
basic c-concepts. Thus a possible world is a special case of types in DL-Lite. Thus our
framework which is based on probability functions on the set of all types, that are sets
of concepts not restricted to just basic c-concepts, generalizes the approach in [18].
However, a framework purely based on types cannot take in to account the assertional
probabilistic knowledge. In order to study a more complete probabilistic knowledge
base in DL-LiteNbool, i.e., one that includes assertional probabilistic knowledge, we ex-
tend the probabilistic framework given above to one based on features instead of types.

5 Extended Framework

Features, as given in Section 3, are pairs of sets of types and a Herbrand set of member-
ship and role assertions. Let F be a feature, then F = 〈Ξ,H〉, whereΞ is a set of types
and H is a Herbrand set. The relation between H and Ξ is as given in Definition 3.

We define the new semantics for a probabilistic description logic based on features
as follows: When the signature S is finite, the set of all features is also finite. A prob-
abilistic interpretation Pr is a probability function on the set of all features such that
Pr(F) is non-negative for every F and sums up to 1. The probability associated with
any conceptC is given by the sum of the probabilities associated its model features. For
conceptsC, D with Pr(D) > 0, we define Pr(C|D) as Pr(C ∪D)/Pr(D). Probabil-
ities associated with any membership assertion Pr(C(a)) or role assertion Pr(P (a, b))
is given by the sum of the probabilities associated with the model features of C(a) and
P (a, b), respectively.

We say that a probabilistic interpretation Pr satisfies an inclusion axiom C � D if
and only if every feature F with non-zero probability satisfies C � D. A probabilistic
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interpretation is said to satisfy a formula of the form (C|D)[l, u] when Pr(D) = 0 or
Pr(C|D) ∈ [l, u]. Similarly Pr is said to satisfy an assertion of the form C(a)[l, u] or
P (a, b)[l′, u′] when probabilities of C(a) and P (a, b) under Pr lie in the intervals [l, u]
and [l′, u′], respectively. When a probabilistic interpretation Pr satisfies any formula
X , it is denoted by Pr |= X . By extending these satisfiability properties, we have that
a probabilistic interpretation satisfies a knowledge base 〈T ,PT ,A〉when it satisfies all
the elements in T , PT and A. Such a probabilistic interpretation Pr is termed a model
of the knowledge base K.

Given a knowledge base, one of the main tasks is to infer knowledge from it. How-
ever, it is necessary for a knowledge base to be consistent in order to infer reasonable
information from it. Since when the knowledge base is inconsistent it is possible to infer
unreasonable or at times inconsistent information from the same. Therefore it is neces-
sary to define the notion of consistency of a knowledge base. A knowledge base K is
said to be consistent if and only if it has at least one model. The knowledge base is said
to be inconsistent otherwise. A formula X is said to be entailed by a given knowledge
base K when every model of K satisfies X .

Given a consistent knowledge base, the following results reflect the inferences that
can be made in our framework. By definition of a feature, there is an intuitive relation
between the set of types Ξ and the assertional knowledge in a feature. Our framework
ensures that this relation is maintained when incorporating probabilities. This relation
aids us in our reasoning tasks. Let C,D be concepts such that C is subsumed by D.
Suppose that C(a) is a membership assertion related to C for any individual a, then
by understanding of subsumption, it is expected that D(a) is entailed by the knowl-
edge base. When the probabilistic assertional knowledge C(a)[l, u] is present in the
knowledge base, then Theorem 2 shows that the corresponding probabilistic assertional
knowledge that should be entailed is D(a)[l, 1].

Theorem 2. Let K = 〈T ,PT ,A〉 be a consistent knowledge base such that C � D ∈
T and C(a)[l, u] ∈ A. Then K |= D(a)[l, 1].

Proof: Let Pr be an arbitrary model of the knowledge baseK. Then Pr |= C � D and
Pr |= C(a)[l, u]. Let Pr(C(a)) = x. Therefore, there exists a feature F = 〈Ξ,H〉
such that C(a) ∈ H and Pr(F) > 0. From the definition, we know that the sum of
probabilities associated with such F equals to x. Since C(a) ∈ H, we have C ∈ τ ,
where τ is the type of a in H and therefore τ ∈ Ξ . From Pr |= C � D, we have
F ′ |= C � D for every F ′ such that Pr(F ′) > 0. Therefore, F |= C � D which
implies that τ ′ |= C � D for every τ ′ ∈ Ξ . Hence we have τ |= C � D, which
implies that D ∈ τ , and therefore D(a) ∈ H. Thus F |= D(a), whenever F |= C(a).
Therefore Pr(D(a)) ≥ x.

Example 3. Consider the medical ontology given in Example 1. We have that “gener-
ally heart patients have high blood pressure”. Maria’s illness symptoms suggest that
she is a heart patient with a probability of at least 0.4, but not more than 0.8. Thus we
have the following:

– heartpatient � highbloodpressure and
– heartpatient(Maria)[0.4, 0.8].
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Then, from Theorem 2, we can infer that Maria has high blood pressure with a proba-
bility of at least 0.4, i.e., highbloodpressure(Maria)[0.4, 1].

Let C(a) be a membership assertion in the knowledge base. When given a termino-
logical probabilistic knowledge with respect to concepts C and D, i.e., (D|C)[l, u],
then one should expect to infer some information regarding the probabilistic assertional
knowledge relating to D(a). This is given by the following theorem.

Theorem 3. LetK = 〈T ,PT ,A〉 be a consistent knowledge base such that C(a)[1, 1]
∈ A and (D|C)[l, u] ∈ PT . Suppose K |= (C|�)[r, s] then K |= D(a)[l′, u′] where
l′ = r · l and u′ = u · s.

Proof: Let K = (T, PT,A) be a knowledge base such that C(a)[1, 1] ∈ A and
(D|C)[l, u] ∈ PT . Suppose Pr be a model of K, hence Pr |= (D|C)[l, u]. We as-
sume that Pr(C ∧ D)/Pr(C) = x. That is, there exists a feature F = 〈Ξ,H〉 with
Pr(F) > 0 such that F |= C ∧ D. Since Pr(C(a)) = 1, we have F |= C(a).
Therefore C ∈ τ , where τ is the type of a in H. Since F |= C ∧ D, we have
τ |= C ∧ D and D ∈ τ . Therefore D(a) ∈ H, which implies F |= D(a). Thus
we have Pr(D(a)) = Pr(C ∧D) = x ·Pr(C). HenceK |= D(a)[l′, u, where l′ = r · l
and u′ = u · s.

Example 4. Continuing our medical ontology example, John is a pacemaker patient.
At least 40% of the patients in the database are pacemaker patients. The following
probabilistic knowledge is also present in the knowledge base, “ Pacemaker patients
have a private health insurance with a probability of at least 0.9”. Thus we have:

– pacemakerJohn[1, 1],
– (pacemaker|�)[0.4, 1], and
– (∃HasHealthInsurance.PrivateHealthInsurance|pacemaker)[0.9, 1].

Then, from Theorem 3, we can infer that John has a private health insurance with a
probability of at least 0.36.

The above two results, help is to infer new assertional probabilistic knowledge from the
knowledge base. The following result presents inference of new terminological prob-
abilistic knowledge. Let C, D and E be three concepts. Given that D subsumes C
and the probabilistic knowledge (C|E)[l, u], from the following theorem, we can infer
about (D|E).

Theorem 4. Given a consistent knowledge base K = 〈T ,PT ,A〉 with C � D ∈ T
and (C|E)[l, u] ∈ PT . Then K |= (D|E)[l, 1].

Proof: Let K = (T, PT,A) be a knowledge base. Assume that C � D ∈ T and
(C|E)[l, u] ∈ PT . Suppose Pr is a model of the knowledge base and Pr(C|E) = x ∈
[l, u]. That is, Pr(C ∧ E) = xPr(E). Let F be an arbitrary feature with Pr(F) > 0,
such that F |= C ∧ E. From Pr |= C � D, we have F |= C � D. Since F |= C ∧ E
implies F |= C and hence F |= D. Therefore, every feature with positive probability
that satisfies C ∧ E, also satisfies D ∧ E. Hence Pr(D ∧ E) ≥ Pr(C ∧ E) for every
model of K. Thus we have K |= (D|E)[l, 1].
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Example 5. (Medical ontology continued.) All the male pacemaker patients are pace-
maker patients. The knowledge base also contains the information that heart patients
are male with a probability of at least 0.4 and less than 0.8. Thus we have,

– malepacemakerpatient � pacemaker, and
– (malepacemakerpatient|heartpatient)[0.4, 0.8].

Then, from Theorem 4, we can infer that heart patients are pacemaker patients with a
probability of at least 0.4, i.e., (pacemaker|heartpatient)[0.4, 1].

These are but a few instances of the inferences that can be made from a given proba-
bilistic description logic knowledge base. These results show that by using probabilities
based on the set of all features our framework captures the intuitive relation between ter-
minological and assertional knowledge. This enables us to infer new information from
a given knowledge base.

6 Comparison with the Existing Frameworks

In the preceding sections, we have proposed a fresh look at probabilistic description
logics based on features. Our framework has certain positives when compared with
some of the existing frameworks [8–10, 17–20].

Heinsohn’s framework for probabilistic description logic [8] is based on a fairly
fundamental understanding of probability. The probability associated with each concept
is defined in terms of the cardinality of the set of individuals that belong to the concept.
While in the framework proposed by Jaeger [9], the probability distribution is over
a set of concept descriptions. Moreover, Jaeger’s framework assumes an asymmetry
between the deterministic terminological axioms and deterministic assertional axioms.
While an assertional axiom of the form C(a) is replaced by a probabilistic assertion
P (a ∈ C) = 1, the axiom C � D is not considered equivalent to P (D|C) = 1. It is
evident that there is no such asymmetry in our framework. In our framework, it turns
out that whenever a deterministic axiom C � D belongs to the Tbox, we can infer
P (D|C) = 1 from the knowledge base.

In [18] it is assumed that the set of individuals, or objects, can be partitioned into two
disjoint subsets (i) probabilistic individuals and (ii) classical individuals. Probabilistic
individuals are those for which there are probabilistic assertional information stored in
the knowledge base. However such an assumption is not required for our framework.
There are a few similarities between the two frameworks as well. For instance, in [18]
the probability distribution is over a sets of basic c-concepts and in our framework the
distribution is considered to be over set of all types. Hence our work is a generalization
of the framework in [18] when considering only the terminological knowledge.

Also the treatment of assertional probabilistic knowledge in the existing frameworks
is not very intuitive. They assume a separate probability function with respect to each
individual [9, 18]. Thus a probabilistic interpretation function is a family of probability
functions corresponding to the set of individuals and one for the terminological knowl-
edge. The relation between these probability functions is also not very clear in these
frameworks. Our framework offers a simpler and elegant alternative to this situation.
This enables us to make new inferences from the knowledge base.



490 R. Ramachandran et al.

7 Conclusion

In this work, we began by proposing a new semantics for probabilistic terminologi-
cal logics based on probability functions over types. Such a framework generalizes the
framework presented in [17, 18], when restricted to discussion only about terminologi-
cal knowledge in the framework of DL-Lite. We have proposed another semantics for a
complete probabilistic DL-Lite knowledge base based on features. The semantics based
on features empowers us to make interesting inferences from the existing knowledge
base. It must be noted that we do not present all possible inference results and that more
results can be obtained in this framework. We aim to study such results in the future,
along with investigating the computational complexity of these reasoning tasks.
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Abstract. Virtual reality can support edutainment applications which
seek to provide an engaging experience with virtual objects and spaces.
However, these environments often contain scripted avatars and activi-
ties that lack the ability to respond or adapt to the user or situation;
intelligent agent technology and a semantically annotated 3D world can
address these problems. This paper shows how the use of agents and se-
mantic annotations in the ISReal platform can be applied to the virtual
heritage application involving the historic fortified town of Saarlouis.

Keywords: Semantic Virtual Worlds, Agents, Virtual Saarlouis,
ISReal.

1 Introduction

While virtual reality is often associated with fantasy and entertainment, the
application of virtual reality technology to travel and heritage applications for
(re)creating actual and/or historical events and places is clear. Beside photo re-
alistic graphics running in real-time, intelligent and flexible behavior of avatars
and non player characters (NPCs) are required to produce a highly realistic
virtual world. In the case of massively multi-player online role-playing games
like World of Warcraft, avatar intelligence is primarily achieved by using real
(i.e. human) intelligences who create their own (shared) meaning. System (arti-
ficial) intelligence is usually limited to the use of production-rule type triggers
or hard-coded scripts to create the illusion of intelligent behavior in NPCs. The
intelligent agent paradigm offers a clean, intuitive, and powerful way of modeling
the behavior of intelligent entities in virtual worlds which tend to be dynamic,
partially observable and non-deterministic. To address these challenges, agents
can be represented in virtual worlds through avatars (their virtual bodies), in-
teract with their environment through sensors and actuators, reason about their
beliefs and plan their actions in order to achieve a given goal. In order to en-
able agents to interact with their virtual environment they need, beside purely
geometric data, additional semantic information about their environment.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 492–503, 2012.
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The ISReal platform offers such features by combining technologies from var-
ious research areas such as computer graphics and the semantic web in a unique
way [12]. In particular, highly realistic 3D simulation of scene objects are se-
mantically annotated in a way that allows agents to reason upon them for their
deliberative action planning in the semantic virtual world. Novelly semantics are
not used purely to allow the software agent to reason; in the application reported
in this paper involving the historic German town of Saarlouis, the object and
environment semantics are used to allow the human user to intelligently navigate
around and interact with the virtual world.

This paper first introduces the application domain of Saarlouis in Section 2 fol-
lowed by consideration of the tourism and museum guide domain and approaches
in Section 3. We then provide an overview of the ISReal platform in Section 4
looking in more detail at the agent component in Section 5. A semantics-driven
user interface to Saarlouis is presented in Section 6. Section 7 concludes the
paper and considers some future work.

2 Introducing Historical Saarlouis

The historical fortified town of Saarlouis was founded by Louis XIV in 1680 and
built according to plans drawn up by the renowned fortress architect Vauban.
The virtual environments we have created concern two distinct time periods
for Saarlouis: 1700 and and 1870 covering the French (1680-1815) and Prussian
(1815-1918) periods, respectively. Such time transitions are not possible in the
real world, however, virtual worlds are not restricted by time or space.

Numerous avatars in period costume walk the streets of Saarlouis, including
soliders and craftmen such as wigmakers, bakers and butchers. These characters
have been created using the Xaitment1 game engine and programmed to avoid
collisions, detect the location of the user, to remain within defined walking ar-
eas and to move between specified locations. To act as intelligent agents, we
have some specific semantically-annotated characters, e.g.Ludwig (Louis) XIV,
founder and namesake of Saarlouis; Sebastian le Prestre de Vauban, city and
fortress architect; Thomas de Choisy, the first governer and fortress engineer;
Kiefer a wig maker; and Lacroix, the forgotten soldier. The annotated build-
ings or historical sites may be connected with the above people such as the
Kommandantur, Lock Bridge, Vauban Island and Kaserne 1 Barracks. As with
people objects, these places can provide services such as being open.

In addition to the user being able to meet a person or visit a place, the
user is able to choose an activity (for example, the baker baking bread or the
wigmaker making a wig). A particularly interesting activity in this application, is
the fortification and protection of Saarlouis which is a complex process requiring
many services that would need to be planned and multiple agents which would
need to be coordinated. Here we only consider a simplified single agent version.
We explore the fortification of Saarlouis further in Sections 4, 5 and 6.

1 http://www.xaitment.com/

http://www.xaitment.com/
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3 Virtual Guides for Objects of Interest

To assist us in the design of a user interface for Saarlouis, we considered ap-
plications and approaches to museum and tour guides as well as product and
exhibit guides. All of these applications are concerned with presentation of ob-
jects of interest, rather than provision of information, to the user. The object of
interest may be many different things such as a building, work of art, artefact,
person, event, activity (e.g. cultural activity such as a folk dance). The object
of interest may exist physically, conceptually, historically and/or virtually. The
type of interaction and the devices used will depend on the nature of the ob-
ject and whether the object and/or user are physically and/or virtually present
in the environment. We are mostly interested in the situation where the user
is telepresent. Some applications support both situations (e.g. the MINERVA
[18] robot at the Smithsonian’s National Museum of American History). We are
particularly interested in smart applications which use Semantic Web and/or
agent-based technologies.

The use of semantic annotations to enrich museum content has been consid-
ered within the PEACH project ([15], [16]). The Multimedia Data Base (MMDB)
stores semantic annotation of audio, texts and images to enable multiple appli-
cations to browse the content repository via XML transactions. The annotations
are “shallow representations of its meaning” where “meaning refers to a set of
key words that represent the topics of each paragraph and image detail and
that are organized in a classification.” (page 4). The topics are keywords which
represent entities (characters or animals) or processes (e.g. hunting or leisure
activities) and can be assigned to a class using the member-of relation. By an-
notating the multimedia content, [16] are able to determine what story beats
[10] should be provided and to support a number of “communicative strategies”.
One strategy proposes further links to other texts based on links in the current
text. A second strategy uses the theme(s)/class(es) of the current text to suggest
other links with the same theme or class. A third strategy offers specific exam-
ples related to the current text. We use a similar semantics-driven strategy (see
Section 6), but navigation of a multimedia library and virtual Saarlouis are dif-
ferent experiences. A semantically annotated virtual world might be relevant in
geographical simulation work. For example, the Crowdmags: Multi-Agent Geo-
Simulation to manage the interactions of crowds and control forces [11], could
semantically enhance the virtual environment (VE) to guide the agents in their
decision making.

Kleinermann et al. [9] use stored navigation paths and semantics to reduce
time and provide guidance on how to interact with an object in a VE. Kleiner-
mann et al. seeks to address the difficulty of acquiring annotations. To maximise
reuse of these annotations they have a tool to allow easy creation and modifica-
tion of multiple sets of annotations to support different domains, tasks, purposes
or groups of people. To address this issue we present a tool to assist with seman-
tic annotation of our agents (see Section 5.3). However, our key focus is on how
the annotations can be machine-processed by agents to guide user interactions
(see Section 6).
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4 An Overview of ISReal

This section provides an overview of the ISReal platform and its components [12].
The ISReal platform consists of components from different technology domains
required for intelligent 3D simulation (see Figure 1).

Graphics. The central components regarding the computer graphics domain are
XML3D2 for managing the scene graph at run-time and the rendering engine
which is responsible for visualizing the scene graph. The graphics components
offer 3D animation services and virtual 3D sensors which can be used by agents to
sense semantic objects. Furthermore, the platform can be extended by a virtual
reality (VR) system for immersive user interaction in a given 3D scene.

Semantics and Services. The Global Semantic Environment (GSE) of the IS-
Real platform manages a global domain ontology describing the semantics of
3D objects, and a repository of semantic services for 3D object animations exe-
cuted by the graphics environment. The ISReal platform consists of two semantic
management systems (i) one for maintaining and querying the global ontology,
and (ii) one for semantic service registration and execution handling. The on-
tology management system (OMS) allows to plugin different RDF triple stores
of which one is uniquely selected for object queries in SPARQL, and different
semantic reasoners like Pellet3 (with internal Jena) and STAR[7] for complemen-
tary concept and relational object queries. The implementation uses the LarKC
architecture [4]. The OMS is implemented as a LarKC Decider consisting of dif-
ferent LarKC reasoner plug-ins. As processing plug-ins the OWLIM triple store
system [8] and Pellet are used.

Semantic World Model. The basic semantic grounding of the ISReal platform
is called semantic world model. It is the set of semantically annotated scene graph
objects with references to the global domain and task ontology, services, and
hybrid automata. The semantics of each XML3D scene object is described by
its RDFa4 linkage to (i) an appropriate ontological concept and object definition
in OWL, (ii) animation services in OWL-S, and (iii) hybrid automata for its
behavior over continuous time.

Other Components. Agent technology is used to model the behavior of intel-
ligent entities in a 3D scene. Due to the important role played in supporting
user interactions and queries, Section 5 of this paper provides further informa-
tion on the agent architecture and query handling for the ISReal platform. The
Verification component manages and composes hybrid automata each describing
temporal and spatial properties of 3D objects and their interaction in a scene,
and verifies them against safety requirements given by the user at design time.
The ISReal platform can run as a full fledged VR with immersive user interac-
tion but it is also possible to connect to a scene with a web browser like Firefox
or Chrome. User interaction involves a selection of choices and presentation of
answers (in audio and text form) based on the semantics of the scene.

2 http://graphics.cs.uni-sb.de/489/
3 Pellet: http://clarkparsia.com/pellet
4 http://www.w3.org/TR/xhtml-rdfa-primer/

http://graphics.cs.uni-sb.de/489/
http://clarkparsia.com/pellet
http://www.w3.org/TR/xhtml-rdfa-primer/
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Fig. 1. The ISReal platform components

Fig. 2. Simulation of historic Saarlouis

Related Work. In different contexts, others have considered semantic annota-
tion of 3D environments e.g. in [13]. Kalman et al. [6] proposed the concept of
smart objects which is a geometrical object enriched with meta information about
how to interact with it (e.g. grasp points). Abaci et al. [1] extended smart objects
with PDDL data in order to plan with them. There are numerous examples of
game engines being connected to BDI agents (e.g. [3]) and virtual environments
using multi-agent systems technology (e.g. [2]). ISReal differs from this body of
work as it integrates virtual worlds, semantic web and agent technology into one
coherent platform for semantically-enabled 3D simulation of realities. Work using
classical planners aim on improving the look-ahead behavior of BDI agents and on
explicit invocation of a classical planner for sub-goals, assuming plan templates to
be static at run-time. Our agents discover new services at run-time.

Saarlouis Context. As an example of how ISReal and Semantic Web technolo-
gies are used in the Saarlouis application, see Figure 2. The webservices shown
allow a novice soldier agent to learn how the fortifications, particularly the lock
bridge, can be used to protect Saarlouis from attack.
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5 The ISReal Agent

Intelligent agents that inhabit virtual worlds require a flexible architecture in
order to reason and plan in real-time with the information they perceive from
their environment. Section 5.1 provides on overview of the general ISReal agent
architecture. Section 5.2 introduces the ISReal query taxonomy. Finally Section
5.3 explains how to develop ISReal agents.

5.1 Architecture

ISReal agents are based on the belief-desire-intention (BDI) agent architecture
which is well suited for dynamic and real-time environments [14]. The ISReal
agent controls an avatar (its virtual body) which is situated in a 3D scene. We
extended the agent with an individual sensor-based object perception facility (its
interface to the virtual world), and a component for handling semantic web data,
called Local Semantic Environment (LSE). In ISReal we follow the paradigm
“What you perceive is what you know”, meaning an agent only has knowledge
about object instances and services it already perceived during run-time through
its sensor(s) and the components that manage the global semantic world model
(GSE and RTSG) are strictly passive. This paradigm enables us to simulate re-
alistic information gathering. Figure 3 shows an overview of the ISReal agent
architecture. The agent’s BDI plan library implements (i) the basic interaction
with the ISReal platform and its LSE (e.g. initialization and perception han-
dling), (ii) the agent’s domain independent behavior (e.g. basic movement) and
(iii) domain specific behavior patterns (customized behaviors regarding a certain
domain or application). The domain independent behavior patterns allow us to
deploy an agent into a virtual world it is not explicitly designed for and it is still
able to perform basic tasks.Section 6 provides an example.

The LocalSE contains the agent’s knowledge base. It is important to note that
the agent’s local knowledge is probably incomplete and can be inconsistent to the
real world (e.g. due to outdated knowledge). The LocalSE is only updated if the
agent perceives something. The LocalSE consists of (i) an Ontology Management
System (OMS) to a) govern the semantic description of the world that is known
to the agent, b) allow queries in SPARQL5, a query language to primarily query
RDF graphs, and c) semantic reasoning, and (ii) a service registry to maintain
semantic services for the interaction with the objects in the 3D environment
(object services). In addition it also provides tools for semantic service handling
like a service composition planner (SCP) and a matchmaker.

5.2 Query Handling

Users need an interface for querying their user agents and assigning goals to
them. To achieve a given goal, agents need powerful reasoners to access the
knowledge in their LocalSE. For this purpose we created a query taxonomy.
We use a plug-in architecture for query types to be open for new technologies

5 W3C: http://www.w3.org/TR/rdf-sparql-query

http://www.w3.org/TR/rdf-sparql-query
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and tools. We distinguish between (i) informational queries for querying the
agent’s local knowledge base, and (ii) transactional queries that cause the agent
to perform actions in order to reach an assigned goal. Query classes include:

Spatial Query. To determine the spatial relationship between objects. For ex-
ample, “Is object A inside object B?”.

Object Query. To retrieve information about instances (A-Box knowledge),
such as “Is passage1 open?”. To handle these queries (expressed in SPARQL6)
we use the RDF triple store system OWLIM [8].

Concept Query. Concept queries, such as “Is Passage a subclass of Open?”,
retrieve information about concepts (T-Box knowledge). We use the OWL2 se-
mantic reasoner Pellet to answer such queries.

Object Relation Query. To find non-obvious relations between different ob-
jects, i.e. a set of entities {e1, . . . , en}. The OMS can find the smallest tree of the
RDF graph representing the KB, such that it contains all entities {e1, . . . , en}
[7]. A simple query is “How are objects passage1, passage2, passage3, and bridgeA
related?”.

Funcional Relational Query. To answer questions like “How to close passage
X?”. The query is purely informational and does not cause the agent to execute
the found plan.

Temporal Query such as “When did you see object X the last time?”.

Matchmaking Query. The user can ask the agent whether it knows a certain
type of service. The query is answered by using a semantic matchmaker.

Declarative Goal Query. A declarative goal specifies a target state the agent
should bring about (e.g. at(agent1, bridgeA)). The agent has to do means-end
reasoning and execute the found plan (if there is one).

Perform Goal Query. Perform goals are purely procedural goals that do not
contain declarative information about the goal state. Perform goals trigger agent
plans that are able to achieve the desired behavior (e.g. turn around).

5.3 Developing and Semantically Annotating ISReal Agents

To provide a complete agent configuration (see Figure 4) a graphical designer has
to develop the body geometry, movement animations, and position the sensor in
XML3D, using a state of the art 3D modeling tool. From the agent perspective
we assume that the domain ontology already exists, so that the avatar can be
semantically annotated using our annotation tool. OWL-S service descriptions
have to be developed and implemented that describe the agent’s basic actions
(OWLS-ED). The initial agent knowledge base (A-Box) can be created using an
ontology tool like Protege7. The modeling of the actual agent and its behavior is
done using our model-driven development environment for multiagent systems
DSML4MAS Development Environment (DDE) [19].

6 SPARQL: http://www.w3.org/TR/rdf-sparql-query/
7 Protege: http://protege.stanford.edu/

http://www.w3.org/TR/rdf-sparql-query/
http://protege.stanford.edu/
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Fig. 3. ISReal agent architecture

Fig. 4. ISReal agent configuration

6 Semantics and Agent-Driven User Interface

While the ISReal architecture supports a very large number of possible queries,
rather than require the user to form the query or our system to interpret the
request, we use the object semantics and agent reasoning and planning capa-
bilities to determine and present what queries are available. Basically, in the
approach the user is given the opportunity to select an object of interest and
later to follow links related to that object (see how objects can be related to
one another in Table 1), return to the original object or select a new object of
interest. To create an engaging experience which will allow more of Saarlouis to
be visited, satisfy user preferences and achieve teacher/curator learning goals,
the ability of the agent to perceive the objects in the environment and to plan
will be used to add elements of serendepity or dramatic effect “on the way” to
the user’s chosen object.
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Table 1. Partial meta-model for three Person objects

Property Example 1 Example 2 Example 3
Name:string Ludwig XIV Sebastian de Vauban Thomas de Choisy
Date of birth:date 5-11-1638 ??-5-1633 1632
Place of birth:Place St Germain en Laye St-Leger Moigneville
Date of death: date 1-11-1715 30-3-1707 20-2-1710
Place of death: Place Versailles Paris Saarlouis
Lived In:Place Versailles Kommandantur
Commissioned:Person Vauban Choisy
Role:string King of France Architect of Saarlouis The first governor
services introduceSelf introduceSelf

explainFortifications

Fig. 5. Possible interaction between user, agent and environment

Example. A possible interaction is depicted in Figure 5 where we see one com-
plete session starting from setup to exit. Not shown in the diagram, when the
user starts up the virtual environment, the user (who may be a tourist, history
buff or school child) is able to select their personal guide, consisting of the avatar
and its role (here novice). The intelligent guide agent is attached to the avatar
and initialized. As shown in step 1 the agent introduces themself and requests
some information from the user (name and preferences).

As a basic interaction strategy, the user is asked (see step 2) to choose if they
want to meet a person, visit a place or learn about an activity/task. Objects
can be classified as either a place or person and they may know how to perform
an activity (e.g. introduceSelf, explainFortifications). As this knowledge is part
of the object meta-model, when the user selects a person, place or activity, the
user-interface can query the objects in the world/scene to produce an appropriate
list for the user to choose from. This list will take into account what the user
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has already seen, either hiding already visited objects from the list or placing
them at the end of the list. User and teacher preferences could also be taken into
account in the ordering provided. Once a user chooses the object of interest,
the agent is assigned the goal to find an “interesting” pathway from the current
location in the virtual world to the location of the chosen object.

Three simplified tours are depicted, each in a different shade (tour 1-blue,
tour 2-red, tour 3-green). Four alternative green tours are shown and reflect
the choices that were available to the user. The end node of each tour depicts
the choice taken by the user. Alternative paths from one user-chosen end node
to another are possible. Tours 1 and 2 show one possible path that might have
occured. To determine the path from the current location to the object chosen by
the user or to determine if an object passed along a pathway should be brought to
the attention of the user, the agent uses a number of filters and strategies. These
filters are based on the user’s preferences for certain types of objects or themes;
the existence of a pedagogical model which identifies any objects or activities
which must be encountered (these are not necessarily added to the first tour) or
the sequence in which certain objects must be visited; the possible inclusion of
dramatic elements such as a visit to the house of a colourful character or building
with mysterious past. The agents access to services and ability to reason and plan
about the objects and environment allow factors such, as if the place has already
been visited, to be taken into account. Adding further to the element of surprise,
a strategy recommended by [16] to improve attention and memory retention that
needs to be balanced with meeting user’s expectations , and drawing on the
ability of the agent to perceive its world to discover new objects and services,
we also allow the agent to interrupt its current plan to, for instance, introduce
a place, person or activity discovered on the way. See, for example, the disovery
of Kiefer and Vauban Island in Tour 1(blue). The relationships between objects,
and objects and services, are used to drive possible further interactions. Similar
to the communicative strategies used in the PEACH project (Section 3), in step
3 the user is able to follow a link related to the Kommandantur, i.e. to visit
Choisy who lived in this building (see Table 1). This allows the user to traverse
between objects in a forward fashion. Note that other links and options were
also possible for the user but not shown for clarity in the example: step 4 depicts
a more complete set of options. As well as following links forward, the user can
choose to go back to access options related to the previously chosen object,
start over with a top level search for place, person or activity or exit to quit
the program. At any point, the user is able to take these three options.

Query Processing. As introduced in Section 5.2, the agent is capable of han-
dling several types of queries. These queries are primarily used by the agent to
satisfy its own informational or transactional needs, rather than for the end user
as we believe they would have some difficulty identifying which type of query
was most appropriate and how to form the query. For the reasons given above,
for the Saarlouis application we do not allow the user to enter natural language
requests. For the Saarlouis application we may allow the user to select certain
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queries in order, for instance, to satisfy their own particular interests or a set of
learning goals set by a teacher.

In the context of Saarlouis and in line with Silveira et al. [17] user informa-
tion needs, our approach provides information which addresses: Choice: what
places can I choose to visit?; who can I choose to meet?; Procedural: how do I do
< activity >; where can I find < person >?; how do I get to < place >; in what
order should I visit Saarlouis? Informative: what/who can I do/see/visit/meet?
Guidance: who should I talk to next?; where should I visit next?; who should I
ask? What should I do now? History: who have I already met?; what have I al-
ready visited?; what have I already done? Descriptive: what does this person do?;
who is this?; why are they famous?; who lived here? what can you tell me about
< person, place, activity >?; how is this person related to < person, place >?

Silvieira’s user information needs which are not supported relate more to ex-
planations and system motivations and include: Interpretive: why are you telling
me about < object >?; where are we going?; why are we going to see < object >;
Investigative: did I miss anything?; what happened before that time?; what do
I still need to do?; and Navigational: where am I? In line with the findings of [5]
there are some additional status-related questions that could be considered to
allow greater transparency and minimize user frustration: What are you doing
now? Why did you do that? When will you be finished? What sources did you
use? The status, interpretive, investigative and navigational questions we intend
to offer in an interrupt mode allowing the user at any time to pause the cur-
rent explanation, choose the question of interest to them and then return to the
current interaction. These questions may be affected by which time period was
chosen and other user preferences.

In ISReal the user is able to select and right-click on an object to receive the
set of services it offers and a description. These services can be selected and
added to a stack for execution by the agent. We anticipate that in addition we
will offer the user a set of relevant queries for that object based on the query-
type modules available in ISReal and in line with the types of questions posed
above. Being able to click on an object in the scene and gain information about it
and execute its services provides an alternative and complementary interaction
method and would better suit a user or application where being taken on a tour
is less appropriate or appealing.

7 Conclusion

We have presented the use of the ISReal platform in the Saarlouis virtual her-
itage application. Rather than providing a virtual world for free exploration,
our intelligent agent acts as a tour guide that escorts the user around Saarlouis,
providing explanations and allowing choices at certain points in the tour. The
agent uses the semantics embedded in the world to dynamically plan suitable
tours that take into account user preferences and history, pedagogical goals and
potentially incorporate dramatic elements to make the experience more enjoy-
able and memorable.
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Abstract. Most game tree search algorithms consider finding the optimal move. 
That is, given an evaluation function they guarantee that selected move will be 
the best according to it. However, in practice most evaluation functions are 
themselves approximations and cannot be considered “optimal”. Besides, we 
might be satisfied with nearly optimal solution if it gives us a considerable per-
formance improvement. 

In this paper we present the approximation based implementations of the 
fuzzified game tree search algorithm. The paradigm of the algorithm allows us 
to efficiently find nearly optimal solutions so we can choose the "target quality" 
of the search with arbitrary precision – either it is 100% (providing the optimal 
move), or selecting a move which is superior to 95% of the solution space, or 
any other specified value. 

Our results show that in games this kind of approximation could be an ac-
ceptable tradeoff. For example, while keeping error rate below 2%, the algo-
rithm achieved over 30% speed improvement, which potentially gives us the 
possibility to search deeper over the same time period and therefore make our 
search smarter. Experiments also demonstrated 15% speed improvement with-
out significantly affecting the overall playing strength of the algorithm. 

Keywords: game tree search, alpha-beta pruning, fuzzified search algorithm, 
performance. 

1 Introduction 

Game tree search remains one of the challenging problems in artificial intelligence 
and an area of active research. While classical results have been achieved based on 
Alpha-Beta pruning there are a lot of further enhancements and improvements includ-
ing NegaScout, NegaC*, PVS, SSS* / Dual*, MTD(f) and others [1-6]. 

Alternative approaches also exist. For instance, Berliner's algorithm B*, which 
uses interval bounds, allows to select the optimal move without needing to compute 
the exact game value [19]. 

While these algorithms are based on optimal search (always returning an optimal 
solution) recent approaches incorporate approximation ideas. Mostly, they are based 
on probabilistic forward pruning techniques where we are trying to prune less opti-
mistic nodes and sub-trees based on heuristics or shallow search. 
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In this paper we present a new approach for nearly optimal solutions based on a 
fuzzified tree search algorithm. The main idea is that exact game tree evaluation is not 
required to find the best node. Thus, we can search less nodes and therefore improve 
the speed. It has been proven to be more efficient compared to other algorithms in 
specific games [12]. We propose the notion of quality of search, so this way we can 
adjust both target quality and performance accordingly to suit our needs. Our experi-
ments show that by applying this technique it is possible to improve algorithm per-
formance significantly while keeping the error rate very low, which, in turn, does not 
affect overall playing strength of the program. 

The paper is organized as follows: the current status of approximation patterns in 
game tree search is discussed; then a brief overview of fuzzified tree search is given. 
Following this, a new enhancement to this algorithm based on quality of search is 
proposed. Thereafter, the experimental setup and empirical results on search quality 
and performance obtained in a real game are shown. The paper is concluded with 
future research directions. 

2 Approximation and Near Optimal Search 

Approximation search paradigms have become popular recently. It may be due to the 
following reasons. Firstly, classical search algorithms, which try to find optimal solu-
tion, are close to their theoretical limits and it is difficult to improve them further. 
Secondly, these algorithms rely on the quality of the evaluation functions which are 
not optimal by their nature – they are an approximation of utility value of board posi-
tion which we are not aware of. So, if our search is based on approximate position 
estimations, there is no reason we cannot change the nature or tree search and make it 
also approximate. 

In fact, it is possible and a lot of research has been done in this direction: 

• ProbCut is selective search modification of Alpha-Beta. It assumes that estimation 
of a node could be done based on a shallow search. It excludes sub-trees form the 
search, which are probably irrelevant to the main line of play. This approach has 
been successfully used in his Othello program Logistello significantly improving 
the playing strength [13]. 

• Multi-ProbCut is a further improvement of Prob-Cut which uses additional para-
meters and pruning thresholds for different stages of the game. Further experiments 
demonstrated that this approach could be efficiently used in chess [14, 16]. 

• Multi-cut - Speculative pruning technique which takes into account not only prob-
ability of cutting off relevant lines of play, but also chances of such wrong decision 
affecting move selection at the root of the search tree [15]. 

• RankCut - a domain-independent forward pruning technique that exploits move 
ordering and prunes once no better move is likely to be available. It has been im-
plemented in an open source chess program, CRAFTY, where RankCut reduced 
the game-tree size by approximately 10%-40% for search depths 8-12 while retain-
ing tactical reliability [17]. 
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• Game Tree Search with Adaptive Resolution – an approach, where value returned by 
the modified algorithm, called Negascout-withresolution, differs from that of the 
original version by at most R. The experiment results demonstrate that Negascout-
with-resolution yields a significant performance improvement over the original algo-
rithm on the domains of random trees and real game trees in Chinese chess [18]. 

3 Fuzzified Tree Search 

Fuzzified tree search, which is used in our research, is based on the idea that the exact 
position evaluation is not required to find the best move, as we are in fact interested in 
the node which guarantees the highest outcome [7, 8]. 

Most game tree search approaches are based on Alpha-Beta pruning Fig. 1. We 
could instead look at our game tree from a relative perspective e.g. if this move is 
better or worse than some value X (Fig. 2). At each level, we identify if a sub-tree 
satisfies “greater or equal” criteria. For instance, passing the search algorithm argu-
ment “5”, we can obtain the information that the left branch has a value less than 5 
and the right branch has a value greater or equal than 5. We do not know exact sub-
tree evaluation, but we have found the move that leads to the best result. 

 

Fig. 1. The Alpha-Beta approach 

In this case, different cut-offs are possible: 

• at max level, if the evaluation is greater (or equal) than the search value; 
• at min level, if the evaluation is less than the search value. 
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In the given example, the reduced nodes are shown with dashed line. Comparing to 
Fig. 1 it can be seen that not only more cut-offs are possible, but also pruning occurs 
at a higher level which results in better performance. 

Fig. 2. Fuzzy best node approach 

4 Fuzzified Search Algorithm 

Best Node Search (BNS) is a game tree search algorithm based on the idea described 
in the previous section. The main difference between the classical approach and BNS 
is that it does not require knowledge of the exact game tree minimax value to select a 
move. We only need to know which sub-tree has the higher estimation. By iteratively 
performing search attempts the algorithm can obtain information about which branch 
has a higher estimation without knowing the exact value. So less information is re-
quired and, as a result, the best move can be found faster – the total number of 
searched nodes is smaller and total algorithm execution time is reduced comparing to 
the algorithms based on the exact game tree evaluation [12]. 

From technical point of view, BNS-based approach is similar to MTD(f) and  
the difference is that BNS stops searching without computing the accurate minimax 
value, while MTD(f) guarantees that the minimax value at the root node is  
computed. 
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function BNS(node, α, β) 
    do 
        test := NextGuess(node, α, β) 
        betterCount := 0 

        foreach child of node 

            bestVal := -AlphaBeta(child, -test, -(test - 1)) 
            if bestVal ≥ test 
                betterCount := betterCount + 1 

                bestNode := child 

        update alpha-beta range 
    while not((β - α < 2) or (betterCount = 1)) 
    return bestNode 

Fig. 3. The BNS algorithm 

BNS uses a standard call of Alpha-Beta search with ‘zero window’. While scan-
ning a game tree, the algorithm checks all sub-trees and returns a node which leads to 
the best result. In general, BNS is expected to be more efficient comparing to the 
classical algorithms in terms of number of nodes checked as it does not obtain addi-
tional information which is not required in many cases – the exact game tree minimax 
value. 

The BNS algorithm is given in Fig. 3 which makes use of the following functions: 

1. NextGuess() – returns the next separation value to be tested by the algorithm; 
2. AlphaBeta() – alpha-beta search with Zero Window (Null Window) performs a 

boolean test whether a move produces a worse or a better score than the passed 
value. 

BNS algorithm finds essentially the same move as alpha-beta (or its variants) - the 
move which has highest evaluation, so they will play identically (taking into account 
differences in move ordering). But BNS will perform faster by searching fewer nodes 
on average. 

5 Quality of the Search and Nearly Optimal Solutions 

Evaluation functions are approximations and might be imprecise, otherwise there 
would be no reason to perform deeper search. They are not optimal by their nature, 
but it is important how close it is to real utility of board position and how it is related 
to the chance of winning.  

Besides, in many game specific situations very often the program is required to re-
spond in a limited time. Thereby, it becomes more important to find solutions fast and 
the optimality of the solution moves to a secondary role. So we are interested in tech-
niques which would allow us to control the quality of our search while focusing on 
performance and overall search speed. 
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Fuzzified Game Tree Search algorithm fits this idea very well. That is given an 
evaluation function we can extend our search by introducing an additional parameter - 
quality of search. Or, in other words, this is a guaranteed probability of finding the 
move, which is in the top N% of possible moves. For example, the traditional imple-
mentation uses maximum quality of the search, finding the best move with 100 % 
probability. However, if we were satisfied with a move in the top 10%, we could easi-
ly perform this search.  

This target quality logically means that if we choose some level of confidence, for 
example 95% this means that the move that is returned by search algorithm would be 
better (not worse) than all other 95% of possible moves. On the contrary, if we choose 
the highest level of confidence (100%), the move found would be the best over all 
possible moves. 

The most important part of this algorithm is that it is designed to allow choosing 
target quality of the search (your level of confidence) arbitrarily. It may depend on 
level of playing strength, time remaining for search and could always be updated 
dynamically as all information about already checked moves is stored in memory. So, 
if you choose additional move tuning so only new unexplored parts of the tree would 
be researched with no loss of time (double search). 

So, we propose additional improvement to the existing algorithm to adhere to the 
aforementioned observations. 

Let us explore the existing algorithm and note additional changes required to make 
nearly optimal search or arbitrary search of quality available. 

The following is the same search algorithm listed in Fig. 3 except for one en-
hancement – the addition of the search quality parameter. 

function BNS(node, α, β, quality) 
    do 
        test := NextGuess(node, α, β) 
        betterCount := 0 

        foreach child of node 

            bestVal := -AlphaBeta(child, -test, -(test - 1)) 
            if bestVal ≥ test 
                betterCount := betterCount + 1 

                bestNode := child 
                if expectedQuality ≥ quality 
                    return bestNode 

        update alpha-beta range 
    while not((β - α < 2) or (betterCount = 1)) 
    return bestNode 

Fig. 4. BNS with quality 

Expected quality of search is measured as a probability of randomly choosing a 
move over all possible moves which satisfy our search criteria (Fig. 5).  

It depends on the number of nodes checked so far and the total number of nodes. 
Initially we use the ratio of “better nodes” amongst checked nodes to calculate the 
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expected number of “better nodes” amongst all children. And then, overall expected 
quality is measured as probability of having found the best node. 

So the main idea is to stop our search and return the best move found so far as soon 
as we are confident about the quality of our search results. This version of the algo-
rithm is used in the following experiments. 

 1           

Fig. 5. Estimation of expected quality 

6 Game Setup 

For our research experiments we have chosen the same game “Hey! That's My Fish!”, 
in which fuzzified search algorithm was already tested and previously demonstrated 
better efficiency compared to other existing search algorithms [12]. 

“Hey! That's My Fish!” is a 2-4 player board game. The aim is to collect as many 
fish as you can with your penguins. 

  

 

Fig. 6. “Hey! That's My Fish!” game board 

Setup: 60 hexes are randomly laid out in 8 rows, alternating between 7 and 8 hexes 
each - Fig. 6. They are all face up so that you can clearly see where the fish clusters 
are. Each hex has either 1, 2, or 3 fish on it. There are 30 "1" fish hexes, 20 "2" fish 
hexes and 10 "3" fish hexes, which results in maximum 100 points (fish) which is 
possible to get in a game. Each player then places 2-4 penguins (depending on the 
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number of players). They place these one at a time and they must be placed on "1" 
fish hexes. 

• Two Player game: each person has 4 penguins 
• Three Player game: each player has 3 penguins 
• Four Player game: each player has 2 penguins 

Play: On his turn a player moves one of his penguins. He must move it in a straight 
line, and may move it as little as 1 hex and as many hexes as is legal. Penguins must 
stop before they reach: the edge of the board; a break in the hexes; or another pen-
guin. After moving his penguin the player then picks up the hex which his penguin 
started on. 

Ending the game: a player leaves the game when he can't move any more of his 
penguins, claiming the last hexes his penguins are standing on. When all the players 
are done moving, the game is over. (Practically, the game actually ends when each 
player can see that his penguins are each on their own "islands" of ice. Each player 
then picks up any hexes on these islands which he could reach.) The players then 
count up all their fish, and the player with the most wins. 

This game is simple, but involves subtle strategy and a fair amount of tactical con-
tent [9]. The moves are not entirely obvious. You can be very aggressive in the game, 
making clever blocking moves and carefully analyzing the vector-based movement 
[10]. 

The main strategic element of gameplay is working to isolate other players' pen-
guins, trapping them in small areas; when this happens, and an area is isolated that 
contains only one penguin, the owner scores all tiles in the isolated area, and the pen-
guin is removed from the play. Maximizing score by getting high-fish hexes is a sec-
ondary but important strategic consideration [11]. 

7 Experimental Results 

The described algorithm BNS with quality was implemented and tested in this game. 
Now, we present additional details and experimental results obtained in our study. 

To perform game tree search a straight-forward evaluation function was imple-
mented. At each step, we count the number of fish consumed so far, so overall evalua-
tion function is the amount of fish obtained by the current player minus the amount of 
fish obtained by the opponent limited by search depth. 

 

Evaluation function = Fish Amount (player) – Fish Amount (opponent) 
 

The main advantages of this approach are the following: it is fast, simple, reasonable, 
and it converges to correct estimation towards the game end. Downsides of this  
function are that it does not address specific aspects of the game like strategic area 
isolation and opponent blocking, but we are mainly focused on search algorithm com-
parison, which gives us a wide area for research. Additional features like iterative 
deepening were also used in these experiments [12]. 

We conduct experiments with different values of expected confidence ranging 
from 100% to 0%. However, 100% means that we are looking for the best move 
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without compromise, but on the other hand 0% does not mean that we are acting ran-
domly. Instead we search for the first move that satisfy selection criteria, and only 
then return it. So in practical experiments error rate is measured as the ratio of non-
optimal to optimal solutions selected during the entire game and the actual quality is 
calculated as 1 - error rate. 

We also measure performance improvement as total number of nodes searched 
during the entire game divided by number of nodes required to search for the highest 
level of confidence (100% quality). 

As it could be seen from Fig. 7, the actual quality of the search remains 100% for 
first iterations (for expected quality 100%, 90% and 80% respectively). That means 
that for this particular case, we receive 20% of performance improvement while algo-
rithm is still able to find the best moves all the time. Then actual quality goes down 
performance gets increased considerably. For example, with retaining 98% quality we 
achieve 30% speed improvement, and with 95% quality we achieve 40% speed im-
provement. Our diagram terminates with having around 75% of performance im-
provement while retaining 75% search quality. 

An additional parameter we are tracking is the average error per wrong move 
found (in game points) – the difference between evaluation of the best move and the 
move returned by our algorithm. Initially there is no error, as the algorithm shows 
100% actual quality, then for two cases (70% and 60% expected quality) it stays with-
in 1 point per move error, and for remaining experiments it converges to around 1.2 
points of error per move. This is a really important indicator, showing that even when 
there is an error in algorithm search, the error is small and this move is very close to 
the optimal one. 

 

 

Fig. 7. Actual quality vs. Performance improvement. Average error (points) 
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It is important to note that, currently we operate with minimal guaranteed (ex-
pected) confidence level, so actual quality is much higher than the expected values. 
This is mainly because when searching we are not acting randomly, we are looking 
for at least one move satisfying our search criteria to guarantee our minimal confi-
dence level. 

To conclude, our research with more objective results additional experiments have 
been performed based on a series of games.  

As “Hey! That’s my Fish” starts with a random setup and the outcome of the game 
largely depends on beneficial location of valuable tiles we measure algorithm perfor-
mance based on a series of matches. Program plays with itself 100 matches calculat-
ing winning probability (number of games won by each algorithm). As player order 
(who starts first) is also important, we switch players during these series of games, so 
player who started first, starts second. It results in a total series of 200 games for each 
configuration. Results are displayed on Fig. 8. 

 

 

Fig. 8. Number of games won (%) vs Speed Improvement. Average points difference. 

The following configuration has been used: search depth 6, expected quality of 
search varying from 100% to 0%. As a reference algorithm (opponent against whom we 
play) we use the same algorithm but with 100% (maximum) expected search quality. 

Performance improvement is measured as difference between total number of 
nodes searched by each algorithm during entire series of games. Score difference 
represents an average variance in points obtained by each player. 

As it could be seen from the chart, algorithms start equally with having winning 
probability 50% and score difference 0. As long as expected quality decreases, the 
speed improvement grows linearly. It is important to note that winning probability 
remains close to 50% (with fluctuations in 1-2% range) while decreasing the expected 
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quality up to 70%. It gives 15% speed improvement without significantly affecting 
the overall playing strength of the algorithm. However, further decreasing of expected 
search quality results in considerable performance degradation. 

8 Conclusions and Future Work 

The main goal of this paper was to show that fuzzified tree search algorithm could be 
easily extended and efficiently used for finding nearly optimal solutions. The experi-
ments demonstrate a 30% speed improvement over the standard approach while re-
taining an error rate below 2%. Moreover, in case of error the selected move is still 
very close to the optimal solution. Further experiments show 15% speed improvement 
without significantly affecting the overall playing strength of the algorithm. It could 
be concluded that the proposed approximation search paradigm could be used in real 
domain games with high a level of confidence. 

However, additional research might be needed in the following areas: 

• improve estimation precision of expected quality vs. actual quality achieved; 
• apply different heuristic based evaluation functions. 

The future experiments should also consider analyzing algorithm performance and 
efficiency in other games, but we believe that the proposed approach could be suc-
cessfully applied to any type of game. 

Acknowledgements. This research is supported by the European Social Fund project 
No. 2009/0138/1DP/1.1.2.1.2/09/IPIA/VIAA/004. 
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Abstract. If not all temporal information is available in a text, humans
usually use additional background knowledge to answer questions about
the text. In this paper, we first investigate how humans answer this kind
of questions and then suggest two general strategies that we can use to
answer these questions automatically in a controlled natural language
context. We show how background knowledge about events and their
effects can be made explicit in a controlled natural language and how
this additional information can be translated together with the textual
information into a formal notation for automated reasoning. For this
purpose, we introduce an Answer Set Programming based version of the
Event Calculus and use this reasoning framework as a starting point for
answering questions over the formalised textual information.

1 Introduction

This work is situated at the intersection of controlled natural language pro-
cessing, automated reasoning and question answering. Recently, a number of
controlled natural languages have been developed and used as high-level knowl-
edge acquisition and specification languages [2,4,22]. These controlled natural
languages are engineered subsets of full natural languages whose grammar and
vocabulary have been restricted in a systematic way to reduce both ambiguity
and complexity of full natural languages [17]. Controlled natural languages can
significantly improve the knowledge acquisition process and the understandabil-
ity of specifications compared to specifications written in formal languages, in
particular if the writing process of these specifications is supported by a predic-
tive authoring tool [11].

Since most of these controlled natural languages can be translated unam-
biguously into formal notations, automated reasoning and question answering
becomes immediately possible. We show in this paper that controlled natural
languages can also serve as an interesting test field for exploring new ideas of
combining textual information with background knowledge and automated rea-
soning techniques. In particular, we investigate how complex question answering
can be performed in a controlled natural language context where not all relevant
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temporal information is available in a text using a novel Answer Set Program-
ming [12] based version of the Event Calculus [10,15].

In order to present our research results in a compact way, we use the following
short text (1) that has been written in the controlled natural language PENG
Light [22]. This text consists of a sequence of temporally ordered events and two
explicit temporal event modifiers (at 11:00 and at 12:10):

1. John enters the university library at 11:00 and leaves the library with three
books. John gets on the city bus and gets off the bus in the city centre at
12:10. John gives the books to Gaby at Starbucks.

At first glance, this text is easy to understand for a human reader, and a human
reader usually does not have any problems to answer the following questions
about this text:

2. When does John enter the university library?
3. When does John get off the bus?

All relevant information for answering these two questions can be extracted
directly from the textual information. However, the situation gets a bit more
difficult if the text does not provide the relevant temporal information as it is
the case for the following three questions:

4. Where is John at 11:30?
5. When does John get on the bus?
6. When does John give the books to Gaby?

As we will see in Section 2, human subjects do normally not simply answer
with I don’t know but use additional background knowledge to answer these
questions in a cooperative way [8]. It is interesting to investigate what kind of
background knowledge and strategies humans use to answer these questions and
to see if it is possible to make the relevant background knowledge that they use
explicit in a controlled natural language. If this is indeed the case, then we can
combine the background knowledge with the textual information and translate
the resulting information into a formal notation for automated reasoning and
question answering.

The rest of this paper is organised as follows: In Section 2, we look at how
humans answer the questions (4-6), hypothesize what kind of background knowl-
edge they use and suggest two strategies that a machine can use to answer these
questions. In Section 3, we present the controlled language processor that we use
to process the text and the background knowledge so that the resulting notation
can be used by an automated reasoner. In Section 4, we give a brief introduction
to Answer Set Programming (ASP) since we use this relatively new program-
ming paradigm later in Section 5 to implement a modified version of the Event
Calculus. In Section 6, we evaluate our approach by sketching how question an-
swering is implemented on top of the ASP-based Event Calculus and by showing
how the questions are answered. Finally, in Section 7, we conclude.
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2 An Experiment

In order to better understand how humans answer the questions (4-6), we gave
the text (1) in its written form to ten human subjects. All of them are students
or members of a computational linguistics department. We asked these human
subjects without imposing any time limit to provide written answers to these
questions (repeated below as Q4-Q6).

Question Q4 is a wh-question and is asking for the location of a person at a
specific point in time. Since there is no explicit timepoint available in the text,
the answers that the human subjects provide show some interesting variations:

Q4. Where is John at 11:30?
4.1 either in the library, on the city bus or somewhere in between
4.2 in the bus or in the library
4.3 library, bus or on his way to the bus station
4.4 in the library
4.5 we don’t know
4.6 maybe still at the library, maybe already on the city bus
4.7 in the library or in the city bus
4.8 library?
4.9 library / waiting for the bus / in the bus
4.10 waiting for the bus OR in the bus

Four subjects (4.2, 4.6, 4.7, and 4.10) distinguish two elements in their answers;
these elements (e.g., in the library) denote states that are derived from the events
in the text. Three subjects (4.1, 4.3, and 4.9) distinguish three elements in their
answers whereas in each answer one of these elements (e.g., somewhere in be-
tween) is derived in an indirect way from the events in the text. Two subjects
(4.4 and 4.8) provide only one element as answer, and finally one subject (4.5)
seems to take the text as the only source of information and answers with we
don’t know.

Question Q5 is asking for a timepoint or a period of time but there is no
explicit temporal marker available in the text, apart from the two temporal
markers (at 11:00 and at 12:10) that modify different events than the one under
investigation:

Q5. When does John get on the bus?
5.1 between 11.00 and 12.10
5.2 unknown, between 11:00 & around 12:00
5.3 between 11.10 - 12
5.4 before 12:00
5.5 we don’t know
5.6 after leaving the library
5.7 between approx. 11:05 and 12:05
5.8 maybe at 12.00?
5.9 [11:01 - 12:09]
5.10 between 11:01 and 12:09
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It is interesting to see that six subjects (5.1, 5.2, 5.3, 5.7, 5.9 and 5.10) take
the two temporal markers in the text into consideration and provide an interval
as answer. However, five of these subjects (5.2, 5.3, 5.7, 5.9 and 5.10) modify
these temporal markers slightly in their answers. One subject (5.4) takes the
second temporal marker as a rough starting point and provides an open interval
together with a temporal operator as answer. One subject (5.5) suggests the
answer we don’t know, and another subject (5.2) proposes a similar answer as
part of the entire answer. Another subject (5.8) offers a modified form of the
second temporal marker as possible answer. And finally, one subject (5.6) uses
a rather different strategy, it takes the temporal operator after and the previous
event leaving the library to construct the answer after leaving the library.

The form of question Q6 is similar to Q5 but in contrast to Q5, the timepoint
of the event that is here under investigation does not occur between two explicit
temporal markers in the text (1):

Q6. When does John give the books to Gaby?
6.1 after 12:10
6.2 after 11:00
6.3 we don’t know
6.4 after meeting her at Starbucks
6.5 we don’t know
6.6 when he sees her at Starbucks
6.7 after 12:10
6.8 at 12.15?
6.9 [12:11 - ...]
6.10 after 12:11

Three subjects (6.1, 6.7, and 6.10) take the closest temporal marker (12:10) that
is available in the text as starting point and use the temporal operator after to
construct an answer. One subject (6.2) choses a similar strategy but takes the
temporal marker (11:00) that is farther away as reference point for answering
the question. An other subject (6.8) suggests a possible timepoint (12:15) de-
rived from the closest temporal marker as answer. One subject (6.9) takes again
the closest temporal marker as a rough starting point but constructs an open
interval as answer. Two subjects (6.4 and 6.6) refer indirectly to the event under
investigation by constructing a related event with a temporal operator as answer.
And finally, two subjects (6.3 and 6.5) focus entirely on the textual information
and answer the question with: we don’t know.

Against the backdrop of the variations in these answers, we would like to
suggest two general strategies to answer these questions automatically: strategy
I for questions like Q4 and strategy II for questions like Q5 and Q6.

2.1 Strategy I

If there is no temporal marker available in the text, then return I don’t know as
answer but return the last location (e.g., at Starbucks) as answer if the explicit
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timepoint (e.g., 11:30) is dropped from the question. If there is only one temporal
marker available in the text (e.g., 11:00) that occurs before the timepoint in the
question (e.g., 11:30), then return all locations after that temporal marker in
form of a disjunction as answer (e.g., in the university library or in the bus or at
Starbucks). If there are two temporal markers in the text (e.g., 11:00 and 12:10)
and the timepoint in the question (e.g., 11:30) falls between these temporal
markers, then return all relevant locations in form of a disjunction as answer
(e.g., in the university library or in the bus).

2.2 Strategy II

If there is no temporal marker in the text, then return the previous event together
with a temporal operator as answer (e.g., after leaving the library). If there exists
only one temporal marker in the text (e.g., 12:10) that modifies an event that
occurs before the event in the question, then return the temporal marker together
with a temporal operator as answer (e.g., after 12:10). If there are two temporal
markers in the text (e.g., 11:00 and 12:10), then return the corresponding interval
together with temporal operators as answer (e.g., after 11:00 and before 12:10).

3 Controlled Natural Language Processing

In order to implement these two strategies, we need to be able to process the tex-
tual information and the relevant background knowledge automatically. For this
purpose, we rely on the controlled natural language processor PENG Light [22]
that uses a unification-based grammar together with a chart parser. The writing
process of this controlled natural language is supported by a predictive authoring
tool [18]. The language processor resolves anaphoric references and translates the
text (1) via discourse representation structures [9] into a number of predefined
predicates and represents them as a set of facts (f(.)). For example, the trans-
lation of the first sentence of the text (1) results in the following representation:

7. f(named(x1,john)). f(event(e1,entering,x1,x2)).

f(object(x2,university library)). f(time(e1,at,x3)).

f(timex(x3,1100)). f(event(e2,leaving,x1,x2)). f(theme(e2,with,x4)).

f(cardinality(x4,eq,3)). f(object(x4,book)). f(time(e2,at,x5)).

f(timex(x5,0)). f(before(e1,e2)).

This representation reifies events (e.g., e1) and states (not shown here), and uses
a flat notation for atoms together with a small number of predefined predicates
for events, states, complements and modifiers. Note that the order of events is
recorded with the help of the before-predicate and that the temporal modifiers
of events are represented with the help of time- and timex-predicates. Note also
that if no explicit temporal modifier can be derived from the text for an event,
then the constant 0 is used instead of a concrete temporal expression.

As we will see in more detail in Section 5, we specify also the relevant
background knowledge in controlled natural language; for example, domain-
dependent effect axioms such as (8) and (9) and supporting statements such
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as (10-12), and then translate this background knowledge automatically into the
formal target notation:

8. If an agent enters a building then the agent will be in that building.
9. If an agent leaves a building then the agent will no longer be in that building.

10. John is an agent.
11. Every university library is a building.
12. Every building is an artefact.

Before we do that we will give a brief introduction to Answer Set Programming
in the next section, since we will use this rather novel programming paradigm to
implement a modified version of the Event Calculus that is then used to process
the textual information together with the background knowledge.

4 Answer Set Programming (ASP)

Answer Set Programming (ASP) is a form of declarative problem solving that
has its roots in logic-based knowledge representation and non-monotonic rea-
soning [1,7,12]. ASP programs look similar to Prolog programs [3] but use an
entirely different computational mechanism. Instead of deriving a solution from
a program specification via SLDNF resolution [13] like in Prolog, finding a solu-
tion in ASP corresponds to computing stable models (= answer sets) with the
help of an ASP solver [5,21]. Compared to Prolog, standard ASP programs have
the following main characteristics: (a) the order of program rules and conditions
within rules do not matter, (b) termination is (often) not an issue, and (c) an-
swer sets and not proofs represent solutions. An ASP program may have zero,
one or multiple answer sets as solution.

ASP programs use a Prolog-style rule notation of the form: <head> :- <body>.
If the body of a rule is empty, then the symbol ‘:-’ can be dropped and the rule
is called a fact. The following is a variable-free ASP program with negation as
failure (not) in the body of the second rule:

13. p :- q. q :- not r.

This program has exactly one answer set {p,q} as solution consisting of the two
atoms p and q. We can extend this program by adding a rule with a disjunction
| in its head:

14. p :- q. q :- not r. s | t :- p.

This program has two answer sets: {p,q,s} and {p,q,t}. Instead of using a
disjunctive rule in (14), we can try to replace it by a choice rule of the form:

15. {s,t} :- p.

However, this rule generates four stable models: {p,q}, {p,q,t}, {p,q,s},
{p,q,s,t}. This happens because we use the choice rule without numerical
bounds. In order to achieve the same effect as with a disjunctive rule, we have
to write:
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16. 1 {s,t} 1 :- p.

This modified rule specifies a cardinality constraint and says that if the atom p

is included in an answer set, then include exactly one of the atoms s or t into
that answer set.

In ASP, we can exclude answer sets from a program by adding integrity con-
straints to the program, for example:

17. :- s, not t.

If we add this constraint to the program (14), then only the answer set {p,q,t} is
generated, since the constraint in (17) prevents adding the atom s to an answer
set if t is not generated.

ASP programs that contain variables are first transformed into variable-free
programs by a grounding component (= ASP grounder) before they can be
processed by an ASP solver. For example, the ASP program:

18. p(a,b). q(X) :- p(X,Y), not r(Y).

results after grounding in the subsequent grounded program:

19. p(a,b). q(a) :- p(a,a), not r(a). q(a) :- p(a,b), not r(b).

q(b) :- p(b,a), not r(a). q(b) :- p(b,b), not r(b).

An ASP solver can then find the following answer set {p(a,b),q(a)} for this
grounded program. In general, checking whether S is an answer set of a program
P follows the following idea: Generate the S-reduct PS of P by first deleting
any rule in P that has a condition not C in its body where C ∈ S, and then
by deleting every condition of the form not C in the bodies of the remaining
rules. That means the resulting reduct PS is a logic program consisting of a set
of definite clauses without negation as failure. We say that S is a stable model
of P iff it satisfies the equation S = M(PS) where M(PS) denotes the minimal
Herbrand model [13] of the definite clause program PS. Let us illustrate this by
an example, if we take S = {p(a,b),q(a)} and the grounded program (19) as
starting point, then the reduct PS is:

20. p(a,b). q(a) :- p(a,b). q(b) :- p(b,b).

An interesting aspect of ASP is that it distinguishes two kinds of negation:
negation as failure (not) and classical negation (-). By combining these two
kinds of negation, it is possible to express, for example, closed world assumption
(21) and that something holds by default (22):

21. -p :- not p.

22. p :- not -p.

In Section 6, we will see that these two kinds of negation can also be used to sort
atoms in an elegant way. Modern ASP tools provide additional functionality, for
example for computing aggregates and optimal answer sets; also ASP tools exist
that combine the grounder and the solver in one component (see [6] for details).
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5 Towards an ASP-Based Event Calculus

The Event Calculus is a general logic-based formalism for representing and rea-
soning about events and their effects [10,14,15,20]. It takes the notion of events,
fluents, timepoints and time-intervals as ontological primitives and provides a
notation that allows us to specify which events happen at what timepoints and
which fluents (= time-varying properties) are initiated or terminated by these
events. This approach is very useful in our context since we need to be able to
represent the relevant background knowledge of the text and have an inference
mechanism at hand that makes it possible to compute the expected answers.

The Event Calculus uses domain-dependent axioms to specify the effects of
events and a fixed number of domain-independent core axioms that implement
the inference engine and take the domain-dependent axioms as input. These
domain-dependent axioms process the facts derived from the textual information.

In our case a number of domain-dependent axioms are used to specify which
events initiate or terminate which fluents. These axioms are context-sensitive
and can be expressed directly as conditional statements in controlled language:

23. If an agent enters a building then the agent will be in that building.
24. If an agent leaves a building then the agent will no longer be in that building.
25. If an agent leaves a building with an object then the agent will be owning

that object.
26. If an agent gets on a vehicle then the agent will be in that vehicle.
27. If an agent gets off a vehicle then the agent will no longer be in that vehicle.
28. If an agent A gives an object to an agent B then the agent A will no longer

be owning that object and the agent B will be owning that object.
29. If an agent A gives an object to an agent B at a location then the agent A

will be at that location and the agent B will be at that location.

These conditional statements are then automatically translated into effect ax-
ioms by the language processor; for example, (23) into (30) and (24) into (31):

30. initiates(E1,fluent(s(E1),location(in),X1,X2)) :-

object(X1,agent), event(E1,entering,X1,X2), object(X2,building).

31. terminates(E2,fluent(s(E1),location(in),X1,X2)) :-

object(X1,agent), event(E2,leaving,X1,X2), object(X2,building),

before(E1,E2).

Axiom (30) states that an event E1 initiates a fluent s(E1) of a certain type if X1
is an agent, E1 is an entering-event, and X2 is a building. Note that the axiom
(30) uses the term s(E1) as identifier for the fluent and relates this fluent to the
initiating event E1.

Axiom (31) terminates the fluent s(E1) of the same type, if E2 is a leaving-
event, X1 is an agent, X2 is a building, and E1 occurs before E2. This axiom uses a
similar structure as (30) but the variable for the terminating event E2 is different
to the variable used in the identifier s(E1) of the fluent. In ASP, variables that
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appear in the head of a rule must also occur in the body of the same rule in
order to make the rule safe; in (31), for example, the before-predicate is used to
guarantee rule safety for E1.

The predicates used in domain-dependent axioms such as (30) and (31) do
not directly access the facts in (7) derived from the text since these predicates
rely on additional interface predicates derived from supporting statements such
as (10-12), for example:

32. object(X,building) :-

f(object(X,university library)).

Domain-dependent axioms such as (30) and (31) are processed by a small number
of core axioms. These core axioms do not depend on the domain but on the
task; that means similar tasks use similar core axioms. For our task, we only
need four core axioms that have some similarities to the core axioms used by the
Simplified Event Calculus [16,20], but we use a richer representation that deals
with intervals instead of timepoints.

The first core axiom (33) specifies that an interval (intvl) holds if E1 is an
event that happens at timepoint T1 and initiates a fluent F, and E2 is another
event that happens at T2 and terminates the fluent F, and E1 occurs before E2

and the fluent F is not broken between E1 and E2:

33. holds(intvl(E1,T1,F,E2,T2)) :-

happens(E1,T1), initiates(E1,F), happens(E2,T2), terminates(E2,F),

before(E1,E2), not broken(E1,F,E2).

The second core axiom (34) is similar to (33) but deals with open intervals where
an event E1 happens at a timepoint T1 but the terminating event and its timepoint
are both unknown (0):

34. holds(intvl(E1,T1,F,0,0)) :-

happens(E1,T1), initiates(E1,F), not broken(E1,F).

The remaining core axioms (35) and (36) below guarantee default persistence in
combination with the negation-as-failure operator (not) used in (33) and (34).
These two axioms specify under which conditions a fluent F is broken:

35. broken(E1,F,E2) :-

happens(E,T), before(E1,E), before(E,E2), terminates(E,F).

36. broken(E1,F) :-

happens(E,T), before(E1,E), terminates(E,F).

Note that the happens-predicates rely on an additional interface predicate that
accesses a suitable event-predicate with its temporal modifier; the arity of this
event-predicate depends on the number of its complements:

37. happens(E,T) :-

f(event(E,N,X1)) : f(event(E,N,X1,X2)) : f(event(E,N,X1,X2,X3)),

f(time(E,P,X4)), f(timex(X4,T)).



Processing Incomplete Temporal Information in CNL 525

Note also that we exploit in the core axioms (33, 35, 36) the transitive closure
of the information defined by means of the before-predicate (38) that accesses
the temporal ordering of the events derived from the textual information:

38. before(E1,E2) :- f(before(E1,E2)).

before(E1,E3) :- f(before(E1,E2)), before(E2,E3).

Given facts such as in (7), domain-dependent axioms like (30) and (31) plus
interface and additional predicates like (32, 37, 38), we can use the core axioms
of the Event Calculus to compute the following intervals (39) for the fluents:

39. holds(intvl(e1,1100,fluent(s(e1),location(in),x1,x2),e2,0))

holds(intvl(e2,0,fluent(s(e2),owning,x1,x4),e5,0))

holds(intvl(e3,0,fluent(s(e3),location(in),x1,x6),e4,1210))

holds(intvl(e5,0,fluent(s(e5),location(at),x9,x10),0,0))

holds(intvl(e5,0,fluent(s(e5),location(at),x1,x10),0,0))

holds(intvl(e5,0,fluent(s(e5),owning,x9,x4),0,0))

These intervals build the starting point for the question answering process that
can be implemented on top of the ASP-based Event Calculus.

6 Evaluation

In order to be answered automatically, the questions Q4-Q6 are first translated
by the controlled natural language processor into ASP rules and then added to
the formalised knowledge. Each question results in a number of ASP rules that
implement the two strategies introduced in Section 2. The ASP tool glingo [5] is
then used to compute the expected answers.

Because of the limited space in this paper, we discuss here only one ASP rule
in detail, namely the one for question Q4: Where is John at 11:30? The rule (40)
below deals with the case where the temporal marker in the question does not
occur in the text (there exists another rule that deals with the case where the
temporal marker actually occurs in the text):

40. answer(P,O,D) :-

holds(intv(E1,TL,fluent(s(E),location(P),X1,X2),E2,TR,D)),

TL < 1130, 1130 < TR, f(named(X1,john)), f(object(X2,O)).

This rule specifies that if a particular fluent holds between timepoints TL and
TR, and 1130 lies somewhere between these two timepoints, and there exists a
named entity X1 who is john and an object X2, then the answer consists of the
name P of the prepositional modifier, the name O of the object, plus a value D for
the distance between the event at timepoint TL and the event that triggered the
fluent. This gives us a way to order the answers. Given the rule in (40) together
with the following integrity constraint in controlled language:

41. It is not the case that an agent is in two artefacts between the timepoint T1
and the timepoint T2.

that has been translated automatically beforehand into (42):
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42. :- 2 { holds(intvl(E1,T1,fluent(s(E),location(P),X,Y),E2,T2,D))

: object(Y,artefact) }, object(X,agent).

An answer set solver like glingo will generate two stable models that contain
exactly one answer-predicate because of the above integrity constraint:

43. Answer 1: answer(in,university library,0), ...

Answer 2: answer(in,city bus,2), ...

The two choice rules in (44) illustrate that the holds-predicate used in (40)
to extract the fluent between the two timepoints TR and TL operates over the
intervals (intvl) that have been generated by the Event Calculus in (39):

44. { holds(intvl(E1,TL,F1,E3,TR,0)) } :-
prior to(TL,TR), holds(intvl(E1,TL,F1,E2,0)),
holds(intvl(E3,TR,F2,E4,T4)).

{ holds(intvl(E1,TL,F2,E6,TR,D)) } :-
prior to(TL,TR), holds(intvl(E1,TL,F1,E2,T2)),
holds(intvl(E3,0,F2,E4,0)), holds(intvl(E5,T5,F3,E6,TR)),

before(E1,E3,D), before(E3,E5), before(E4,E6).

The prior to-predicate in (44) calculates the timepoint TL that immediately
precedes the timepoint TR; we conduct this search by combining classical negation
(-) with negation-as-failure (not) and do this in the following way:

45. prior to(TL,TR) :-
timepoint(TL), timepoint(TR), TL < TR, not -prior to(TL,TR).

-prior to(TL,TR) :-

timepoint(TL), timepoint(TR), timepoint(T), TL < T, T < TR.

A final point to note is that the first of the three before-predicates in (44)
uses three arguments; this predicate returns the distance D between the event
at timepoint TL and the event that triggered the fluent. The value for D is then
used to order the answers.

7 Conclusion

In this paper we investigated what human subjects do when they answer wh-
questions over a sequence of events where not all relevant information is explic-
itly available in the text. We identified two general strategies that they use to
answer these questions and showed what kind of additional domain-dependent
background knowledge is required to answer these questions automatically by a
machine. We argued that this background knowledge can be expressed in con-
trolled natural language and translated together with the text into a formal
target notation for automated reasoning. In particular, we introduced and used
an ASP-based version of the Event Calculus as inference engine. This inference
engine derives open and closed intervals during which fluents hold that have been
initiated by events. We showed how the inference engine can be extended in an el-
egant way for question answering. The presented strategies and the implemented
solution are very general and can be used for other application scenarios.
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Abstract. Target extraction is an important task in sentiment analysis. Many ex-
isting methods have worked well in news and blogs. However, they are not effec-
tive for short product comments. In this paper, we firstly prove that a well-known
method, Ku's method, cannot obtain good results for short comments. Then we
propose a newmethod to extract opinion targets by developing a two-dimensional
vector representation for words and a back propagation neural network for classi-
fication. The proposed method is examined and compared with two well-known
opinion extraction methods (Ku's and LDA methods) on an crawled network mo-
bile phone corpus from "Zhongguancun online" with 14408 comments. The strict
evaluation and the lenient evaluation are used in the experiments to determine the
goodness of the extracted opinion targets. Experimental results show that under
the strict evaluation, the proposed method can achieve better precision by 8.33%
improvement over Ku's and 16.67 % improvement over LDA. Under the lenient
evaluation, the proposed method can achieve a 28.33% improvement in precision
overKu's and 33.33% over LDA. In addition, the opinion targets extracted byour
method are much closer to the true topics and much more meaningful than those
extracted by the other two methods.

Keywords: sentiment analysis, target extraction, neural networks.

1 Introduction
With the development of internet, more and more subjective texts are coming. The anal-
ysis and extraction of the sentiment information have been a hot topic in natural language
processing and related areas. Among these, the sentiment analysis for text mining has
attracted an increasing attention [1], especially in the product reviews [2, 3]. Sentiment
analysis has many tasks, such as extraction of sentimental information, classification
(polarity or extent), retrieval and induction [4, 5]. Early work in this area includes some
machine learning methods to detect the products or movie reviews polarity [4, 6].

In opinion analysis for products, a classic sentiment application would be tracking
what bloggers or reviewers are saying about a product like new iPad. The subjective text
needs to be extracted from comments for products in different aspects. It is important to
choose the words that can exactly represent the main concepts of a relevant document
set derived from the product comments. The work of this paper aims to address the
opinion target(topic) extraction problem, which is one of the two fundamental problems
in opinion analysis [7, 8]. Opinion targets usually refer to product features, which may
be defined as product components or attributes [7]. Contributions have been proposed
in the targets extraction for product review mining [9--12].
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The most straightforward method to extract opinion targets is the manual construc-
tion of topics [5]. However, it may bring lots of work and has less portability. In [9]
the method based on the relations between features and topics can obtain better topic
features for articles and web pages, but it has never been applied to short comments. In
recent work, target extraction was treated as a topic coreference resolution problem by
Stoyanov et al. [13], but it may ignore sentiment information in words. Some topic mod-
eling methods such as LDA(Latent Dirichlet Allocation) and PLSA(Probabilistic Latent
Semantic Analysis) modeled the documents generation and mined the implied targets.
However, they did not perform well when applied to very short documents [14]. For
Chinese news comments, Ma andWan [15] proposed an approach to extracting not only
explicit but also implicit opinion topics. Also, in [16, 17], Ku's method achieved signif-
icant results in news and blog corpora. However, due to lack of professional knowledge
for most customers, the comments on the products from the customers are only con-
fined to their feelings and experience. The comments on the product would only relate
to certain aspects. This is because comments are generally short, which are different
from news and blogs with long reviews.

The overall goal of this paper is to develop a new approach to extracting opinion
targets for short comments with the expectation of achieving meaningful opinion tar-
gets with high precision and close to topic. To achieve this goal, we will develop a new
algorithm to automatically learn and extract opinion targets in short comments. The pro-
posed algorithm will be examined and compared with two well-known target extraction
methods on a large corpus of mobile online short comments. Specifically, we will:
-- theoretically prove whether the existing well-known opinion extraction approaches

in long comments can be used for extracting opinion targets in short comments, and
-- propose a new opinion extraction approach for short comments by developing a

novel words representation and investigate whether the proposed algorithm can suc-
cessfully extract opinion targets with better precision, closer to true topic and more
meaningful than opinion targets obtained by the well-known methods.

2 Analysis of Ku's Method
2.1 Ku's Method
In opinion target extraction, it is a typical approach to choosing meaningful words that
can clearly cover the concepts of a product [18, 16]. Such words form the major topic
of the corpus. Ku et al. [17] proposed a method to detect major topics, which achieved
good results on news and blogs. In [17], the weights were assigned to each word at both
the document level and the paragraph level. In the following formulas, W denotes the
weights, and S denotes the document level while P is the paragraph level. TF is term
frequency, and N is word count.

Wsit = TFsit ∗ log
N

Nsi

(1)

Wpjt = TFpjt ∗ log
N

Npj

(2)

where symbol i is the document index, symbol j is the paragraph index, and symbol t
is the word index.
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Based on the weights assigned to each word, the following formulas were used to
judge whether the term is thought as representative.

Dispst =

√∑m
i=1 (Wsit

− mean)2

m
∗ TH (3)

Devsit
=

wsit
− mean

Dispst

(4)

Disppt =

√∑n
j=1 (Wpjt

− mean)2

n
(5)

Devpjt
=

wpjt
− mean

Disppt

(6)

Formula (1) gives the TF*IDF (Term Frequency, Inverse Document Frequency)
value of the words in the article level, while formula (2) in the paragraph level. For-
mula (3) gives the word frequency between the documents, where TH is a threshold to
constrain the extraction number of topics andm is the document number in the corpus.
Formula (4) gives the words frequencywithin an article. Formula (5) gives the frequency
of words between paragraphs. Formula (6) gives word frequency within a paragraph. In
all the equations, parametermean is the average value.

If a word is a topic of the corpus, then either of the two conditions should be satisfied:

Condition One: The word appears in many documents, but in a few paragraphs.

Dispst ≤ Disppt =⇒ ∃Si, ∀Pj ∈ SiDev(sit) ≤ Dev(pjt) (7)

Condition Two: The word appears in a few documents, but in many paragraphs.

Dispst > Disppt =⇒ ∃Si, ∀Pj ∈ SiDev(sit) > Dev(pjt) (8)

According to the definitions described above, the score of a term, defined as |Devsit
-Devpjt| could measure how significant the word was for a relevant document set. From
the topical set, opinion-oriented sentences could be extracted. Then the tendencies could
be determined.

Ku's method has been applied to many opinion mining tasks and achieved good re-
sults particularly on news and blogs[16, 17]. However, it could not achieve good results
on short comments. In the next subsection we will prove why it cannot work well for
short comments.

2.2 Proof of Ku's Method not eing Effective for Short Comments

Property1. In Ku's method, if the word is only in one comment and the review has only
one paragraph, then whether the word is the opinion target depends only on the number
of paragraphs in the comment, the number of documents in the corpus and the TH val-
ues.
Proof Assume that a word only appears in one document, which has only one para-
graph, then N(si) = N(pj).

According to formulas (1) and (2), we can conclude that the word weights in the
paragraph level and in the document level are equal, and assume that the value is w:

Wsit
= Wpjt

= w (9)
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The following are the average values of the word weights in the document level and
the paragraph level:

meanst =
w

m
meanpt =

w

n
(10)

where m is the number of documents in the corpus, n is the number of paragraphs in
the comment.

Dispst =

√∑m
i=1 (Wsit

− mean)2

m
∗ TH =

√
(m − 1)( w

m )2 + w − w
m

2

m
∗ TH

=

√√√√w2 ∗ (m−1

m2 +
(m−1)2

m2 )

m
∗ TH =

√
m − 1

m
∗ w ∗ TH (11)

Then in the documents, we get:

Devsit
=

wsit
− meanst

Dispst

=
w − w

m√
m−1
m ∗ w ∗ TH

=

√
m − 1

TH
(12)

Corresponding to paragraphs, we get:

Disppt =

√∑n
j=1 (Wpjt

− mean)2

n
=

√
(n − 1)(w

n )2 + (w − w
n )2

n

= w ∗

√
n−1

n2 + (n−1
n )

2

n
= w ∗

√
n − 1

n
(13)

while the Devpjt is:

Devpjt
=

Wpjt
− mean

Disppt

=
w − w

n

w ∗
√

n−1
n

=
√
n − 1 (14)

Based on the knowledge above, we can see that theDispst,Disppt,Devsit,Devpit

values are only related to the number of documents in the corpus m, the paragraphs
number n and the threshold value TH , but not related to the frequency of the words in
the documents.

We know that in short product reviews, the comments are usually in one paragraph.
Concluded from Property1, we can obtain that if we use the Ku's method, the opinion
targets extraction would have no relevance to the context and the words counts. How-
ever, in practice, the context and the word count do represent the product topics. For
example, reviewers may comment a laptop product using word "screen" several times
and the same conditions of the website name like "zhongguancun online". In this case,
the extraction method should clearly extract word "screen", but not "zhongguancun on-
line", which Ku's method cannot achieve. It would be important to consider the words
context and word count. Based on the analysis of the products comments, in this paper
we propose new definitions of word representation, and present a new method to extract
opinion targets, which will be described in the next section.

3 The New Method
3.1 New Representation of Subjective Words:wordwf and wordoccur

Product comments significantly differ from those in news and long comments. We can
find the following properties for short product reviews in the word level.
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1. Opinion targets and the emotional words appear together at a high proportion.
The opinion targets are mainly used for evaluation and description. In the semantic
unit of the consumers’ emotional expression, the opinion targets and sentimental
words appear together at a high proportion. For example, in the mobile phone com-
ment 'screen is big' the topic 'screen' and the sentiment word 'big' appear together.
That is common for short reviews. However, in the long review the topic 'screen'
may be followed by some descriptions like '...laptop screen updated with...'. In ex-
pression of a semantic unit, two factors are generally regarded to give the view of
some products, which are sentimental words and opinion targets. Therefore, in the
same semantic unit it is a higher proportion together with opinion targets and sen-
timental words.

2. Low frequencywordsmay also be sentimental words. In long news or comments,
low frequency word may be neglected. In papers [2, 3, 9], we can see that it is the
problem during the frequent items mining for opinion mining to extract the low
frequency opinion target directly. To manage that, some algorithms have been im-
plemented to get low-frequency opinion targets. However, the results are not good.
Based on the priori knowledge, we know that whether a word is an opinion target
not only relates to the category of itself, but also the frequency accompanying with
sentimental words.
In this paper, we propose a two-dimensional vector wordwf and wordoccur to rep-

resent a word, where wordwf is the proportion of the word accompanying with senti-
mental words, and wordoccur is the normalized value of the word frequency. By vector
calculating, we can decide whether the word is an opinion target.

Proportion with Sentiment Words:

wordoccur = log
Nsi

S
(15)

where S is the number of the sentiment words in one comment, Nsi is the number of
word i accompanying with sentiment words.

Word Frequency:
wordwf = log

1

N
(16)

where N is the number of words in one comment (document). With the new word rep-
resentation, we can construct the words input vector. The computing algorithm will be
described in the following section.

3.2 The Method

We propose a new extracting method based on the neural network classifier (Fig 1).
There are three main steps in our method: preprocessing, computing the word vector

representation wordwf and wordoccur, and classifying them using a neural network. In
the first step, we input the corpus, use the segmentation and tagging to obtain the words
and derive sentiment words from HOWNET [19]. In the second step, we compute the
words values wordwf and wordoccur according to the new definitions in section 3.1.
Then we use a back propagation neural network to train and classify the words. We will
give the detailed descriptions in the rest of this section.
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Fig. 1. Flowchart to get the opinion target

Preprocessing. When corpus is input, we firstly segment words and obtain noun words
list. Text is divided into different semantic units according to the punctuation set. Sen-
timental words are derived from HOWNET. The details are described in Algorithm 1.

Algorithm 1 Processing for the Opinion Targets Extraction
Input: Documents in the corpus
Output: The nouns words list and the sentimental words list
1: Segment words and compose the proper nouns list
2: For each document in the corpus, construct semantic units separated by punctuations
3: From HOWNET download the subjective documents and compose a set of sentiment words
4: Return words list PreWord and sentiment words set OpinionWord.

Computing the Words alues wordwf andwordoccur.The calculation of the two
word representations wordwf and wordoccur is given in Algorithm 2.

Training andClassifying.Weuse a neural network to extract topics. Firstly we generate
a training set, and set initial opinion targets in the training set with score 1, non-opinion
targets with score 0. Then, a three-layer back propagation neural network is adopted with
the hyperbolic tangent function as the transfer function. The neural network contains one
hidden layer, one input layer and one output layer. The input layer has three neurons,
which are wordwf , wordoccur, and constants input. The hidden layer has two neurons.
The output layer has one neuron. The initial weights between the input layer and hidden
layer are random numbers between [-0.2, 0.2], the initial weights between the hidden
layer and output layer are random numbers between [-2.0, 2.0]. These parameter values
were determined through empirical search via experiments to obtain good results. The
details of the main parts are presented in Algorithm 3.
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Algorithm 2 Computing the Words Values: wordwf and wordoccur.
Input: words listPreWord and sentiment words set OpinionWord output by Algorithm 1.
Output: The words values: wordwf and wordoccur .
1: for each document doci
2: for each sentiment unit sentencei,j
3: for each word wordt in list PreWord
4: if wordi is in OpinionWord
5: wordwf for the word i increases by one
6: wordoccur increases by sentences count
7: for each word in Preword
8: Calculate wordwf according to the definitions
9: Normalize(wordoccur)
10: return wordwf , wordoccre.

Algorithm 3 Opinion Target Extraction Algorithm Using Neural Network
Input: Opinion target list list0 and non-opinion target list list1.
Output: Opinion target list.
1: Construct the words input vector . The words vector values are wordwf and wordoccur cal-

culated by Algorithm 2.
2: Train the neural network.
3: value n.test . Compute and save the words and the words' scores for output.
4: Give 0.5 as the cut-off point between opinion targets and non-opinion targets. The words of

scores greater than or equal to 0.5 are divided into opinion targets, less than 0.5 into non-
opinion targets.

5: Select k number of the highest scores in the opinion targets, and add into list1 and same num-
ber of the lowest scores in the non-opinion targets to add into list0. (Here, in our experiment,
we set k = 6)

6: Continue the training and classifying for m times (here in our experiment, we set m =10),
compute new opinion targets and add in.

7: return Opinion target list nlist.

4 Experiments and esults
4.1 Data Set
We obtain online comments about mobile phones from “Zhongguancun online” web-
site by web crawler with 14408 comments. According to the description of section 3.2,
we initialize the targets to 1 and the non-targets to 0. The 37 opinion targets have been
manually selected from the nouns and subjective documents in the corpus, which are
manually labelled. Words in the training set are randomly selected from the segmenta-
tion words list PreWord, with proportion of the targets covering around 50%.
4.2 Evaluation Setup
To evaluate the new approach, we compare it with existing two popular methods: Ku's
method [16, 17] and the LDA method [14]. Ku's method [16, 17] was used in opinion
extraction for news and blog corpora both in English and in Chinese. It performed well
with high F-measure for verbs and nouns. However, in section 2.2 we have proven that
Ku's method can not work well for short comments. In the experiment, we compare the
results for short comments to check whether the experimental results match the proof or
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not. For Ku's method, three different values for parameter TH were set and extraction
is tested three times. The LDA-based approaches are the most popular topic modeling
methods to extract the opinion targets. Titov's LDA method [14] had significant im-
provements in performance. In the experiment, we apply Titov's LDA method to the
crawled mobile reviews to show how the methods work in short comments.

We use precision, recall and F-measure to evaluate the results. The metric scores for
precision, recall and F-measure are computed over the top 20 extracted targets. Both the
strict and lenient standards are applied for evaluation, where a strict standard means the
same annotation must be achieved by all three annotators while a majority agreement of
the annotators is required for a lenient evaluation [8]. The extraction program is running
on Ubuntu version 10.10, and MySQL database MySQLdb package is from [20]. The
Python language is mainly implemented. We use the bpnn package [21] for computing
the values of words in opinion target extraction process, the mmseg package [22] for the
words segmentation, and program [ICTCALS50 Linux RHAS 32 c] for tagging [23].

A Chinese term is expressed as (A, B, "C") or A(B, "C"), in which A stands for
Chinese word, B for the same word in English and C for the Chinese Pinyin.

4.3 Results and Comparison

Table 1 shows the precision, recall and F-measure results of our method and the other
two methods (Ku's and LDA). The Para. in the second column of Table 1 stands for
different parameters in the three methods, which is TH in Ku's method, topic number
in LDA and times in our method.

Table 1. The Precision, Recall and F-measure Results Comparing with Ku's and LDA Methods

Methods Para. Strict Lenient
P R F-measure P R F-measures

Ku's

0.5 0.4000 0.2286 0.2909 0.3500 0.2000 0.2545
2 0.3500 0.2000 0.2545 0.3500 0.2000 0.2545
8 0.3500 0.2000 0.2545 0.3500 0.2000 0.2545

Average 0.3667 0.2095 0.2667 0.3500 0.2000 0.2545

LDA

10 0.2500 0.1429 0.1819 0.2500 0.1429 0.1819
100 0.3000 0.1714 0.2182 0.3000 0.1714 0.2182
800 0.3000 0.1714 0.2182 0.3500 0.2000 0.2545

Average 0.2833 0.1619 0.2060 0.3 0.1714 0.2182

Ours

1 0.5000 0.2857 0.3636 0.6500 0.3714 0.4727
2 0.4500 0.2517 0.3228 0.6000 0.3429 0.4364
3 0.4000 0.2286 0.2909 0.6500 0.3714 0.4727

Average 0.4500 0.2463 0.3184 0.6333 0.3619 0.4606

According to Table 1, our new method consistently achieved much better perfor-
mances than the Ku's method and LDA in terms of precision, recall and F-measure
under both strict and lenient evaluations. This is reflected by the average results and
also individual experiment runs. There is no single experiment run of our new method
performed worse than the other two methods and different experiment runs of our new
method achieved very similar performances, suggesting that the proposed new method
is quite stable although it includes a stochastic component.

In terms of the strict evaluation, our approach achieved an average precision of 45%,
which represents an 8.33% improvement over Ku's method and 16.67 % over LDA. At
the same time, the new method also achieved much better recall and F-measure than
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the other two methods. For the lenient evaluation, the new method achieved an average
precision of 63.33%, an average recall of 36.19%, and an average F-measure of 0.4606,
which are all significantly better than the Ku's method and the LDA methods.

Comparing the two evaluations with the new method, we noticed that the use of the
Lenient evaluation resulted in a much better precision, recall and F-measure than the
strict evaluation (63.33% vs 45.00% in average precision, 36.19% vs 24.63% in average
recall, and 0.4606 vs 0.3184 in average F-measure). This suggest that the lenient evalu-
ation is more effective than the strict evaluation in the proposed newmethod. Inspection
of the detailed results reveals that this is because there are many word abbreviations in
the data set, and the lenient evaluation scheme can much better cope that situation than
the strict evaluation scheme. For example, some topics such as "屏 (screen,'ping')" ,
and "屏幕 (screen, 'pingmu')" , really refer to the same topic ("screen"), but the strict
evaluation scheme incorrectly treats them differently and assigned a negative value for
matching while the lenient evaluation correctly classified them as the same topic and
assigned a positive match output. Clearly, the new method with the lenient evaluation
scheme can better deal with such cases than the strict evaluation scheme. We also no-
ticed that this characteristic was not so clear for the Ku's and the LDA methods, where
the two evaluation schemes achieved very similar results. This is mainly because we in-
troduced a learning/adaptive process in the new method, which can automatically learn
such features from existing instances.

4.4 Further Analysis
To illustrate why our new method works well on the opinion target extraction and how
good the results are, we list the extracted top 20 topics by our method, Ku's method and
the LDA method respectively in Tables 2, 3 and 4.

NO.
TH

0.5 2 8
1  是, yes, "shi" 是 , yes, "shi"  是, yes, "shi"
2 很, very, "hen" 很, very, "hen" 很, very, "hen"
3  手机, mobile phone, "shouji"  手机, mobile phone, "shouji" 手机, mobile phone, "shouji"
4 也, too, "ye" 不, not, "bu" 功能, function, "gongneng"
5 功能, function, "gongneng" 我, I, "wo" 我, I, "wo"
6 不, not, "bu" 功能, function, "gongneng" 屏幕, screen, "pingmu"
7 屏幕, screen, "pingmu" 就, as soon as, "jiu" 不, not, "bu"
8 我, I, "wo" 和, and, "he" 就, as soon as, "jiu"
9 有, have, "you" 在, at, "zai" 不错, not bad, "bucuo"
10 在, at, "zai" 机, machine, "ji" 和, and, "he"
11 ) 不错, not bad, "bucuo"  也, also, "ye"
12 屏, screen, "ping" ( 在, at, "zai"
13 就, as soon as, "jiu" 用, use, "yong" 有, have, "you"
14 机, machine, "ji" 屏幕, screen, "pingmu" 屏, screen, "ping"
15 系统, system, "xitong" 不错, not bad, "bucuo" 机, machine, "ji"
16 不错, not bad, "bucuo" 软件˛, software, "ruanjian" 软件, software, "ruanjian"
17 软件, software, "ruanjian" 屏, screen, "ping" 电池, battery, "dianchi"
18 电池, battery, "dianchi" 比, ratio, "bi" (
19 用, use, "yong" 电池, battery, "dianchi" 用, use, "yong"
20 比, ratio, "bi" 可以, can, "keyi" 比, ratio, "bi"

As can be seen from Table 2, the Ku's method incorrectly extracted many topics
such as '在 (at "zai")', '是(yes "shi")', '很(very "very")', '也(too "ye")', '不(not "bu")','我(I,
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"wo")', '用(use, "yong")', '不错(not bad, "bucuo")', '就(as soon as "jiu")' and '可以( can,
"keyi")' . These words/topics have little relevance to the mobile phone product review.
Even for the different TH values, many of these words/topics such as the topic '在(at
"zai")', '是(yes "shi")', '很(very "very")', '也(too "ye")', '不(not "bu")'' have been extracted
every time. For the three different TH values of 0.5, 2 and 8, the number of irrelevant
words/topics extracted by the Ku's method is 11/20, 12/20 and 12/20, respectively. This
suggests that the Ku's method consistently extracted more than half irrelevant topics no
matter what TH value was used.

NO.
topic numbers

10 100 800
1  手机, mobile phone, "shouji" 价格,price, "jiage" 价格,price, "jiage"
2 是, yes, "shi" 一般, usual, "yiban" 屏, screen, "ping"
3 东西,goods, "dongxi" 说了, say,"shuole" 大, big, "da"
4 点, dot, "dian" 不 , not, "bu" 有点, some, "youdian"
5 就,as soon as, "jiu" 很, too, "hen" 电池, battery, "dianchi"
6 电池, battery, "dianchi" 是, yes, "shi" 一般, usual, "一般"
7 屏幕, screen, "pingmu" 还是, still, "haishi" 功能, function, "gongneng"
8 我, I, "wo" 手感,hands feel,"shougan" 什么, what, "shenme"
9 功能, function, "gongneng" 触摸, touch, "chumo" 外, outside, "wai"
10 减少, reduce, "jianshao" 好看,good-looking,"haokan" GPS
11 苹果,apple,"pingguo" 功能, function, "gongneng" 好看,good-looking,"haokan"
12 8310 什么, what, "shenme" 没, no, "mei"
13 屏, screen, "ping" 很好, very good, "henhao" 很, very, "hen"
14 乔布, JOB, "qiaobu" 和, and, "he" 系统, system, "xitong"
15 很, very, "hen" 点, dot, "dian" 点, dot, "dian"
16 太贵, too exprensive, "taigui" 可能˛maybe, "keneng" 都,also, "dou"
17 朴素, simple, "朴素" 锁, lock, "duo" 真的,real, "zhende"
18 易, easy, "yi" 外观,appearence, "waiguan" 给,give,"gei"
19 指纹,fingerprint , "zhiwen" 起来, up, "qilai" 丰富,plenty, "fengfu"
20 不错, good, "bucuo" 手机, mobile phone, "shouji" 待机,standby, "daiji"

The top 20 topics extracted by the LDAmethod are shown in Table 3 when the topic
number varies (10, 100 and 800). Similarly to the Ku's method, many topics such as
'东西(goods "dongxi")', '是(yes "shi")', '很(very "very")', '就(as soon as "jiu")', '什么( what,
"shenme")' and '点(dot, "dian")' extracted by this method do not really have relevance
to the mobile phone product review. The numbers of irrelevant topics extracted by this
method under different topic numbers (10, 100 and 800) are 11/20, 13/20 and 12/20,
which are even slightly more than those by the Ku's method. This is consistent with the
performance shown in the previous subsection.

Table 4 shows the 20 top topics extracted by our new method. In Table 4, we can
see that the words like '东西(goods "dongxi")' , '点(dot, "dian")' , '在(at "zai")' and
'可以( can, "keyi") are not listed in Table 4. Also some topics, such as '容量,capac-
ity,"rongliang"', '后台,back-end,"houtai"', '分辨率,resolution"fenbianlv"', and '闪光灯,
flash"shanguangdeng"' can give user useful information about the mobile phone prod-
uct. In fact, almost all the topics extracted by our newmethods are relevant to the mobile
product review. This is due mainly to the introduction of the new representation of the
subjective wordswordwf andwordoccur, which allows the new method to successfully
filter most of the irrelevant topics.

For the product review, the sentiment polarity and degree mainly depends on the
product profile, such as color, appearance and power, etc. in mobile phones. These de-
scriptive words are more important than the general words, which should be firstly ex-
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NO 1 2 3
1 软件,software,"ruanjian" 机子,machine,"jizi" 人,person,"ren"
2 系统,system,"xitong" 电,electric,"dian" 网,web,"wang"
3 价格,price,"jiage" 缺点,shortcoming,"quedian" 歌, song,"ge"
4 机,machine,"ji" 电话,telephone,"dianhua" 能力,ability,"nengli"
5 感觉,feel,"ganjue" 时,time,"shi" 个人,single,"geren"
6 卡,card,"ka" 优点,advantage,"youdian" 电脑,computer,"diannao"
7 效果,effect,"xiaoguo" 机身,body,"jishen" 版,version,"ban"
8 时间,time,"shijian" 诺,No,"nuo" 线,line,"xian"
9 问题,problem,"wenti" 按键,press key,"anjian" 音,sound,"yin"
10 头,head,"tou" 时尚,fashion,"shishang" 闪光灯,flash,"shanguangdeng"
11 键盘,keyboard,"jianpan" 外形,shape,"waixing" 东西,goods,"dongxi"
12 速度,speed,"sudu" 键,keyboard,"jian" 牙,tooth,"牙"
13 智能,intelligence,"zhineng" 基,Ki,"ji" 版本,version,"banben"
14 音乐,music,"yinyue" 话,talk,"hua" 电容,capacitance,"dianrong"
15 款,style,"kuan" 天,sky,"tian" 容量,capacity,"rongliang"
16 游戏,game,"youxi" 质量,quality,"zhiliang" 苹果,apple,"pingguo"
17 点,dot,"dian" 做工,work,"zuogong" 主题,topic,"zhuti"
18 耳机,earphone,"erji" 界面,interface,"jiemian" 后台,back-end,"houtai"
19 分辨率,resolution,"fenbianlv" 机器,machine,"jiqi" 网络,web,"wangluo"
20 视频,video,"shipin" 程序,program,"chengxu" 手,hand,"shou"

tracted. Using ourmethodwith the new representation and the learning/adaptive process,
we can successfully extract more descriptive words than the other two methods.

5 Conclusions
The goal of this paper was to investigate whether the existing commonly used opinion
mining approaches in long review comments can be used for extracting opinion targets
in short product reviews and develop a new approach to successfully extracting opinion
targets from short comments. This goal has been successfully achieved by theoretically
proving Ku's method cannot successfully extract opinion targets from short comments ,
introducing a new representation of subjective words, and proposing a three step
approach to automatically learning and extracting opinion targets from short comment
reviews. The new approach was examined and compared with the Ku's method and an-
other common method LDA for opinion mining on a large corpus of mobile phone net-
work (short) comment review from "Zhongguancun online". The experimental results
show that the Ku's method could not achieve good performance on extracting opinion
targets from these short comments (which is consistent with the theoretical results) and
that the proposed method significantly outperformed the Ku's and LDA method on this
data set. Further inspection of the results of the three methods reveals that more than
half of the top 20 targets extracted by the two existing methods are irrelevant to the
mobile phone products and that almost all of the top 20 opinion targets extracted by
the new methods are relevant. These results in turn show that the new representations
and learning/adaptive process introduced to the new approach are effective and the new
method can obtain much more meaningful topics than the two existing, commonly used
methods in the literature.

Although the proposed method achieve better performance than the two popular ex-
isting methods, it still has space for improvement as the precisions and recalls are still
not sufficiently high. For future work, we will consider new ways for improving the
system performance, particularly investigating new methods for better segmentation of
words, and considering approaches to better using prior knowledge for word represen-
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tation and automatically learning the weights of opinion targets.

Table 4. The Extraction Opinion Objects of Our Methods
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Abstract. Social diffusion models have been extensively applied to study 
biological and social processes on a large scale. Previously two issues with 
these models were identified: understanding emerging dynamic properties of 
complex systems, and a high computational complexity of large-scale social 
simulations. Both these issues were tackled by abstraction techniques developed 
previously for social diffusion models with underlying random networks. In the 
paper it is shown that these techniques perform poorly on scale-free networks. 
To address this limitation, new model abstraction methods are proposed and 
evaluated for three network types: scale-free, regular and random. These 
methods are inspired by node centrality measures from the social networks area. 
The proposed methods increase the computational efficiency of the original 
model significantly (up to 40 times for regular networks). 

Keywords: group dynamics, model abstraction, social diffusion, large-scale 
agent-based simulation. 

1 Introduction 

Social diffusion models have been extensively applied to study diverse biological and 
social processes on a large scale, such as spread of innovation [10], dynamics of 
epidemics, formation and spread of opinions [4-7, 9, 12, 13]. These models describe a 
gradual spread of states (e.g., information) of agents in a network. Previously two 
issues with large-scale social diffusion models were identified [12, 13]: understanding 
emerging dynamic properties of systems, and a high computational complexity of 
large-scale social simulations. To address these issues, model abstraction techniques 
were proposed for social diffusion models with underlying random networks [12, 13]. 
The main idea behind these techniques was to identify dynamic clusters of agents 
with similar states, and to replace them by super-agents that were used in simulation 
as aggregate objects. The dynamic properties of these super-agents were inferred from 
properties of the agents of which they comprised. When some of the agents forming a 
super-agent changed their states, dynamic re-grouping of the super-agent took place. 

The existing abstraction techniques for social diffusion models [12, 13] and model 
reduction methods [1, 2] are based on direct calculation of the equilibrium state of a 
network. However, as shown in the paper, when a network does not converge to 
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equilibrium quickly and/or the equilibrium state is disturbed frequently, these 
abstraction methods perform poorly. To address this limitation, three methods for 
approximating the dynamics of a large-scale social diffusion model are proposed, 
which do not rely on the system reaching equilibrium. For the illustration of the 
methods a social decision making model based on social diffusion is used in the 
paper. The methods proposed are based on determining a relative contribution of each 
agent from a group to the joint group’s opinion. The agent’s contribution depends on 
the agent’s degree of influence in the network. The abstraction methods proposed 
differ only in the way how the agent’s degree of influence is defined. In contrast to 
the existing model abstraction techniques, the abstraction methods proposed are 
inspired by node centrality measures used in social network analysis [3, 8]. 

The second contribution of the paper is that the proposed abstraction methods, as 
well as the most promising existing abstraction technique from [12], are evaluated on 
three network types, which often occur in many fields [3]: scale-free, regular and 
random. A few works exist that investigate effects of network topologies on the 
dynamics of social diffusion models [6]. To our best knowledge, analysis of 
abstraction techniques for social diffusion models was only attempted for random 
networks [12, 13]. Our analysis showed that the network type is essential for the 
applicability of the model abstraction techniques: whereas equilibrium-based 
techniques are well-suited for random and regular networks, these techniques perform 
poorly on scale-free networks. For the latter networks, the abstraction methods 
proposed in this paper show the best approximation results. Furthermore, the 
developed abstraction methods increase the computational efficiency of the original 
model significantly. The acceleration factor is the highest for regular networks (~40). 

In many applications the size of dynamic groups, which could be numerous, is 
(much) smaller than the total number of agents. Previously, abstraction techniques 
were applied in a large-scale crowd evacuation study (~10000 agents) [11]. Although 
the number of agents was significant, the maximal size of emergent dynamic groups 
was 174. The maximal size of groups considered in this paper is 1000 agents. 

The paper is organized as follows. An agent-based social decision making model 
based on social diffusion is described in Section 2. The proposed model abstraction 
methods are explained in Section 3 and evaluated in Section 4. Section 5 concludes 
the paper. 

2 A Social Decision Making Model Based on Social Diffusion 

In this section first a model description is provided in Section 2.1. Then, in Section 
2.2 model analysis is given. 

2.1 Model Description 

The model describes decision making by agents in a group as a process of social 
diffusion. Two decision options – s1 and s2 - are considered by the agents. The 
opinion qs,i of an agent i for a decision option s∈ {s1,s2} is expressed by a real 
number in the range [0, 1], reflecting the degree of the agent’s support for the option. 
For each option each agent communicates its opinion to other agents, and thus 
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influences their opinions. Agents communicate only with those agents to which they 
are connected in a social network representing a group. In this study we consider three 
network topologies (see Fig.1): 

- Scale-free network: a connected graph with the property that the number of links 
originating from a given node representing an agent has a power law distribution. In 
such networks the majority of the agents have one or two links, but a few agents 
have a large number of links. 

- Regular network: a connected graph with the property that most nodes have 
approximately the same number of links (i.e., a homogeneous network). In this 
study each node has the number of links equal to the half of the number of agents. 

- Random network: a graph, in which links between nodes occur at random, with 
equal probability p=0.5. Only connected graphs are considered in this study. 

 
 

Scale-free network 
 

 

Regular network 

 
 

Random Network 

Fig. 1. Examples of different network topologies with 20 agents 

It is assumed that the agents are able to both communicate and receive opinions 
to/from the agents, to which they are connected (i.e., the links between agents are 
bidirectional).  Furthermore, a weight γi,j ∈[0,1], indicating the degree of influence of 
agent i on agent j, is associated with each link for each direction of interaction. This 
weight determines to which extent the opinion of agent i influences the opinion of 
agent j for each option. 

In the literature on social diffusion two modes of interaction of agents have been 
repeatedly considered:  

- synchronous or parallel mode, in which all agents interact with each other at the 
same time (synchronously), as in [9]; 
- asynchronous or sequential mode, in which at every time point, only one pair of 

connected agents chosen randomly interacts, as in [4]. 

Both these modes are considered in this paper. In the parallel mode, the opinion states 
of the agents are updated at the same time as follows: 

qs,i(t+Δt) = qs,i(t) + ηi δs,i(t)Δt                                          (1) 

Here ηi is an agent-dependent parameter within the range [0,1], which determines 
how fast the agent adjusts to the opinion of other agents, δs,i(t) is the amount of 
change of the agent i’s opinion due to the influence of other agents defined as: 
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δs,i(t) = j≠i γj,i(qs,j(t)- qs,i(t))/j≠i γj,i      when k≠i γk,i  ≠ 0                                                                

               and  

δs,i(t) = 0     when k≠i γk,i  = 0 

In the sequential mode two agents interact at each time point. The opinion states of 
interacting agents i and j are updated similarly to (1): 

qs,i(t+Δt) = qs,i(t) + ηi γj,i/j≠i γj,i (qs,j(t)- qs,i(t))Δt                              (2) 

qs,j(t+Δt) = qs,j(t) + ηi γi,j/i≠j γi,j(qs,i(t)- qs,j(t))Δt                             (3) 

The opinion states of the agents not interacting remain the same: 

qs,k(t+Δt) = qs,k(t)  when k≠i, k≠j 

In the real world, opinions of human agents are influenced not only by their peers 
with whom they have mutual connections, but also by external information sources, 
such as media. To represent such sources in the model, a special agent type is 
introduced called information source agent. Such agents can influence normal agents, 
but cannot be influenced by any of the agents, i.e., γi,a=0 for an information source a 
and all agents i. It is assumed that interaction between normal agents and information 
source agents lasts shortly (1 time point in the simulation). For the time point, when 
agent i interacts with information source a, the following formula is used to update 
the agent i’s opinion state instead of the formulae (1)-(3) in both parallel and 
sequential modes: 

qs,i(t+Δt) = qs,i(t) + ηi γa,i(qs,a(t)- qs,i(t))Δt                    (4) 

Different interaction frequencies of agents with information sources are examined by 
simulation in Sections 2.2 and 4. 

2.2 Model Analysis 

The model abstraction methods developed previously (e.g., [12, 13, 2]) are based on 
approximation of the behaviour of a model by the model’s equilibrium state, 
calculated explicitly. However, if a model does not reach the equilibrium state quickly 
and/or the equilibrium state is disturbed frequently, the precision of the equilibrium-
based abstraction methods may decline drastically (more precise results are given in 
Section 4). In this section we examine by simulation how the speed of convergence of 
the agent-based social diffusion model from Section 2.1 depends on the topology of 
the underlying network and on the number of agents in the network.  

It was shown in [12] that every static network, in which each agent is influenced by 
at least one another agent, reaches an equilibrium state. Thus, since only connected 
networks are considered in this study, every model in this study reaches an 
equilibrium state. Also, previously it was proved for social diffusion models that the 
agents are in an equilibrium state if and only if their opinions are the same [12]. Based 
on this result, the degree of convergence cd of the model is evaluated in this study by 
the sum of the variances of the opinions of the agents for each option: 

cd(t)=s={s1,s2} var(qs,1..n(t)), 

where n is the number of agents. 
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To evaluate the degree of convergence for the model, 18 simulation settings were 
introduced. Each setting is characterized by the mode (parallel, sequential), network 
type (scale-free, regular, random) and the number of agents (100, 500, 1000). Then, 
each setting was simulated 1000 times and cd was calculated and averaged over all 
simulations for every 100th time point. The results are given in Figures 2-5. 

As can be seen from Fig.2, in the parallel mode, during the first 100 time points the 
variance of the agents’ opinions decreases very quickly to a very low value, and then 
remains low and decreases slowly. The speed of convergence of the model to 
equilibrium is higher for the random and regular networks in both sequential and 
parallel modes. The results for the regular networks, not shown in the figures, are very 
close to the ones for the random networks. This explains why equilibrium-based 
abstraction methods developed previously (as in [12, 13]) perform well on random 
networks. The rate of convergence of the model decreases with an increase in the 
number of agents in all simulation settings. In the sequential mode (see Fig.3), the 
model stabilizes much slower than in the parallel mode, especially when the number 
of agents is high. 
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Fig. 2. Change of the variance of the opinion states of the agents over time in the parallel mode; 
the horizontal axis is time, the vertical axis is variance (log scale)  
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Fig. 3. Change of the variance of the opinion states of the agents over time in the sequential 
mode; the horizontal axis is time, the vertical axis is variance (log scale) 
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When information source agents send messages to other agents, they may disturb 
the convergence of the network. In Fig. 4 and 5 it is shown how the degree of 
convergence of the model is influenced by information source agents. All simulations 
were performed for the model with 500 normal agents and 50 information source 
agents. The average time between messages (ATBM) was varied between 10 and 
5000. As can be seen in Fig. 4, in the parallel mode, the model stabilizes quickly after 
each interaction with information source agents. Thus, the number of messages does 
not influence the degree of convergence of the model in the parallel mode greatly. In 
the sequential mode (see Fig. 5), the number of messages has a greater effect on the 
degree of convergence than in the parallel mode.  
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Fig. 4. Change of the variance of the opinion states of 500 agents over time in the parallel mode 
with the average time between messages (ATBM) > 0; the horizontal axis is time, the vertical 
axis is the variance of the opinion states (log scale) 

2500 5000 7500 10000

10
-2

10
-1

 

 

ATBM=5000
ATBM=1000
ATBM=100

 
 

Scale-free network 

2500 5000 7500 10000

10
-3

10
-2

10
-1

 

 

ATBM=5000
ATBM=1000
ATBM=100

 
Random Network 

Fig. 5. Change of the variance of the opinion states of 500 agents over time in the sequential 
mode with the average time between messages (ATBM) > 0; the horizontal axis is time, the 
vertical axis is the variance of the opinion states (log scale) 

In conclusion, whereas equilibrium-based abstraction methods may be effective for 
approximating the model with random and regular networks in the parallel mode, 
other abstraction methods need to be developed for models with scale-free networks. 
Three such methods are proposed in the next section. 
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3 Model Abstraction Methods 

In this section three new model abstraction methods are proposed. The methods 
approximate the averaged opinion states of a model with network G with n agents: 
qs,G(t)=i∈G  qs,i(t)/n. The approximated states q*s,G are determined at the beginning of 
the simulation by weighted aggregation of the agents’ initial opinions: 

q*s,G(1)=i∈G  svi qs,i(1)/ i∈G  svi                                   (5) 

The weight svi of an agent i (significance value) is an indication of the agent’s amount 
of influence in the network. The abstraction methods proposed in this section differ 
only in the ways how the significance values are calculated.  

The approximated states are updated after every interaction of an agent j with an 
information source agent: 

q*s,G(t)= (q*s,G(t-Δt)i∈G\j  svi + svj qs,j(t))/i∈G  svi                            (6) 

where qs,j(t) is calculated by (4), and the agent j’s opinion states before the interaction 
are equal to the approximated states q*s,G(t-Δt). 

For the rest of the time the approximated states do not change: q*s,G(t)= q*s,G(t-Δt). 
In the first abstraction method M1, significance value svi of agent i is determined 

by the sum of the degrees of the agent’s influence on the other agents in the network:  

svM1
i = j∈G γi,j                                             (7) 

This measure is similar to the degree centrality measure often used in social networks 
[3]. In [8] a centrality measure for weighted networks is proposed, in which both 
weights of links and the number of links are taken into account. Preliminary 
experiments with this measure produced results worse than the ones of method M1. 
Instead of this measure, the sum of relative degrees of influence γi,j /k∈G γk,j was used 
as the basis for method M2:  

svM2
i = j∈G  γi,j*,                                             (8) 

where γi,j* = γi,j /k∈G γk,j,  if k∈G γk,j > γi,j, and γi,j* = γi,j otherwise. 
This measure stems from the model itself, and thus reflects better its dynamics than 

the measures from both M1 and [8]. 
Both measures svM1

i and svM2
i  are calculated for each agent locally, by taking into 

account direct influences only. In the third abstraction method M3, also indirect 
influences of agents in the network are considered. In M3 the significance values of 
the agents are propagated through the network. When the value is propagated, it is 
multiplied by the strength of the link. Thus, agents, which have a high influence on 
influential agents, have also a high significance value. The significance value svM3

i is 
calculated by an iterative algorithm provided below.  

Initially, the significance values of the agents are set to svM2
i. Then, at every 

iteration the agent j’s significance value from the previous iteration multiplied by the 
relative degree of influence of agent i on agent j (i.e., svM3

j(iter-1)γi,j /k∈G γk,j) is 
propagated to agent i. The new significance value of each agent is the sum of the 
received (propagated) significance values. Thus, with every iteration, indirect 
influences of more and more distant agents in the network are taken into account in 
the calculation of the significance values.  
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Algorithm 1. Calculating significance values svM3
i 

1: for all agents i: svM3
i(1) ⇐ svM2

i 

2: for iter=2 to <number-iterations> do 
3:       For all agents i: svM3

i(iter)= j∈G svM3
j(iter-1) γi,j*,  

                              γi,j* =γi,j /k∈G γk,j,  if k∈G γk,j > γi,j, and γi,j* = γi,j otherwise. 
4:  end for 

The precision of the abstraction methods is evaluated by calculating root-mean-
square error (RMSE) defined as 

(t=1..end_time ((q*1,G(t)- q1,G(t))2+(q*2,G(t)- q2,G(t))2)/end_time)1/2 

In Algorithm 1 the precision of abstraction method M3 depends on the number of 
iterations. In the scale-free networks the decrease of the error with an increase of the 
number of iterations is gradual (see Fig.6, left), whereas in the regular and random 
networks the error drops only during a few first iterations and remains almost constant 
afterwards.  

 

0 5 10 15 20 25 30
0.01

0.02

0.03

0.04

0.05

0.06

 

 

parallel mode
sequential mode

 
Scale-free network 

0 5 10 15 20 25 30
1

2

3

4

5

6
x 10

-3

 

 

parallel mode
sequential mode

 
Regular network 

0 5 10 15 20 25 30
6.5

7

7.5

8

8.5

9

9.5

10
x 10

-3

 

 

parallel mode
sequential mode

 
Random network 

Fig. 6. Change of the root-mean-square error during the first 30 iterations (averaged over 1000 
simulation trials) in networks with 100 agents 

This may be explained by that regular and random networks are more densely 
connected than scale-free networks. Thus, in the former networks indirect influence of 
agents reaches every agent in a fewer number of iterations than in the latter networks.  

In the next section the abstraction methods proposed will be evaluated by 
measuring RMSE and simulation time for the network topologies under consideration. 

4 Evaluation of the Model Abstraction Methods  

To evaluate the model abstraction methods described in Section 3, 72 simulation 
settings were introduced. Each setting is characterized by the mode (parallel, 
sequential), network topology type (scale-free, regular, random), the number of agents 
(100, 500, 1000), and the average time between messages (1, 2, 5, 10 for the parallel 
mode and 10, 50, 100, 500 for the sequential mode). In addition, the number of 
information source agents was 10 times less than the number of normal agents. The 
initial opinion states of the agents qs,i(1) were uniformly distributed in the interval 
[0,1]. The parameters γi,j  and ηi were taken from the uniform distribution in the 
interval ]0,1]. Moreover, Δt = 1. The simulation time was 1000 for the parallel mode 
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and 10000 for the sequential mode. For method M3 in Algoritm1 30 iterations were 
performed for the scale-free networks and 10 iterations were performed for the 
regular and random networks. Each simulation setting was simulated 1000 times for 
each abstraction method, and RMSE and simulation time was determined and 
averaged over all simulations runs for each setting. The results obtained for three 
abstraction methods proposed were also compared to the results of the invariant-based 
abstraction method, which showed the best performance in [12]. The RMSE obtained 
for the four abstraction methods for networks with 500 and 1000 agents are provided 
in Figures 7 and 8. In the following the results obtained are discussed. 

It was established in Section 2.2 that the speed of convergence of the model to 
equilibrium is higher for random and regular networks than for scale-free networks in 
both sequential and parallel modes. Because of a relatively slow convergence of 
scale-free networks, the invariant-based abstraction method, which relies on a quick 
convergence to an equilibrium state, performed poorly in the parallel mode in 
comparison to the methods proposed in this paper (Fig.7). Also, in the sequential 
mode, M3 outperformed the invariant-based method (Fig.8). 

From the three methods proposed M3 provides the best approximation results for 
the scale-free network topology. In the parallel interaction mode M1 slightly 
outperforms M2, again because M2 approximates the equilibrium state of the network 
slightly better than M1.  

In the sequential mode, the scale-free network has more time to reach an 
equilibrium state, due to longer periods between subsequent messages. Thus, the 
averaged opinion states of the network are closer to the equilibrium states. Therefore, 
the invariant-based method outperforms methods M1 and M2, however, still worse 
than M3. As M2 produces approximations that are closer to the equilibrium states than 
approximations obtained by M1, M2 shows better results than M1 for the scale-free 
networks in the sequential mode. 

For the regular network, in the parallel mode the invariant-based method 
outperforms greatly all other methods. This can be partially explained by a relatively 
fast convergence of regular networks to equilibrium in the parallel mode. In 
sequential mode, all the methods show similar performance for both regular and 
random networks (Fig.8).  

For the random networks in the parallel mode the invariant-based method and M2 
show the best approximation results. Partially this can be explained by fast 
convergence of random networks to equilibrium. As both the invariant-based and M2 
methods provide a close approximation of an equilibrium state, these methods 
perform the best for random networks.   

Note that for all methods the error decreases with the increase of the number of 
agents. This result was also observed in [12]. In many cases the error grows with the 
increase of the average time between messages from information source agents. This 
is because the update of the approximated states occurs only after interaction with 
information source agents. The longer periods between updates are, the more error 
accumulates. However, frequent messages disturb the process of convergence and, 
thus, also contribute to the error growth. The errors for the regular and random 
networks are lower than the errors for the scale-free networks. Furthermore, the errors 
in the sequential mode on average lower than the errors in the parallel mode. 
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Fig. 7. Mean RMSE for the proposed abstraction methods M1-M3 and the invariant-based 
method (INV) in the parallel mode; the horizontal axis is the average time between messages 
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500 agents interacting in the sequential mode
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Fig. 8. Mean RMSE errors for the proposed abstraction methods M1-M3 and the invariant-
based method (INV) in the sequential mode; the horizontal axis is the average time between 
messages 

The mean time complexity for the original model from Section 2 and for the 
proposed abstraction methods is provided in Table 1. The variances of these results 
are very low (of the order of 10-5). 
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The developed abstraction methods increase the computational efficiency of the 
original model in the parallel mode significantly. The fastest simulation models are 
obtained by abstraction method M1, whereas abstraction by method M3 is the slowest. 
However, the time difference between M1 and M3 is small (less than 1.5 in the worst 
case). The fastest simulation model is obtained for the scale-free networks, the 
slowest – for the random networks. Thus, the simulation time depends on the density 
of a network. The largest acceleration factor due to abstraction is obtained for the 
regular networks (up to 40); for scale-free networks – up to 25, and for random 
networks – up to 30. With the increase of the number of messages, the simulation 
time increases. This is because of the update of the approximated states after each 
interaction with information source agents. 

Note that the simulation time of the model in the sequential mode is low, and 
depends weakly on the number of agents. This is because the states of only one pair of 
agents are updated at each time point. 

Table 1. Mean simulation time in seconds for the original and abstracted models; the average 
time between messages is 1 for the parallel mode and 10 for the sequential mode 

Network type Scale-free Regular Random 
# of agents 100 500 1000 100 500 1000 100 500 1000 

Parallel mode 
Original model 0.51 9.9 41 0.73 15.9 54.2 1 25.1 99.48 
Method M1 0.02 0.05 2.7 0.03 0.74 4.42 0.05 0.92 4.62 
Method M2 0.02 0.05 2.7 0.03 0.75 4.51 0.05 0.97 4.83 
Method M3  0.03 0.07 3.6 0.03 0.93 5.3 0.05 0.99 5.8 

Sequential mode 
Original model 0.56 3.3 9.4 0.55 3.5 10.9 0.59 3.8 11.7 
Method M1 0.31 2.1 6.8 0.3 2.2 8.3 0.33 2.4 8.6 
Method M2 0.31 2.1 6.8 0.3 2.2 8.3 0.33 2.4 8.6 
Method M3  0.31 2.3 7.8 0.31 2.4 9.2 0.36 2.7 9.5 

5 Conclusions and Discussion 

Model abstraction methods, as proposed in the paper, provide information about 
global dynamics of a system by approximating global system states. Furthermore, 
these methods allow tackling computational efficiency problems of large-scale 
simulations. As demonstrated in the paper, the precision and efficiency of model 
abstraction methods depends greatly on the network type underlying the model. The 
equilibrium-based methods are well-suited for random and regular networks, which 
allow a fast convergence of the model to equilibrium. At the same time, the methods 
proposed in this paper are much better than the equilibrium-based methods for models 
with scale-free networks. In contrast to the existing model abstraction techniques, our 
methods do not rely on the system reaching equilibrium, which is a desirable property 
for slow converging scale-free networks. 

As demonstrated in the paper, the developed abstraction methods increase the 
computational efficiency of the original model in the parallel mode significantly (up 
to 40 times for the regular topology). 
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Currently several techniques for abstraction of models based on hybrid automata 
[1] and differential equations [2] exist. However, such approaches can be applied 
efficiently only for systems described by sparse matrixes. Social diffusion models 
represent tightly connected systems, which do not allow a significant reduction of the 
state space using such techniques. In particular, a previous study showed that 
common model reduction techniques such as balanced truncation [2] do not allow 
decreasing the rank of the matrix describing the model from Section 2. 
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Building Detection with Loosely-Coupled  
Hybrid Feature Descriptors 
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Abstract. The paper presents a hybrid approach that ultilizes multiple low-level 
feature descriptors for performing building detection in 2D images. The 
proposed method is a symbiosis of two feature descriptors, namely Color and 
Edge Directivity Descriptor (CEDD) and Fuzzy Color and Texture Histrogram 
(FCTH) . The use of edge detection, texture and color combined features using 
fuzzy technique in encoding low-level visual information from images are 
embedded in the hybridization. First, multiple locations from a target image are 
chosen in the feature extraction process. Then, a hybridized vector index is 
proposed for measuring the low-level visual features distance between the 
target natural images with the training images, allowing a building content to be 
detected. Size and resolution of the source of images are not restricted in the 
proposed model and thus it can enhance the computational effectiveness. The 
empirical assessment, in term of the accuracy in detecting building objects in a 
set of images, validates the feasibility and potentiality of the proposed 
techniques. 

Keywords: Building Detection, Image Understanding, Multiple Feature 
Descriptors, Loosely-coupled features. 

1 Introduction 

Buildings detection in digital images plays an important role in image understanding 
and information retrieval process. For instance, a tourist obtains information of her 
current location by taking environmental pictures containing important buildings  
using a handheld device for a communication center [1]. The main objective of the 
tourist is to recognize her current location. The first important process in this image 
understanding example is to detect the buildings in the image in order to relate to her 
location. This common process is usually conducted by matching the user’s image 
with the images pre-indexed in an image bank. Subsequently, a building is recognized 
by comparing to the indexed information to obtain the highest closeness with the pre-
indexed image. Furthermore, the building detection research and technology is crucial 
for image indexing, image retrieval, surveillance, robotic navigation, virtual reality, 
automatic navigation and etc [1]. 
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Various methodologies are still being investigated to achieve effective and robust 
object recognition such as building in images. Indeed, building detection problem 
appeared in aerial images and natural images. Studies in [3 - 7] explored methods in 
solving the building detection problem in aerial images by using low-level image 
information such as edges, lines, road junctions, illumination, shadow, height and so 
on. The main concern of those buildings detection in aerial images is on detecting the 
roof presence as shown in [8]. Unlike the method proposed in studies [9] and [10], 
where natural images are used, their research concern is to differentiate building from 
other objects in a scene or its background. Thus, researchers in this area start exploit-
ing several salient low-level visual information of building for performing the tasks. 
For instance, study in [2] has used the line-structure as low-level features captured as 
the statistic properties of buildings and use it together with other generic statistic 
properties for building detection purpose. 

This paper explains the detection of building content in natural images using single 
and multiple visual descriptors. Hence, our concern is on the choice of features in 
representing such structural object. Indeed, a standard set of feature descriptors have 
been proposed by MPEG-7 standard [11] such as colour Layout (CLD), Colour 
Structure (CSD), Dominant Colour (DCD) and Edge Histrogram (EHD) [11-12] to 
efficiently encode colour and texture pattern. They are widely used in Content Based 
Image Retrieval (CBIR) system, such as QBIC[13], SIMPLIcity[14] and 
MIRROR[15] for image indexing and retrieval purpose. Several research studies have 
tried to apply local visual features such as SIFT [18] and Gabor [19], but they are 
limited to building detection in satelite images. There are also researchers that showed 
a few methods in recognizing specific objects by combining multiple feature 
descriptors, yet their focus is on image classification and retrievel [16-17]. 

The research problem of this paper is specific to the pattern, colour and structure of 
the building appearance in a natural image. Consequently, the contribution of this 
paper is related to the use of multiple visual descriptors for detecting buildings in 2D 
images, located at medium and long distances from camera. We proposed a hybrid 
model of two descriptors, namely CEDD: Color and Edge Directivity Descriptor [20] 
and FCTH: Fuzzy Color And Texture Histrogram [21]. A loosely-coupled mechanism 
is used in fusing these feature descriptors, and use it for making a decision of building 
detection. The proposed feature descriptors adopts a hybrid scheme in encoding low-
level visual content that includes colour, texture and direction of edges via a fuzzy 
manner.  

The paper is organized as follows: Section 2 describes the background and related 
works in building detection. Literature studies about existing works on employing 
visual descriptors in building detection are discussed. In addition, the background of 
CEDD and FCTH is presented together with information related to visual descriptors 
and how multiple features is used for various objects detection. Next, Section 3 
elaborates the details of our proposed loosely-coupled algorithm that hybridizes the 
aforementioned feature descriptors. We then explain the feature vectors collection, 
calculation and comparison processes on how we calculate the hybridized index and 
how we set the threshold values. Section 4 presents the dataset used and experiment 
setup details. The results are finally discussed in Section 5, followed by conclusion 
and further works in last section. 
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2 Literature Study and Related Works 

The idea of using low-level features in detecting building in digital image is an impor-
tant method and it has been explored in [1, 9-10]. In [2], the author proposed a novel 
building detection algorithm by using structure features such as Haar-like features. A 
set of generic low-level building features are extracted and classified by machine 
learning algorithm, namely Support Vector Machine (SVM) to detect building content 
in images. On the other hand, study [9] incorporates a Bayesian framework with a set 
of perceptual grouping rules for the retrieval of building images with a large number 
of significant edges, junction, parallel lines, in comparison with image predominantly 
non-building objects. These structural visual patterns exist because of the presence of 
corners, windows, doors and boundaries of the building. By exploiting such primitive 
features, study [9] claimed an effective way for detecting building in an image. Study 
[10] presents the usage of multiscale feature vectors to capture general statistical 
properties of man-made structures. A set of feature vectors is extracted from different 
scales of source images to characterize straight lines and edges, encoded in term of its 
gradient magnitude and orientation. These feature vectors are then used for comparing 
the features extracted from the real-world image. When it yields a high value, build-
ing structure is considered detected. 

To the best of our knowledge, the use of multiple features is proved to be one of 
the most effective object detection methods in digital image. In [16] and [17] studies, 
the authors used various feature descriptors proposed by MPEG-7. The authors tried 
to detect building object in their experiment and concluded the use of multiple fea-
tures with a better result as compared to the use of one feature only. However, using 
more visual descriptors in encoding such low-level visual information will lead to 
higher demand of computational power. Especially when dealing with large image 
dataset, computational efficiency becomes a very crucial factor.  

In recent year, the CEDD and FCTH were developed as low-level feature descrip-
tors. They are mainly used for image indexing and retrieval purpose. The size of 
CEDD descriptors is limited to 54 bytes vector. It focuses in encoding the color and 
edge information. On the other hand, FCTH size is limited to 72 bytes vector, where 
this descriptor combines the color and texture information using fuzzy systems. This 
descriptor was found to be appropriate for accurately retrieving images even in distor-
tion cases such as deformations, noise and smoothing [21]. Due to the small size of 
these descriptors, they required low computation power in the extraction and compar-
ison process [20]. In contrary, MPEG-7 descriptors might require higher computation 
power as compared to CEDD or FCTH because both of them are considered as com-
pact descriptors. Combining these two descriptors allow us to represent the low-level 
visual content of building in term of color, edge and texture effectively. The following 
subsections discuss the details of the two descriptors before we describe our hybridi-
zation model. 

2.1 CEDD: Color and Edge Directivity Descriptor 

CEDD is a visual descriptor that maps the visual content of an image, in term of color 
and direction of edges, into a new feature space, where it has to be discriminative 
enough for a description of an object [20]. In order to construct CEDD feature vector, 
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the image is required to break into a pre-set number of blocks. Coordinate Logic Fil-
ters (CLF) [27] is used as the edge detection techniques to extract the detail of edge 
information. It is also incorporated with H (Hue), S (Saturation) and V (Value) color 
channel into histograms. A set of fuzzy rules, which undertake the extraction of a 
Fuzzy-Linking histogram proposed in [22], stems the color information of the image 
into HSV color space. A set of 20 TSK-like (Takagi-Sugeno-Kang) rules [23] are 
applied to a 3-input fuzzy system to generate a 10-bin quantized histogram, where 
each histogram represents a pre-set color selected based on works presented in [24]. 
Then, four extra TSK-like rules are applied to a 2-input fuzzy system in order to 
change these 10-bins histogram into 24-bins histogram, importing additional informa-
tion related to the hue of each color. Five digital filters that were proposed in the 
MPEG-7 Edge Histogram Descriptors [25] are used to export the information  related 
to the texture of the image. Six texture regions are defined, thus shaping the original 
number of histogram bins to become 144. Finally, Gustafson Kessel fuzzy classifier 
[26] is used in order to quantize the 144 CEDD factors in the interval of 0 to 7, limit-
ing the length of the descriptors in 432 bits, which is 54 bytes. 

2.2 FCTH: Fuzzy Color and Texture Histogram 

FCTH is another visual descriptor which encodes the color histogram and texture 
information via a combination of 3 fuzzy units. The first fuzzy unit and the second 
fuzzy unit are similar to what CEDD descriptor comprises. It is also constituted by a 
set of fuzzy rules for constructing a Fuzzy-Linking histogram stems from HSV color 
space [22], and applying 20 TSK-like rules [23] to a 3-input fuzzy system to generate 
a 10-bin quantized histogram. Similarly, four extra TSK-like rules are applied to a 2-
input fuzzy system to relate hue information of each color into 24-bins histogram. A 
difference to CEDD is the third fuzzy unit process. The texture elements of each im-
age block are extracted via Haar Wavelet transform. The motivation of using this 
transformation is the moments of wavelet coefficients in various frequency bands that 
have been proven effective for discerning texture. These details served as the input for 
a 3-input fuzzy system, with 8 rules applied [21]. For the purpose of incorporating 
additional texture information from the image to the original 24-bins histogram, it was 
converted into a 192-bins histogram. Finally, these 192 FCTH factors are quantized 
into the interval range from 0 to 7, limiting the length of the descriptor to 576 bits per 
image. 

3 Loosely-Coupled Hybrid Features Descriptors 

3.1 The Hybridization Model 

We have modeled a loosely-coupled hybrid feature descriptors machanism, which 
incorporate CEDD and FCTH for detecting building in 2D images. Fig. 1 shows an 
overview for the suggested model. Given a set of experiment images, each image will 
be cropped multiple times to get a number of image blocks, N, from various random 
location within the image. Each image block will then go through a process to obtain 
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the CEDD and FCTH feature vectors, denoted as Fc
i and Ff

 i respectively, where i = 
1,..,N. Both Fc

i and Ff
 i belonged to the feature vectors obtained from the ith image 

block.  

 

Fig. 1. Loosely-coupled hybrid feature descriptors model 

The process is followed by performing the hybridized vector calculation, compar-
ing the vectors obtained from the experiment image blocks from a set of training  
images. The training image dataset is a set of images that contains predominantly 
building content. Similarly, we obtain the CEDD and FCTH vectors from each of the 
image in the training set, denoted as Vc

j and Vf 
j respectively, where j = 1,.., M. M is 

the size of the training dataset.  
Each image blocks will draw two sets of hybridized vector value after the compari-

son process. One of the value set is from the CEDD vectors comparison while another 
set is from FCTH vectors comparison. If the CEDD hybridized index value exceed a 
pre-set threshold, Tv, where Tv  [0, 1], when comparing with the jth training vector, 
we considered the experiment image block is matched for the CEDD feature with 
respect to the jth training image. On the other hand, if the hybridized value is less than 
the mentioned threshold, it is considered unmatched. Similar mechanism applied 
exactly for FCTH vectors comparison. The detail of hybridized vector calculation is 
illustrated in the next section. 

After the feature vectors obtained from an experiment image block have been 
compared with all the feature vectors from the training image set, we perform an 
overall hybridized index calculation. We normalize the hybridized index value to a 
range of 0 and 1, so that it is feasible to compare with another pre-set threshold, de-
noted as Ti, where Ti  [0, 1]. If the overall value exceeds the threshold, the image 
block is marked with a positive count. Hence, if the total count of image blocks has 
exceed a satisfy threshold value, C, where C  [0, 1], the decision of building content 
has been detected is set to positive. 

3.2 Hybridized Vector Calculation and Threshold Definition 

The hybridized index calculation, I(F, V), is essential in our methodology, in order to 
measure the distance between the training feature vector set, denoted as set V = { Vj   | 
j  [1, M]} and the feature vectors collected from an experiment image, denoted as 
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set F = { Fi  | i  [1, N]}. In this case, higher vector index indicates there are a lot of 
visual closeness between the training images and the experiment image. Thus, it helps 
to conclude whether the object in training images is available in the experiment 
image. 

We proposed Cosine Similarity to measure the closeness between two feature 
vectors. Cosine Similarity is a measure of closeness of two vectors by measuring  
the cosine of the angle between them. Assumed we are interested in acquiring  
the closeness betwen the CEDD vector collected from the ith image block in the 
experiment image and the trained CEDD vector collected from the jth image in the 
training set, the closeness distance value is given as: 

S , F , V  F  .  V||F  || || V || 
Similarly, for the FCTH vector, the equation is given as: 

S , F , V  F  .  V||F  || || V || 
As mentioned in previous section, an overall hybridized index calculation has 
peformed after all the index values between ith block and the training set have 
obtained. The evaluation is to determine whether the ith image block matched in 
comparison process. We considered the matching signal is triggered when   

where  
d(j) = 1, Si, j ≥ Tv   

and  
d(j) = 0, Si, j < Tv  

Let B(i) = 1 when the matching signal is triggered for the ith image block, and a build-
ing detection decision is considered positive when   

where N is the total number of image blocks and C is the pre-set threshold value 
mentioned. 

4 Experiment Environment Setup 

4.1 Experiment and Training Image Dataset 

Our experiment dataset contains of 100 colored, natural images, generally  
downloaded from Internet. 50 of them are not only containing building as the major 
content, but also containing other objects such as sky, sea, trees, and etc. Fig. 2 shows 
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some of the sample images available from the dataset. Another 50 of them do not 
contain any buildings. These are images of wheat field, forest, galaxy, wave and etc; 
partly shown in Fig. 3. The size of the width and height of the images can be varying 
in pixel, averagely ranging between 100 and 3000, or even more. Also, the resolution 
of the image is not a vital parameter of concern. 

 

Fig. 2. Samples of experiment images which containing building as the primary object 

 

Fig. 3. Samples of experiment images which do not contain any concept of building 

We prepared another set of images, which only contains building as the major ob-
ject, served as training image dataset. We manually crop the training images into the 
area of just containing building object, in the same time removing other objects. This 
is because low-level visual content from other objects will create unwanted features to 
be encoded in feature descriptors. This has performed to minimize the feature descrip-
tor noise. In other words, such pre-processing steps hold the purpose to enable the 
feature descriptors to focus in encoding building feature. 

 
Type of 
image 

Sample Images 

Original 
training 
images 

Pre-
processed 
training 
images 

Fig. 4. Samples of pre-processed training images for feature extraction during training process 
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In this case, we have prepared 20 (M = 20) training images and extracted the 
CEDD and FCTH feature descriptors from them. Fig. 4 shows some samples of the 
training images, which have gone through the abovementioned pre-processing steps. 

4.2 Experiment Environment Setup 

We executed an empirical study through multiple experiments by using both CEDD 
and FCTH visual descriptors individually and hybrid. For this experiment, we set N = 
15, which mean that there will be 15 regions from different locations of an experiment 
image will be chosen for feature extraction. The width and height of the regions will 
be varying from one and others, ranging from 50 to 150 pixels.  Fig. 5 shows a sam-
ple of regions cropped from an experiment image. 

 
Original Experiment Image Image Blocks from Extracted Regions 

  

Fig. 5. Sample of images blocks extracted from multiple regions randomly located in experi-
ment image 

For the threshold value, we pre-set Tv  to different cases, ranging from 0.5 to 0.75. 
We proposed the value of 0.5 for Ti. In this paper, we performed our experiment by 
assuming two values of C, where one is 0, and another one is 0.5. We also carry out 
two set of experiments, using only CEDD and FCTH descriptor respectively. These 
two set of experiment have the abovementioned setting unchanged. The results are 
elaborated further in the following section. 

5 Discussion of Experiment Results 

Our main focus is on evaluating the accuracy and recall of our proposed method. Giv-
en the experiment image dataset that contains building object, denoted as A, the calcu-
lation of accuracy value normally defined as:    | || | 

where D is the subset of the experiment images detected with building content pro-
posed by the method. On the other hand, the recall calculation is defined as: 
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   | || | 
where A’ is the experiment image set that do not contain any building object and D’ is 
the image set determined by the proposed method that do not detect any building 
concept. Here, the higher the recall’s value, the better the proposed method per-
formed.  

We presented 3 types of results: building detection by using only CEDD and 
FCTH respectively, and the third one using hybridization of CEDD and FCTH. For 
each type, we presented the accuracy and recall values, which normalized into percen-
tage. All experiment settings, including the number of image blocks as well as the 
threshold values remained same. However, several set of experiments were carried 
out with the aim to examine the accuracy and recall with respect to different threshold 
values.  

Fig. 6 and Fig. 7 below show the graphs of the experiment results with the accura-
cy values. Fig. 6  shows the experiment result with the C value equals to 0, mean-
while the C value is equaled to 0.5 in Fig. 7. Fig. 8 and Fig. 9 show the experiment 
results with the recall values, using the similar setting of both C values shown in Fig. 
6 and Fig. 7. 

 

Fig. 6. Accuracy result for building detec-
tion with the setting of Ti = C = 0 

Fig. 7. Accuracy result for building detection 
with the setting of Ti = 0 and C = 0.5 

 

Fig. 8. Recall result for building detection 
with the setting of Ti = C = 0 

Fig. 9. Recall result for building detection 
with the setting of Ti = 0 and C = 0.5 

We obtained nearly 100% of accuracy when the thresholds were set in the range of 
0.5 to 0.6. We noticed that by using CEDD feature descriptor alone, we are able to 
achieve quite high accuracy in detecting building content. This shows the color and 
edge information are contributing factors in recognizing buildings. Also, the result 
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marked relatively quite high accuracy when we use FCTH feature descriptor alone. 
This demonstrates that texture feature can be considered as another vital factor. On 
the other hand, the accuracy of using hybridization of two descriptors has obviously 
outperformed the use of single descriptor in every other case of experiment setting. 
This has proved that the hybridization can fully utilize the color, edge and texture 
information in representing building object and thus optimize the recognition process.  

On the other hand, we obtained a high rank of recall values, ranging from 85% to 
100%, for all type of results. The high percentage of recall percentage reveals the fact 
that CEDD and FCTH visual descriptors are considerably feasible used for building 
detection operation. One of the possible reasons of some non-building images are still 
detected with building concepts is the color and texture patterns are too similar as the 
building objects perceived. We are also convinced that the hybridized descriptors 
maintained a good performance in building detection operation. This has shown from 
the result as the hybridized features captured a 100% recall percentage for threshold 
values Tv ≥ 0.65 and C = 0.5. 

From the result, we observed that when we increased the value of threshold Tv, 
from 0.5 to 0.75 with the interval of 0.05, the accuracy dropped gradually. This is 
because a higher closeness between the trained features and the extracted feature are 
required for concluding a matching decision. Similarly, with incrementing value of C 
from 0 to 0.5, we observed the same effect. We conjecture that this behavior may be 
due to the noise and a variety of buildings’ feature patterns available between the 
training images and the experiment images. It is suggested that in the scenario of dif-
ferent objects detection, it will has differing range of threshold settings in order to 
maintain high accuracy result. 

6 Conclusion and Future Work 

A technique using loosely-coupled hybridized low-level feature descriptors to per-
form a building detection task in a 2D natural image is presented. Experiment results 
show that the proposed technique with fusion of multiple visual descriptors for build-
ing detection is feasible. We show that the loosely coupled mechanism in combining 
multiple feature descriptors can to be one of the best way that significantly reduce the 
computation power while preserving it’s representation power in describing objects. 

A more comprehensive evaluation of the proposed technique and additional 
improvements are being undertaken. Immediate work includes using other type of 
visual descriptors, especially those proposed by MPEG-7 standard, to perform object 
detection using the similar methodology. The effectiveness and robustness in using 
such multiple low-level feature will be experimented and evaluated. We envision to 
detect not only the building object, but also other common object available in natural 
images, such as tree, sea, sky, rock, car, human, animal, road, sky, moutain and etc.  
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Abstract. A novel approach to cooperative path-planning is presented. A SAT 
solver is used not to solve the whole instance but for optimizing the makespan 
of a sub-optimal solution. This approach is trying to exploit the ability of state-
of-the-art SAT solvers to give a solution to relatively small instance quickly. A 
sub-optimal solution to the instance is obtained by some existent method first. It 
is then submitted to the optimization process which decomposes it into small 
subsequences for which optimal solutions are found by a SAT solver. The new 
shorter solution is subsequently obtained as concatenation of optimal sub-
solutions. The process is iterated until a fixed point is reached. This is the first 
method to produce near optimal solutions for densely populated environments; 
it can be also applied to domain-independent planning supposed that sub-
optimal planner is available. 

1 Introduction and Context 

Cooperative path-planning recently attracted considerable interest of the AI communi-
ty. This interest is motivated by the broad range of areas where cooperative path-
planning can be applied (robotics, computer entertainment, traffic optimization, etc.) 
as well as by challenging aspects which it offers. The task consists in finding spatial 
temporal paths for agents which want to reach certain destinations without colliding 
with each other. One of the most important breakthrough in solving the task is 
represented by the WHCA* algorithm [8] which decouples the search for cooperative 
plan into searches for plans for individual agents. Recently, an optimal decoupled 
method appeared [10]. The common drawback of decoupled approach is that it is 
applicable only on instances with small occupancy of the environment by agents. 

The opposite of the spectrum of solving algorithms is represented by complete sub-
optimal methods [4, 11]. These algorithms are able to provide solution irrespectively 
of the portion of space occupied by agents. Especially good performance is reported 
for highly occupied instances. On the other side, too long solutions are usually gener-
ated for sparsely populated environments. Other methods are trying to exploit the 
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structure of environment [7] or the structure of current arrangement of agents [12]. 
Again these methods require relatively unoccupied environment and in some cases 
they are not complete. 

Here we are trying to contribute to a not yet addressed case with high occupancy 
and the requirement on solution to have short makespan. Our approach is basically 
complete. We use SAT solving technology in a novel and unique way to address this 
case. First a sub-optimal solution is generated by some of the existent fast algorithms. 
The sub-optimal solution is then decomposed into small sub-sequences that are re-
placed by optimal sub-solutions generated by a SAT solver. The process is iterated 
until the makespan converges. This decomposition of the original problem allowed us 
to exploit the strongest aspect of SAT solvers – that is, their ability to satisfy relative-
ly small yet complex enough SAT instance very quickly. 

The rest of the paper describes cooperative path planning formally first. Then our 
special domain dependent SAT encoding and the optimization methods are intro-
duced. An experimental comparison with several existent techniques is presented 
finally. 

2 Cooperative Path Planning Formally 

Arbitrary undirected graph can be used to model the environment. Let ,  
be such a graph where  is a finite set of vertices and  is a set of edges. 

The placement of agents in the environment is modeled by assigning them vertices 
of the graph. Let , , … ,  be a finite set of agents. Then, an arrangement 
of agents in vertices of graph  will be fully described by a location function : ; the interpretation is that an agent  is located in a vertex . At 
most one agent can be located in each vertex; that is  is uniquely invertible. A gene-
ralized inverse of  denoted as :  will provide us an agent located in 
a given vertex or  if the vertex is empty. 
 

Definition 1 (COOPERATIVE PATH PLANNING). An instance of cooperative path-
planning problem is a quadruple Σ , , , ,  where location functions 

 and  define the initial and the goal arrangement of a set of agents  in   
respectively.                                                                                                                   □ 
 

The dynamicity of the model supposes a discrete time divided into time steps. An 
arrangement  at the -th time step can be transformed by a transition action which 
instantaneously moves agents in the non-colliding way to form a new arrangement 

. The resulting arrangement  must satisfy the following validity conditions: 

(i)   either  or ,  holds 
(agents move along edges or not move at all), 

(ii)       
(agents move to vacant vertices only), and 

(iii) ,      
(no two agents enter the same target/unique invertibility of resulting ar-
rangement). 
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The task in cooperative path planning is to transform  using above valid transitions 
to .  
 

Definition 2 (SOLUTION, MAKESPAN). A solution of a makespan  to a cooperative 
path planning instance Σ , , ,  is a sequence of arrangements , , , … ,  where  and  is a result of valid transformation of  
for every 1,2, … , 1 .                                                                                            □ 
 

If it is a question whether there is a solution of Σ of the makespan at most a given 
bound we are speaking about the bounded variant. Notice that due to no-ops intro-
duced in valid transitions it is equivalent to finding a solution of the makespan equal 
to the given bound.  

3 SAT Encoding of the Bounded Variant 

Our goal was to devise a SAT encoding of bounded cooperative path planning suita-
ble for relatively densely populated environments. At the same time we needed to 
keep the encoding compact. We followed the classical Graphplan inspired encodings 
[2, 3] as for we also encode each time step. 

3.1 Using Multi-valued State Variables 

We were primarily inspired by SATPLAN [3] and SASE [2] encodings in our design. 
But unlike these generic encodings we were working with the specific domain so we 
could facilitate the domain knowledge in the design of the instance encoding. We a 
priori know what the candidates for multi-valued state variables are in our domain – 
basically, these are represented by location function and its inverse. Using techniques 
proposed by Rintanen [6] each state variable can be encoded by logarithmic number 
of propositional variables with respect to the number its values. Another considerable 
aspect is how to encode transition actions together with validity conditions. 

Representing arrangement of agents by inverse locations (that is, there is a state 
variable for each vertex) allowed us to encode transitions efficiently. There are two 
primitive actions for each edge adjacent to the given vertex plus one no-op action. 
Half of the primitive actions corresponding to a vertex are for incoming agents while 
the other half is for outgoing agents. If the outgoing primitive action is selected it is 
necessary to propagate the selection as corresponding selection of incoming primitive 
action in the target vertex. Representing the selection of the primitive action as a mul-
ti-values state variable automatically ensures that conditions (i) and (iii) are encoded. 
Moreover, we do not need any mutex constraints in the encoding. Notice also, that the 
degree of vertices in  is typically low for real-life environments, thus action selec-
tion in the vertex can be captured by few propositional variables. 

Let Σ , , , ,  be a cooperative instance and  be a makes-
pan bound. Our encoding has layers numbered 0,1, … , . Suppose that neighboring 
vertices of a given vertex are ordered in the fixed order. That is,  we have 
function : | , 1,2, …, dg  and its inverse . 
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Definition 3 (LAYER ENCODING). The -th regular layer consists of the following 
integer interval state variables: 

• 0,1,2, … ,  for all  such that 
  iff  

• 0,1,2, … ,2 deg  for all  such that 0    iff no-op was selected in ; 
  iff an outgoing primitive action with  

     the target  was selected in ; deg  iff an incoming primitive action with  as the 
source was selected in . 

and constraints: 
• 0   for all  (no-op case); 
• 0 dg    0 ∧  ∧ dg  

 where  for all  (outgoing agent case); 
• deg 2dg     
   where dg  for all  (incoming agent case).               □ 

 

State variables  for  represent inverse location function at the time step . 
Analogically, state variables  for  represent transition actions selected in 
vertices at time step . Constraints merely encode the validity conditions. 

The last encoding layer is irregular as it has location state variables only. To finish 
the encoding of bounded cooperative instance we need to encode the initial and the 
goal arrangement straightforwardly as follows: 

      iff , 
    0  iff , 
      iff , 
    0  iff . 

Transformation of the encoding from the above integer representation to the proposi-
tional one is also straightforward. To reduce size of clauses we should use standard 
Tseitin’s hierarchical encoding with auxiliary variables. 
 
Proposition 1 (ENCODING SIZE).  A regular layer of the propositional encoding of the 
bounded cooperative instance requires 

    | | log | | ∑ log 2 dg 1            (1) 

propositional variables for representing state variables, 

    2| | log | | | | log | |          (2) 

auxiliary propositional variables from Tseitin’s translation 

    ∑ dg 2 log 2 dg 1 7 log | | | | log | |         (3) 

clauses for representing constraints, and 

    | | 2 | | | | ,              (4) 
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    ∑ 2 2 ∑ dg | |          (5) 

clauses for excluding unused location and transition action states respectively.         ■ 

Proof. We just need to observe that 2 dg 1 cases (preconditions) need to be 
distinguished for each vertex  and for each of these cases a corresponding effect 
needs to be enforced. The cases with outgoing agent need each log | |  auxiliary 
propositional variables which come from Tseitin’s encoding and log 2 dg1 2 log | | 5 log | |  clauses (1 equality between transition action and a 
constant + 2 equalities between inverse location and a constant, and 1 equality be-
tween two inverse locations). The cases with incoming agent do not require any aux-
iliary variable and only log 2 dg 1  clauses are needed (1 equality between 
transition action and a constant). Finally, the single no-op case requires log | |  
auxiliary variables and 5 log | |  clauses (1 equality between two inverse locations). 
From this overview expressions (1)-(5) are straightforward.                                         ■ 

Most of clauses generated in our encoding have arity of log 2 dg 1 1 for 
some  or log | | 1. The comparison with the graph-plan based encoding 
used in SATPLAN is shown in Table 1. Our domain-specific encoding is clearly small-
er while the difference is growing as the number of agents increases. 

Table 1. Comparison of encoding sizes. The smallest number of layers for which SATPLAN was 
unable to detect unreachability of the goal using mutex reasoning is indicated as goal level – it 
is used as the makespan bound. 
 

|Agents| in 
4-connected 

grid 8x8 

Goal 
level 

SATPLAN

encoding 
Our domain specific

encoding 
|Variables| |Clauses| |Variables| |Clauses|

4 8 5864 55330 9432 55008
8 8 10022 165660 11968 70400

12 8 14471 356410 11968 68352
16 10 30157 1169198 18490 112580
24 10 43451 2473813 18490 107360
32 14 99398 8530312 32116 200768

4 COBOPT: A New Approach to (Path) Planning 

Our novel cooperative path planning technique called COBOPT exploits SAT solving 
technology [1] not to produce a solution but to optimize it with respect to the makes-
pan. To be able to use SAT solvers in this way we need to obtain some (sub-optimal) 
solution to the cooperative instance first. Let this initial solution be called base solu-
tion. As we mentioned, many solving techniques for cooperative path planning are 
available at the present time [7], [8] (WHCA*); [11] (BIBOX); [4] (PUSH-SWAP); [10] - 
OD+ID; [12] (MAPP). Any of them can be used to produce base solution within our 
framework. Our approach is completely generic in this sense. Notice however, that 
particular solving technique is always designed for a specific class of the problem 
while outside this class it may provide worse performance. The typical weakness is 
for example that decoupled techniques (WHCA*, MAPP) admit that not all the agents 
need to reach their destination [8, 12]. 
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In our initial experiments, we found that it is becoming dramatically more difficult 
for SAT solvers to solve bounded cooperative instance as the bound is growing. To be 
more concrete, a SAT solver usually struggles with the instance consisting of the 
graph containing 100 vertices, 30 agents, and the bound of 10 for several minutes if 
the presented SAT encoding is used. In case of the SATPLAN encoding the situation is 
even worse – the solver even struggles with generating the formula for minutes. This 
finding renders possibility of using SAT solvers to solve a cooperative instance of 
considerable size in the SATPLAN style [2, 3] as infeasible at the current state-of-the-
art since it may require hundreds of time steps. But using a SAT solver in the 
SATPLAN style has one undisputable advantage if we manage to get a solution from it 
– it is makespan optimal. 

After producing a base solution, this is submitted to a SAT based optimization 
process. A maximum bound  for encoding cooperative instances is specified. Then 
sub-sequences in the base solution are replaced with computed optimal sub-solution. 
Suppose that we are currently optimizing at time step . It is computed what is the 
largest  such that the time step  can be reached from the time step  with no 
more than  steps. Then sub-solution of the base solution from the time step  to   
is replaced by the optimal one obtained from the SAT solver. The process then con-
tinues with optimization at time step  until the whole base solution is processed.  
 
Algorithm 1. COBOPT: SAT-based cooperative path planning solution optimization – basic 
scheme based on binary search.  
 

function COBOPT-Optimize-Cooperative-Plan Σ, , : solution 
1:  
2: do 
3:   
4:  let , , , … ,  
5:   0;  
6:  while  do 
7:    Find-Last-Reachable-Arrangement Σ, , ,  
8:   .Compute-Optimal-Solution Σ, ,  
9:    
10: while | | | | 
11: return  
 

function Find-Last-Reachable-Arrangement Σ, , , : integer 
1:  let , , , … ,  
2: ; 1  
3:  while 1 do 
4:   /2 
5:   min ,  
6:   if Check-Reachability Σ, , ,  then 
7:    Ξ Encode Σ, , ,  
8:    if Solve-SAT Ξ  then  
9:    else  
10:  else 
11:    
12: return  
 

function Check-Reachability Σ, , , : boolean 
1:  let Σ , , ,  
2:  for each  do 
3:   if dist ,  then return  
4:  return   
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Fig. 1. Illustration of the optimization process. A single iteration is shown – these are repeated 
until a fixed point is reached. 

The optimization process can be iterated by taking new solution as the base one un-
til a fixed point is reached. The binary search is exploited to find  and the optimal 
sub-solution in order to reduce the number of SAT solver invocations – see Algorithm 
1 which summarizes basic COBOPT optimization method formally. Notice that some 
extra care is needed to obtain optimal sub-solution at the end of the base solution 
sequence.  

The process of optimization is illustrated in Figure 1. Notice that separation points 
in the base solution are selected on the greedy basis – optimization always continues 
on the first not yet processed time step. We also considered optimizing placement of 
separation point by dynamic programming techniques. This approach generates 
slightly better base solution decomposition. However it is at the great expense in 
overall runtime as many more invocation of the SAT solver are necessary. 

5 Experimental Evaluation 

We implemented the proposed COBOPT optimization method in C++ to conduct an 
experimental evaluation. A competitive comparison against 3 existent methods was 
made – WHCA*, SATPLAN, and BIBOX. WHCA* was chosen as reference method as it 
is considered to be standard decoupled method for cooperative path planning and its 
properties and performance are well known. 

Table 2. Optimal solutions obtained by SATPLAN. No more agents can be solved by SATPLAN 
within the time limit of 7200s. 

|Agents| 
4-connected grid 8x8 4-connected grid 16x16

Optimal 
makespan 

Runtime (s) 
Optimal 

makespan 
Runtime (s) 

1 5 0.0 4 0.68
4 6 0.15 21 195.5
8 8 19.85 15 1396.07

 
 
 

Base solution 

Time steps 

Optimized 
solution 

SAT solving

Next
iteration

makespan
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As no implementation of WHCA* was available we re-implemented it in C++ by 
ourselves.  SATPLAN is the most similar method to our approach and very importantly 
it produces optimal solutions – we used implementation provided by the authors. Fi-
nally, BIBOX was selected as major method for producing base solutions in hard  
setups. 

Our choice was not discouraged by the wrong statement of Standley and Korf [10] 
who consider it together with the method of Ryan [7] to have memory and time re-
quirements that limit their applicability. According to our findings, these algorithms 
have important theoretical guarantees and good practical performance. Particularly, 
BIBOX has polynomial time complexity (solutions to all the benchmarks presented 
here were generated within less than 0.1 seconds) and generates good quality sub-
optimal solutions irrespectively how many agents are contained in the instance – to-
gether with the algorithm PUSH-SWAP by Luna and Berkis [4] it is the only algorithm 
able to generate base solution for hard setups. Authors provide working implementa-
tion of BIBOX which we exploited within our experiments. COBOPT using BIBOX as a 
base solver will be referred to as COBOPT(BIBOX). As a SAT solver within our me-
thod, MINISAT 2.2 [1] was used. 
 

 

Fig. 2. Makespan optimization in the 4-connected grid 8×8. A comparison with the optimal 
SATPLAN and near optimal WHCA* is shown. 

Standard benchmark setups for cooperative path planning which consists of a 4-
connected grid graph and randomly arranged initial and goal locations for agents were 
used. Various parameters of the COBOPT(BIBOX) and other methods were observed in 
the dependence of the increasing number of agents in the instance. Two setups were  
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used: grids of size 8×8 and 16×16 with number of agents ranging from 1 to 54 and 1 
to 128 respectively. The timeout of 240s and 120s per SAT solver invocation was 
used for these setups respectively. Makespan bounds of 8 and 6 were used respective-
ly. Additionally there was an overall timeout of 7200s (2 hours) after which the opti-
mization process was terminated. 
 

 

Fig. 3. Runtime measurements per optimization iteration in 8×8 grid. The base solution can be 
produced in less than 0.1s. 

Due to the bigger size of SAT encodings for the 16×16 grid the optimization me-
thod uses less aggressive setup with respect to the SAT solver. Using WHCA* we 
observed that setups with up to approximately 20% of occupied vertices are in fact 
easy as only very limited cooperation among agents is necessary. This observation 
ruled out from our consideration the method OD+ID as it is reported to be efficient 
only in the setups with less than 10% of occupied vertices. Here we are interested 
primarily in setups with occupancy in the range 20% - 50% which is increasingly 
harder as cooperation between agents gradually increases. 

Table 3. MINISAT statistics (8×8 grid). Each invocation of MINISAT within COBOPT 
optimization has the timeout of 240s. 

|Agents|in 
4-connected 

grid 8x8 

Number of MINISAT results in final iteration
SAT

instances 
UNSAT

instances 
INDET

instances 
4 13 2 0
8 44 4 0

12 79 5 0
16 96 15 0
24 253 28 0
32 194 27 2

To learn what the optimal makespan for tested instances is we tried SATPLAN (Ta-
ble 2). Unfortunately SATPLAN was able to generate solution only to instances with 
small number of agents. The reason is primarily inefficiency of domain-independent 
SAT encoding (Table 1). 
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Fig. 4. Makespan optimization in the 4-connected grid 16×16 

 

In the following experiments we exploited the decoupled WHCA* method. Expect-
ably it is able to generate near optimal solutions (Figure 2, Figure 4) since near op-
timal path is tried to be found for each agent separately. However, this method is 
principally unable to solve instances where non-trivial cooperation among agents is 
necessary. WHCA* was used to classify instances on easy and hard – the easy ones 
are those solvable by WHCA*. 

Contrary to SATPLAN and WHCA* COBOPT is more suc-
cessful; it is able to provide solution to every instance to 
which base solving method can do so – in case of the BIBOX 
algorithm these are all the instances in our test suite. 

In case of the 8×8 grid COBOPT(BIBOX) generates very 
near optimal solutions for easy setups (same as SATPLAN; 
same as or better than WHCA*) - Figure 2. Nevertheless, the 
most interesting behavior is exhibited in the hard region 
where compression up to the ratio of  with respect to the makespan of base solution 
can be achieved. Although it is not known if optimum was actually reached, this is a 
big qualitative leap from the base solution and it demonstrates efficiency of the 
COBOPT optimization process. 

Supposed that certain simplification is accepted then we can calculate expected 
lower bound for the optimal makespan in the 4-connected grid environment. Let us 
suppose that if an agent is blocked on its path by another agent, it will either wait or 
go into unblocked neighborhood all with the same probability of . This behavior 
deflects the agent from its original path and some extra steps are then necessary to 
continue in the right direction. It is supposed that original path continues to vertices in 
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the neighborhood of blocked vertex with the same probability of . Under these as-
sumptions we obtain that the expected number of extra steps is 2 2 1  per 
two original steps. Simply it means that two original steps require almost two extra 
steps. We will adopt quite strong assumption and round it up to exactly two extra 
steps which consequently implies that the agent actually does not reduce its distance 
from the destination. 

 

 

 

Fig. 5. Runtime measurements in the 16×16 grid 

Proposition 2 (EXPECTED MAKESPAN). The expected make-span required to travel 
distance  in a 4-connected grid with occupancy ratio  under our assumptions 
is: 

.                                                    ■ 
 

Proof. The following recurrence holds under assumptions stated above: 1 1 1  where we can put 1 1. From this we 
quickly obtain the required explicit form.                                                                     ■ 
 

According to above calculations COBOPT(BIBOX) generates near optimal solutions 
that differs from the expected optimum by less than 25% in setups with up to occu-
pancy of 60% in the grid 8×8. Expectably in the grid 16×16 the situation is not so 
optimistic, solutions differ here from the expected optimum by factor of 3.0 to 6.0 in 
hard setups with occupancy up to 50%. This worse performance is mainly because of 
the size of the grid which prevented us from using more aggressive optimization. 

The number of iterations until the fixed point was reached ranged from 1 to 20 
with median of 7 in case of 8×8 grid and from 2 to 31 with median of 11 for the grid 
16×16. The number of SAT solver invocations is reported in Table 3. It is clear that in 
our approach the SAT solver is invoked many times with relatively easy instances. 

Runtime1 is reported in Figure 3 and Figure 5. Despite hundreds of SAT solver in-
vocations the overall runtime is kept in acceptable bounds. Fortunately, the COBOPT 
method is very friendly to multithreaded implementation. Hence the scalability of the 
method is extremely good (provided that computational resources are available). 

                                                           
1 All the runtime measurements were done on a machine with the 6 core CPU Intel Xeon 

2.0GHz and 12GiB RAM under Linux kernel 2.6.24-19. All the 6 cores of the CPU were ex-
ploited in parallel. 
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Moreover, if the method for producing base solutions is fast enough  then COBOPT 
represents the anytime method in fact – at any time step the solving process can be 
terminated and feasible (sub-optimal) solution is returned. 

To get insight what happen when a solver is used for optimization we investigated 
distribution of the number of actions executed in parallel – Figure 6. Base solutions 
seem to suffer from locked agents which are forced to wait until their path is freed. In 
optimized solutions, as many as possible agents are actively moving towards goals – 
it is possible to observe that agents utilize almost all the available unoccupied space. 

 
 

 

Fig. 6. Distribution of parallelism in the grid 16×16. Almost all the free space is used for mov-
ing in the optimized solution. 

6 Discussion, Conclusions, and Future Works 

The new SAT based solving method for cooperative path planning called COBOPT 
has been presented. To be able to use a SAT solver for cooperative path-planning we 
also developed a new SAT encoding for cooperative instances. The encoding utilizes 
properties of cooperative planning in order to reduce its size and increase efficiency. 

The COBOPT method was shown that it is able to generate near optimal or good 
quality solutions in setups with high occupancy of the environment by agents. It is the 
first method capable of doing so. In our experiments we solved 4-connected grid in-
stances of size up to 16×16 with up to 50% space occupied by agents with high quality 
makespans. One of the positive aspects of the new approach is also the fact that it can be 
easily parallelized for multi-core architectures which supports better scalability. 

The COBOPT method has also quite strong implications for classical planning.  
Provided that efficient makespan sub-optimal planner is available, COBOPT can be 
immediately used to optimize its output (SASE and SATPLAN encodings are ready). A 
possible future improvement is to reduce the size of the domain dependent encoding 
for sparsely populated instances. The application of binary search for solvable in-
stance may be also revised as other types of search may be more efficient. 
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Abstract. Multilevel optimization problems deals with mathematical program-
ming problems whose feasible set is implicitly determined by a sequence of 
nested optimization problems. These kind of problems are common in different 
applications where there is a hierarchy of decision makers exists. Solving such 
problems has been a challenge especially when they are non linear and non 
convex. In this paper we introduce a new algorithm, inspired by natural adapta-
tion, using (1+1)-evolutionary strategy iteratively. Suppose there are k level  
optimization problem. First, the leader’s level will be solved alone for all the 
variables under all the constraint set. Then that solution will adapt itself accord-
ing to the objective function in each level going through all the levels down. 
When a particular level’s optimization problem is solved the solution will be 
adapted the level’s variable while the other variables remain being a fixed  
parameter. This updating process of the solution continues until a stopping  
criterion is met. Bilevel and trilevel optimization problems are used to show 
how the algorithm works. From the simulation result on the two problems, it  
is shown that it is promising to uses the proposed metaheuristic algorithm in 
solving multilevel optimization problems. 

Keywords: Multilevel optimization, (1+1)-Evolutionary strategy, metaheuristic 
algorithms, Natural adaptation. 

1 Introduction 

Many resource allocation or planning problems require compromises among the  
objectives of several interacting individuals or agencies; most of the time, arranged  
in hierarchical administrative structure and can have independent even sometimes 
conflicting objectives. A planner at one level of the hierarchy may have its objective 
function determined partly by variables controlled at other levels. Assuming that  
the decision process has a preemptive nature and having k levels of hierarchy, we 
consider the decision maker at level 1 to be the leader and those at lower levels to be 
followers. These kind of problems can be modeled as a nested optimization problem, 
referred to as multilevel programming [1]. Mathematical programming models to 
solve problems of these kind has been studied since 1960s, [2]. 
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Multilevel optimization analysis becomes more and more applicable in different 
fields. Its role in agricultural economics has been studied by Candler et. al [3] . Koca-
ra and Outrata studied its use in engineering design [4]. Its application to transport 
network was also studied in [5]. Generally whenever there is a hierarchy of decision 
maker in such a way that each decision maker controls part of the decision variable, 
multilevel optimization problem model is the one suitable for the situation [6].  

Due to its many applications, multilevel programming, in particular bilevel pro-
gramming, has evolved significantly [7, 8]. In the late nineties Bahatia and Biegler pro-
posed an approach with periodic property [9]. Stochastic programming like method was 
also proposed by Acevedo and Pistikopoulos [10]. Furthermore Pistikopoulos et. al. and 
other researchers proposed a new algorithm based on parametric programming theory 
[8, 11, 12, 13, 14]. Most of the solution methods proposed are mainly for bilevel and 
trilevel optimization problems with linear or convex property. The search for solution 
methods still continues, especially methods which are not affected by behavior of the 
objective functions. Perhaps metaheuristic algorithms are suitable for such purpose. 
That is why some recent solution methods involve metaheuristic algorithms. Among 
many metaheuristic algorithms evolution algorithm [15, 16, 17] and particle swarm 
optimization [18, 19, 20] are used in many researches and application 

This paper introduces a new algorithm inspired by natural adaptation and based on 
(1+1)-evolutionary strategy. The format of the paper is as follows; in the next section 
basic concepts will be discussed followed by a discussion on the introduced algorithm 
in section 3. The algorithm will be tested using a bilevel and a trilevel optimization 
problem in section 4. At last a conclusion will be given in section 5. 

2 Preliminaries 

2.1 Multilevel Optimization Problem (MLOP) 

Optimization problems of the following form, as in equation 1, are called k-level op-
timization problems.  
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where },...,2,1{  kix in
i ∈∀ℜ∈ , 

=
=

k

j
jnn

1
 and “Optimize” can be either maxim-

ize or minimize. 
Generally, multilevel optimization problems (MLOP) are optimization problems 

which have a subset of their variables constrained to be optimal solutions of other 
optimization problems parameterized by the remaining variables. Depending on the 
number of optimization problems in the constraint set a level will be assigned. k-level 
optimization problem is an optimization problem which has k-1 optimization prob-
lems in the constraints.  

The first optimization problem, f1, is called leader’s or level one problem and the 
others are followers’ with level number increasing when going down. The decision 
maker at level j controls only xj, whereas the other parts of the variables are controlled 
by the decision makers in other levels. 

A point *)*,...,*,(* 21 kxxxx = is said to be an optimal solution for the multilevel 

optimization problem if x* is an optimal solution for the leader’s problem, satisfying 
lower level problems as a constraint set. Since we have different levels and different 
optimization problems in each level there usually will be a conflict of objectives, 
hence the concept of compromise optimality needs to be defined. A compromise op-
timal solution is a member of the feasible set for which there doesn’t exist another 
feasible point which does the same in all objectives and better at least in one objective 
function. For a given multilevel optimization problems it is possible to have many 
solutions depending on the decision power of the decision maker in each level. Fur-
thermore, unlike single level optimization problems, convexity doesn’t guarantee the 
existence of an optimal solution, and generally it is a non convex problem even when 
the involved functions are linear. These behaviors make multilevel optimization prob-
lems challenging compared to single level optimization problems. 

2.2 Evolutionary Strategy 

Evolutionary strategy is a metaheuristic algorithm which is inspired by natural evolu-
tion. It has an operator which corresponds to the mutation operator in genetic algo-
rithm. Depending on the number of children each solution member gives, we have 
many kind of evolutionary strategy. In this paper we consider a (1+1)-evolutionary 
strategy. (1+1)-evolutionary strategy is an evolutionary strategy in which a parent 
gives a birth to one child [21]. (1+1)-evolutionary strategy has the following main 
steps: 

1. Generate a random set of solutions, {x1, x2, . . ., xm} 
2. Move each solution member xi, in a randomly generated direction d, 

xi’=xi+d. d is from a normal distribution ),0( δN , where δ is algorithm pa-

rameter.  
3. Compare the performance of xi and xi’ according to the objective function; 

and take the one which does better. 
4. If termination criterion is not met go to step (2). 
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3 Metaheuristic Algorithm for MLOP 

A metaheuristic algorithm is an algorithm with randomness property which tries to 
find a solution for optimization problems by improving the solution set iteratively. 
Most of these algorithms are inspired by a certain natural phenomenon. Perhaps, it is 
a good idea to face the challenge of multilevel optimization using metaheuristic solu-
tion methods. In this paper we introduce a new metaheuristic algorithm. The algo-
rithm proposed in this paper uses the concept of evolutionary strategy and is inspired 
by natural adaptation. The leader’s problem is solved for all the variables satisfying 
all constraint sets, as if it controls all the variables. Then that solution will adapt itself 
according to the objective functions in each level while going through all the levels. 

Consider a k-level optimization problem shown below: 
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In the algorithm the leader’s problem will be solved for ),...,,( 00
2

0
1 kxxx with all the 

constraints in all the levels including the common constraint, given as: 
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fixing 0
1x  we solve the second level problem and update ),...,,( 00
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in equation (4).  
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Generally for any level i we will solve the corresponding problem using evolutionary 
strategy, as shown in (5). 
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Once the kth level problem is solved, then ),...,,( 00
3

0
2 kxxx will be used as parameters 

to solve the problem given in equation (6) for 1
1x . 
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Similarly, to solve the second level for 1
2x  we fix ),...,,,( 00

4
0
3

1
1 kxxxx and use evolu-

tionary strategy. Once 1
2x is computed we fix ),...,,,( 421 kxxxx as 

),...,,,( 00
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1
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1
1 kxxxx and solve for 1

33 xx = . By continuing in similar way for all the 

levels down, at last ),...,,,( 11
3

1
2 kxxx will be fixed to solve for the first level problem for

2
11 xx = . This process will continue until a termination criterion is fulfilled. It means 

at jth iteration and optimizing ith level we will have the following optimization prob-
lem: 
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where S’i is the ith level constraint set with all the other variables are fixed and Si is 
also the common constraint with all the variables, except variable i, are fixed. 

At each step (1+1)-evolutionary algorithm will be used with a property of passing 
the previous solution. It means, suppose we are solving the ith level problem at a  

particular iteration j. ),...,,,...,,( 11
1121

−−
+−

j
k

j
i

j
i

jj xxxxx is fixed then when evolutionary 

strategy is used 1−j
ix will be taken as a member among the randomly generated initial 

solution set. This will help the algorithm not to move away from a good solution  
because of the conflict of objective functions. 
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The algorithm is summarized in the following tables: 
 
Table 1. The algorithm 

Input: },...,2,1{  ,),,...,,( 21 kiSSxxxf iki ∈∀  

for p=1:k 
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end 
for j=1:MaxGen 
 for i=1:k 
   if (i >1) 

        ),),(  ryStrategyEvolutiona= 111
1121

−−−
+−= j

iii
j

k
j

ii
j

i
jj

i
j

i ,xS, nS . . ., x,x, x, . . .,x,x(xfx  

  else 

      ),), ., . . ,,((  ryStrategyEvolutiona= 1
111

11
2111

−−−= jj
k

jj ,xS, nSxxxfx  

  end if 
end for 
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j
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jj
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 terminate if termination criteria is fulfilled  
end for 

Output: ),...,,( **
2

*
1 kxxx  

 
Table 2. Evolutionary strategy with passing a solution,  
              )',,),((  ryStrategyEvolutiona 1 xS, nSxf  

Input: f(x), S1,S, n, x’ 
Algorithm Parameter: δ  
Do: 
    Randomly generate m-1 solutions for x from the feasible region, say x1, x2,     
       …, xm-1. 
    Put xm = x’ (if x’ is given, else generate xm also randomly) 
 for i=1:m 
    Generate d from ),0( δN  

    xi*= xi + d     
     Check feasibility 
     if ( )(*)( ii xfxf ≤ ) 

         xi = xi* 
    end if 
end for 
Repeat until termination criteria is met 
x*=xj,   such that },...,2,1{   )()( mixfxf ij ∈∀≤  

Output: x* 
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4 Simulation Examples 

To demonstrate the algorithm we use a bilevel and a trilevel optimization problems. 
 

a) Bilevel Example 
The bilevel problem is taken from a book chapter [22]. It is as given in equation (8). 
After solving the problem using the algorithm, the solution is compared to the solu-
tion given in the book. According to the book the solution is (x’, y’) = (0.609, 0.391, 
0, 0, 1.828), with values 0.6429 and 1.6708 for f1 and f2, respectively. 
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The algorithm parameter δ  was set to be 1 and number of initial solutions, m, was set 
to be 50. Furthermore the number of iteration was set to be 30 for the evolutionary 
strategy and 50 for the algorithm. 

First the leader’s problem is solved with all the constraints as shown in equation (9) 
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Using (1+1)-evolutionary strategy, the solution for the problem in equation (9) is 
found to be x0= (0.2756 0.7117) and y0=(0.0167 1.1095 2.0073) with f1(x

0, y0) = 
0.4763.  

Then by fixing x0 the second level problem is solved. 
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Then equation (10) is solved using evolutionary strategy for y1, in such a way that  
y0 will be taken as one of the initial solutions in the evolutionary strategy. After  
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y1 is computed, it will be fixed to solve the leader’s problem for x1, again using  
evolutionary strategy with passing the previous best, x0, as one of the initial popula-
tion member.  
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After that the second problem will be solved for y2 by fixing x1 and passing y1 as a 
member of initial solutions in the evolutionary strategy. This pattern repeats itself 
until a preset iteration number, which in our case is 50, is reached. 

After running the program using matlab the optimal solution was found to be (x*, 
y*) = (0.5307 0.4683 0.0012 0.0002 1.5989), with 0.7122 and 1.2778 for f1 and f2, 
respectively. The performance of the algorithm compared to the solution in the book 
is presented in Figure (1). Furthermore, it compares the performance in terms of the 
sum of the functional values, f1(x’,y’)+f2(x’,y’) and f1(x*,y*)+f2(x*,y*). 

 

Fig. 1. Performance of the algorithm in the bilevel problem 

From the result it is clear that if equal weight is given to the objective functions 
the algorithm performs better because f1(x’,y’)+f2(x’,y’) = 2.3134 and 
f1(x*,y*)+f2(x*,y*) = 1.9900, where x’ is the solution from the book and x* is the solu-
tion after running the algorithm. 

b) Trilevel Example 
The second test problem is a trilevel optimization problem taken from a thesis done 
by Molla [23]. It is given in equation (12) 
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The algorithm parameter and number of iterations are the same in the previous case. 
According to the algorithm first the leader’s problem, as shown in equation (13), is 
solved. 
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After running the code the solution is found to be (x0, y0, z0) = (0.4999 0.0003 
0.1687). Now by fixing x0 we solve for the problem in equation (14).  
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The solution of equation (14) is 10-3(0.1097 0.2957), with f2(0.4999, (10-3)(0.1097), 
(10-3)(0.2957))=10-4 (5.1513). Hence (x0, y0, z0) is updated to (0.4999, (10-3)(0.1097), 
(10-3)(0.2957)). 

Afterwards we fix (x0, y0) and solve the third level problem for z0. 
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z0 is updated to be 0.4978. Hence (x0, y0, z0) is computed, then y0 and z0 will be fixed 
using evolutionary strategy to solve for x1, with x0 as one of the solution candidate for 
the evolutionary strategy algorithm. After running the matlab code the result becomes 
(x*, y*, z*) = (0.5, 0, 0.0095). And f1(x*, y*, z*) = -0.5, f2(x*, y*, z*) = 0.0127 and 
f3(x*, y*, z*) = -0.2499. The performance of the functional values as a function of 
iteration number is shown in the graph below: 

 
Fig. 2. Performance of the algorithm in the trilevel problem 

Our result is better than the result reported by Molla [17], which is (xm, ym, 
zm)=(0.5, 1, 1). This implies that f1(xm, ym, zm)=3.5, f2(xm, ym, zm)=3 and f3(xm, ym, 
zm)=0, which are worse in sense of minimization when compared to our result not 
only in average but also for each individual objective functions. 

5 Conclusion 

In this paper a new metaheuristic algorithm for multilevel optimization problem 
which mimic the concept of natural adaptation is introduced. The algorithm uses 
(1+1)-evolutionary strategy to solve one of the level’s optimization problem at once. 
The leader’s problem will be solved for all the variables satisfying all the constraint 
sets in all the levels. That solution will go through each level iteratively by adapting 
itself with the corresponding objective function and constraint set of each level. In 
each iteration the solution will respond to the change in the parameters and tries to 
update itself compared to the previous solution and the new parameters. (1+1)-
evolutionary strategy is used in the updating process with a property of considering 
the previous best as a candidate solution for the current stage. These updating will 
continue iteratively until termination criterion is met. From the simulation results on a 
bilevel and trilevel optimization problem, it is shown that the algorithm gives a prom-
ising result for multilevel optimization problems. 
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Hamming Selection Pruned Sets (HSPS)  
for Efficient Multi-label Video Classification 
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Abstract. Videos have become an integral part of our life, from watching mov-
ies online to the use of videos in classroom teaching. Existing machine learning 
techniques are constrained with this scaled up activity because of this huge up-
surge in online activity.  A lot of research is now focused on reducing the time 
and accuracy of video classification. Content-Based Video Information Retriev-
al CBVIR implementation (E.g. Columbia374) is one such approach.  We pro-
pose a fast Hamming Selection Pruned Sets (HSPS) algorithm that efficiently 
transforms multi-label video dataset into single-label representation. Thus, mul-
ti-label relationship between the labels can be retained for later single label 
classifier learning stage. Hamming distance (HD) is used to detect similarity be-
tween label-sets. HSPS captures new potential label-set relationships that were 
previously undetected by baseline approach. Experiments show a significant 
22.9% dataset building time reduction and consistent accuracy improvement 
over the baseline method. HSPS also works on general multi-label dataset. 

Keywords: Index Terms— Semantic Concept, Classification, Videos, Label 
Combinations, Multi-Label, Pruned Sets, TRECVID, Index and Retrieval. 

1 Introduction 

Multimedia information indexing and retrieval is an integral part of modern video 
search engines to describe, store and organize multimedia information and to assist 
people in finding multimedia information conveniently. Many research papers have 
been published on the area of Content-Based Video Information Retrieval (CBVIR) 
[1, 2]. CBVIR is an information retrieval research problem which involves machine 
learning over the video content (e.g. colors, shapes, textures, texts, motions and etc.). 

In this paper, our focus is on Video Semantic Concept Classification (VSCC) 
which is a sub-theme of CBVIR for detecting the correct semantic concept of a video 
shot. For example, let us consider a video shot containing keyframes of a car moving 
on a road. The detected semantic concepts for this video shot are car, weather and 
road. In fact this example shows that the video semantic concept classification natu-
rally is a multi-label research problem.1 Relationship between these labels can be 
exploited for enhancing classification accuracy as demonstrated by these research 

                                                           
1  Throughout this paper, we use multi-label instead of multi-concept for our research context. 
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papers [3-5]. Video semantic concept classification is an important indexing step for 
later video search and retrieval tasks. 

The existing TRECVID2 pre-processed multi-label video corpus such as Columbia 
374 [6], Vireo 374 [7], MediaMill 101 [8] and combination of both Columbia and 
Vireo [9] are freely available baseline systems for VSCC. In these datasets, the human 
annotated concepts are available in multi-label format. Our experiments in this paper 
are based on MediaMill 101 [8] video corpus. Multi-label relationship information in 
the video datasets can be utilized to enhance video semantic concept classification 
accuracy by applying Problem Transformation (PT). PT is the process whereby a 
multi-label problem is transformed into one or more single-label problems [10]. After 
PT, any single label machine learning methods can be applied to the transformed 
datasets and can train a multi-label model for classification.  

In this paper, an efficient Hamming distance based Pruned Sets Selection algorithm 
is proposed. This algorithm (abbreviated as HSPS) transforms a multi-label dataset 
into single-label representation. Hamming distance [11] is commonly used in channel 
coding in Telecommunication but we used it to find similarity between label-sets. 
This approach improves the performance obtained from the state of the art multi-label 
classification algorithm proposed in [12] and the approach in [12] is considered as our 
baseline approach for performance comparison. HSPS can detect new potential label-
set relationships that were previously undetected by baseline approach [12]. Our con-
tributions in this paper are in two folds: we introduce an intuitive way of capturing 
undetected new label sets and thus improve multi-label classification accuracy; our 
proposed method reduces the dataset build time and improves learning efficiency.  

For the formal description in this paper, finite set of labels in a multi-label video 
set is denoted as : 1 … . We use , , 1 …  to denote a 
set of multi-label training instances (  denotes total number of available data in-
stances). Here  denotes the total number of possible labels and is equal to the length 
of label vector,  . The label set  is the set of labels of the -th example and 

 is the corresponding feature vector. We denote the -th data instance as ,  and | |  is the sum of all labels in  such that | | ∑ . 
This paper is organized as follows. Section 2 provides an overview of the related 

work. The baseline method is explained in section 3. Our novel HSPS algorithm is 
then proposed in section 4. Section 5 discusses our evaluation methods and our results 
are presented in section 6. Finally, conclusions and future research directions are pre-
sented in section 7. 

2 Related Work 

Many different problem transformation methods have been proposed to solve multi-
label problem. We can categorize them into four different groups. First is the Binary 
Relevance method (BR) or one versus all. BR method is the most popular PT ap-
proach for video data classification [6, 9]. BR approach transforms any multi-label 

                                                           
2  http://trecvid.nist.gov/ 
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problem into  binary problems, and then a binary classifier is assigned for predict-
ing the association of a single label for each binary problem. Although BR is simple 
and relatively fast, it has been criticized for not explicitly modeling label correlations 
[13, 14]. This is also known as label independent problem where label correlations are 
not captured and thus labels are independent from each other. 

The second method is Pair-Wise classification method (PW) or one versus one. 
PW is a paradigm where one classifier learner is assigned with each pair of labels [15, 
16]. However, PW methods are known for not handling well with overlapping labels 
and establish disjoint assignments in the multi-label context. PW also suffers from 
time complexity because the training time is quadratic with respect to the number of 
labels [17, 18]. 

Third is Label Power Set method (LP) which handles all label sets as combinations 
of labels to form a single-label representation. In this single-label representation, the 
set of single labels represents all distinct label sets in the multi-label training data [19, 
20]. Pruned Set (PS) algorithm proposed by Read [12] is a complexity simplified 
version of LP method. The benefit of LP is to take account of label’s relationship 
directly, but LP require many class labels in the single-label transformation as there 
are , 2 1  number of distinct classes in the worst case. Another issue with 
LP is that it can over fit the training dataset because it can only classify new examples 
with classes that already exist in the training set [20, 21].  

Fourth is Context-Based Framework method (CBF) which is a framework based on 
constructing context spaces of concepts, such that the contextual correlations are used 
to improve the performance of concept detector [3-5]. Most of the VSCC task used 
these methods for enhancing classification accuracy. CBF uses a two-layer structure 
context framework built on top of BR method. Accuracy of CBF depends heavily on 
BR base concept detectors. Any noise introduced in the first BR layer can scale up in 
the second layer because the two-layers are not closely integrated compared to LP. 
TRECVID video corpus is naturally biased towards negative examples [1] and thus 
can deteriorate the performance of the second layer. In our approach, we avoid this 
problem by not using the context-based framework’s two layer design. 

As our baseline method, we have used the PS approach [12] and this approach pro-
vides the following advantages compared to other approaches. (1) PS algorithm 
achieves the best multi-label classification performance compared to other available 
methods. (2) It offers reasonable trade-off between building time and multi-label rela-
tionship information preservation where other PT methods tend to be biased toward 
different sides. 

3 Pruned Sets (PS) 

Label power set method overcomes label independence problem by capturing rela-
tionship information of all possible combination of label sets. For example, let us 
consider a multi-label instance  with three labels , ,  are all equal to 1. The 
feature vector  associated with this label set 1,1,1  will be transformed to 
label power set of (100), (010), (001), (110), (011), (101), 
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(111) and each of these label set is associated to the same  feature vector. How-
ever this problem of transforming method suffers from infrequent label sets after the 
transformation. Large number of infrequent label set instances will create huge data-
set building time overhead. Furthermore, these infrequent label set instances does not 
improve the classification performance. To resolve these issues, we use an algorithm 
named Pruned Set (PS) proposed by Read [12]. Pruned Set reduces the relationship 
complexity between the labels and captures only the frequently occurring relationship 
in the dataset. It also “prunes” away infrequent label sets to improve learning time. 
Pruned Set Algorithm introduces two parameters p and n to control the total number 
of relationship for the dataset without sacrificing the dataset building time and predic-
tion performance.  

There are two major steps in Pruned Set algorithm. Step one is to prune away in-
frequent occurring label set combinations according to parameter p. Parameter p is the 
label set count threshold parameter. It is used to capture the frequently occurring label 
set instances by counting the label sets where their count of occurrence frequency, c is 
more than p.  

In second step, the infrequent data instances  with an occurrence count c is less 
than p are processed with a sub-sampling step to retain information from the first 
pruned process. Sub-sampling is a process to extract subset of label sets ( ,,  from the infrequent data instances  and then assigning the feature vector 

 to all label sets. Parameter n is to determine how many subsets should be extracted 
from the infrequent data instances and transform it to dataset D. For example, Fig. 1 
(b) shows a Pruned Set algorithm with parameter p = 2, n = 2. Label set = 
00011000000 and = 00001010000 occur 3 times (c = 3) and they are considered as 
frequently occurring label sets. Now let us consider an infrequent label set example 
with label set = 00011110110 at Fig. 1 (a). Pruned Set algorithm will assign two 
new label sets  and  to this data instance (as n = 2). This sub-sampling provides 2  number of label sets such that  and are the subset of  ( and ). Note that the label set 00010000000 is also a subset of . However, 
label set 00010000000 is not selected by the sub-sampling process as its occurrence 
count is less than . If parameter n = 1 then either of  or  will be selected. 

If we observe the first three data instances in Fig. 1 (a), you can see that they only 
differ in one bit position. It is likely that these three instances are caused by similar 
data instances with same concepts. By utilizing these data instances, it is expected to 
provide better classification accuracy and this is our motivation for proposed algo-
rithm. In our work, we capture these unutilized data instances by using a novel Ham-
ming distance based pruning approach. 

4 Hamming Selection Pruned Sets (HSPS) 

In this paper, we propose a LP method that is called Hamming Selection Pruned Sets 
(HSPS) for VSCC tasks. HSPS is an enhanced version of Pruned Sets (PS) algorithm 
[12] where it can identify new concepts of label sets that cannot be detected by PS. 
HSPS algorithm measures the similarity between the potential candidates for new 
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concepts by using Hamming Distance calculation. We denote Hamming Distance 
calculation operator as . We define  as label set’s index for pair comparison with 
label set . Hamming distance calculates the difference between two labels such that   is the symmetrical difference between these two label sets. The potential 
candidates in the new class label sets will then be transformed to a common label sets 
by using binary AND operator (denoted as ) as explained below.  

 

Fig. 1. This figure illustrates the HSPS algorithm successfully captures the undetected label set 
class relationship from baseline PS algorithm 

Fig. 1 (c) illustrates the HSPS algorithm. The example shows that the highlighted 
labels are the label set that are not detected by PS algorithm. Thus this non-frequent 
label sets class of 00011110110 will not be added in the PS sub sampling step. On the 
other hand, our novel HSPS algorithm will capture the label sets relationship by mea-
suring Hamming distance between the potential new label sets classes (00011010010, 
10011010000, 00011010001) using Hamming distance. After successfully capturing 
the new label set classes, HSPS will merge the new class 00011010000 to the existing 
pruned subset candidates. Fig. 2 is the overall flow chart of HSPS algorithm. Our 
original contribution is included in step 3 of Fig. 2. Fig. 3 explains our original ap-
proach for Hamming selection algorithm. Our proposed algorithm in Fig. 2 consists of 
the following steps: 

Step 1. This step is to search for each data instance  with label set  from data-
set D. If found with similar label set with  then occurrence frequency count  will 
be incremented by 1. 

Step 2.  In this step we consider the p pruning parameter. The data instance  with 
its label set  with an occurrence frequency,   <  will be excluded from 
set  . The excluded data instances  will be passed to Step 3 and Step 4.  is the 
transformed dataset for single label learning. 
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Fig. 2. This is the flow chart of HSPS algorithm 

Step 3. Fig. 3 explains the Hamming Selection algorithm in detail. For all the pruned 
data instances  is sorted according to | | with a higher value on top of the list. 
Then, for each available data instances  will be compared with its label set to each 
following label set using Hamming Distance calculation and it gives out a value de-
noted as h. A threshold parameter for our Hamming Distance value is denoted as z. 
This z parameter determines the likelihood of the compared label sets. For each avail-
able data instance  , if label set  is found to be more than p times h < z, then we 
select the data instances for common label set representation. For common label set 
representation, each selected label set is transformed with AND operation    ,  , . . .    to represent them. Label compari-
son operations will continue until there are no more available label sets for compari-
son for each available data instances , where label  is found to be more than p 
times of h < z. If there is no more available label sets to be compared, all the dupli-
cated common representation label sets in the last stage will be removed. These dupli-
cated label sets was created by AND operation.  

Step 4. The excluded data instances  from Step 2 will be considered in this step. 
The data instances label set  will be decomposed to individual , , …  
where ( ,  such that c > p. Then, these decomposed new examples , , , , … ,  will be added to D’. Note that all instances 
are assigned with the same  feature vector after the data transformation. 

Step 5. In this last step, a single-label representation is created from D’ and use a 
single-label learning method to train the dataset. In this way, the relationship between 
the label sets will be preserved.  
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Fig. 3. This is a detailed Hamming Selection Algorithm flow chart 

4.1 Ensembles of Hamming Selection Pruned Sets (EHSPS) 

HSPS method can detect the potential new label sets that PS method cannot detect. 
Moreover, HSPS can be introduced as a standalone learning method for the training 
datasets. However, as a standalone method, HSPS still has the limitation of not being 
able to create new label sets which have not been seen in the training data. This can 
create an issue when working with datasets where label set is not frequent and com-
plex. A method presented by Read [12] called Ensemble of Pruned Sets (EPS) can 
create new label sets combinations using probability distributions of the single-label 
classifier. As a result, combined learning of several classifiers forms an ensemble of 
HSPS. Ensemble method is similar to bagging approach but with one exception, its 
training set is without replacement. In our work, we use similar ensemble scheme 
such as Ensembles of Hamming Selection Pruned Sets (EHSPS) to compare with EPS 
method directly to reduce the complexity of experimental parameter settings. 

5 Experimental Evaluation 

In our experiment settings, we empirically set Hamming Distance parameter to   2 for all EHSPS experiments. WEKA3 is a collection of machine learning algo-
rithms and tools for data mining tasks. SMO is a WEKA implementation of John C. 
Platt's Sequential Minimal Optimization algorithm for training a support vector clas-
sifier using RBF kernels [22]. The single-label classifier SMO is used to train the 
transformed dataset. We extended our HSPS experiment development to the baseline 
                                                           
3  http://www.cs.waikato.ac.nz/ml/weka/ 
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system called MEKA4 by Read [12]. Default setting from MEKA ensemble setting is 
used for the each experiment with EPS and EHSPS. Default cross validation setting 
values in MEKA tool are used for our experiments. 

5.1 Evaluation Measures and Methodology 

Evaluation measure of multi-label classification is different to that used in single-label 
classification. A multi-label classification will create a label subset  as a clas-
sification for an instance . The label set ground truth is denoted as  for eval-
uation. Accuracy is defined as: 

 | | ∑ |   ||   || |  (1) 

In our evaluation we also considered the   evaluation.   is used as a 
standard evaluation metric by information retrieval tasks. Let’s denote D as classified 
multi-label dataset. If  is the precision and   is the recall of the predicted labels 

 from the ground truth  for each data instance , then   is expressed as: 

  | | ∑   | |  (2) 

5.2 Datasets 

MediaMill [8] dataset is created from the 2005 NIST TRECVID challenge5 dataset 
which included user annotated video data. The annotated dataset is organized into 101 
video semantic concepts such as Aircraft, Face, Explosion, Prisoner, and etc. The 
feature vector  are visual features extracted from [23]. 

Another dataset is Enron (is a sub set of the Enron e-mail corpus),6 which has la-
bels with a hierarchical relationship of categories created by the UC Berkeley Enron 
Email Analysis Project.7 We had included email corpus experiment’s results to dem-
onstrate general usage of our algorithm for multi-label classification tasks.  

6 Results 

In our experiment, our parameter settings on EPS and EHSPS are divided into seven 
different settings, A (p=2, n=1), B (p=2, n=3), C (p=3, n=2), D (p=3, n=3), E (p=3, 
n=4), F (p=4, n=3), G (p=4, n=4). Table 1 shows experimental results on MediaMill 
and Table 2 is our experiment results on Enron email dataset. Symbol + indicates 
positive improvement and symbol – indicates decrease of performance over baseline. 

In our experiment with the same  and  parameter settings for EPS and EHSPS, 
we discover that there is a significant increase up to 22.9% efficiency performance 
gains over the baseline in term of dataset building time with MediaMill dataset.  
We can observe similar improvement with Enron email dataset with 31.2% of effi-
ciency gains. The efficiency performance gains are acquired by the common label 
                                                           
4  http://meka.sourceforge.net/ 
5  http://www.science.uva.nl/research/mediamill/challenge/ 
6  http://www.cs.cmu.edu/~enron/ 
7  http://bailando.sims.berkeley.edu/enron_email.html 
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representation step which combines much of the label sets together and thus mini-
mized the total data instances count. Hence, the reduced data instances during the sub-
sampling step will contribute to the overall dataset building time reduction. Fig. 4(a) 
is the efficiency gains on MediaMill dataset. Our proposed method demonstrates gen-
eral application of our method to different type of datasets with consistent building 
time improvements over these datasets. 

  

 
 

Fig. 4. Bar charts above are experiment analysis for both EPS and EHSPS algorithm. Fig. 4(a) 
is the comparison with MediaMill dataset building time and Fig. 4(b) is the comparison of   with Enron dataset.  

  measurement indicates all the parameter settings for Enron dataset have a 
consistent positive gains over the baseline. On the other hand, the best experiment’s 
accuracy results is    = 0.52 for MediaMill dataset and   = 0.4968 for 
Enron dataset compared over the baseline. However, there are some minor precision 
value drops in MediaMill dataset measurement. The precision value drop is an  
expected outcome for our results. The reason is that for recall measurement can recog-
nizes a more general label sets representation rather than specific label recognition 
featured by precision measurement. Hence the common label set representation pro-
duced by EHSPS algorithm will predict a better result in a general metric such as recall 
measurement. Moreover,   is a combination for both precision and recall  
measurement, thus the minor precision value drop do not decrease the overall   results. In Fig. 4 bar chart the maximum   increment is up to 1.256% 
for MediaMill and 2.129% for Enron which are as expected. This is because the undis-
covered label set relationship is a small subset over the whole datasets. Therefore, the 
small accuracy gain is an expected outcome for the small subset relationship discovery.  

For our experiment design, we have limited options to compare our EHSPS algo-
rithm with other multi-label classification baseline methods (E.g. BR, PW and etc). 
The reason behind is that we cannot compare with those approaches with different 
parameter settings. Moreover, PS is having best performance against others multi-
label approaches as described by Read [12]. Therefore, we only use PS to compare 
with EHSPS because the parameter settings are the same with one additional of  
parameter that is specific to HSPS. Same parameters settings are used to prove our 
method provides performance gains over our baseline on a consistent basis. Further-
more, we had set   2 to all experiments to ensure integrity in our results. 
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We demonstrated that our novel HSPS algorithm has a better efficiency and accu-
racy performance gain over the baseline implementation. Our method can consistently 
outperform baseline system in various parameter settings. 

Table 1. The EHSPS experiment using Mediamill dataset comparing with state-of-the-art 
Ensemble Pruned Sets algorithm 
Algo-
rithm 

Parameters 
Settings Building Time Accuracy Precision Recall 

F1 
macro  

EPS  p=2,n=1 46345.909 0.3773 0.6357 0.4077 0.4967 
EPS p=2,n=3 46094.245 0.3815 0.649 0.4124 0.5043 
EPS p=3,n=2 24267.738 0.3818 0.6404 0.4165 0.0594 
EPS p=3,n=3 24253.719 0.3841 0.6544 0.4163 0.5089 
EPS p=3,n=4 28372.544 0.3806 0.6648 0.4113 0.5082 
EPS p=4,n=3 21813.294 0.3921 0.6519 0.4323 0.5198 
EPS p=4,n=4 24578.62 0.3831 0.6686 0.418 0.5144 
EHSPS p=2,n=1 46941.013- 

1.284% 
0.3767-
0.1716% 

0.6317-
0.6304% 

0.4081+ 
0.1182% 

0.4959- 
0.1756% 

EHSPS p=2,n=3 39917.204+ 
13.4009% 

0.3811-
0.1097% 

0.6432-
0.8959% 

0.4141+ 
0.4213% 

0.5038- 
0.0946% 

EHSPS p=3,n=2 24178.752+ 
0.3667% 

0.3813-
0.1196% 

0.6359-
0.6921% 

0.4177+ 
0.274% 

0.0602+ 
1.256% 

EHSPS p=3,n=3 18700.063+ 
22.8982% 

0.3842+ 
0.0188% 

0.6479-
0.988% 

0.4194+ 
0.7249% 

0.5092+ 
0.0519% 

EHSPS p=3,n=4 27186.6+ 
4.1799% 

0.3804-
0.0593% 

0.6597-
0.7674% 

0.4131+ 
0.4224% 

0.508- 
0.0358% 

EHSPS p=4,n=3 21317.416+
2.2733% 

0.3921-
0.0032% 

0.6464-
0.8384% 

0.4349+ 
0.6161% 

0.52+ 
0.031% 

EHSPS p=4,n=4 24953.479- 
1.5251% 

0.3827-
0.1055% 

0.6627-
0.8701% 

0.4197+ 
0.4004% 

0.5139- 
0.0922% 

Table 2. EHSPS algorithm with Enron email dataset and comparing with EPS algorithm 

Algo-
rithm 

Parameters 
Settings Building Time Accuracy Precision Recall F1 macro  

EPS  p=2,n=1 273.8820 0.3476 0.4850 0.4819 0.4835 
EPS p=2,n=3 213.6550 0.3483 0.4911 0.4829 0.4869 
EPS p=3,n=2 89.8590 0.3472 0.4904 0.4721 0.4811 
EPS p=3,n=3 139.9930 0.3478 0.4895 0.4804 0.4850 
EPS p=3,n=4 112.5450 0.3365 0.4866 0.4541 0.4698 
EPS p=4,n=3 67.1900 0.3435 0.4920 0.4673 0.4793 
EPS p=4,n=4 70.6090 0.3367 0.4922 0.4467 0.4684 
EHSPS p=2,n=1 188.488+ 

31.1791% 
0.3555+ 
2.2715% 

0.4886+ 
0.7469% 

0.4932+ 
2.3327% 

0.4909+ 
1.5361% 

EHSPS p=2,n=3 164.113+ 
23.1878% 

0.3567+ 
2.4014% 

0.4951+ 
0.8333% 

0.4985+ 
3.2389% 

0.4968+ 
2.032% 

EHSPS p=3,n=2 92.299- 
2.7154% 

0.3521+ 
1.4099% 

0.4937+ 
0.6852% 

0.48+ 
1.6563% 

0.4867+ 
1.1776% 

EHSPS p=3,n=3 98.631+ 
29.5458% 

0.3551+ 
2.0961% 

0.4922+ 
0.5451% 

0.4941+ 
2.8484% 

0.4932+ 
1.6945% 

EHSPS p=3,n=4 86.323+ 
23.2991% 

0.3437+ 
2.1339% 

0.4888+ 
0.4477% 

0.4702+ 
3.5522% 

0.4793+ 
2.0301% 

EHSPS p=4,n=3 47.355+ 
29.5208% 

0.3514+ 
2.2871% 

0.4935+ 
0.3042% 

0.4839+ 
3.5565% 

0.4886+ 
1.9464% 

EHSPS p=4,n=4 49.49+ 
29.9098% 

0.3437+ 
2.1024% 

0.4938+ 
0.3179% 

0.4638+ 
3.8293% 

0.4783+ 
2.1285% 
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7 Conclusion and Future Work 

In this paper, we had reviewed many current multi-label VSCC tasks in our literature 
review studies. Based on these literature findings, we had addressed these baseline 
approaches limitations. Therefore, we presented our novel HSPS algorithm which is 
has a better efficiency and accuracy performance gain over the baseline implementa-
tion. Our method is able to run on two real-world datasets in different domains such 
as MediaMill from multimedia and Enron from email and produced positive results. 
Our results show that HSPS algorithm will perform efficiently and accurately in many 
different parameter setting scenarios.  

There are many possible ways to further improve our algorithm. We are consider-
ing to implement a streaming experiment settings environment for our HSPS algo-
rithm because of our efficiency improvement over the baseline system. This is to 
show that HSPS algorithm can be implemented to streaming video dataset instead of 
keyframes based batch approach for VSCC. 
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Abstract. To build the service-oriented applications in a wireless sensor
network (WSN ), the workflow can be utilized to compose a set of atomic
services and execute the corresponding pre-designed processes. In gen-
eral, WSN applications rely closely on the sensor data which are usually
inaccurate or even incomplete in the resource-constrained WSN. Then,
the erroneous sensor data will affect the execution of atomic services and
furthermore the workflows, which form an important part in the bottom-
to-up dynamics of WSN applications. In order to alleviate this issue, it
is necessary to manage the workflow hierarchically. However, the hierar-
chical workflow management remains an open and challenging problem.
In this paper, by adopting the Bloom filter as an effective connection
between the sensor node layer and the upper application layer, a hier-
archical workflow management approach is proposed to ensure the QoS
of workflow-based WSN application . The case study and experimental
evaluations demonstrate the capability of the proposed approach.
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In the past decade, WSNs have been successfully used in various applications,
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(WSNs) [1] provide the capability of monitoring physical or environmental con-
ditions as well as sending the collected data to a base station. Recently, many
attempts have been devoted to utilize service-oriented architecture (SOA) [2] to
effectively support the loose-coupled WSN applications[3] [4]. The current WSN
paradigm mainly contains isolated networks that are often self-organized and
self-managed to provide services, while SOA exhibits its potentials in facilitat-
ing collaborations between distributed autonomous services in an open dynamic
environment, and realizing the interoperability between heterogenous WSN s.

Due to the strong data gathering capability and data-centric characteristic of
WSN, the number of atomic services is inevitably large. A simple adoption of
SOA into WSN may bring issues such as the waste of resources and the less
efficient service management. In order to alleviate this problem, one pioneering
work was proposed by Tong et al. [5], who designed a Reasoning-based Context-
aware Workflow management model named Recow, in which a rule-based rea-
soning module is responsible for extracting semantic information so that the
lower level sensor data will have a loose-coupled connection with the upper level
logic process. This model can significantly reduce the number of atomic services
and simplify the atomic service management. However, as the implementation of
workflow in WSN applications is hierarchical, any fault in atomic services and
sensor nodes will affect the execution of workflow. Hence, the effective workflow
management in WSN should consider both the atomic service aspect and the
sensor node aspect. This calls for an effective and efficient hierarchical workflow
management method. As a natural extension of Tong el al.’s work [5], this paper
will focus on the hierarchical management of dynamic workflows in WSN More
specifically, the following two challenges will be addressed in this paper:

– As WSNs are constrained in energy and computation resources, the data
gathered by sensors may be inaccurate because of energy exhaustion, device
fault or environment obstruction. However, as WSN applications closely rely
on sensor data, the inaccuracy in the lower level sensed data will affect the
correct execution of upper level atomic services, and further lead to QoS
deterioration in corresponding workflows. This is usually referred to as the
bottom-to-up dynamical characteristic [6] of WSN applications.

– In the hierarchical workflow management, the implementation details on the
lower level is transparent to the upper level. While most WSN applications
require low latency: Once the QoS deteriorates to an unacceptable threshold,
the management system should promptly locate and fix the problem.

For these challenges, we should develop a fast-responsing dynamic interaction
mechanism for workflow management in WSN in order to ensure the applica-
tion QoS. In this paper, we will introduce the Bloom filter into our workflow
management. Bloom filter is an efficient approach to represent a set of elements
in order to support the membership queries. Compared with other methods to
represent a set, such as the linked list method, Bloom filter is time and space
efficient, and this makes it an excellent choice to store the set of atomic services
in current running workflows and the set of sensor nodes in WSN. Through the



Hierarchical Workflow Management in Wireless Sensor Network 603

flexible interaction between hierarchical Bloom filters at each level of workflow
management, an efficient hierarchical workflow management in WSN can be
achieved.

The rest of the paper is organized as follows. Sec. 2 discusses the related work,
followed by the proposed approach in Section 3. Section 4 presents experiment
results that illustrate the benefits of the proposed scheme. Section 5 concludes
the paper.

2 Preliminaries and Related Work

2.1 Preliminaries

Bloom Filter. Bloom filter (BF ) [7], is a hashing-based data structure that
succinctly represents a set of elements to support membership queries. Due to its
temporal and spatial efficiency, Bloom filter can be utilized in our framework.
We will exploit two types of Bloom filter, i.e. the standard Bloom filter for
the membership query on the node level to save space cost, and the counting
Bloom filter for the membership query and manipulation on the service level to
guarantee the accuracy.

Standard Bloom Filter. It initializes a bit array of m bits with 0 and uses
k independent hash functions to hash an element into k of m array positions.
In this paper, we regard each sensor node’s attribute (represented as A) as an
element to be inserted into the bit array. Ai will be hashed by k hash functions
and get array positions h1(Ai), h2(Ai) · · · , hk(Ai). Then the corresponding
positions in the bit array will be set to 1. Here, one position can be set to 1
multiple times, but only the first change takes effect. To check if A′

i is in the bit
array, we can check if all the positions h1(A

′
i), h2(A

′
i) · · · , hk(A′

i) are set to 1.
If yes, then A′

i belongs to the bit array.

Counting Bloom Filter. One key problem in BF is that we cannot perform the
deletion operation which reverses the insertion process. If we set corresponding
bits to 0, we may be setting a location to 0 that is hashed to by other elements in
the set. In this case, the Bloom filter can no longer correctly reflect all elements in
the set. To avoid this problem, Fan et al. [8] introduced the counting Bloom filter
(CBF ), whose entry is a counter rather than a bit. When an item is inserted, the
corresponding counter increases by 1; when an item is deleted, the corresponding
counter decreases by 1.

Hierarchical Workflow. In WSN, sensor data are usually the input of the
atomic services. Based on these atomic services, workflows can be built to im-
plementWSN applications according to requirements. Tong et al. [5] developed a
hierarchical framework for workflow management in WSN, which contains three
levels: the workflow level, the semantic service level and the node level.

– Workflow level is the direct level to accomplish concrete WSN applications.
It is responsible for monitoring the workflows’ state and ensuring the correct
execution of running workflows.
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– Semantic service level is the middle level which is responsible for getting sen-
sor data from the base station and further as components to build workflows.
The QoS of atomic services can be changing in real world, which makes it
hard to guarantee the workflow QoS. Hence, some managements should be
done on this level through re-composing or replacing abnormal services.

– Node level contains a large set of sensor nodes for sensing the surrounding
environment and transmitting data to the base station. Due to WSN appli-
cations closely rely on the quality of sensor data, management on the node
level also plays an important role in workflow management.

In order to implement the effective execution of workflows, the management on
all these three levels is necessary, and this calls for a mechanism to realize the
interaction among the three levels, which is proposed in Sec. 3.

2.2 Related Work

Workflow technique has been successfully applied to automate complex busi-
ness processes. In the execution process of workflow, there exist some problems,
which can be roughly generalized as the functional problem (e.g. the execution
exceptions) and the non-functional problem (e.g. the QoS deterioration), which
has attracted significant research efforts. Kammer et al. [9] argued that workflow
should be dynamically adaptive to the changing contexts so that it will not affect
the ongoing execution of underlying workflow. Ardissano et al. [10] proposed the
abstract workflow which is composed by abstract services, which is associated
with a set of concrete atomic services which are different in QoS attributes.
When workflow is running, one concrete atomic service will be chosen in order
to meet required characteristics. Patel et al. [11] proposed a QoS -oriented frame-
work, called WebQ, to perform the refinement of existing services. It utilized a
monitoring module to dynamically monitor the associated QoS parameters, and
QoS deteriorating will trigger some pre-defined rules that force the de-selection
of problematic services and re-selection of new set of best services to meet
the QoS requirements. Cardoso et al. [12] utilized simulation analysis to tune
the QoS metrics of workflows. When the need to adapt a workflow is detected,
the possible effects of adaptation can be explored with simulation.

One common observation in existing work is that the performance of QoS -
oriented dynamic workflow solutions closely relies on their special application
characteristics. Hence, follow the dynamic workflow research [9][10][11], our work
will focus on the adaptation of workflow which aims to resolve the QoS deterio-
ration in WSN. In addition, existing work mainly focus on service-level adaption
to realize the dynamic workflow management. However, in WSN, the workflow
QoS deterioration may also come from sensor node level, i.e. the physic level.
Several work has argued that the node level should be considered in the work-
flow management. Nan Hua et al. [13] presented an active QoS infrastructure
of WSN, named QISM, which is based on service-oriented middleware. Through
the feedback and negotiation between application and sensor node network, the
QoS can be guaranteed in a better way. Anastasi et al. [14] also presented a
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service-oriented, flexible and adaptable middleware (SensorMW ). Through the
co-operation among different components, SensorMW allows applications to
configure the WSN according to the QoS requirements. Hence, a bottom-to-
up workflow management becomes natural and necessary in this context.

Our work further extend the bottom-to-up hierarchical workflow manage-
ment [14]. Existing work only implement the workflowmanagement at the atomic
service level [5], but it fails to resolve the problem fundamentally as the problem
may coming from the node level. Hence, we should manage the workflow hier-
archically. However, how to make effective interaction among different levels for
dynamic workflow management in WSN remains an open and challenging issue,
which is also the research objective of this paper. More specifically, we will firstly
exploit the Bloom filter technique to build an efficient interaction mechanism for
QoS guarantee on different levels. Then based on this interaction mechanism,
the Bloom filter-based hierarchical workflow management approach in WSN is
developed.

3 Bloom Filter-Based Workflow Management Approach

3.1 Hierarchical Workflow Model

In the work [5], we adopted a reasoning-based approach to construct semantic
services. Each network entity (see Fig. 1 (a)) is defined and implemented in the
three levels described in Sec. 2. On the node level, the base station is assumed to
be with enough energy and computation capability, so it can be used as the sink
node to connect with external network. In addition, common nodes are grouped
into clusters and regions. Region covers several clusters while cluster covers some
sensor nodes that are only one-hop away from the cluster head. Normally, the
cluster heads can be determined by LEACH-C [15], while the cluster head with
the highest residual energy can be selected as the region head.

In this paper, we utilize Bloom filter to build a hierarchical workflow manage-
ment model, as shown in Fig. 1 (b). Our model mainly consists of the Node-level
BF, the Service-level CBF, the QoS Monitoring, the GAI and the Interaction
Module. The right part out of the dashed box in Fig. 1 (b) represents the ba-
sic workflow implementation process. When the workflow engine constructs a
workflow, all the atomic services involved in the workflow will be inserted into
the service-level CBF. As one atomic service may be involved in more than one
workflow, so repeated insertion is supported by increasing the corresponding
counter upon each insertion. On the node level of WSN, sensor nodes with the
same sensing task in the same sensing region will be activated in turn in order
to minimize the energy consumption. Hence, when a sensor node is activated, it
will take turns be inserted into the Bloom filter arrays stored by its cluster head
and region head. We use Ri

BF to represent the i-th region head ’s Bloom filter

array, and Ci,jBF to represent the i-th region head ’s j -th cluster head ’s Bloom
filter array. Then, the node-level BF is hierarchical as shown in Fig. 2.

When the deterioration of workflow QoS is monitored, the interaction module
will be invoked. Through the interaction among the interaction module, the QoS
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Fig. 1. (a)Network Entities in Three Levels; (b)Bloom filter-based Hierarchical Work-
flow Model

Fig. 2. Hierarchical Node-level BF

monitoring, the service-level CBF and the node-level BF, an efficient workflow
management can be achieved.

3.2 The Interaction Mechanism

In this section, we will describe how the interaction module will cooperate with
other modules to realize efficient workflow management.

Input/Output. As mentioned above, the service-level CBF maintains the set
of current atomic services. Due to the implementation of CBF is based on the
hash function, we assign each atomic service with a unique ID AS.id, which can
be hashed and inserted into the service-level CBF.

Moreover, the node-level BF aims to manage the set of activated sensor nodes
in WSN. While most sensor nodes could be integrated with more than one
sensing units and can sense several different types of data. For a sensor node
which senses temperature, humidity and lighting data, we can represent it as
Devi = {attr1, attr2, attr3}, in which Devi.attr1 = “Temperature”, Devi.attr2
= “Humidity”, Devi.attr3 = “Lighting”. The individual attribute will be repre-
sented in type string and can be inserted into the node-level BF.
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The QoS monitoring module is responsible for receiving the trigger command
from the interaction module, as well as activate the monitoring process to find all
workflows with low QoS. The output of the QoS monitoring module is a workflow
list, denoted as Wlist = {Wa,Wb, · · ·Wn}, in which Wa={ASa, ASb, ASc, · · ·},
Wb={ASb, ASc, ASf , · · ·}, · · ·. As we can see, the same element can be contained
in more than one workflow. For example, the element ASb and ASc belong to
both Wa and Wb.

Operation. There are four types of operations in the workflow management
model as follows.

– Insert(CBF, ASi.id): insert ASi.id into the service-level CBF.
– Delete(CBF, ASi.id): delete ASi.id from the service-level CBF.
– Query(CBF, ASi.id): check whether ASi.id is the member of service-level

CBF.
– T rigger(QoS): a command to trigger the QoS monitoring module.

In the node-level BF, we define two types of operations, i.e. Insert(BF,
Devi.attrj) and Query(BF,Devi.attrj), where Devi.attrj means the j -th at-
tribute of Devi. In addition, the return value for Insert, Delete and Query are
from the set of {0, 1}, where 0 means that Insert and Delete are successful and
Query is true. The return value for T rigger will be a workflow list as mentioned
above.

GAI. In order to realize the interaction between the service-level CBF and the
node-level BF, we need a unified scheme. As the output from the service-level
CBF is a set of atomic services, while the input of node-level BF is the at-
tribute of sensor node. Hence, we will add an attribute label for each atomic
service, denoted as ASi.attrj , which means the j -th attribute of the atomic
service ASi. This attribute is related with node’s attribute. Hence, we can
do Query(BF, ASi.attrj) on the node-level BF. Obviously, we must utilize a
GAI (Global Attribute Information) to define the unified representation between
Dev.attr and AS.attr.

Process. The interaction module is responsible for the interaction process
among all the modules to guarantee workflow QoS, as shown in Fig. 3.

Here, QoS attributes mainly come from the QoS monitoring module periodi-
cally [12] or users’ feedback. When a workflow QoS deterioration occurs, there
must be some services in this workflow have low QoS. While, these low QoS ser-
vices may be also included in other workflows. Hence, interaction module sends
T rigger(QoS) to the QoS monitoring module to collect all the workflows with
low QoS, represented as Wlist. Due to the service-level CBF maintains only the
set of activated services involved in running workflows, interaction module will
do Delete(CBF, ASa.id), Delete(CBF, ASb.id), · · · to the service-level CBF to
delete all the atomic services in Wlist from the service-level CBF. Next, based
on Wlist, the interaction module can get the union of all the required workflows
as: PPSlist = Wa ∩Wb ∩ · · ·Wn = {ASb, ASc, · · ·}.
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After this process, there may be only one element in PPSlist. In this case, we
will go through to node-level BF process directly; if PPSlist = Ø, all the atomic
services consisted in Wlist will be inserted into PPSlist, and the interaction
module will do Query(CBF, PPS1.id), Query(CBF, PPS2.id), · · · to the
service-level CBF to find if it is the member of the service-level CBF. If not,
then abnormal services found, represent as PSlist.

Then the attributes of abnormal services will be retrieved and as the input
elements to do Query(BF, PSi.attrj) in node-level BF. Due to the hierarchical
characteristic of node-level BF, the membership query will be executed in a
stepwise manner. If the returned value from a certain region head is 0, we believe
that the data is gathered from this region. Furthermore, we do membership query
to each cluster head consisted in this region. Similarly, if the returned value from
a certain cluster is 0, we believe that the data is gathered from this cluster. Due
to the cluster head is one-hop to its member sensor nodes, we finally locate
the specific malfunctional sensor nodes. Finally, this problem will be reported
to WSN manager to trigger the corresponding repairing processes to provide
QoS -ensured workflows again.

Fig. 3. Interaction Process

4 Experimental Evaluation

In this section, we will illustrate the process of our approach through a case
study. Furthermore, an experiment will be carried out to show the time and
space efficiency of the proposed approach.

4.1 Case Study

Suppose the node-level BF is given, as shown in Fig. 2. We first assign an array
CBF [m], with an appropriate sizem = n·lg(1/E)·lge, in which n means the total
number of atomic services that will be inserted into CBF [m], and e is the natural
number. In order to support WSN applications, four activated workflows: W1

(AS2 → AS3 → AS5), W2 (AS1 → AS3), W3 (AS2 → AS4 → AS5) and W4

(AS1 → AS2 → AS4) are built. Initially, the atomic services involved in these
four workflows will be inserted into CBF [m], as shown in Fig. 4 (a).
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After a period of time, deterioration in the workflow QoS may be from uses’
feedback. Then, a QoS monitoring process should be invoked to get the abnormal
workflow list: Wlist = {W3,W4}. As the service-level CBF maintain the set
of current activated atomic services, the atomic services in W3 and W4 (i.e.
AS1, AS2, AS4 and AS5) will be deleted from CBF [m] as shown in Fig. 4 (b).
Next, we will union W3 and W4 and get possible abnormal services PPSlist =
W3∩W4 = {AS2, AS4}. As the size of PPSlist is 2, we continue to do membership
query on the service-level CBF. As shown in Fig. 4 (b), we can find that AS3

hashed positions are CBF [0] = 2, CBF [3] = 2 and CBF [8] = 3 while AS4 hashed
positions are CBF [5] = 1, CBF [10] = 0 and CBF [12] = 0. Obviously, AS4 is not
the member of service-level CBF. Hence, we believe that AS4 will have low QoS.
Furthermore, we get the AS4.attr = “temperature” and do membership query
to node-level BF in a stepwise manner. As we can see in Fig. 2, “temperature”
is the member of region head 1 and cluster head 1 respectively. Therefore, we
finally get the results that there exists some problem in cluster 1.

Fig. 4. (a)Initial CBF-based Storage; (b)CBF-based Storage After Deletion

4.2 Performance Evaluation

For the interaction between the workflow level and the service level, one alterna-
tive method is through the linked list. Hence, we carry out experiments to inves-
tigate the performance of our approach compared with linked list-implemented
approach, and the following notations are used:

– k: the number of hash functions in Bloom filter,
– nw: the number of current activated workflows in WSN,
– ni: the number of atomic services in i-th workflows,
– npps: the number of possible abnormal service list PPSlist,
– ns: the total number of services,
– m: the array size of CBF,
– E: the false positive probability.

Cost Analysis. We assume that the PPSlist is given. In the linked
list-implemented approach, we could use these npps services to do membership
query, and the query operation numbers in the worst case is O{npps ·

∑nw

i=1 ni}.
While in our approach, we only need do k hashes for each service in PPSlist. So,
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the number of operations of our approach is O{npps · k}, which is more efficient
than the linked list-implemented approach.

For the space complexity, we suppose that there are 1, 000 activated atomic
services. In the linked list-implemented approach, if we represent the atomic
service ID as an int integer, we should assign 16 bits for each ID. Assuming
that each atomic service is reused on average at 6 times, then we can calculate
the total space usage is 1,000 ·6 ·16bits = 96,000bits. In our approach, we expect
the false positive E is 0.01, so we should assign a Bloom filter array with the
number is 1, 000 · lg(1/E) · lge .

= 9, 600. In CBF, we should also maintain a
counter at each entry. Analysis from [8] reveals that 4 bits per counter should
be adequate for most applications. Considering of the reuse rate of services is
6, so we assign each array position 5 bits. Therefore, the total space usage is
9,600 ·5 = 48,000bits. We can see that our approach can save up to 50% in space
cost. The detail comparison is shown in Fig. 5 (a). As we can see, the space cost
in the linked list-implemented approach is larger than in our approach. To be
noted that in the linked list-implemented approach, when the number of services
is smaller than 30,000, each service ID can be assigned only with 16 bits; while
when the number of services is larger than 35,000, each service ID should be
assigned with 32 bits.

Empirical Results. Before the experiments, we should determine the param-
eters. Bloom filter is a probabilistic data structure for membership query. When
querying an element, the element should be hashed and get k array positions.
Sometimes, all the k array positions may have by chance been set to 1 during
the insertion of other elements. So, false positives are possible.

Assume that a hash function will select each array position with equal proba-
bility, then after all ns elements are inserted into the Bloom filter, the probability
that a specific bit is 0 is p = (1−1/m)kns . The probability of a false positive for
an element not in the set is E = (1− (1− 1/m)kns)k

.
= (1− e−kns/m)k. Through

mathematical analysis, we can find that E is minimum when k = (m/ns) ln 2.
We replace k with (m/ns) ln 2 and get E = (1 − e−((m/ns) ln 2)ns/m)(m/ns) ln 2.
Then we have m = nslg(1/E) · lge, where e is the natural number.

Here, we assume that there are totally 100, 000 atomic services in our work-
flow management system. In the linked list-implemented approach, we can use
long int type to represent a service ID. While, in our approach, we require that
E is 0.01 and set m = nlg(1/E) · lge .

= 960, 000, k = (m/n) ln 2
.
= 7. When con-

structing workflows, we assume it will follows the Zipf [16] distribution. Because
one service may exist in more than one workflow, we assume that the maximum
reuse rate is 6. We construct 10, 000, 20, 000, · · ·, 50, 000 workflows respectively,
compute the PPSlist by assuming a service is in problem and then analyze the
time consumed to find the abnormal services. The experiments repeat five times
with different PPSlist and the results are as follows. As we can see in Fig. 5 (b),
our approach improves the time consumption by two orders of magnitude than
the linked list-implemented approach. Furthermore, the time cost in the linked
list-implemented approach increases with the workflow scale while the proposed
approach is almost remaining unvaried.
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(a) Space Efficiency Compari-
son

(b) Time Efficiency Comparison

Fig. 5. Time and Space Efficiency Comparison

5 Conclusions

In this paper, we propose a Bloom filter-based workflow management approach,
in which both the CBF and the BF are utilized on the service level and the
node level respectively. Through a series of Insert or Delete operations, CBF
and BF maintains the set of correctly running atomic services and activated
sensor nodes. Then, we develop a workflow management model consisted of the
Service-level CBF, the Node-level BF, the QoS Monitoring, the GAI and the
Interaction Module. Through the interaction among above modules, more effec-
tive and efficient workflow management in WSN can be achieved. Compared
with the simple linked list-implemented approach, our approach is much more
efficient in space and time. Furthermore, our future work will continue to focus
on the node-level management, namely after finding the abnormal sensor nodes,
identifying which action should be done to guarantee the workflow QoS again.
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Abstract. In this paper, the authors present a multimodal biometric system us-
ing face and fingerprint features with the incorporation of Zernike Moment 
(ZM) and Radial Basis Function (RBF) Neural Network for personal authenti-
cation. It has been proven that face authentication is fast but not reliable while 
fingerprint authentication is reliable but inefficient in database retrieval. With 
regard to this fact, our proposed system has been developed in such a way that 
it can overcome the limitations of those uni-modal biometric systems and can 
tolerate local variations in the face or fingerprint image of an individual. The 
experimental results demonstrate that our proposed method can assure a higher 
level of forge resistance in comparison to that of the systems with single biome-
tric traits. 

Keywords: Biometrics, Personal Authentication, Fingerprint, Face, Zernike 
Moment, Radial Basis Function. 

1 Introduction 

Biometrics refers to automatic identification of a person based on his physiological  
or behavioral characteristics [1],[2]. Thus, it is inherently more reliable and more 
capable in differentiating between an authorized person and a fraudulent imposter [3]. 
Biometric-based personal authentication systems have gained intensive research in-
terest for the fact that compared to the traditional systems using passwords, pin num-
bers, key cards and smart cards [4] they are considered more secure and convenient 
since they can’t be borrowed, stolen or even forgotten. Currently, there are different 
biometric techniques that are either widely-used or under development, including 
face, facial thermo-grams, fingerprint, hand geometry, hand vein, iris, retinal pattern, 
signature, and voice-print (figure.1) [3], [5]. Each of these biometric techniques  
has its own advantages and disadvantages and hence is admissible, depending on the 
application domain. However, a proper biometric system to be used in a particular 
application should possess the following distinguishing traits: uniqueness, stability, 
collectability, performance, acceptability and forge resistance [6].  



614 T.B. Long, L.H. Thai, and T. Hanh 

 
Fig. 1. Examples of biometric characteristic 

Most biometric systems that are currently in use employ a single biometric trait; 
such systems are called uni-biometric systems. Despite their considerable advances in 
recent years, there are still challenges that negatively influence their resulting perfor-
mance, such as noisy data, restricted degree of freedom, intra-class variability, non-
universality, spoof attack and unacceptable error rates. Some of these restrictions can 
be lifted by multi-biometric systems [7] which utilize more than one physiological or 
behavioral characteristic for enrollment and verification/ identification, such as differ-
ent sensors, multiple samples of the same biometrics, different feature representations, 
or multi-modalities. These systems can remove some of the drawbacks of the uni-
biometric systems by grouping the multiple sources of information [8]. In this paper, 
multi-modalities are focused. 

Multimodal biometrics systems are gaining acceptance among designers and prac-
titioners due to (i) their performance superiority over uni-modal systems, and (ii) the 
admissible and satisfactory improvement of their system speed. Hence, it is hypothe-
sized that our employment of multiple modalities (face and fingerprint) can conquer 
the limitations of the single modality- based techniques. Under some hypotheses, the 
combination scheme has proven to be superior in terms of accuracy; nevertheless, 
practically some precautions need to be taken as Ross and Jain [7] put that Multimod-
al Biometrics has various levels of fusion, namely sensor level, feature level, match-
ing score level and decision level, among which [8] fusion at the feature level is 
usually difficult. One of the reasons for it is that different biometrics, especially in the 
multi-modality case, would have different feature representations and different simi-
larity measures. In this paper, we proposed a method using face and fingerprint traits 
with feature level fusion. Our work aims at investigating how to combine the features 
extracted from different modalities, and constructing templates from the combined 
features. To achieve these aims, Zernike Moment (ZM)[9] was used to extract both 
face and fingerprint features. First, the basis functions of Zernike moment (ZM) were 
defined on a unit circle. Namely, the moment was computed in a circular domain. 
This moment is widely-used because its magnitudes are invariant to image rotation, 
scaling and noise, thus making the feature level fusion of face and fingerprints  
possible. Then, the authentication was carried out by Radial Basis Function (RBF) 
network, based on the fused features. 

The remainder of the paper is organized as follows: section 2 describes the metho-
dology; section 3 reports and discusses the experimental results, and section 4 
presents the conclusion.  
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2 Methodology 

Our face and fingerprint authentication system is composed of two phases which are 
enrollment and verification. Both phases consist of preprocessing for face and finger-
print images, extracting the feature vectors invariant with ZMI, fusing at feature level, 
and classifying with RBF. (Figure 2) 

 

Fig. 2. The chart for face and fingerprint authentication system 

2.1 Preprocessing 

The purpose of the pre-processing module is to reduce or to eliminate some of the 
image variations for illumination. In this stage, the image had been preprocessed be-
fore the feature extraction. Our multimodal authentication system used histogram 
equalization, wavelet transform [10] to preprocess the image normalization, noise 
elimination, illumination normalization etc., and different features were extracted 
from the derived image normalization (feature domain) in parallel structure with the 
use of Zernike Moment (ZM). 

Wavelet transform [10] is a representation of a signal in terms of a set of basic 
functions, obtained by dilation and translation of a basis wavelet. Since wavelets are 
short-time oscillatory functions with finite support length (limited duration both in 
time and frequency), they are localized in both time (spatial) and frequency domains. 
The joint spatial-frequency resolution obtained by wavelet transform makes it a good 
candidate for the extraction of details as well as approximations of images. In the two-
band multi-resolution wavelet transform, signals can be expressed by wavelet and 
scaling basis functions at different scale, in a hierarchical manner. (Figure.3)  

 

Fig. 3. Block diagram of normalization f x ∑ a , , x ∑ ∑ d , ψ , x                   (1) 
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,  are scaling functions at scale j and ψ ,  are wavelet functions at scale j. a ,  , d ,  
are scaling coefficients and wavelet coefficients. 

After the application of wavelet transform, the derived image was decomposed into 
several frequency components in multi-resolution. Using different wavelet filter sets 
and/or different number of transform-levels will bring about different decomposition 
results. Since selecting wavelets is not the focus of this paper, we randomly chose 1-
level db10 wavelets in our experiments. However, any wavelet-filters can be used in 
our proposed method. 

2.2 Feature Extraction with Zernike Moment 

The purpose of feature extraction is to extract the feature vectors or information 
which represents the image. To do it, Zernike Moment (ZM) was used. Zernike mo-
ment (ZM) used for face and fingerprint recognition in our work is based on the glob-
al information. This approach, also known as statistical method [11], or moment- and 
model- based approach [12][13], extracts the relevant information in an image. In 
order to design a good face and fingerprint authentication system, the choice of fea-
ture extractor is very crucial. The chosen feature vectors should contain the most per-
tinent information about the face and the fingerprint to be recognized. In our system, 
different feature domains were extracted from the derived images in parallel structure. 
In this way, more characteristics of face and fingerprint images for authentication 
were obtained. Among them, two different feature domains- ZM for Face and ZM for 
fingerprint - were selected.  

Given a 2D image function f(x, y), it can be transformed from Cartesian coordinate 
to polar coordinate f(r, θ), where r and θ denote radius and azimuth respectively. The 
following formulae transform from Cartesian coordinate to polar coordinate, r x y ,                                  (2) 

and θ arctan                                                              (3) 

Image is defined on the unit circle that r ≤ 1, and can be expanded with respect to the 
basic functions V r, θ . 

For an image f x, y , it is first transformed into the polar coordinates and denoted 
by f r, θ . The Zernike moment with order n and repetition m is defined as 

 M V r, θ f r, θ rdrdθ                  (4) 

Where * denotes complex conjugate, n = 0, 1, 2. . . ∞, m is an integer subject to the 
constraint that n - |m| is nonnegative and even. V r, θ is the Zernike polynomial, 
and it is defined over the unit disk as follows 

 V r, θ R r e                          (5) 
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With the radial polynomial  R r  defined as 

 R r ∑ !! | | ! | | !| |
                         (6) 

The kernels of ZMs are orthogonal so that any image can be represented in terms of 
the complex ZMs. Given all ZMs of an image, it can be reconstructed as follows. 

 , ∑ ∑ ,                   (7) 

The defined features of Zernike moments themselves are only invariant to rotation. To 
achieve scale and translation invariance, the image needs to be normalized first by 
using the regular Zernike moments. 

The translation invariance is achieved by translating the original image ,     ,  , where  ⁄   ⁄ . 
In other words, the original image’s center is moved to the centroid before the Zer-

nike moment’s calculation. Scale invariance is achieved by enlarging or reducing 
each shape so that the image’s 0th regular moment  equals to a predetermined 
value β. For a binary image, m00 equals to the total number of shape pixels in the im-
age, for a scaled image f(α x, α y), its regular moments   ,  is 
the regular moments of f(x,y). 

Since the objective is to make  , we can let ⁄  . By substituting ⁄       , we can obtain   . 
The fundamental feature of the Zernike moments is their rotational invariance. If 

f(x,y) is rotated by an angle α , then we can obtain that the Zernike moment Znm of the 
rotated image is given by                              (8) 

Thus, the magnitudes of the Zernike moments can be used as rotationally invariant 
image features. 

2.3 ZM-Based Features 

It is known from the experiments that ZM performs better than other moments (e.g. 
Tchebichef moment [14], Krawtchouk moment [15]) do. In practice, when the orders 
of ZM exceed a certain value, the quality of the reconstructed image degrades quickly  
 

 

Fig. 4. Example of ZM for feature extraction with face and fingerprint 
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Table 1. The first 10 order Zernike moments 

Order Dimensionality Zernike moments 
0 1 M00

1 2 M11

2 4 M20, M22 
3 6 M31, M33

4 9 M40, M42, M44 
5 12 M51, M53, M55 
6 16 M60, M62, M64, M66

7 20 M71, M73, M75, M77 
8 25 M80, M82, M84, M86, M88 
9 30 M91, M93, M95, M97, M99 
10 36 M10 0, M10 2, M10 4, M10 6, M10 8, M10 10 

 
because of the numerical instability problem inherent with ZM. From the noted prob-
lem, we decided to choose the first 10 orders of ZM with 36 feature vector elements. 
In this way, ZM can perform better. (Table 1) 

Fingerprint Feature Extraction 
In the paper, the fingerprint image was first enhanced by means of histogram equali-
zation, wavelet transform, and then features were extracted by Zernike Moments inva-
riant (ZMI) that was used as feature descriptor so that each feature vector extracted 
from each image normalization can represent the fingerprint. And to obtain a feature 
vector, that is, F(1) = (z1, . . . .,zk), where zk is feature vector elements 1 ≤ k ≤ 36, let 
the feature for the i-th user be Fi

(1) = (z1, ..., zk). (Figure.4) 

Face Feature Extraction 
To generate feature vector of size n, first the given face image was normalized by 
histogram equalization, wavelet transform, and then computed by the Zernike mo-
ment. Let the result be the vector F(2)  = (v1,. . . vn). Similar to the extraction of fin-
gerprint features, where vn is feature vector elements 1 ≤ n ≤ 36, let the feature for the 
i-th user is Fi

(2) = (v1, ..., vn).(Figure.4) 

Feature Combination 
After the generation of the features from both fingerprint and the face image of the same 
person (say, the i-th user), it is possible to combine the two vectors Fi

(1) and Fi
(2) into 

one, with the total number of n+k component. That is, the feature vector for the i-th user 
is Fi = (u1, . . . , un+k), where feature vector elements 1 ≤ n+k ≤ 72 are combined.  

2.4 Classification 

In this paper, an RBF neural network was used as a classifier in a face and fingerprint 
recognition system in which the inputs to the neural network are the feature vectors de-
rived from the proposed feature extraction technique described in the previous section. 
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RBF Neural Network Description 
RBF neural network (RBFNN)[16][17] is a universal approximator that is of the best 
approximation property and has very fast learning speed thanks to locally- tuned neu-
rons (Park and Wsandberg, 1991; Girosi and Poggio, 1990; Huang, 1999a; Huang, 
1999b). Hence, RBFNNs have been widely used for function approximation and pat-
tern recognition. 

A RBFNN can be considered as a mapping: . Let P be the input vec-
tor, and C  1 i u  be the prototype of the input vectors, then the output of 
each RBF unit can be written as: R P R P C       i 1, . . . . , u                      (9) 

where || . || indicates the Euclidean norm on the input space. Usually, the Gaussian 
function is preferred among all possible radial basis function due to the fact that it is 
factorable. Hence, R P exp P C

                             (10) 

where σ  is the width of the ith RBF unit. The jth output y P  of a RBFNN is y P ∑ R P w j, i                          (11) 

where w(j,i) is the weight of the jth receptive field to the jth output. 
In our experiments, the weight w(j,i), the hidden center Ci and the shape parameter 

of Gaussian kernel function σ  were all adjusted in accordance with a hybrid learning 
algorithm combining the gradient paradigm with the linear least square (LLS)[18] 
paradigm. 

System Architecture of the Proposed RBFNN 
In order to design a classifier based on RBF neural network, we set a fixed number of 
input nodes in the input layer of the network. This number is equal to that of the com-
bined feature vector elements. Also, the number of nodes in the output layer was set 
to be equal to that of the image classes, equivalent to 8 combined fingerprint and fa-
cial images. The RBF units were selected equal to the set number of the input nodes 
in the input layer. 

For a neural network: feature vector elements of ZM, equal to 72, correspond to 72 
input nodes of input layer. Our chosen number of RBF units of hidden layer is 72, and 
the number of nodes in the output layer is 8. 

3 Experimental Results 

3.1 Database of the Experiment 

Our experiment was conducted on the public domain fingerprint images dataset DB4 
FVC2004 [19], ORL face database [20].  
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Fig. 5. Captured sample fingerprint images from FVC 2004 database 

 

Fig. 6. Sample face images from ORL face database 

In DB4 FVC2004 database, the size of each fingerprint image is 288x384 pixels, 
and its resolution is 500 dpi. FVC2004 DB4 has 800 fingerprints of 100 fingers (8 
images of each finger). Some sample fingerprint images used in the experimentation 
were depicted by Figure.5.  

ORL face database is comprised of 400 images of 40 persons with variations in fa-
cial expressions (e.g. open/close eyes, smiling/non-smiling), and facial details (e.g. 
with wearing glasses/without wearing glasses). All the images were taken on a dark 
background with a 92 x 112 pixels resolution. Figure.6 shows an individual’s sample 
images from the ORL database. 

With the assumption that certain face images in ORL and fingerprint images in 
FVC belong to an individual, in our experiment, we used 320 face images (8 images 
from each of 40 individuals) in ORL face database, and 320 fingerprint images (8 
images from each of 40 individuals ) in FVC fingerprint database. Combining those 
images in pairs, we had our own database of 320 double images from 40 different 
individual, 8 images from each one that we named ORL-FVC database. 

3.2 Evaluation 

In this section, the capabilities of the proposed ZM-RBFN approach in multimodal 
authentication are demonstrated. A sample of the proposed system with two different  
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feature domains and of the RBF neural network was developed. In this example, con-
cerning the ZM, all moments from the first 10 orders were considered as feature  
vectors, and the number of combined feature vector elements for these domains is 72. 
The proposed method was evaluated in terms of its recognition performance with the 
use of ORL-FVC database. Five images of each of 40 individuals in the database were 
randomly selected as training samples while the remaining samples without overlap-
ping were used as test data. Consequently, we have 200 training images and 120 test-
ing images for RBF neural network for each trial. Since the number of the ORL-FVC 
database is limited, we had performed the trial over 3 times to get the average authen-
tication rate. Our achieved authentication rate is 96.55% (Table 2). 

Table 2. Recognition rate of our proposed method 

Test Rate 
1 97.25% 
2 95.98% 
3 96.43% 

Mean 96.55% 
 
In our paper, the effectiveness of the proposed method was compared with that of 

the mono-modal traits, typically human face recognition systems [21], and fingerprint 
recognition systems [22], of which the ZM has first 10 orders with 36 feature ele-
ments. From the comparative results of MMT shown in Table 3, it can be seen that 
the recognition rate of our multimodal system is much better than that of any other 
individual recognition, and that although the output of individual recognition may 
agree or conflict with each other, our system still searches for a maximum degree of 
agreement between the conflicting supports of the face pattern. 

Table 3. The FAR,FRR and Accuracy values obtained from the monomodal traits 

Trait FRR(%) FAR(%) Accuracy 
Face[21] 13.47 11.52 73.20 
Fingerprint[22] 7.151 7.108 92.892 
 
Also in our work, we conducted separated experiments on the technique of face, 

fingerprint, fusion at matching score and feature level. The comparison between the 
achieved accuracy of our proposed technique with that of each mentioned technique 
has indicated its striking usefulness and utility. (See in figure.7). 

For the recognition performance evaluation, a False Acceptance Rate (FAR) and a 
False Rejection Rate (FRR) test were performed. These two measurements yield 
another performance measure, namely Total Success Rate (TSR): TSR 1 FAR FRR   100%                (12) 
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fusion as early as possible in parallel processing. However, the real feasibility of this 
approach, in a real application scenario, may heavily depend on the physical nature of 
the acquired signal; thus, it is assumed that further experiments on “standard” multi-
modal databases will allow better validation of the overall system performances. 
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Abstract. Subgroup discovery (SD) methods can be used to find inter-
esting subsets of objects of a given class. Subgroup descriptions (rules)
are themselves good explanations of the subgroups. Domain ontologies
provide additional descriptions to data and can provide alternative ex-
planations of discovered rules; such explanations in terms of higher level
ontology concepts have the potential of providing new insights into the
domain of investigation. We show that this additional explanatory power
can be ensured by using recently developed semantic SD methods. We
present the new approach to explaining subgroups through ontologies
and demonstrate its utility on a gene expression profiling use case where
groups of patients, identified through SD in terms of gene expression, are
further explained through concepts from the Gene Ontology and KEGG
orthology.

Keywords: datamining,subgroupdiscovery,ontologies,microarraydata.

1 Introduction

The paper addresses the task of subgroup discovery, first defined by Klos̈gen [10]
and Wrobel [27], which is at the intersection of classification and association dis-
covery. The goal is to find subgroups of individuals that are statistically important
according to some property of interest from a given population of individuals. For
example, a subgroup should be as large as possible and exhibit the most unusual
distribution of the target class compared to the rest of the population.

Subgroup discovery methods can be used to find descriptions called of in-
teresting subsets of objects of a given class in binary as well as in multi-class
problems. Subgroup descriptions, formed as rules with a class label in the rule
conclusion and a conjunction of attribute values in the rule condition, typically
provide sufficiently informative explanations of the discovered subgroups. How-
ever, with the expansion of the Semantic Web and the availability of numerous
domain ontologies which provide domain background knowledge and semantic
descriptors to the data, we are faced with a challenge of using this publicly
available information also to provide explanations of rules initially discovered by
standard symbolic data mining and machine learning algorithms. Approaches
which would enhance symbolic rule learning with the capability of providing ex-
planations of the rules also in terms of higher-level concepts than those used in
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rule descriptors, have a potential of providing new insights into the domain of
investigation.

In this paper we show that an additional explanatory step can be performed
by using recently developed semantic subgroup discovery approaches [12, 17].
The new methodology is show-cased on a gene expression profiling use case,
where groups of patients of a selected grade of breast cancer, identified through
subgroup discovery in terms of gene expression, are further explained through
terms from the Gene Ontology and KEGG. The motivation for the use case in
breast cancer patient analysis comes from the experts’ assumption that there
are several subtypes of breast cancer. Hence, in addition to distinguish between
patients with breast cancer (the positive cases) and healthy patients, the chal-
lenge is first to identify breast cancer subtypes by finding subgroups of patients
followed by inducing explanations in terms of the same biological functions,
processes and pathways of genes, characterizing different molecular subtypes of
breast cancer.

While the presented use case is specific to the systems biology domain, the
proposed approach is general and can be applied in any application area, pro-
vided the existence of domain ontologies.

The paper is structured as follows. Section 2 discusses the related work. The
new methodology is presented in detail in Section 3 and illustrated in Section 4
on the breast cancer gene expression (microarray) data. Section 5 concludes the
paper and provides plans for further work.

2 Related Work

This section discusses the work related to the steps of the presented methodology.
As a complex multi-step approach the presented work relates to contrast data
mining, subgroup discovery and semantic data mining. Although the latter is
also related to semantic web technologies, the related work on these topics is out
of the scope of this overview.

Mining of contrasts in data has been recognized as one of the the fundamen-
tal tasks in data mining [26]. The general idea is to discover and understand
contrasts (differences) between objects of different classes. One of the first al-
gorithms which has explicitly addressed the task of mining contrast sets is the
STUCCO algorithm, developed by Bay and Pazzani [2]. It searches for conjunc-
tions of attributes and values (contrast sets) which exhibit different levels of
support in mutually exclusive groups. Mining for contrasting sets is also related
to exception rule mining as defined by Suzuki [21, 22] where the goal is to dis-
cover rare deviating patterns which complement strong base rules to form rule
pairs. Suzuki [22] defines an exception as something different from most of the
rest of the data which can be also seen as a contrast to given data and/or exist-
ing domain knowledge. However, while being efficient at discovering statistically
significant contrasting and exceptional patterns, STUCCO, PEDRE [21] and
similar systems do not address the representation and explanation of contrasts
using available related background knowledge and ontologies.



Explaining Subgroups through Ontologies 627

The general problem of subgroup discovery was defined by Klösgen [10] and
Wrobel [27] as search for population subgroups which are statistically interest-
ing and which exhibit unusual distributional characteristics with respect to the
property of interest. Similarly to contrasting patterns, subgroup descriptions are
conjunctions of attributes and values which characterize selected class of individ-
uals. Furthermore, Kralj Novak et al. [11] have shown that contrast set mining,
emerging pattern mining [4] as well as subgroup discovery can be viewed as
variants of rule learning by providing appropriate definitions of compatibility.

Several algorithms were developed for mining interesting subgroups using ex-
haustive search or using heuristic approaches: Explora [10], APRIORI-SD [9],
SD-Map [1], SD [7], CN2-SD [13]. These algorithms employ different heuristics
to asses the interestingness of the discovered rules, which is usually defined in
terms of rule unusualness and size.

While subgroup descriptions in the form of rules are relatively good descrip-
tions of subgroups there is also abundance of background knowledge in the form
of taxonomies and ontologies readily available to be incorporated to provide bet-
ter high-level descriptions and explanations of discovered subgroups. Especially
in the domain of systems biology the GO ontology1 and KEGG orthology2 are
good examples of structured domain knowledge.

The challenge of incorporating domain ontologies in data mining was ad-
dressed in recent work on semantic data mining [12]. The SDM-SEGS system
developed by Vavpetič et. al. [25] is an extension of the earlier domain-specific
algorithm SEGS [24] which allows for semantic subgroup discovery in gene ex-
pression data. SEGS constructs gene sets as combinations of GO ontology terms,
KEGG orthology terms, and terms describing gene-gene interactions obtained
from the Entrez [14] database. SDM-SEGS extends and generalizes this approach
by allowing the user to input any set of ontologies in the OWL format and an
empirical data collection which is annotated by domain ontology terms.

In the presented methodology semantic subgroup discovery approaches such
as SEGS, SDM-SEGS and SDM-Aleph3 serve as explanatory subsystems which
semantically describe and explain contrasting groups in input data.

3 Methodology

This section presents the steps of the proposed methodology. The first step in-
volves finding relevant sets of examples (relevant to the user) by using subgroup
discovery, thus creating a new labeling for the examples pertaining to the se-
lected sets. The second step deals with ranking the attributes according to their
ability to distinguish between the sets. The third step of the methodology in-
duces symbolic explanations of a selected target example set (subgroup detected
in the first step) by using ontological concepts.

1 http://www.geneontology.org/
2 http://www.genome.jp/kegg/
3 http://kt.ijs.si/software/SDM/

http://www.geneontology.org/
http://www.genome.jp/kegg/
http://kt.ijs.si/software/SDM/
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3.1 Obtaining Sets and Creating a New Labeling

To find a potentially interesting set of examples, the user can choose from a
number of data mining algorithms. Data mining platforms such as Orange [3]
and Weka [8] offer various clustering, classification and visualization techniques.
A potentially interesting set of examples can be a cluster of examples, examples
in a node of a decision tree, a set of examples revealed by a visualization method,
a set of examples covered by a subgroup description, and others; in this work we
concentrate on subgroup discovery.

First, some basic notation needs to be established. Let D = {e1, e2, . . . , en}
be a dataset with attributes a1, a2, . . . , am and a continuous or discrete target
variable y (note that unsupervised methods do not require a target variable).
Let vij denote the value of attribute aj for example ei. If aj is continuous, let
Minj and Max j be the minimum and maximum values of the attribute in the
dataset.

In the following, subgroups and clusters are represented as sets of examples.
Let SA and SB denote two sets of examples (SA ∩ SB = ∅) that are of interest
to the user who wants to determine which groups of attributes (expressed as
ontological concepts) differentiate SA from SB.

Regardless of how SA and SB are obtained, the new re-labeled dataset D′

is constructed as follows. The target variable y is replaced by a binary target
variable y′ and for each example ei the new label c′ is defined as:

c′ =

{
1, if ei ∈ SA

0, otherwise

Note that if D is unlabeled, the new target variable y′ is added to the domain.
We shall now illustrate how to determine SA and SB using subgroup discovery
(SD). SD algorithms induce symbolic subgroup descriptions of the form

(y = c)← t1 ∧ t2 ∧ . . . tl

where tj is a conjunct of the form (ai = vij). If ai is continuous and the selected
subgroup discovery algorithm can deal with continuous attributes, ti can also
be defined as an interval such that (ai ≥ vij) or (ai ≤ vij). An example of a
subgroup description on the well known UCI lenses dataset is:

(lenses = hard)← (prescr . = myope) ∧ (astigm. = yes) ∧ (tear rate = normal)

A subgroup description R can be also viewed as a set of constraints (conjuncts
ti) on the dataset, and the corresponding subgroup as the set of examples cov(R)
which satisfy the constraints, i.e., examples covered by rule R.

Suppose the user is presented with a set of subgroup descriptions
R = {R1, R2, . . . , Rk}. Then the set of examples SA can either be defined as
a single subgroup SA = cov(Ri) or a union of subgroups. SB can represent
all other examples SB = D \ SA, a single subgroup or a union of subgroups -
depending on the user’s preference.
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3.2 Ranking of Attributes

Once the relabeled dataset D′ is available, the attributes are assigned ranks
according to their ability to distinguish between the two sets of examples SA

and SB. To calculate the ranks, any attribute quality measure can be used, but
in practice attribute ranking using the ReliefF [18] algorithm has proven to yield
reliable scores for this methodology to work.

In contrast to myopic measures (e.g., Gain Ratio), ReliefF takes into account
the context of other attributes when evaluating an attribute. This is an important
benefit when applying this methodology to datasets such as microarray data
since it is known that there are dependencies among many genes.

The ReliefF algorithm works as follows. A random subset of examples of size
m ≤ n is chosen. Each attribute starts with a ReliefF score of 0. For each
randomly selected example ei and each class c, k nearest examples are selected.
The algorithm then goes through each attribute al and nearest neighbor ej
(i �= j), and updates the score of the attribute as follows:

– if ei and ej belong to the same class and at the same time have different
values of al, then the attribute’s score is decreased;

– if the examples have different attribute values and belong to different classes,
then the attribute’s score is increased.

This step of the methodology results in a list of ReliefF attribute scores such
that L = [(a1, r1), . . . , (am, rm)] where ri is the ReliefF score representing the
ability of attribute ai to distinguish between sets SA and SB.

3.3 Inducing Explanations Using Ontologies

At this stage of the methodology a semantic subgroup discovery algorithm [12]
is applied to generate explanations using the list of ranked attributes L. Each
subgroup description (rule) induced by a semantic subgroup discovery algorithm
represents one explanation, and each explanation is a conjunction of ontological
concepts. The assumption here is that a domain ontology O (one or more) is
available or, more specifically, that a mapping between the attributes and onto-
logical concepts exists. For example, in the case of microarray data, an attribute
(gene) IDH1 is mapped to (annotated by) the ontological concept Isocitrate
metabolic process from the Gene Ontology, indicating that this gene takes part
in this particular biological process. Thus, each ontological concept, as well as
each explanation, describes a set of attributes.

Annotations enable the explanations to have strictly defined semantics, and
from a data mining perspective, this information enables the algorithm to gen-
eralize better than by using attribute values alone. The explanations can be
made even richer if additional relations that are available among the attributes
(or ontological concepts) are included in the explanations. Using the microarray
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example, genes are known to interact, and this information can be directly used
to form explanations.

Currently, there are three publicly available SDM systems that can be used
for this purpose of inducing explanations: SEGS [24], a domain specific system
for analyzing microarray data using the Gene Ontology and KEGG, SDM-SEGS
[12], the general purpose version of SEGS, that enables the use of OWL ontolo-
gies, but is limited to a maximum of three ontologies, and SDM-Aleph4, a general
purpose SDM system based on the ILP system Aleph, that can use any number
of OWL ontologies.

All three systems focus on inducing explanations in the form of rules whose
conjuncts correspond to ontological concepts. To illustrate how explanations are
induced, consider that SEGS is selected to be used on a microarray domain. Note
that in the following description, genes can be thought of as instances/examples,
since the algorithm is not limited only to genes (this fact is exploited in SDM-
SEGS). The idea behind SEGS as well as SDM-SEGS, illustrated on the problem
of finding explanations for top-ranked genes, is as follows.

Top-down bounded exhaustive search is used to construct the set of expla-
nations/subgroup descriptions (rules) according to the user-defined constraints
(e.g., minimum support), and the algorithm considers all explanations that can
be formed by taking one concept from each ontology as a conjunct. The input
list L of ranked genes is first split into two classes. The set of genes above a
selected threshold value is the set of differentially expressed genes for which a
set of rules is constructed (these rules describe sets of genes which distinguish
set SA from set SB).

The construction procedure starts with a default rule top genes(X)←, with
an empty set of conjuncts in the rule condition, which covers all the genes.
Next, the algorithm tries to conjunctively add the top concept of the first on-
tology (yielding e.g., top genes(X) ← biological process(X)) and if the new
rule satisfies all of the size constraints, it adds it to the rule set and recur-
sively tries to add the top concept of the next ontology (e.g., top genes(X) ←
biological process(X) ∧ molecular function(X)). In the next step all the child
concepts of the current conjunct/concept are considered by recursively calling
the procedure. Due to the transitivity of the subClassOf relation between con-
cepts in the ontologies, the algorithm can employ an efficient pruning strategy. If
the currently evaluated rule does not satisfy the size constraints, the algorithm
can prune all rules which would be generated if this rule were further special-
ized. Additionally, the user can specify gene interaction data by specifying the
interacts relation. In this case, for each concept which the algorithm tries to
conjunctively add to the rule, it also tries to add its interacting counterpart.

In SEGS, the constructed explanations are assigned scores using several well-
known methods (e.g., GSEA [20]) and the significance of the explanations is
evaluated using permutation testing.

In our setting, the resulting descriptions correspond to subgroups of attributes
(e.g., genes) which enable distinguishing between the sets SA and SB.

4 kt.ijs.si/software/SDM/

kt.ijs.si/software/SDM/
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3.4 Implementation

The described methodology is implemented and integrated within Orange4WS
[16], a service-oriented environment which extends the Orange [3] data mining
platform by adding support for knowledge discovery workflow construction us-
ing distributed web services. As a result, researchers and end-users are able to
achieve repeatability of experiments, integration of distributed and heteroge-
neous data and knowledge sources, and simple sharing of workflows and imple-
mented solutions. The methodology can be modified and extended by composing
the already implemented visual programming components (widgets) or by adding
new components, either by providing local implementations or by including web
services. This flexibility is especially useful for the evaluation of different algo-
rithms performing certain steps of the methodology, such as ranking of attributes
or clustering.

4 Biomedical Use Case

This section presents and discusses the application of the presented methodology
on gene expression data. More specifically, we evaluate the methodology on the
breast cancer dataset using our implementation of the methodology as a workflow
in the Orange4WS environment.

The gene expression dataset used in our analysis is the dataset published by
Sotiriou et al. [19] (GEO series GSE2990). It is a merge of the KJX64 and KJ125
datasets and contains expression values of 12,718 genes from 189 patients with
primary operable invasive breast cancer. It also provides 22 metadata attributes
such as age, grade, tumor size and survival time. We have used the expert-curated
re-normalized binarized version of the dataset from the InSilico database [23].
Within the InSilico framework, the raw data was renormalized using fRMA[15]
and a genetic barcode (0/1) was generated based on whether the expression of
a gene was significantly higher (K standard deviations) than the no expression
level estimated on a reference of approx. 800 samples. In this setting gi = 1 means
that gene gi is over-expressed and gi = 0 means that it is not. The ultimate goal
of the experiment was to induce meaningful high-level semantic descriptions of
subgroups found in the data which could provide important information in the
clinical decision making process.

Our main motivation for developing the presented methodology is to descrip-
tively characterize various breast cancer subtypes, while, in the experiments
presented here we focus on describing breast cancer grades, which enables us to
focus only on the evaluation of the methodology.

The conducted experiment on the presented dataset in the Orange4WS envi-
ronment employs processing components (widgets) from Orange and Orange4WS
in a complex data analysis workflow5 which is shown in Figure 1.

In the first step, the InSilico database search widget is used to download the
breast cancer patient data, i.e., a binarized version of the gene expression data

5 The software, workflow and the results are available at http://orange4ws.ijs.si.

http://orange4ws.ijs.si
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InSilico database 
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SEGS Rule browser

Rank plotter
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Query data using 
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Fig. 1. A sample workflow implementing the proposed methodology

(note that the frozen robust multiarray analysis (fRMA) normalization [15] is
also available). As the GSE2990 dataset does not have pre-specified classes we
have selected the Grade attribute as the target attribute. According to Elston [5]
and Galea [6], histologic grade of breast carcinomas provides clinically important
prognostic information. Approximately one half of all breast cancers are assigned
histologic grade 1 or 3 status (low or high risk of recurrence) but a substantial
percentage of tumors (30% - 60%) are classified as histologic grade 2 (intermedi-
ate risk of recurrence) which is not informative for clinical decision making [19].
Obviously, to increase the prognostic value of tumor grading, further refinement
of histologic grade 2 status is necessary [19].

The second step of the workflow is to use the Remove unlabeled data widget
to remove 17 unclassified examples for which the histologic grade is unknown.
Although these examples may contain important information, this would require
using unsupervised methods (e.g. clustering) instead of supervised subgroup dis-
covery algorithms used in our experiments (note, however, that subgroup dis-
covery in the presented workflow can easily be replaced by clustering or some
other unsupervised method).

Next, attribute (gene) selection is performed using a gene selection component
which allows to filter the genes according to various scoring methods such as fold
change, t-test, ANOVA, signal-to-noise-ratio and others. Removal of genes consid-
ered to be unimportant by the selected scoring is needed to reduce the search space
of subgroup discovery methods. In our approach we have selected the genes in two
stages: first, only the genes with a fold change of> 1 are selected, and second, only
the genes with p-value < 0, 01 given by the t-test are selected. This yields a total
of 399 genes to be used in the subgroup discovery process.

The Build subgroups widget implements SD [7], APRIORI-SD [9] and CN2-
SD [13] subgroup discovery algorithms while the Subgroup BAR visualization
component provides a facility of bar chart visualization and selection of sub-
groups. The selected subgroups are used to query the original data to obtain
the covered set of examples which are then merged with the rest of the data.
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Table 1. The best-scoring subgroups found using CN2-SD with default parameters
for the Grade 3 patients. TP and FP are the true positive and false positive rates,
respectively.

# Subgroup Description TP FP

1 Grade = 3 ← DDX39A = 1 ∧ DDX47 = 1 ∧ RACGAP1 = 1 ∧
ZWINT = 1 ∧ PITPNB = 1

43 5

2 Grade = 3 ← TPX2 = 1 ∧ DDX47 = 1 ∧ PITPNB = 1 ∧ HN1 = 1 26 0

As a result it is possible to rank the genes in the re-constructed dataset according
to their ability to differentiate between the discovered subgroups and the rest
of the data. The ranking of genes is performed by the Gene ranker widget
implementing the ReliefF algorithm.

Finally, the computed ranking is sent to the SEGS semantic subgroup dis-
covery algorithm (SDM-SEGS and SDM-Aleph can also be used). As the SEGS
algorithm has large time and space requirements it is implemented as a web ser-
vice which allows it to run on a powerful server. SEGS induces rules providing
explanations of the top ranked attributes by building conjunctions of ontology
terms from the GO ontology, KEGG orthology, and interacting terms using the
Entrez gene-gene interactions database as described in Section 3.3. In our ex-
periments we have used the latest updates of the ontologies and annotations
provided by NCBI6 and the Gene Ontology project.

The subgroup discovery analysis yielded two large subgroups (Table 1) of
Grade 3 patients. Using the GeneCards7 on-line tool, we have confirmed that all
of the genes from the subgroup descriptions are typically differentially expressed
(up-regulated) in breast cancer tissue when compared with normal tissue.

In the rest of this section we focus on the larger subgroup #1, for which
we have generated explanations (Table 2). A total of 90 explanations with
p-value < 0.05 (estimated using permutation testing) were found. Due to space
restrictions we display only the top 10 explanations generated by SEGS (the
complete list is available at http://orange4ws.ijs.si). For example, Explana-
tion #1 describes genes which are annotated by GO/KEGG terms: chromosome
and cell cycle.

In the study by Sotiriou et al. [19] where the the expression profiles of Grade 3
and Grade 1 patients were compared, the genes that are associated with histo-
logic grade were shown to be mainly involved in cell cycle regulation and prolif-
eration (uncontrollable division of cells is one of the hallmarks of cancer). The
explanations of Subgroup #1 of Grade 3 patients in Table 2 agree with their
findings. In general, the explanations describe genes that take part in cell cy-
cle regulation (Explanations #1-#10), cell division (Explanation #3) and other
components that indirectly affect cell division (e.g., Explanations #4 and #5:
microtubules are structures that pull the cell apart when it divides).

6 http://www.ncbi.nlm.nih.gov/gene
7 http://www.genecards.org

http://orange4ws.ijs.si
http://www.ncbi.nlm.nih.gov/gene
http://www.genecards.org
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Table 2. The explanations for the patients from subgroup #1 from Figure 2. We omit
the variables from the rules for better readability. Note that since the p-values are
estimations, some can also have a value of 0.

# Explanation p-value

1 chromosome ∧ cell cycle 0.000

2
cellular macromolecule metabolic process ∧ intracellular non-membrane-
bounded organelle ∧ cell cycle

0.000

3 cell division ∧ nucleus ∧ cell cycle 0.000
4 regulation of mitotic cell cycle ∧ cytoskeletal part 0.000
5 regulation of mitotic cell cycle ∧ microtubule cytoskeleton 0.000
6 regulation of G2/M transition of mitotic cell cycle 0.000
7 regulation of cell cycle process ∧ chromosomal part 0.000
8 regulation of cell cycle process ∧ spindle 0.000

9
enzyme binding ∧ regulation of cell cycle process ∧ intracellular non-
membrane-bounded organelle

0.000

10 ATP binding ∧ mitotic cell cycle ∧ nucleus 0.005

Our study shows that by using our methodology one can automatically repro-
duce the observations noted in the earlier work by Sotiriou et al. This can encour-
age the researchers to apply the presented methodology in similar exploratory
analytics tasks. Given the public availability of the software the methodology
can be simply reused in other domains.

5 Conclusions

In this paper we presented a methodology for explaining subgroups of exam-
ples using higher-level ontological concepts. First, a subgroup of examples is
identified (e.g., using subgroup discovery), which is then characterized using on-
tological concepts thus providing insight into the main differences between the
given subgroup and the remaining data.

The proposed approach is general, and can be employed in any application
area, provided the existence of available domain ontologies and annotated data
to be analyzed. Note, however, that the experiments presented in this work are
limited to gene expression data, more specifically, to explaining subgroups of
breast cancer patients in terms of gene expression data.

As the experts assume that there are several molecular subtypes of breast
cancer, our main research interest is to employ the presented methodology to
descriptively characterize the hypothesized cancer subtypes. The approach pre-
sented in this paper has the potential of discovering groups of patients which
correspond to the subtypes while explaining them using ontology terms describ-
ing gene functions, processes and pathways; but in this paper, we applied the
methodology only to describe breast cancer grades with the aim of evaluation.

Using subgroup discovery we have identified two main subgroups that char-
acterize Grade 3 breast cancer patients. These were then additionally explained
using Gene Ontology concepts and KEGG pathways and the explanations (rules
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or subgroup descriptions of gene sets) agree with previous findings characterizing
grades using microarray profiling.

The results of the conducted experiments are encouraging and show the capa-
bilities of the presented approach. In further work we will employ the methodol-
ogy to detecting and characterizing subtypes of breast cancer while the results
will be evaluated by medical experts. Furthermore, we wish to apply this method-
ology to other domains, as well as advance the level of exploitation of domain
ontologies for providing explanations of the results of data mining.
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[11] Kralj Novak, P., Lavrač, N., Webb, G.I.: Supervised descriptive rule discovery: A
unifying survey of contrast set, emerging pattern and subgroup mining. Journal
of Machine Learning Research 10, 377–403 (2009)
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Abstract. This paper presents a novel algorithm of extracting keywords
from single-sentence natural language queries in English. The process
involves applying a series of rules to a parsed query in order to pick out
potential keywords based on part-of-speech and the surrounding phrase
structure. A supervised machine learning method is also explored in order
to find suitable rules, which has shown promising results when cross-
validated with various training sets.

1 Introduction

Queries expressed as questions in natural language are easy for humans to con-
struct and to understand, and it would be desirable to have natural language
user interfaces for search engines and other computer based query interfaces
that could handle such queries. However, traditional search engines are keyword
based, and require the user to express their query as a list of keywords. Natural
language queries typically contain many non-keywords within the query which
will confuse the search engine and lead to poor performance. One approach to
solving this mismatch is to preprocess an incoming natural language query to
extract the searchable keywords in the query, before feeding them into a search
engine. This would allow the development of a natural language user interface
(LUI) which is backed by a traditional search engine. The potential uses of such
a LUI can also include natural language question answering and voice-enabled
software such as Siri.

The idea of keyword extraction is not a new concept; however, the focus
is on extracting keywords from documents in order to summarise them or to
provide meta-information regarding them. For example, Anette Hulth [1–3] has
published a range of papers describing many ways to achieve this. Extracting
keywords from documents allows the use of frequency analysis to identify words
that have high importance within a document, which is a crucial step in existing
keyword extraction techniques. Frequency analysis cannot be applied to queries
because queries are typically very much shorter than documents, and therefore
frequency based extraction techniques do not work.

This paper proposes a solution that uses natural language processing to
recognise patterns in a single-sentence query (generally in question form). The
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basic idea is that keywords can be identified by looking at a word’s part-of-
speech(PoS), the type of phrase in which it resides, and its neighbouring phrases.
The key techniques used are representing the knowledge for keyword extraction
as a set of selection rules and a genetic algorithm method for learning this knowl-
edge automatically.

The rest of this paper is organised as follows. Section 2 summarises the related
work and Section 3 details our algorithm and the rule representation of heuristics
using a working example. Sections 4 explains the supervised learning method
and Section 5 describes how the training data is automatically generated and
presents the results. Section 6 concludes this paper and points out future work.

2 Related Work

Three of the most closely related research projects are summarised in this section.
Hulth [2] describes experiments on the automatic extraction of keywords from

documents and abstracts using a supervised machine learning algorithm. Some
of the features used for training included term frequency, collection frequency
and position of first occurrence. While these features are suitable for sizable
blocks of text, they would not produce desirable results when used on very short
documents such as single-sentence queries.

Hulth also presented various methods for extracting candidate terms which
are applicable to very short documents, and we have built on these methods. One
is to extract noun phrases from the text. We have expanded this to extract all
phrases, not just noun phrases (See Section 3.3). Another method selects terms
when they match a set of part-of-speech tag sequences, which is the basis of the
selection rules approach in Sections 3.4 and 3.5. However, while Hulth defined
56 tag patterns by hand, this paper describes a supervised machine learning
solution to find suitable selection rules.

AlchemyAPI [4] is a text analysis and mining tool used to transform text
into knowledge. One of the tools it provides is a keyword extraction tool, which
works on webpages, documents and short queries. AlchemyAPI requires a large
database of indexed and tagged content (webpages). A natural language query
is analysed statistically to extract the the most relevant topics related to the
query. A disadvantages to this method is that it requires a large database and
the current implementation requires the keyword extraction process to be per-
formed remotely. Second, the relevance ranking of topics is constrained by the
content available in the underlying database. For example, the query “What is
the tallest mountain in New Zealand?” should ideally be converted to “tallest
mountain New Zealand”. But AlchemyAPI’s keyword extractor only produces
“tallest mountain”. The result is that the keyword extraction is inconsistent and
unpredictable.

Despite its limitations, we use this keyword extraction tool to produce training
data in order to test the effectiveness of our machine learning implementation
(See Section 4).

QuestionBank[5] is a corpus of 4000 parse annotated English queries and
questions produced by John Judge in 2006 and updated in 2010. We have used
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this corpus to create large training sets, with the help of AlchemyAPI (See
Section 5), in order to test the performance of our keyword extraction algorithm.

3 Our Rule-Based Approach

We first give a very high level description of the algorithm, followed by details
for each step using a working example.

3.1 Overview

The algorithm takes a natural single-sentence query as input and generates a set
of keywords labeled with corresponding PoS tags.

In the first step, the query is partitioned into a sequence of non-overlapping
phrases/chunks either by performing a shallow parse (a.k.a. chunking) or by
performing a full parse and identifying the lowest phrase-level nodes. Each word
is labeled with the phrase it is part of.

In the second step, a set of rules is then applied to each word to determine
whether it should be extracted as a keyword or not. Later subsections present
two representations of such rules, one working at the phrase-level, and the other
working at the word-level.

3.2 Parsing

The implementation of the first step uses Java libraries such as OpenNLP[6]
and Stanford Parser[7]. The nodes of the parse tree are tagged using the Penn
Treebank notation[8] so that any path from the root of the tree to a leaf passes
through a clause-level, a phrase-level, and finally a word-level(PoS) node in that
order (see Figure 1 for an example).

3.3 Chunking

Given the complete parse tree, the original query must be split into non-
overlapping chunks. The easiest way to extract chunks from a parse tree is to
simply split the tree into subtrees rooted at phrase-level nodes. Table 1 lists the
phrase-level nodes we used — a subset of the most relevant phrase-level tags
taken from the Penn Treebank guidelines[8].

The algorithm performs an in-order traversal of the parse tree. For each leaf,
it finds the closest ancestor which is a valid phrase-level node. These nodes will
then be put into an ordered set. For example, given the parse tree in Figure 1,
the algorithm would produce the set shown below in Figure 2.

At this point, the chunks which have been extracted may overlap, which occurs
whenever one of the chunks is a descendant of another. For example, in Figure 2,
NP3 is a descendant of PP. The algorithm therefore searches for pairs of chunks
that overlap, and removes the lower level chunk from the higher level chunk. The
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Fig. 1. A parse of the sentence “What is the longest river in the United States?”

Table 1. List of Penn Treebank phrase-level tags

ADJP Adjective Phrase ADVP Adverb Phrase
CONJP Conjuction Phrase NP Noun Phrase
PP Prepositional Phrase VP Verb Phrase
WHADJP Wh-adjective Phrase WHADVP Wh-adverb Phrase
WHNP Wh-noun Phrase WHPP Wh-prepositional Phrase

output will be the set of remaining chunks that contain at least one leaf (i.e.,
word), as in Figure 3.

Note: If an input query is not in the form of a question (i.e., does not end with
a question mark), then the parsing and chunking steps above can be condensed
into a single step by performing only a shallow parse on the input. The Illinois
Chunker[9] and Apache OpenNLP[6] library both perform this well. However,
these tools do not perform well on queries in the form of a question because they
often fail to identify Wh-phrases, so the WHNP phrase in the above example
would have been identified as simply being a noun phrase, and the full-parse
tools are needed in these cases.
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Fig. 2. Raw chunks with overlapping
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Fig. 3. Non-overlapping chunks

3.4 Rule-Based Chunk Selection

Chunk selection is the core part of the algorithm and has to select the most
relevant of the phrases from the previous stage and discard all the other phrases.
The algorithm assumes that the immediate context of a phrase/chunk contains
important syntactic cues about the semantic value of a phrase.

To perform the selection, a list of selection rules are applied to the extracted
chunks/phrases. Each rule consists of a series of up to three phrase-level tags
where each tag is marked for selection or rejection.

Table 2. An example of a simple selection rule

NP PP NP
✓ ✗ ✓

Table 2 is an example selection rule, which asserts that if a prepositional
phrase is between two noun phrases, then both the noun phrases should be
retained, and the prepositional phrase should be discarded. If this rule is applied
to the previous example (Figure 3), just two phrases will remains as shown in
Figure 4.

NP2��������
DT

the

JJS

longest

NN

river

NP3��������
DT

the

NNP

United

NNPS

States

Fig. 4. Selected chunks after applying selection rule

Wildcard tags (which may be matched to any phrase) are also allowed as part
of a selection rule to provide them with greater versatility. The rule shown in
Table 3a will select any phrase between two verb phrases while the rule shown
in Table 3b will select any phrase preceding an adverb phrase.

Given a list of these selection rules (either hand-constructed or machine-
learnt), each one is applied to the extracted phrases in order. All the extracted
phrases are initially flagged to be discarded. When a sequence of phrases match
the pattern in a rule, the flag of each phrase is changed to be selected or dis-
carded as specified by that rule. The rules are listed in increasing priority and
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Table 3. More examples of simple selection rule(with wildcards)
(a)

VP * VP
✗ ✓ ✗

(b)

* ADVP
✓ ✗

will override any decisions made by previous rules so far if the same phrase is
matched multiple times. The intention is that early rules (low priority) should
take care of generic cases, while later rules (high priority) should take care of
any special cases that remain.

3.5 Rule-Based Part-of-Speech Selection

Selecting specific chunks/phrases using the simple selection rules in the previous
section works for simple cases, but does not take into account any information
about the contents of the phrases, and is obviously inadequate by itself. The
second part of the selection process uses rules that consider the PoS of each
word within phrases. Table 4 lists the PoS tags that were used. These “advanced
selection rules” use a different rule representation that extends the expressiveness
of simple selection rules.

Table 4. List of Penn Treebank part-of-speech tags

CC CD DT EX FW IN JJ JJR JJS
LS MD NN NNS NNP NNPS PDT POS PRP
PRP$ RB RBR RBS RP SYM TO UH VB
VBD VBG VBN VBP VBZ WDT WP WP$ WRB

Advanced selection rules also contain up to 3 phrase-tags, just like their simple
counterparts, but each tag has a subrule attached to it consisting of a set of PoS
tags which are individually marked for selection or discarding. (Note that the
order of the PoS tags within a subrule is not significant.) Table 5 shows an
example of an advanced selection rule.

Table 5. An example of an advanced selection rule

NP VP ADVP
✓ ✗ ✓

NNS NNPS DT RB RBR RBS
✓ ✓ ✗ - ✓ ✗ ✗

The sequence of phrase-tags in the rule is matched to the list of input phrases
in the same manner as a simple selection rule – noun phrase, followed by a verb
and adverb phrase — but when a match is found, the subrules are then applied
to the words in each matched phrase, which are then marked for selection or
deletion. For example, if the starting noun phrase in Table 5 is matched to a
chunk, then all the proper nouns (singular and plural) in the words of the chunk
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are selected while all determiners are discarded. For the ending adverb phrase,
standard adverbs are selected while comparative and superlative adverbs are
discarded. No rules are applied to the middle verb phrase. After the entire rule
and its subrules have been applied, every word in each phrase should be flagged
to be either selected or discarded. As for the simple selection process, all words
are initially flagged to be discarded.

Please note that an unselected phrase is not discarded; it simply has no sub-
rules applied to it. After a list of advanced selection rules have been applied, the
words which are flagged for selection are extracted as keywords.

Also, most PoS tags can only be found as part of one or two different types of
phrases (e.g. an adjective should not be found within a verb phrase). Advanced
selection rules could be made more efficient by limiting the types of PoS tags in
a subrule to the ones which are allowed to occur in the phrase its attached to.

3.6 Trimming Stopwords

A different version of our algorithm is to use stopwords trimming instead of PoS
selection (Section 3.5). Stopwords need to be trimmed if only chunk selection
is used (Section 3.4); If PoS selection (Section 3.5) is used instead, there is no
need to trim stopwords. Both versions are tested and the comparison results are
shown in Section 5.

Even though only relevant phrases are left after chunking, there may still be
stopwords within those phrases which provide little meaning to the overall query.
Each word within a phrase is compared to a list of stopwords. All words that
appear in the list are removed.

Choosing a list of stopwords must be done carefully, since having the wrong
stopwords or missing the right stopwords may reduce the overall quality of the
extracted keywords. We believe that is is better to have a moderately strict set
of stopwords as long as it does not include many prepositions, since these tend
to have greater relevance in natural language queries/questions than in normal
speech.

We used a list of approximately 150 stopwords, which contained very few
prepositional stopwords (e.g. after, near, etc..). Applying this step to the ongoing
example (Figure 4), the determiner (“the”) at the start of each phrase would be
removed.

JJS(longest) NN(river) NNP(United) NNPS(States)

Removing stopwords in this way will work most of the time, however, there are
some exceptions. For example, with the query “What papers were published by
Havigli and Crisafulli in 2010”, the final extracted phrases will likely be [what
papers], [published], [Havigli and Crisafulli] and [2010]. Removing stopwords will
leave “papers published Havigli Crisafulli”, but removing the stopword “and”
between the two author names is inappropriate in this particular case. To correct
this, stopwords should only be removed from the edges of the chunks, in other
words, trimmed from either end of each phrase instead of simply removing all of
them.
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Note that the step is not necessary if the keywords are to be used in an online
search engine such as Google, since the search engine will automatically remove
stopwords.

In addition, some search engines (such as Google) provide the option to search
for exact matches for any keywords enclosed within double quotes. To utilise this
feature, double quotes could be added to the final extracted phrases to produce
more relevant results. In this case, the running example would produce: “longest
river” “United States”.

4 Learning Selection Rules

There are a huge number of possible rules even with a limit of three phrases per
rule – over 1,000 patterns of phrases and almost 10,000 if each pattern can have
multiple boolean mappings (even more for advanced selection rules). So it can be
rather difficulty to construct a set of rules by hand. We used genetic algorithms
(a type of machine learning) to enable the computer to come up with a suitable
set of rules on its own.

Listing 1.1. Example of a training element

(SBARQ (WHNP (WP What) ) (SQ (VBZ i s ) (NP (DT a ) (NN prism ) ) ) ( . ? ) )
prism

First, a training set has to be created. The training file format is as follows –
each training element consists of a parsed query and a set of relevant keywords
which should be extracted from it (See Listing 1.1). Using pre-parsed queries
removes the need to perform parsing during the training process, thus improving
performance. In practise, having a training set size of a few hundred is enough
to produce suitable selection rules.

Traditionally in genetic algorithms, a chromosome is represented as a linear
bit-string. However, there was no easy way to represent selection rules this way,
so instead, each chromosome consists of an array of selection rule objects. In
this manner, a chromosome is essentially the list of selection rules described in
Section 3.4. We used the same method for learning the advanced rules described
in Section 3.5. The learning performance for two kinds of rules are presented in
Section 5.

4.1 Fitness Function

When evaluating the performance of a chromosome, it is converted into a list
of selection rules and then applied to each training query in order; with a later
rule overriding a previous in the event of a conflict. The selected keywords are
then compared to the expected (or ideal) keywords provided by each training
element. If simple selection rules are used, stopwords will have to be trimmed
(See Section 3.6) before the fitness assessment.



Automatic Keyword Extraction 645

The accuracy of the extracted keywords is assessed using a weighted F-score.
Equation 3 shows how this is calculated. The F-score is weighted towards recall
because it is more important for the relevant keywords to be extracted than
for irrelevant words to be discarded. To give an overall fitness value to the
chromosome, the F-score of each training element is averaged over the entire
training set.

precision =
|{idealKeywords} ∩ {extractedKeywords}|

|{extractedKeywords}| (1)

recall =
|{idealKeywords} ∩ {extractedKeywords}|

|{idealKeywords}| (2)

F2 = 5 · precision · recall
(4 · precision) + recall

(3)

4.2 Overfitting

On smaller training sets (i.e., around 100), a solution will converge quite rapidly
and will likely be overfitted to the training data. To combat this, the training
set was divided into smaller groups. Each group is then used in separate training
runs to produce different optimal solutions. The top solutions were taken from
each pool of solutions created by each group, and combined into a final set of
selection rule lists.

When using a set of selection rule lists instead of just a single list, chunk
selection is done slightly differently. Each selection rule list is applied to the
training set individually, as before, and the subset of phrases selected is then
recorded. At the end, instead of each phrase being marked as either selected
or discarded, a weighting will be attached corresponding to how often it was
chosen to be selected – 0 if it was never selected and 1 if it was always selected.
This weighting can then be compared to some threshold to determine whether
it should be discarded or kept. The weighting threshold used in our experiments
is 0.5, so the final selection is made by the majority vote of each selection rule
list.

5 Evaluation

We created two training sets in order to test the effectiveness of our supervised
machine learning method at finding suitable selection rules. The first training set
contained 150 random queries which were labelled by hand with their ideal key-
words. The second training set was created using 4000 queries chosen from Ques-
tionBank [5], in which 3600 queries which were labelled using AlchemyAPI[4],
and the other 400 queries did not return any results from AlchemyAPI and so
were excluded.

When testing with the smaller training set, ten-fold cross-validation was used
to determine the accuracy. When testing with the larger training set, the first
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800 queries were used for training while the rest was used for testing. The same
experiment was done again using the next 800 queries for training and the rest
for testing. After four iterations of this, the accuracy is determined by averaging
the performance on each of the four test sets.

Using simple and advanced selection rules worked well when tested on the
smaller training set – achieving an average F-score of 0.86 and 0.92 respectively.
However, when tested with the larger training set, using simple selection rules
performed very poorly – achieving an average F-score of 0.65; while using ad-
vanced selection rules performed OK – achieving an average F-score of 0.84. This
is most likely due to the inconsistent nature of AlchemyAPI’s keyword extractor
when used in this manner (as discussed in Section 2); working at a phrase-level
simply wasn’t enough to make the fine selections needed for this training set.
Furthermore, the list of stop words used in conjunction with the simple selection
rules were tailored for the smaller training set which we labelled ourselves, thus
further impeding performance. Advanced selection rules could bypass both of
these problems – by making fine selections at a word-level without the need of
a tailored list of stop words – and therefore performed much better.

An question for discussion is why not use only advanced selection rules if
they are better. The reason is that a much longer list of rules are needed for
them to work and a much larger population is also needed for training. The
result is a noticeable slowdown in the overall keyword extraction process and
a large increase in training time. Therefore, simple selection rules should be
used if the queries are relatively simple and a suitable list of stop words can be
found. Table 6 shows the recommended training parameters for both simple and
advanced selection rules, and their respective training speeds.

Table 6. Recommended training parameters

Learning Parameter Simple Rules Advanced Rules
Chromosome/Rule List Length 10-15 100-200

Population Size 50-100 500-1000
Reproduction 1-pt crossover 1 or 2-pt crossover

Relative Training Speed 1x 100x

Figure 5 shows the effect of increasing the number of rules and the population
size for learning the advanced selection rules. Our further investigation shows
that increasing the chromosome length beyond 200 will allow more and more
edge cases to be covered, but the overall improvement in the F-score is so small
that it isn’t worth the trade-off against speed.

Splitting the training set into smaller groups did manage to reduce overfit-
ting (See Section 4.2) on the smaller training set – achieving on average a 10%
improvement when using 5 groups compared to just 1; further increasing the
number of groups showed little improvement. On the larger training set, overfit-
ting was not much of an issue and splitting the training set into smaller groups
made little to no improvement to the overall performance; all it did was add ad-
ditional overhead to the training time, so it isn’t recommended for larger training
sets.
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Fig. 5. The effect of increasing the number of rules and population size

6 Conclusions and Future Work

This paper introduces a novel algorithm for keyword extraction from single-
sentence natural language queries. We developed a rule-based representation for
extraction patterns and successfully applied a genetic algorithm to learn the rules
automatically. The keyword extraction algorithm proposed in this paper has
shown promising results and the supervised machine learning implementation
performed well when cross-validated with various training sets.

Much still needs to be done in order to refine the method. The optimisation
suggested in Section 3.5 for advanced selection rules has not yet been imple-
mented; doing so could drastically reduce the number of rules and population
needed when training with advanced selection rules. If this is the case, then
simple selection rules are likely to become inferior in comparison.

In addition, the paper presented just two representations of selection rules.
Further work needs to be done to expand on this as there are potentially better
rule representations to be explored and tested.
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Abstract. In order to improve the generalization performance of sup-
port vector regression (SVR), we propose a novel model combination
method for SVR on regularization path. First, we construct the ini-
tial candidate model set using the regularization path, whose inherent
piecewise linearity makes the construction easy and effective. Then, we
elaborately select the models for combination from the initial model set
through the improved Occam’s Window method and the input-dependent
strategy. Finally, we carry out the combination on the selected models
using the Bayesian model averaging. Experimental results on benchmark
data sets show that our combination method has significant advantage
over the model selection methods based on generalized cross validation
(GCV) and Bayesian information criterion (BIC). The results also verify
that the improved Occam’s Window method and the input-dependent
strategy can enhance the predictive performance of the combination
model.

Keywords: Model combination, Support vector regression, Regulariza-
tion path, Occam’s Window.

1 Introduction

Support vector regression (SVR) [1] is an extension of the support vector method
to regression problem, which maintains all the main characteristics of the maxi-
mal margin algorithm. The generalization performance of SVM depends on the
parameters of regularization and kernels. Various algorithms [2,3] have been
developed for choosing the best parameters. Regularization path algorithm is
another important algorithm to address the SVR model selection problem [4,5],
which can fit the entire path of SVR solutions for every value of the regular-
ization parameter. Gunter and Zhu [4] proposed an unbiased estimate for the
degrees of freedom of the SVR model, then applied the generalized cross vali-
dation (GCV) criterion [6] to select the optimal model. However, single model
only has limited information and usually exists uncertainty [7,8]. Model com-
bination is an alternative way to overcome the limitations of model selection,

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 649–660, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



650 M. Wang and S. Liao

which can integrate all useful information from the candidate models into the
final hypothesis to improve generalization performance. There are a lot of experi-
mental works showing that combining learning machines often leads to improved
generalization performance [9,10,11,12,13].

In this paper, we study the model combination for SVR on regularization
path. First, the initial candidate model set is obtained according to the regular-
ization path, whose inherent piecewise linearity makes the construction easy and
effective. All possible models are involved in the initial model set, including good
performance ones and bad performance ones. Then, a subset from all available
individual SVR models is selected by the improved Occam’s Window method
and the input-dependent strategy. The improved Occam’s Window method can
eliminate the model with poor performance and select the sparse model. The
input-dependent strategy can determine the combination model set according
to the estimation of the generalization error of the input. Finally, The combina-
tion on the selected models is carried out using the Bayesian model averaging,
in which the model posterior probability is estimated by Bayesian information
criterion (BIC) approximation.

2 ε-SVR Regularization Path

In this section, we briefly introduce the ε-SVR regularization path algorithm and
refer readers to [4] for a detailed tutorial. The training data set has been taken
as T = {(x1, y1), ..., (xn, yn)} ⊂ Rp × R, where the input xi is a vector with p
predictor variables, and the output yi denotes the response. In ε-SVR, our goal
is to find a function

f(x) = β0 + 〈β,x〉, with β ∈ Rp, β0 ∈ R,

that has at most ε deviation from the actually obtained targets y for all the
training data, and at the same time is as flat as possible. In practice, one often
maps x onto a high dimensional reproducing kernel Hilbert space (RKHS), and
fits a nonlinear kernel SVR model. Using the following ε-insensitive loss function

|y − f(x)|ε =
{
0, if |y − f(x)| < ε,

|y − f(x)| − ε, otherwise,

the standard loss + penalty criterion of the ε-SVR model may be written as

min
f∈HK

n∑
i=1

|yi − f(xi)|ε +
λ

2
‖f‖2HK

, (1)

where λ is the regularization parameter, andHK is a structured RKHS generated
by a positive definite kernel K(x,x′). Using the representer theorem [14], the
solution to equation (1) has a finite form

f(x) = β0 +
1

λ

n∑
i=1

θiK(x,xi), with θi ∈ [−1,+1], i = 1, . . . , n. (2)
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In this paper, we use θ to denote the coefficient vector θ = (θ1, . . . , θn)
�.

According to the piecewise of the ε-insensitive loss function and the Karush-
Kuhn-Tucker conditions, the training data set is partitioned into the following
five disjoint sets:

R = {i : yi − f(xi) > ε, θi = 1},
ER = {i : yi − f(xi) = ε, 0 ≤ θi ≤ 1},
C = {i : −ε < yi − f(xi) < ε, θi = 0},
EL = {i : yi − f(xi) = −ε,−1 ≤ θi ≤ 0},
L = {i : yi − f(xi) < −ε, θi = −1}.

The ε-SVR regularization path algorithm keeps track of the five sets, and ex-
amines these sets until one or both of them change. For example, a point from
C enters ER. Once there is a change in the elements of the sets, we will say an
event has occurred and a breakpoint will appear on the regularization path. As
a data point passes through ER or EL, its respective θi must change from 1 to 0
or −1 to 0 or vice versa. The algorithm begins with λ0 =∞ and the initial sets
ER and EL have at most one point combined. The initial solution is obtained by
solving a linear programming problem. Then the algorithm recursively computes
λl (l ∈ N). Each λl corresponds to the value of λ when an event occurs. The
λl+1 will be the largest λ less than λl such that either θi (i ∈ E l

R) reaches 0
or 1, or θj (j ∈ E l

L) reaches 0 or -1, or one of the points in R, L, or C reaches
an elbow. When λl+1 is known, the index sets R, ER, C, EL, L and θ are
updated according to the nature of the transition that had taken place to yield
Rl+1, E l+1

R , Cl+1, E l+1
L , Ll+1 and θl+1. This main phase proceeds repeatedly

in increasing value of l and decreasing value of λl starting from λ0 until termi-
nation. It is worth noting that the θis (i ∈ L ∪R) do not change in value when
no new event happens. The algorithm will be terminated either when the sets
R and L become empty or when λ has become sufficiently close to zero.

The whole solution path θ(λ) is piecewise linear. As long as the break points
can be establish, all values in between can be found by simple linear interpola-
tion. Figure 1 shows the paths of all the {θi(λ) | 0 < λ <∞} for data set pyrim
with n = 7.

3 Model Combination for SVR

In this section, we will present how to construct the candidate model set accord-
ing to the ε-SVR regularization path and how to combine the models.

3.1 Initial Model Set Based on Regularization Path

As we have stated in the former section, the regularization path algorithm can
compute the exact entire regularization path, which can facilitate the selection
of a model. The path {θ(λ), 0 ≤ λ ≤ ∞} ranges from the least regularized model
to the most regularized model. We adopt the notation f(x; θ, λ) for a model with
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Fig. 1. The entire collection of piecewise liner paths θi(λ), i = 1, . . . , n for the data
set pyrim

parameter θ and regularization parameter λ. It should be understood that the
different models may be parameterized differently. Hence by f(x; θ, λ) we really
mean f(x; θ(λ), λ) or fλ(x; θ), and we use the notation fλ for simplicity.

The solution θ(λ) is piecewise linear as a function of λ. We let the sequence
∞ > λ1 > · · · > λk > 0 denote the corresponding break points on the path.
In the interior of any interval (λl+1, λl), 0 < l < k, the set L, EL, C, ER,R
are constant with respect to λ, such that the support vectors (i.e. the points
with θi �= 0) remain unchanged. Therefore, all the regularization parameter in
(λl+1, λl) can lead to models with the same complexity. So we select θs and λs on
the break points to obtain the initial candidate model setMinit = {fλ1 , . . . , fλk

}.
The total number k of break points is c× n, where n is the size of the training
set and c is some small number around 1-6.

From the initial candidate ε-SVR model set, we can not directly perform the
model combination over it, because most of the models in Minit are trivial in
the sense that they predict the data far less well than the best models. So, we
perform the model combination over a subset of parsimonious, data-supported
models. In the latter subsections, we propose two simple and efficient ways of
selecting models to guarantee the good performance of model combination.

3.2 Improved Occam’s Window

All possible models are involved in the initial model setMinit, including the good
performance ones and the poor performance ones. Madigan and Raftery [15] used
the Occam’s Window method for graphical model and showed combination on
the selected models provided better inference performance than basing inference
on a single model in each of the examples they considered. In this paper, we
apply an improved Occam’s Window method to eliminate the poor performance
models. In the proposed method, posterior model probabilities are used as a
metric to guide model selection. There are two basic principles underlying this
approach.
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First, if a model predicts the data far less well than the model which provides
the best prediction, then it has been discredited and should no longer be consid-
ered. Thus the model not belonging to should be excluded from the combination
candidate model set, where posterior probability ratio W is chosen by the data
analyst and maxl{Pr(fλl

|T )} denotes the model in initial candidate model set
Minit with the highest posterior model probability.

M′ =
{
fλj :

maxl{Pr(fλl
|T )}

Pr(fλj |T )
≤W

}
Secondly, appealing to Occam’s razor, we exclude models which receive less
support from the data than any of their simpler submodels. Here we give the
definition of submodel. If fλi is a submodel of fλj , we mean that all the sup-
port vectors involved in fλi are also in fλj . Thus we also exclude from models
belonging to then we obtain the model set Mao =M′\M′′ ⊆Minit.

M′′ =
{
fλj : ∃fλl

∈ Minit, fλl
⊂ fλj ,

Pr(fλl
|T )

Pr(fλj |T )
> 1
}
,

The posterior probability ratio W is usually a constant as in [15]. However,
the statistical results show that only few of the ε-SVR models in Minit have
strongly peak posterior probabilities, as shown in Figure 2. So, we apply a query-
dependent method to determine the ratioW . Starting fromW = k/20, we double
it for every iteration and examine the number of models in set M′′. Once the
number changes dramatically, we terminate the iteration process and use the last
W value. In the experiments of the next section, this would be the case with the
model set size |M′| increasing more than 4. Here, if the model set size enlarges
dramatically, it means that many models with low posterior probabilities enter
the model set |M′|.

The improved Occam’s Window algorithm, as shown in the Algorithm 1, can
greatly reduce the number of models in the candidate model set. Typically, in our
experience, the number of the candidate model set is reduced to fewer than k/20.

3.3 Input-Dependent Strategy

Though the improved Occam’s Window method, we have obtained a credible
candidate model set on the training data. Further, in order to perform good
prediction on new input, we need a more credible input-dependent subset for
model combination.

The generalization performance of the model combination can be evaluated
by prediction error on the new input x. For regression, we apply quadratic error
(fbma(x)−y)2 to calculate the prediction error of the model combination, where
fbma denotes the combined model.

Since the probability distribution according to which the data generated is
unknown, it is impossible for us to compute the expectation of the combination
error. In this paper, we use the nearest neighbor method to estimate the combi-
nation expected error on the input x. Specifically, we adopt the search strategy
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Algorithm 1. The improved Occam’s Window algorithm.

Input: Minit = {fλ1 , . . . , fλk
}, P = {Pr(fλ1), . . . ,Pr(fλk

)}, k, s
Output: Mao

MP ← max(P);
Mao ← ∅;
Mtmp ← ∅;
W ← k/20;
while Minit �= ∅ do

for f ∈ Minit do
if MP/Pr(f) ≤ W then

Mtmp ← Mtmp ∪ {f} ;
Minit ← Minit\{f}

end

end
if |Mtmp| − |Mao| ≤ s then

Mao ← Mtmp;
W ← W ∗ 2;

end
else

Mao ← Mtmp;
break

end

end
for f ∈ Mao do

for f1 ∈ Mao\{f} do
if (Pr(f1) > Pr(f)) and (f1 ⊂ f) then

Mao ← Mao\{f} ;
break;

end

end

end

which computes the Euclidean distances between the input x and each point in
the training set and then selects the one with smallest distance.

Suppose the input x’s nearest neighbor we find is xe, e ∈ [1, n] and its
output is denoted by ye. For each ε-SVR model fλj ∈ Mao, we compute the
prediction error (fλj (xe)− ye)

2, and sort them by ascending order. We add the
model with current smallest error in Mao to candidate model set, denoted by
Maa, meanwhile remove it fromMao. Then we perform the model combination
over Maa, and then compute the combination error (fbma(xe) − ye)

2. Until
the combination error no longer declines, the model selection process will be
terminated.

Since the whole combination process is dynamic, once a model is added to
the model setMaa, we should update the posterior probabilities for each model.
The model selection process is shown in Algorithm 2.
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Algorithm 2. Input-dependant model selection algorithm.

Input: Mao, T = {(x1, y1), . . . , (xn, yn)}, x
Output: Maa

Find the nearest neighbor point xe of x from T ;
Compute the prediction error for each model on xe;
for Mao �= ∅ do

fm ← f ∈ Mao with lowest prediction error;
Maa ← Maa ∪ {fm};
Mao ← Mao \ {fm};
Update posterior probabilities of models in Maa;
Compute fbma(xe);
if (fbma(xe)− ye)

2 is greater than last time then
break;

end

end

3.4 Bayesian Model Averaging

For ε-SVR, we apply the model combination method—Bayesian model averaging.
Suppose we have a ε-SVR candidate model setM = {f1, . . . , fm}. The Bayesian
model averaging over M has the form

fbma(x) =

m∑
j=1

fj(x) Pr(fj |T ), (3)

where Pr(fj |T ) is the posterior probability of model fj, j = 1, . . . ,m. Then
this is the process of estimating the prediction under each model fj and then
averaging the estimates according to how likely each model is.

We can perform Bayesian model averaging over any ε-SVR model set, such
as Minit, Mao and Maa, while for new input we should use the selected model
set Maa.

In general, the posterior probability of model fj in equation (3) is given by

Pr(fj |T ) ∝ Pr(T | fj)Pr(fj), (4)

where Pr(T | fj) is the marginal likelihood of model fj and Pr(fj) is the prior
probability that fj is the true model. In this paper, we will propose a simple and
efficient method to estimate the model posterior probability for fixed regulariza-
tion parameter λ, which depends on the ε-SVR regularization path algorithm.
We estimate the posterior probability of each model fj as [16]

P̂r(fj |T ) =
e−

1
2 ·BICj∑

fm∈M e−
1
2 ·BICm

, (5)

and for each model fj in model set M, its BIC value can be calculated as

BIC(fj) =
‖y − fj‖2

nσ2
+

log(n)

n
df(fj), (6)

where y = (y1, . . . , yn)
�, fj = (fj(x1), . . . , fj(xn))

�, j = 1, . . . , k.
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3.5 Computational Complexity

The main computational burden of the model combination for ε-SVR centers on
building the ε-SVR regularization path, proceeding improved Occam’s Window
procedure to exclude models to obtain the model set Mao, and selecting models
using the input-dependant strategy to obtain the model set Maa.

The approximate computational complexity of the ε-SVR regularization path
algorithm is O(cn2m+nm2) [4], where n is the size of the training data and m is
the average size of ER∪EL, and c is some small number as previously mentioned.

The search strategy in the improved Occam’s Window method is to identify
the models in Mao. First part of the method involves O(dk) operations, includ-
ing finding the largest posterior probability and excluding the models with low
posterior probability. Here, k = c × n is the size of the initial candidate model
set, and d is the iteration for adjusting W , our experience so far suggests that d
is around 3− 8. Second part of the method involves O(k2m) operations, includ-
ing determining subset relationship and comparing the posterior probabilities
between each pair of the models, and the m is the average size of ER ∪ EL. So
the approximate computational complexity of the improved Occam’s Window is
O(cn2m).

The approximate computational complexity of the input-dependant strategy
is O(cn), including finding the nearest neighbor data point from the training
data and determining the final candidate model set for combination.

So, the total computational complexity of the model combination for ε-SVR
on regularization path is O(cn2m+ nm2).

4 Experiments

In this section, we investigate the performance of our model combination with
GCV-based and BIC-based model selection on seven benchmark data sets used in
[2] (available online at http://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/),
and we consider Gaussian radial basis kernelK(x,x′) = exp(−γ‖x−x′‖2),where
γ is the prespecified kernel parameter.We use the same values for γ and ε as speci-
fied in [2] shown in Table 1, where n denotes the size of the data set, and p denotes
the dimension of the input x.

For data set abalone we randomly sample 1000 examples from the 4177 exam-
ples; for cpusmall we randomly sample 1000 examples from the 8292 examples;
for spacega we randomly sample 1000 examples from the 3107 examples.

Since the usual goal of regression analysis is to minimize the predicted squared-
error loss, the prediction error is defined as

PredE =
1

m

m∑
i=1

(yi − f(xi))
2,

where m is the number of the test data.
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Table 1. Summary of the Seven Benchmark Data Sets

DataSet n p γ ε DataSet n p γ ε

pyrim 74 27 0.0167 0.00136 cpusmall 1000 12 0.0913 0.12246

triazines 186 60 0.0092 0.00910 spacega 1000 6 0.1664 0.01005

mpg 392 7 0.3352 0.18268 abalone 1000 8 0.1506 0.12246

housing 566 13 0.1233 0.18268
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Fig. 2. The posterior probability distribution of the models according to the regular-
ization path

4.1 Model Posterior Probability Distribution

First, we verify the model posterior probabilities according to the regularization
path. We randomly sample on data set pyrim, and then build each regulariza-
tion path using the algorithm proposed in [4]. We compute the model posterior
probability as described in Section 3. The posterior probability of models from
most regularized to least regularized is shown in Figure 2.

From the figure we find that only few models have higher posterior probabili-
ties and most of the other models have very small posterior probabilities around
zero. Therefore, applying the improved Occam’s Window method we can discard
most of the models in the initial candidate model set. We record an example of
adjusting procedure on posterior probability ratio W in Table 2, where the ATs
is the iteration on the W . We observe that once the ratio is large enough, many
models enter the candidate model set. From the last line of the table, we can
conclude that poor performance models can decrease the performance of model
combination.

4.2 Performance Comparison

In this subsection, we first compare the prediction performance of the model
combination over Maa with the model selection methods based GCV [4] and
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Table 2. Adjusting procedure on posterior probability ratio W with data set pyrim

Ats W |M′| PredE

1 6 2 0.00593

2 12 5 0.00601

3 24 7 0.00596

4 48 9 0.00570

5 96 22 0.00713

BIC. We randomly split the data into training and test sets, with the training
set comprising 80% of the data. We repeat this process 30 times and compute
the average prediction errors and their corresponding standard errors. We cal-
culate the prediction error with each test data for each method. The results are
summarized in Table 3. From the tables we find that the model combination has
the lowest prediction error and standard error. In a sense, this experiment shows
that model combination has the property of “many can be better than one”.

Table 3. Comparisons of the prediction error on real data for model selection and
model combination

GCV BIC BMC

pyrim 0.0055 (0.0026) 0.0052 (0.0027) 0.0049 (0.0023)

triazines 0.0242 (0.0081) 0.0239 (0.0080) 0.0237 (0.0078)

mpg 7.32 (2.35) 7.25 (2.32) 7.13 (2.12)

housing 10.82 (3.65) 10.77 (3.60) 10.04 (3.49)

cpusmall 27.48 (10.25) 27.32 (10.25) 27.10 (10.23)

spacega 0.0125 (0.0015) 0.0122 (0.0015) 0.0120 (0.0015)

abalone 4.31 (1.05) 4.29 (1.05) 4.27 (1.04)

In the second part of the experiment, we compare the prediction performance
of model combination over the model set Minit, Mao and Maa. We compute
the prediction error for the model combination with and without the model
selection strategy. The results are summarized in Table 4, where BMCi denotes
the model combination over the initial candidate model setMinit; BMCo denotes
combination over the model set Mao, and BMCp denotes combination over the
final model set Maa. From the tables we find that the model combination over
the selected candidate model set has lower prediction error than over the initial
model set. In a sense, this experiment shows that the model combination has
the property of “many can be better than all”.
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Table 4. Comparisons of the prediction error on real data for model combination with
and without model selection strategy

BMCi BMCo BMCp

pyrim 0.0067 (0.0037) 0.0051 (0.0027) 0.0049 (0.0023)

triazines 0.0317 (0.0092) 0.0277 (0.0083) 0.0237 (0.0078)

mpg 7.98 (2.68) 7.28 (2.32) 7.13 (2.12)

housing 11.73 (3.98) 10.73 (3.56) 10.04 (3.49)

cpusmall 29.49 (11.08) 28.01 (10.78) 27.10 (10.23)

abalone 4.83 (1.27) 4.36 (1.09) 4.27 (1.04)

spacega 0.0204 (0.0019) 0.0128 (0.0015) 0.0120 (0.0015)

5 Conclusion

In this paper, we propose a new model combination framework for ε-SVR. We
can obtain all possible models according to the regularization path. Applying
the improved Occam’s Window method and the input-dependant strategy, we
greatly reduce the number of candidate models and improve the model combi-
nation prediction performance on test data. The model combination on regu-
larization path can reduce the risk of single model selection, and improve the
prediction performance. The experimental results on real data show that with
some pre-processing of model set the combination prediction accuracy signifi-
cantly exceeds that of a single model.

Our model combination for ε-SVR on regularization path provide a common
framework for model combination, which can be extended to support vector
machines (SVMs)[17] and other regularized models.
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Abstract. Linear discriminant analysis (LDA) can extract features that
preserve class separability. For small sample size (SSS) problems, the
number of data samples is smaller than the dimension of data space, and
the within-class scatter matrix of data samples is singular. LDA cannot
be directly applied to SSS problems, since LDA requires the within-class
scatter matrix to be non-singular. Regularized linear discriminant anal-
ysis (RLDA) is a common way to deal with singularity problems. In this
paper, a subspace RLDA (SRLDA) algorithm is presented for SSS prob-
lems, which is performed in a subspace containing the range space of the
total scatter matrix. The use of different parameter values in the regular-
ization of the within-class matrix connects SRLDA to several extensions
of LDA including discriminative common vectors (DCV), complete LDA
(CLDA) and pseudo-inverse LDA (PLDA). An efficient algorithm to per-
form SRLDA based on the QR decomposition is developed, which makes
the algorithm feasible and efficient for SSS problems. Face recognition is a
well-known SSS problem and extensive experiments on various datasets
of face images are conducted to evaluate the proposed algorithm and
compare SRLDA with other extended LDA algorithms. Experimental
results show the proposed algorithm can fuse discriminative information
in the range and the null space of the within-class scatter matrix to find
optimal discriminant vectors.

Keywords: Regularized linear discriminant analysis, QR decomposi-
tion, small sample size problem.

1 Introduction

Linear discriminant analysis (LDA) is a very popular method for dimensionality
reduction because of its relative simplicity and effectiveness. LDA seeks for a lin-
ear transformation that maximizes class separability in the projection subspace.
So, the criteria of LDA for dimension reduction are formulated to maximize
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the ratio of the between-class scatter to the within-class scatter in the reduced
dimensional space.

Assume that there are n data points x1, · · · , xn ∈ Rm belonging to c classes.
The number of data points that belong to the i-th class is ni , and n =

∑c
i=1 ni.

LDA finds a linear transformation A = [a1, · · · , ad] ∈ Rm×d that maps data
point xj in the m-dimensional space to a vector yj in the d-dimensional space:

A : xj ∈ Rm → yj = ATxj ∈ Rd(d < m)

Let Ni be the index set of data items in the i-th class, i.e. xj , for j ∈ Ni, belongs
to the i-th class. The between-class scatter matrix Sb, the within-class scatter
matrix Sw, and the total scatter matrix St are defined as

Sb =

c∑
i=1

ni(μi − μ)(μi − μ)
T
,

Sw =

c∑
i=1

∑
j∈Ni

(xj − μi)(xj − μi)
T
,

St = Sb + Sw =

n∑
j=1

(xj − μ)(xj − μ)
T
,

where μi =
1
ni

∑
j∈Ni

xj is the centroid of the i-th class, and μ = 1
n

n∑
j=1

xj is the

global centroid. An optimal transformation A = [a1, · · · , ad] would maximize the
objective function:

J(A) = argmax
A

trace(ATSbA)

trace(ATSwA)
. (1)

When Sw is non-singular, the transformation matrix A can be obtained by
finding the generalized eigenvectors corresponding to the d largest eigenval-
ues of Sba = λSwa. The solution can also be obtained by applying an eigen-
decomposition on the matrix S−1

w Sb. Since the rank of the matrix Sb is bounded
from above by c−1, there are at most c−1 eigenvectors corresponding to nonzero
eigenvalues.

In many interesting machine learning and data mining problems, the dimen-
sion of the data points in general is higher than the number of data points, i.e.
m > n. These problems are known as “small sample size” (SSS) problems. Since
LDA requires the within-class scatter matrix to be non-singular and the within-
class scatter matrix can be singular in SSS problems, LDA cannot be directly ap-
plied to these problems. In order to deal with SSS problems, many extensions of
LDA, including Pseudo-inverse LDA (PLDA) [1], Regularized LDA (RLDA)[2,3],
discriminative common vectors (DCV) [4, 5], Complete LDA (CLDA) [6, 7], Di-
rect LDA (DLDA) [8], etc, were proposed.
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RLDA regularizes Sw by adding a multiple of identity matrix to Sw, as Sw +
αIm, for α > 0, where Im is a m×m identity matrix. Sw +αIm is non-singular,
and the optimal transformation A would maximize the objective function:

J(A) = argmax
A

trace(ATSbA)

trace(AT (Sw + αIm)A)
. (2)

In this paper, a subspace RLDA (SRLDA) algorithm using two different param-
eter values in the regularization of the within-class matrix is proposed to solve
SSS problems. The rest of the paper is organized as follows. SRLDA is presented
in Section 2. In section 3, the relationship among SRLDA and other extended
LDA methods is discussed. In section 4, an efficient algorithm to perform SRLDA
based on the QR decomposition is developed. Experimental results are reported
in section 5. Last, a conclusion is drawn in section 6.

2 Subspace Regularized Linear Discriminant Analysis

Liu et al. [9] proved that RLDA can be performed in the principal component
analysis transformed space. For linear methods, one can first go to a subspace
that contains all the data and then optimize the objective function in this sub-
space[10]. So, RLDA can be performed in a subspace that contains the range
space of the total scatter matrix, and all optimal discriminant vectors can be
derived from the subspace without any loss of the discriminatory information.

The proposed subspace regularized linear discriminant analysis (SRLDA) se-
lect a subspace which contains the range space of the total scatter matrix. As-
sume that Ψ is a selected subspace and {w1, w2, · · · , wl} is an orthonormal basis
for Ψ , where l is the dimension of Ψ . Then, data points are projected into this
subspace. In the subspace, the between-class scatter matrix is Ŝb ∈ Rl×l , and the
within-class scatter matrix is Ŝw ∈ Rl×l . We denote Ŝw as Ŝw = QΣQT , where
Q is orthogonal, Σ = diag(Σw, 0), Σw ∈ Rs×s is diagonal, and s = rank(Ŝw).
The diagonal elements of Σ are eigenvalues of Ŝw ordered in non-increasing
order, and the columns of Q are their corresponding eigenvectors.

Two parameter values are used in the regularization of the within-class matrix.
SRLDA regularizes Ŝw by adding a diagonal matrix as Ŝw + Q(Σr)Q

T , where
Σr = diag(σIs, αIl−s), σ > 0 , α > 0, Is is a s× s identity matrix, and Il−s is a
(l− s)× (l− s) identity matrix. In the subspace Ψ , the optimization criteria is
formulated as the maximization problem of the objective function:

J(B) = argmax
B

trace(BT ŜbB)

trace(BT (Ŝw +QΣrQT )B)
(3)

An optimal transformation matrix B can be obtained by finding the general-
ized eigenvectors corresponding to the d largest eigenvalues of Ŝbb = λ(Ŝw +
QΣrQ

T )b. Suppose b1, b2, · · · , bd are the generalized discriminant vectors corre-
sponding to the d largest nonzero eigenvalues. We get the transformation matrix
A = WB, where W = (w1, w2, · · · , wl) and B = (b1, b2, · · · , bd).
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3 Connections to Extended LDA Methods

In this section, the relationship among SRLDA and some extended LDA meth-
ods, including DCV, CLDA, and PLDA, is presented.

Let St = UΣ1U
T be the spectral decomposition of St, where U is orthogonal,

Σ1 = diag(Σt, 0) , Σt ∈ Rt×t is diagonal, and t = rank(St). The diagonal
elements of Σ1 are the eigenvalues of St ordered in non-increasing order, and
the columns of U are their corresponding eigenvectors. Let U = (U1, U2) be a
partition of U , such that U1 ∈ Rm×t and U2 ∈ Rm×(m−t) . Since St = Sb + Sw ,
we have

UTStU =

(
Σt 0
0 0

)
=

(
UT
1 (Sb + Sw)U1 U

T
1 (Sb + Sw)U2

UT
2 (Sb + Sw)U1 U

T
2 (Sb + Sw)U2

)
(4)

It follows that UT
2 (Sb+Sw)U2 = 0. Sb and Sw both are positive semidefinite, and

therefore UT
2 SbU2 = 0 and UT

2 SwU2 = 0 . Thus, SwU2 = 0, and UT
1 SwU2 = 0 .

So, we have

UTSwU =

(
UT
1 SwU1 0
0 0

)
Suppose u1, u2, · · · , ut are the columns of U1. Define a subspace Ψ = R(U1)
spanned by the columns of U1. Obviously, Ψ is the range space of St. SRLDA
can find optimal discriminant vectors in the subspace Ψ . Then, the within-class
scatter matrix of the mapped data in Ψ is Ŝw = WTSwW ∈ Rl×l, whereW = U1

and l = t. Let Ŝw = UT
1 SwU1 = V Σ2V

T be the spectral decomposition of Ŝw,
where V is orthogonal, Σ2 = diag(Σw, 0), Σw ∈ Rs×s is diagonal, s = rank(Sw).
The diagonal elements of Σ2 are eigenvalues of Ŝw ordered in non-increasing
order, and the columns of V are their corresponding eigenvectors. So, we have(

V 0
0 I

)T

UTSwU

(
V 0
0 I

)
=

(
Σ2 0
0 0

)
Let V = (V1, V2) be a partition of V , such that V1 ∈ Rt×s and V2 ∈ Rt×(t−s).
Define P = (P1, P2, P3) , P1 = U1V1, P2 = U1V2, P3 = U2, and Σ3 = diag
(Σw, 0, 0) ∈ Rm×m. Then we have

Sw = PΣ3P
T . (5)

So, the diagonal elements of Σ3 are eigenvalues of Sw ordered in non-increasing
order, and the columns of P are their corresponding eigenvectors.

The regularized within-class scatter matrix is defined as Ŝw +QΣrQ
T , where

Q = V , Σr = diag(σIs, αIt−s), σ > 0 , α > 0, Is is a s× s identity matrix, and
It−s is a (t − s)× (t− s) identity matrix. An optimal transformation matrix B
in (3) can be obtained by finding the generalized eigenvectors corresponding to
the d largest eigenvalues of Ŝbb = λ(Ŝw + V ΣrV

T )b.
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3.1 Connections to DCV and CLDA

DCV [4, 5] finds discriminant vectors in the null space of the within-class scat-
ter matrix and overlooks discriminant information contained in the range space
of the within-class scatter matrix. CLDA [6, 7] finds “irregular” discriminant
vectors in the null space of the within-class scatter matrix and “regular” dis-
criminant vectors in the range space of the within-class scatter matrix. Two
kinds of discriminant vectors are fused in the classification level.

Suppose b is a generalized eigenvector of Ŝb and Ŝw + V ΣrV
T corresponding

to the nonzero eigenvalue λ, i.e., Ŝbb = λ(Ŝw + V ΣrV
T )b. Recall that W = U1,

Ŝb = WTSbW = U1
TSbU1. Ŝw + V ΣrV

T = V Σ̂V T , where Σ̂ = Σ2 + Σr. It
follows that U1

TSbU1b = λV Σ̂V T b. V Σ̂V T can be expressed as

V Σ̂V T = (V1, V2)

(
Σw + σIs 0

0 αIt−s

)(
V T
1

V T
2

)
= V1(Σw + σIs)V1

T + αV2V2
T .

Since b ∈ Rt×1 and V = (V1, V2) ∈ Rt×t is orthogonal, b can be expressed as
b = V1b1 + V2b2, where b1 ∈ Rs×1 and b1 ∈ R(t−s)×1 . It follows that

U1
TSbU1V1b1 + U1

TSbU1V2b2 = λV1(Σw + σIs)b1 + αλV2b2.

Since V T
2 V1 = 0 , we have

V1
TU1

TSbU1V1b1 + V1
TU1

TSbU1V2b2 = λ(Σw + σIs)b1

and

V2
TU1

TSbU1V1b1 + V2
TU1

TSbU1V2b2 = αλb2.

Since Σw + σIs is positive definite and α > 0 , we have

(Σw + σIs)
−1(V1

TU1
TSbU1V1b1 + V1

TU1
TSbU1V2b2) = λb1

and

α−1(V2
TU1

TSbU1V1b1 + V2
TU1

TSbU1V2b2) = λb2.

When α = 1 and σ tends to ∞ , b1 = 0 and

V2
TU1

TSbU1V2b2 = λb2.

Since V2
TU1

TSwU1V2 = 0, the column vectors of U1V2 forms an orthonormal
basis for R(St)∩N(Sw), where R(St) denotes the range space of St, and N(Sw)
denotes the null space of Sw. Suppose b12, · · · , bd2 are the eigenvectors of ma-
trix V2

TU1
TSbU1V2 corresponding to the d largest nonzero eigenvlaues. Then,

U1V2b
1
2, · · · , U1V2b

d
2 are the discriminant vectors in the null space of the within-

class scatter matrix, which are found by DCV. These vectors also are the “irreg-
ular” discriminant vectors found in CLDA.
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When σ = 0 and α tends to ∞ , b2 = 0 and

(Σw)
−1V1

TU1
TSbU1V1b1 = λb1.

Since V1
TU1

TSwU1V1 = Σw, the space spanned by the column vectors of U1V1
is the range space of the within-class scatter matrix. Suppose b11, · · · , bd1 are the
generalized eigenvectors of matrices V1

TU1
TSbU1V1 and Σw corresponding to

the d largest nonzero generalized eigenvlaues. Then, U1V1b
1
1, · · · , U1V1b

d
1 are the

“regular” discriminant vectors found in CLDA.

3.2 Connections to Pseudoinverse LDA

Pseudo-inverse is a common way to deal with singularity problems. When a ma-
trix is singular, the inverse of the matrix does not exist. However, the pseudo-
inverse of any matrix is well defined. Moreover, the pseudo-inverse of a matrix
coincides with its inverse when it is invertible. Pseudoinverse LDA (PLDA) ap-
plys the eigen-decomposition to the matrix S+

wSb.
Suppose b is a generalized eigenvector of Ŝb and Ŝw + V ΣrV

T corresponding
to the nonzero eigenvalue λ, i.e. Ŝbb = λ(Ŝw + V ΣrV

T )b. Since Ŝw + V ΣrV
T is

positive definite, b is also the eigenvector of (Ŝw + V ΣrV
T )−1Ŝb corresponding

to the nonzero eigenvalue λ, i.e. (Ŝw + V ΣrV
T )−1Ŝbb = λb. Recall that Ŝb =

U1
TSbU1 and Ŝw + V ΣrV

T = V Σ̂V T . It follows that

U1(V Σ̂V
T )−1U1

TSbU1b = λU1b.

In the original space, the corresponding discriminant vector of b is ϕ = U1b.
Hence,

U1(V Σ̂V
T )−1U1

TSbϕ = λϕ, (6)

which implies that ϕ is an eigenvector of U1(V Σ̂V
T )−1U1

TSb . Since V is or-
thogonal, we have

(V Σ̂V T )−1 = V (Σ̂)−1V T = V

(
(Σw + σIs)

−1
0

0 α−1It−s

)
V T . (7)

When σ = 0 and α tends to ∞ , (7) becomes

(V Σ̂V T )−1 = V (Σ̂)−1V T = V

(
Σw

−1 0
0 0

)
V T .

Recall that V = (V 1, V 2). It follows that

U1(V Σ̂V
T )−1U1

T = (U1V1)Σ
−1
w (U1V1)

T . (8)

Recall that Sw = PΣ3P
T , P = (P1, P2, P3),Σ3 = diag(Σw, 0, 0) and P1 = U1V1.

We have
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(Sw)
+ = (P1, P2, P3)

⎛⎝Σ−1
w 0 0
0 0 0
0 0 0

⎞⎠ (P1, P2, P3)
T = (U1V1)(Σw)

−1(U1V1)
T . (9)

From (6), (8) and (9), we can find that ϕ is an eigenvector of (Sw)
+Sb corre-

sponding to the nonzero eigenvalue λ, i.e. S+
wSbϕ = λϕ. When σ = 0 and α

tends to ∞, ϕ is also a “regular” discriminant vector in the range space of the
within-class scatter matrix. So, PLDA finds discriminative vectors in the range
space of the within-class scatter matrix, and ignores discriminative information
in the null space of the within-class scatter matrix.

4 Efficient Algorithm for SRLDA via QR Decomposition

The subspace R(X) spanned by the columns ofX contains the range space of the
total scatter matrix, where X = (x1, · · · , xn) ∈ Rm×n is the training data set.
All optimal discriminant vectors can be derived from R(X). For SSS problems,
the number of dimensions m is usually much larger than the total number of
points n, i.e. m >> n, and training data points usually are linear independent.
So, the dimension of the space spanned by the columns of X usually is n. An
orthonormal basis of R(X) can be obtained through the QR decomposition.

Let X = WR be the QR decomposition of X , where W = (w1, w2, · · · , wn) ∈
Rm×n has orthonormal columns, and R ∈ Rn×n is an upper triangular. Then,
the vectors w1, w2, · · · , wn form an orthonormal basis of R(X).

The steps for the SRLDA algorithm are as follows:

1. Calculate the QR decomposition of X : X = WR;
2. Map training data set: Z =WTX ;
3. Calculate the between-class scatter matrix Ŝb and the within-class scatter

matrix Ŝw;
4. Regularize the within-class scatter matrix: Ŝw = Ŝw + V ΣrV

T ;
5. Work out d generalized eigenvectors b1, b2, · · · , bd of matrices Ŝb and Ŝw

corresponding to the d largest nonzero generalized eigenvlaues;
6. Calculate the transformation matrix A = WB, where B = (b1, · · · , bd).

The rank of the between-class matrix Sb is at most c−1. In practice, c centroids
in the data set are usually linearly independent. In this case, the number of
retained dimensions is d = c− 1.

The time complexity of the algorithm can be analyzed as follows: Step 1 takes
O(mn2) time for the QR decomposition. Step 2 takes O(mn2) time for mul-
tiplication of two matrices. Step 3 takes O(n3) time to calculate Ŝw and Ŝb.
The time complexity of Step 4 is O(n3), since the algorithm has to compute
the eigen-decomposition of a n by n matrix and calculate the multiplication of
three matrices. Step 5 calculates d nonzero generalized eigenvalues and their
corresponding generalized eigenvectors of a n by n matrix, hence the time com-
plexity of Step 5 is O(dn2). Finally, in Step 6, it takes O(mnd) time for matrix
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multiplication. Recall that the number of dimensions m is usually much larger
than the total number of points n. Therefore, the total time complexity of the
algorithm is O(mn2).

5 Experiments

In this section, experiments are carried out to compare SRLDA with DCV,
CLDA, and PLDA, in terms of classification accuracy. The data sets for experi-
ments are presented in section 5.1. Experimental setting is described in section
5.2. In section 5.3, experiment results are reported.

5.1 Datasets

Face recognition is a well-known SSS problem and experiments are carried out
on three face databases: the CMU PIE face database, the Yale face database,
and the ORL face database.

The CMU PIE database has more than 40,000 face images of 68 people. Under
varying pose, illumination, and expression, the face images were captured. In the
experiments, we randomly select 20 persons and 80 images for each person to
compare the performance of different algorithms.

The Yale Center for Computational Vision and Control constructed the Yale
face database. The database has 165 face images of 15 people. The images have
different variations including lighting condition, facial expression.

The ORL face database contains 40 people and there are ten face images
for each people. All the images were taken against a dark homogeneous back-
ground with the subjects in an upright, frontal position (with tolerance for some
side movement). Some images were captured at different times and demonstrate
variations in expression and facial details.

Original images were normalized (in scale and orientation) such that the two
eyes were aligned at the same position. The size of each face image is 32 × 32
pixels.

5.2 Experimental Setting

We partition the image sets into training and testing set with different numbers.
To simplify representation, Gm/Pn is used to denotes that we randomly select
m images per person for training and the remaining n images are for testing.
For each Gm/Pn, we average the classification results over 50 random splits and
report the mean as well as the standard deviation.

The Euclidean distance is used. Since the size of each face image is 32×32 pix-
els, each image is concatenated into a 1024-dimensional vector. Testing images
are mapped to a low-dimensional space via the optimal transformation learned
from training image. Then, the testing images are classified by the nearest neigh-
bor criterion.
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For CLDA, we search for the best coefficient to fuse regular and irregular
discriminant feature vectors for classification and report the best classification
accuracies. For SRLDA, we let σ = 2r and α = 2g, where r and g vary from
−15 to 15 incremented by 1. We report the best classification performance of
SRLDA.

5.3 Experimental Results

Table 1 shows the classification accuracies and the standard deviations of dif-
ferent algorithms on the three face image data sets: PIE, Yale, and ORL. Fur-
thermore, we also plot the classification performance of SRLDA under different
values of the regularization parameters on the PIE database for G15/P65 in
Figs. 1, 2, and 3.

From the results in Table 1, we observe that:
1) DCV always achieved better performance than PLDA. The reason may be

that in SSS problems, the discriminative information in the null space of the
within-class scatter matrix is more important than the discriminative informa-
tion in the range space of the within-class scatter matrix for classification. With
the increasing number of training samples, the difference in classification accu-
racy between DCV and PLDA decreased, which implies that the discriminative
information in the range space of the within-class scatter matrix increases with
the increasing number of training samples.

Table 1. Recognition accuracies and standard deviations (%)

Method
PIE

G5/P75 G8/P72 G10/P70 G12/P68 G15/P65

SRLDA 81.27(5.37) 88.30(3.11) 90.37(3.71) 92.95(2.11) 94.35(1.89)
DCV 80.99(5.49) 87.59(3.26) 89.13(4.28) 91.62(2.50) 92.89(2.13)
PLDA 67.49(6.34) 77.74(4.63) 81.76(4.88) 86.23(3.12) 89.20(2.44)
CLDA 81.40(5.42) 87.98(3.23) 89.49(4.11) 91.94(2.36) 93.15(2.07)

Method
Yale

G3/P8 G4/P7 G5/P6 G6/P5 G7/P4

SRLDA 71.43(3.60) 78.42(4.00) 82.56(3.30) 84.99(3.87) 86.77(3.39)
DCV 71.43(3.60) 78.23(4.10) 82.44(3.28) 84.85(4.11) 86.77(3.39)
PLDA 38.05(4.12) 50.69(5.31) 61.87(4.48) 68.85(5.34) 74.67(4.97)
CLDA 69.98(3.67) 77.30(4.37) 81.93(3.41) 85.01(3.58) 86.93(3.25)

Method
ORL

G3/P7 G4/P6 G5/P5 G6/P4 G7/P3

SRLDA 89.24(1.97) 93.69(1.58) 96.37(1.24) 97.29(1.57) 97.93(1.37)
DCV 88.84(1.99) 93.09(1.70) 95.76(1.35) 96.52(1.92) 97.23(1.70)
PLDA 79.02(2.54) 88.79(2.60) 93.04(1.92) 94.67(1.60) 96.00(1.74)
CLDA 89.29(1.91) 93.53(1.59) 96.07(1.41) 96.80(1.72) 97.43(1.65)
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Fig. 1. Classification accuracies of SRLDA under different σ’s, where σ = 2r and α = 1
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Fig. 2. Classification accuracies of SRLDA under different α’s, where α = 2r and σ = 0
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Fig. 3. Classification accuracies of SRLDA under different σ’s and α’s, where α = σ =
2r
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2) On the dataset PIE, SRLDA achieved poorer performance than CLDA
for G5/P75 and outperformed CLDA for other cases. On the dataset ORL,
SRLDA achieved poorer performance than CLDA for G3/P8 and outperformed
CLDA for other cases. On the Yale dataset, SRLDA achieved poorer performance
than CLDA for G6/P5 and G7/P4, and outperformed CLDA for other cases.
Generally speaking, SRLDA achieved better performance than CLDA.

3) On the dataset PIE and the dataset ORL, the classification accuracy dif-
ferences between DCV and PLDA were small, and SRLDA and CLDA achieved
better performance than DCV and PLDA. However, on the Yale dataset, the
differences in classification accuracy between DCV and PLDA were large for
G3/P8, G4/P7, and G5/P6, and CLDA achieved poorer performance than DCV.
The reason may be that when the difference in classification accuracy between
DCV and PLDA is large, it is difficult for CLDA to fuse irregular discriminative
vectors and regular discriminative vectors for classification. However, SRLDA
can more efficiently fuse two kinds of discriminative information in the range
and the null space of the within-class scatter matrix and achieved better perfor-
mance than CLDA or similar performance as CLDA.

4) From the standard deviation of accuracies shown in the table, we find that
SRLDA is more stable than other algorithms.

From the results in Figs. 1, 2, and 3., we observe that:

1) When α = 1, and σ = 2r(r ≥ 7), the performance of SRLDA was the same
as DCV. The underlying reason is that when α = 1, with the increasing value
of σ, SRLDA reduces to DCV and finds discriminant vectors in the null space
of the within-class scatter matrix.

2) When σ = 0, and α = 2r(r ≥ 3), the performance of SRLDA was the same
as PLDA. The underlying reason is that when σ = 0, with the increasing value
of α, SRLDA reduces to PLDA and finds discriminant vectors in the range space
of the within-class scatter matrix.

3) When σ = α = 2r(r ≤ −3), SRLDA fused two kinds of discriminant
information in the null and the range space of the within-class scatter matrix
to find discriminative vectors for classification and achieved better performance
than DCV and PLDA. In order to fuse two kinds of discriminative information
for classification, small values should be set to α and σ.

6 Conclusion

In this paper, SRLDA was proposed to solve SSS problems. By using different
parameter values in the regularization of the within-class matrix, SRLDA are
closely related to several extended LDA methods, including DCV, CLDA, and
PLDA. An efficient algorithm to perform SRLDA was developed, which performs
RLDA in the space spanned by the data samples and finds an orthonormal basis
of the space through the QR decomposition. Experimental results showed that
SRLDA can efficiently fuse discriminative information in the range and the null
space of the within-class scatter matrix and finds optimal discriminant vectors
for classification.
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Abstract. Feature selection (FS) has two main objectives of minimising the
number of features and maximising the classification performance. Based on
binary particle swarm optimisation (BPSO), we develop a multi-objective FS
framework for classification, which is NSBPSO based on multi-objective BPSO
using the idea of non-dominated sorting. Two multi-objective FS algorithms are
then developed by applying mutual information and entropy as two different filter
evaluation criteria in the proposed framework. The two proposed multi-objective
algorithms are examined and compared with two single objective FS methods on
six benchmark datasets. A decision tree is employed to evaluate the classification
accuracy. Experimental results show that the proposed multi-objective algorithms
can automatically evolve a set of non-dominated solutions to reduce the number
of features and improve the classification performance. Regardless of the evalua-
tion criteria, NSBPSO achieves higher classification performance than the single
objective algorithms. NSBPSO with entropy achieves better results than all other
methods. This work represents the first study on multi-objective BPSO for filter
FS in classification problems.

Keywords: Feature Selection, Particle Swarm Optimisation, Multi-Objective
Optimisation, Filter Approaches.

1 Introduction

Feature selection (FS) is an important pre-processing technique for effective data analy-
sis in many areas such as classification. In classification, without prior knowledge, rele-
vant features are usually difficult to determine. Therefore, a large number of features are
often involved, but irrelevant and redundant features may even reduce the classification
performance due to the unnecessarily large search space. FS can address this problem
by selecting only relevant features for classification. By eliminating/reducing irrelevant
and redundant features, FS could reduce the number of features, shorten the training
time, simplify the learned classifiers, and/or improve the classification performance [1].

FS algorithms explore the search space of different feature combinations to reduce
the number of features and optimise the classification performance. They have two key
factors: the evaluation criterion and the search strategy. Based on the evaluation cri-
terion, existing FS approaches can be broadly classified into two categories: wrapper
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approaches and filter approaches. In wrapper approaches, a learning/classification algo-
rithm is used as part of the evaluation function to determine the goodness of the selected
feature subset. Wrappers can usually achieve better results than filters approaches, but
the main drawbacks are their computational deficiency and loss of generality [2]. Filter
approaches use statistical characteristics of the data for evaluation and the FS search
process is independent of a learning/classification algorithm. Compared with wrappers,
filter approaches are computationally less expensive and more general [1].

The search strategy is a key factor in FS because of the large search space (2n for n
features). In most situations, it is impractical to conduct an exhaustive search [2]. A vari-
ety of search strategies have been applied to FS. However, existing FS methods still suf-
fer from different problems such as stagnation in local optima and high computational
cost [3, 4]. Therefore, an efficient global search technique is needed to better address FS
problems. Particle swarm optimisation (PSO) [5, 6] is one of the relatively recent evo-
lutionary computation techniques, which are well-known for their global search ability.
Compared with genetic algorithms (GAs) and genetic programming (GP), PSO is com-
putationally less expensive and can converge more quickly. Therefore, PSO has been
used as an effective technique in many fields, including FS in recent years [3, 4, 7].

Generally, FS has two main objectives of minimising both the classification error
rate and the number of features. These two objectives are usually conflicting and the
optimal decision needs to be made in the presence of a trade-off between them. How-
ever, most existing FS approaches are single objective algorithms and belong to wrapper
approaches, which are less general and computationally more expensive than filter ap-
proaches. There has been no work conducted to use PSO to develop a multi-objective
filter FS approach to date.

The overall goal of this paper is to develop a new PSO based multi-objective filter
approach to FS for classification for finding a set of non-dominated solutions, which
contain a small number of features and achieve similar or even better classification per-
formance than using all features. To achieve this goal, we will develop a multi-objective
binary PSO framework, NSBPSO, and apply two information measurements (mutual in-
formation and entropy) to the proposed framework. These proposed FS algorithms will
be examined on six benchmark tasks/problems of varying difficulty. Specifically, we
will investigate

– whether using single objective BPSO and the two information measurements can
select a small number of features and improve classification performance over using
all features;

– whether NSBPSO with mutual information can evolve a set of non-dominated solu-
tions, which can outperform all features and the single objective BPSO with mutual
information; and

– whether NSBPSO with entropy can outperform all other methods above.

2 Background

2.1 Particle Swarm Optimisation (PSO)

PSO is an evolutionary computation technique proposed by Kennedy and Eberhart in
1995 [5, 6]. Candidate solutions in PSO are encoded as particles. Particles move in
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the search space to search for the best solution by updating their positions according
to the experience of a particle itself and its neighbours. xi = (xi1, xi2, ..., xiD) and
vi = (vi1, vi2, ..., viD) represent the position and velocity of particle i, where D is
the dimensionality of the search space. pbest represents the best previous position of a
particle and gbest represents the best position obtained by the swarm so far. PSO starts
with random initialisations of a population of particles and searches for the optimal
solution by updating the velocity and the position of each particle according to the
following equations:

xt+1
id = xt

id + vt+1
id (1)

vt+1
id = w ∗ vtid + c1 ∗ r1i ∗ (pid − xt

id) + c2 ∗ r2i ∗ (pgd − xt
id) (2)

where t denotes the tth iteration. d denotes the dth dimension. w is inertia weight. c1
and c2 are acceleration constants. r1i and r2i are random values uniformly distributed
in [0, 1]. pid and pgd represent the elements of pbest and gbest. vtid is limited by a
predefined maximum velocity, vmax and vtid ∈ [−vmax, vmax].

PSO was originally proposed to address continuous problems [5]. Later, Kennedy
and Eberhart [8] developed a binary PSO (BPSO) to solve discrete problems. In BPSO,
xid, pid and pgd are restricted to 1 or 0. vtid in BPSO indicates the probability of the
corresponding element in the position vector taking value 1. A sigmoid function is used
to transform vid to the range of (0, 1). BPSO updates the position of each particle
according to the following formula:

xid =

{
1, if rand() < 1

1+e−vid

0, otherwise
(3)

where rand() is a random number chosen from a uniform distribution in [0,1].

2.2 Entropy and Mutual Information

Information theory developed by Shannon [9] provides a way to measure the informa-
tion of random variables with entropy and mutual information. The entropy is a measure
of the uncertainty of random variables. LetX be a random variable with discrete values,
its uncertainty can be measured by entropy H(X):

H(X) = −
∑
x∈X

p(x) log2 p(x) (4)

where p(x) = Pr(X = x) is the probability density function of X .
For two discrete random variables X and Y with their probability density function

p(x, y), the joint entropy H(X,Y ) is defined as

H(X,Y ) = −
∑

x∈X ,y∈Y
p(x, y) log2 p(x, y) (5)
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When a variable is known and others are unknown, the remaining uncertainty is mea-
sured by the conditional entropy. Given Y , the conditional entropy H(X |Y ) of X with
respect to Y is

H(X|Y ) = −
∑

x∈X ,y∈Y
p(x, y) log2 p(x|y) (6)

where p(x|y) is the posterior probabilities of X given Y . If X completely depends
on Y , then H(X |Y ) is zero, which means that no more other information is required
to describe X when Y is known. On the other hand, H(X |Y ) = H(X) denotes that
knowing Y will do nothing to observe X .

The information shared between two random variables is defined as mutual informa-
tion. Given variable X , mutual information I(X ;Y ) is how much information one can
gain about variable Y .

I(X;Y ) =H(X)−H(X|Y )

=−
∑

x∈X ,y∈Y
p(x, y) log2

p(x, y)

p(x)p(y)
(7)

According to Equation 7, the mutual information I(X ;Y ) will be large if X and Y are
closely related. I(X ;Y ) = 0 if X and Y are totally unrelated.

2.3 Multi-objective Optimisation

Multi-objective optimisation involves minimising or maximising multiple conflicting
objective functions. The formulae of a k-objective minimisation problem with multiple
objective functions can be written as follows:

minimise F (x) = [f1(x), f2(x), ... , fk(x)] (8)

subject to:
gi(x) � 0, (i = 1, 2, ... m) and hi(x) = 0, ( i = 1, 2, ... l) (9)

where x is the vector of decision variables, fi(x) is a function of x, gi(x) and hi(x) are
the constraint functions of the problem.

In multi-objective optimisation, the quality of a solution is explained in terms of
trade-offs between the conflicting objectives. Let y and z be two solutions of the above
k-objective minimisation problem. If the following conditions are met, one can say y
dominates z:

∀i : fi(y) � fi(z) and ∃j : fj(y) < fj(z) (10)

where i, j ∈ {1, 2, ..., k}. When y is not dominated by any other solutions, y is referred
as a Pareto-optimal solution. The set of all Pareto-optimal solutions forms the trade-off
surface in the search space, the Pareto front. A multi-objective algorithm is designed to
search for a set of non-dominated solutions.
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2.4 Related Work on FS

A number of FS algorithms have been recently proposed [1] and typical FS algorithms
are reviewed in this section.

Traditional FS Approaches. The Relief algorithm [10] is a classical filter FS algo-
rithm. Relief assigns a weight to each feature to denote the relevance of the feature to
the target concept. However, Relief does not deal with redundant features, because it
attempts to find all relevant features regardless of the redundancy between them. The
FOCUS algorithm [11] exhaustively examines all possible feature subsets, then selects
the smallest feature subset. However, it is computationally inefficient because of the
exhaustive search.

Two commonly used wrapper FS methods are sequential forward selection (SFS)
[12] and sequential backward selection (SBS) [13]. SFS (SBS) starts with no features
(all features), then candidate features are sequentially added to (removed from) the ini-
tial feature subset until the further addition (removal) does not increase the classification
performance. The limitation of SFS and SBS is that once a feature is selected (elimi-
nated) it cannot be eliminated (selected) later, which is so-called nesting effect. Stearns
addressed this limitation by proposing the “plus-l-take away-r” to perform l times for-
ward selection followed by r times backward elimination [14]. However, the optimal
values of (l, r) are difficult to determine.

Evolutionary Computation Algorithms (Non-PSO) for FS. Recently, evolutionary
computation techniques have been applied to FS problems. Based on GAs, Chakraborty
[15] proposes a FS algorithm using a fuzzy-set based fitness function. However, BPSO
with the same fitness function achieves better performance than this GA based algo-
rithm. Hamdani et al. [16] develop a multi-objective FS algorithm using non-dominated
sorting based multi-objective genetic algorithm II (NSGAII), but its performance has
not been compared with any other FS algorithm.

Muni et al. [17] develop a multi-tree GP algorithm for FS (GPmtfs) to simultane-
ously select a feature subset and design a classifier using the selected features. For a
c-class problem, each classifier in GPmtfs has c trees. Comparisons suggest GPmtfs
achieves better results than SFS, SBS and other methods. However, the number of fea-
tures selected increases when there are noisy features. Kourosh and Zhang [18] propose
a GP relevance measure (GPRM) to evaluate and rank subsets of features in binary
classification tasks, and GPRM is also efficient in terms of FS.

PSO Based FS Approaches. PSO has recently gained more attention for solving FS
problems. Wang et al. [19] propose a filter FS algorithm based on an improved binary
PSO and rough sets. Each particle is evaluated by the dependency degree between class
labels and selected features, which is measured by rough sets. This work also shows
that the computation of the rough sets consumes most of the running time, which is a
drawback of using rough sets in FS problems.

Azevedo et al. [20] propose a FS algorithm using PSO and support vector machines
(SVM) for personal identification in a keystroke dynamic system. However, the pro-
posed algorithm obtains a relatively high false acceptance rate, which should be low in
most identification systems. Mohemmed et al. [7] propose a FS method (PSOAdaBoost)
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based on PSO and an AdaBoost framework. PSOAdaBoost simultaneously searches for
the best feature subset and determines the decision thresholds of AdaBoost. Liu et al.
[4] introduce multi-swarm PSO to search for the optimal feature subset and optimise the
parameters of SVM simultaneously. The proposed FS method achieved better classifi-
cation accuracy than grid search, standard PSO and GA. However, it is computationally
more expensive than the other three methods because of the large population size and
complicated communication rules between different subswarms.

A variety of FS approaches have been proposed, but most of them treat FS as a sin-
gle objective problem. Although Hamdani et al. [16] develop a NSGAII based multi-
objective algorithm, there is no comparison to test its performance. Studies have shown
that PSO is an efficient technique for FS, but the use of PSO for multi-objective FS has
never been investigated. Moreover, most existing approaches are wrappers, which are
computationally expensive and less general than filter approaches. Therefore, investi-
gation of a PSO based multi-objective filter FS approach is still an open issue and we
make an effort in this paper.

3 Proposed Multi-objective FS Algorithms

Two filter measurements based on mutual information and entropy [21] are firstly de-
scribed. Then we propose a new multi-objective BPSO framework, which forms two
new algorithms to address FS problems.

3.1 Mutual Information and Entropy for FS

Mutual information can be used in FS to evaluate the relevance between a feature and
the class labels and the redundancy between two features. In [21], we proposed a BPSO
based filter FS algorithm (PSOfsMI) using mutual information to evaluate the relevance
and redundancy in the fitness function (Equation 11). The objectives are to maximise the
relevance between features and class labels to improve the classification performance,
and to minimise the redundancy among features to reduce the number of features.

Fitness1 = D1 −R1 (11)
where

D1 =
∑
x∈X

I(x; c), and R1 =
∑

xi,xj∈X

I(xi, xj).

where X is the set of selected features and c is the class labels. Each selected feature
and the class labels are treated as discrete random variables. D1 calculates the mutual
information between each feature and the class labels, which determine the relevance
of the selected feature subset to the class labels. R1 evaluates the mutual information
shared by each pair of selected features, which indicates the redundancy contained in
the selected feature subset.

Mutual information can find the two-way relevance and redundancy in FS, but could
not handle multi-way complex feature interaction, which is one of the challenges in FS.
Therefore, a group evaluation using entropy was proposed in [21] to discover multi-
way relevance and redundancy among features. A single objective filter FS algorithm
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(PSOfsE) [21] was then developed based on the group evaluation and BPSO, where
Equation 12 was used as the fitness function.

Fitness2 = D2 −R2 (12)
where

D2 = IG(c|X) and R2 =
1

|X|
∑
x∈X

IG(x|{X/x})

where X and c have the same meaning as in Equation 11. D2 evaluates the information
gain in c given information of the features in X , which show the relevance between
the selected feature subset and the class labels. R2 evaluates the joint entropy of all the
features in X , which indicates the redundancy in the selected feature subset. Detailed
calculation of D2 and R2 is given in [21].

The representation of a particle in PSOfsMI and PSOfsE is a n-bit binary string,
where n is the number of available features in the dataset and also the dimensionality
of the search space. In the binary string, “1” represents that the feature is selected and
“0” otherwise.

3.2 New Algorithms: NSfsMI and NSfsE

PSOfsMI and PSOfsE [21] have shown that mutual information or entropy can be an
effective measurement for filter FS. Therefore, we develop a multi-objective filter FS
approach based on BPSO and mutual information (or entropy) with the objectives of
minimising the number of features and maximising the relevance between features and
class labels. Standard PSO could not be directly used to address multi-objective prob-
lems because it was originally proposed for single objective optimisation. In order to
use PSO to develop a multi-objective FS algorithm, one of the most important tasks is to
determine a good leader (gbest) for each particle from a set of potential non-dominated
solutions. NSGAII is one of the most popular evolutionary multi-objective techniques
[22]. Li [23] introduces the idea of NSGAII into PSO to develop a multi-objective PSO
algorithm and achieves promising results on several benchmark functions.

In this study, we develop a binary multi-objective PSO framework (NSBPSO) for
filter FS based on the idea of non-dominated sorting. Two filter multi-objective FS algo-
rithms are then developed based on NSBPSO, which are NSfsMI using D1 to evaluate
the relevance between features and class labels, and NSfsE using D2 to measure the
relevance. Algorithm 1 shows the pseudo-code of NSfsMI and NSfsE. The main idea is
to use non-dominated sorting to select a gbest for each particle and update the swarm
in the evolutionary process. As shown in Algorithm 1, in each iteration, the algorithm
firstly identifies the non-dominated solutions in the swarm and calculates the crowd-
ing distance, then all the non-dominated solutions are sorted according to the crowding
distance. For each particle, a gbest is randomly selected from the highest ranked part
of the sorted non-dominated solutions, which are the least crowded solutions. After de-
termining the gbest and pbest for each particle, the new velocity and the new position
of each particle are calculated according to the equations. The old positions (solutions)
and the new positions of all particles are combined into one union. The non-dominated
solutions in the union are called the first non-dominated front, which are excluded from
the union. Then the non-dominated solutions in the new union are called the second
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Algorithm 1. Pseudo-Code of NSfsMI and NSfsE
begin

divide Dataset into a Training set and a Test set, initialise the swarm (Swarm);
while Maximum Iterations is not met do

evaluate two objective values of each particle; /* number of features
and the relevance (D1 in NSfsMI and D2 in NSfsE) on
the Training set */
identify the particles (nonDomS) (non-dominated solutions in Swarm);
calculate crowding distance particles in nonDomS and then sort them;
for i=1 to Population Size (P ) do

update the pbest of particle i;
randomly select a gbest for particle i from the highest ranked solutions in
nonDomS;
update the velocity and the position of particle i;

add the original particles Swarm and the updated particles to Union;
identify different levels of non-dominated fronts F = (F1, F2, F3, ...) in
Union;
empty the Swarm for the next iteration;
i = 1;
while |Swarm| < P do

if (|Swarm|+ |Fi| ≤ P ) then
calculate crowding distance of each particle in Fi;
add Fi to Swarm;
i = i+ 1;

if (|Swarm|+ |Fi| > P ) then
calculate crowding distance of each particle in Fi;
sort particles in Fi;
add the (P − |Swarm|) least crowded particles to Swarm;

calculate the classification error rate of the solutions (feature subsets) in the F1 on the
test set;
return the solutions in F1 and their testing classification error rates;

non-dominated front. The following levels of non-dominated fronts are identified by
repeating this procedure. For the next iteration, solutions (particles) are selected from
the top levels of the non-dominated fronts, starting from the first front.

4 Experimental Design

Table 1 shows the six datasets used in the experiments, which are chosen from the UCI
machine learning repository [24]. The six datasets were selected to have different num-
bers of features, classes and instances and they are used as representative samples of the
problems that the proposed algorithms will address. In the experiments, the instances
in each dataset are randomly divided into two sets: 70% as the training set and 30% as
the test set. All FS algorithms firstly run on the training set to select feature subsets and
then the classification performance of the selected features will be calculated on the test
set by a learning algorithm. There are many learning algorithms that can be used here,
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Table 1. Datasets

Dataset Type of the Data #Features #Classes #Instances
Lymphography (Lymph) Categorical 18 4 148
Mushroom Categorical 22 2 5644
Spect Categorical 22 2 267
Leddisplay Categorical 24 10 1000
Soybean Large Categorical 35 19 307
Connect4 Categorical 42 3 44473

such as K-nearest neighbour (KNN), NB, and DT. A DT learning algorithm is selected
in this study to calculate the classification accuracy.

In all FS algorithms, the fully connected topology is used, vmax = 6.0, the popu-
lation size is 30 and the maximum iteration is 500. w = 0.7298, c1 = c2 = 1.49618.
These values are chosen based on the common settings in the literature [6]. Each algo-
rithm has been conducted for 40 independent runs on each dataset.

For each dataset, PSOfsMI and PSOfsE obtain a single solution in each of the 40
runs. NSfsMI and NSfsE obtain a set of non-dominated solutions in each run. In order
to compare these two kinds of results, 40 solutions in PSOfsMI and PSOfsE are pre-
sented in the next section. 40 sets of feature subsets achieved by each multi-objective
algorithm are firstly combined into one union set. In the union set, for the feature sub-
sets including the same number of features (e.g. m), their classification error rates are
averaged. Therefore, a set of average solutions is obtained by using the average classifi-
cation error rates and the corresponding number of features (e.g.m). The set of average
solutions is called the average Pareto front and presented in the next section. Besides
the average Pareto front, the non-dominated solutions in the union set are also presented
in the next section.

5 Results and Discussions

Figures 1 and 2 show the results of NSfsMI and PSOfsMI, NSfsE and PSOfsE. On the
top of each chart, the numbers in the brackets show the number of available features
and the classification error rate using all features. In each chart, the horizontal axis
shows the number of features selected and the vertical axis shows the classification
error rate. In the figures, “-A” stands for the average Pareto front and “-B” represents the
non-dominated solutions resulted from NSfsMI and NSfsE in the 40 independent runs.
“PSOfsMI” and “PSOfsE” show the 40 solutions achieved by PSOfsMI and PSOfsE.

In some datasets, PSOfsMI or PSOfsE may evolve the same feature subset in dif-
ferent runs and they are shown in the same point in the chart. Therefore, although 40
results are presented, there may be fewer than 40 distinct points shown in a chart. For “-
B”, each of these non-dominated solution sets may also have duplicate feature subsets,
which are shown in the same point in a chart.
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Fig. 1. Experimental Results of PSOfsMI and NSfsMI

5.1 Results of NSfsMI

According Figures 1, it can be seen that on average, PSOfsMI reduced around 75% of
the available features in most cases although the classification error rates are slightly
higher than using all features in some datasets.

Figure 1 shows that in three datasets, the average Pareto fronts of NSfsMI (NSfsMI-
A) include two or more solutions, which selected a smaller number of features and
achieved a lower classification error rate than using all features. For the same number
of features, there are a variety of combinations of features with different classification
performances. The feature subsets obtained in different runs may include the same num-
ber of features but different classification error rates. Therefore, although the solutions
obtained in each run are non-dominated, some solutions in the average Pareto front may
dominate others. This also happens in NSfsE. In almost all datasets, the non-dominated
solutions (NSfsMI-B) include one or more feature subsets, which selected less than
50% of the available features and achieved better classification performance than using
all features. For example, in the Spect dataset, one non-dominated solution selected 11
features from 22 available features and the classification error rate was decreased from
33.75% to 25.00%. The results suggests that NSfsMI as a multi-objective algorithm
can automatically evolve a set of feature subsets to reduce the number of features and
improve the classification performance.

Comparing NSfsMI with PSOfsMI, it can be seen that in most cases, NSfsMI
achieved better classification performance than PSOfsMI although the number of fea-
tures are slightly larger. Comparisons show that with mutual information as the eval-
uation criterion, the proposed multi-objective FS algorithms, NSfsMI can outperform
single objective FS algorithm (PSOfsMI).
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Fig. 2. Experimental Results of PSOfsE and NSfsE.

5.2 Results of NSfsE

Figure 2 shows that PSOfsE selected around half of the available features and achieved
similar or even better classification performance than using all features in most cases.

Figure 2 shows that in most cases, NSfsE-A contains more than one solution that
selected a smaller number of features and achieved better classification performance
than using all features. In almost all datasets, NSfsMI-B reduced the classification error
rate by only selecting around half of available features. Take the Spect dataset as an
example, NSfsE reduced the classification error rate from 33.75% to 25.00% by select-
ing only 9 features from the 22 available features. The results suggest that the proposed
NSfsE with entropy as the evaluation criterion can evolve a set of feature subsets to
simultaneously improve the classification performance and reduce the number of fea-
tures.

Comparing NSfsE with PSOfsE, it can be observed that NSfsE outperformed PSOfsE
because NSfsE achieved better classification performance than PSOfsE in all datasets
although NSfsE selected slightly more features than PSOfsE in most cases. Compar-
isons show that with entropy as the evaluation criterion, the proposed multi-objective
FS algorithms (NSfsE) can achieve better solutions than single objective FS algorithm
(PSOfsE).

5.3 Further Comparisons

Comparing mutual information and entropy, Figures 1 and 2 show that PSOfsE and NS-
fsE using entropy usually achieved better classification performance than PSOfsMI and
NSfsMI using mutual information. PSOfsMI using mutual information usually selected
a smaller number of features than PSOfsE using entropy. The proposed multi-objective
algorithms, NSfsE usually evolved a smaller number of features and achieved better
classification performance than NSfsMI. The comparisons suggest that the algorithms
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with entropy as the evaluation criterion can discover the multiple-way relevancy and re-
dundancy among a group of features to further increase the classification performance.
Because the evaluation is based on a group of features (instead of a pair of features), the
number of features involved is usually larger in PSOfsE than PSOfsMI. However, the
number of features in the proposed multi-objective algorithms is always small because
they can explore the search space more effectively to minimise the number of features.
Moreover, NSfsE can utilise the discovered multiple-way relevancy to simultaneously
increase the classification performance.

6 Conclusions

This paper aimed to propose a filter multi-objective FS approach based on BPSO to
search for a small number of features and achieve high classification performance. The
goal was successfully achieved by developing two multi-objective FS algorithms (NS-
fsMI and NSfsE) based on two multi-objective BPSO (NSBPSO) and two information
evaluation criteria (mutual information and entropy). The proposed algorithms were
examined and compared with two BPSO based single objective FS algorithms, namely
PSOfsMI and PSOfsE, based on mutual information and entropy on six benchmark
datasets. The experimental results show that in almost all cases, the proposed multi-
objective algorithms are able to automatically evolve a Pareto front of feature subsets,
which included a small number of features and achieved better classification perfor-
mance than using all features. NSfsMI and NSfsE achieved better classification perfor-
mance than BPSOfsMI and BPSOfsE in most cases.

The proposed multi-objective FS algorithms can achieve a set of good feature sub-
sets, but it is unknown whether the achieved Pareto fronts can be improved or not. In
the future, we will further investigate the multi-objective PSO based filter FS approach
to better address FS problems.
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Abstract. Creating coordinated multiagent policies in an environment
with uncertainties is a challenging issue in the research of multiagent
learning. In this paper, a coordinated learning approach is proposed to
enable agents to learn both individual policies and coordinated behaviors
by exploiting independent relationships inherent in many multiagent sys-
tems. We illustrate how this approach is employed to solve coordination
problems in robot navigation domains. Experimental results of different
scales of domains prove the effectiveness of our learning approach.

Keywords: Multiagent Learning, Coordinated Learning, Independence,
Decentralized Markov Decision Processes.

1 Introduction

Multiagent Learning (MAL) is an important issue in the research of Multiagent
Systems (MASs), finding increasing applications in a variety of domains ranging
from robotics, distributed traffic control, resource management to automated
trading, etc. [6]. In current literature, many MAL problems are modeled as De-
centralized Markov Decision Processes (Dec-MDPs), which extend single-agent
Markov Decision Processes (MDPs) to model distributed decision making pro-
cesses of multiple agents. However, due to the joint transition/reward functions
shared among all the agents and agents’ partial observability of the environment
as well as limited communication capability, constructing an efficient coordinated
learning policy in MASs is recognized as a challenging problem.

There have been a profusion of approaches proposed to capture the structure
features in Dec-MDPs for MAL with different assumptions and emphasis. One
such approach is based on Multiagent MDPs (MMDPs) [12], in which each agent
receives the same reward and has a full joint-state observability. MMDPs repre-
sent fully cooperative multiagent tasks and the assumption of a full joint-state
observability implies that the learning process in MMDPs can be conducted
in a centralized way. Other approaches include hierarchical MAL approaches
which exploit Multi-agent Semi-MDP (MSMDP) model to decompose the task
into subtasks hierarchically [8], and Coordination Graph (CG) based approaches
that capture the local interactions among agents in Dec-MDPs so that a jointly
optimal action can be determined without considering every possible action in
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an exponentially large joint action space [11,9]. All these approaches are focused
on agents’ learning of a coordinated policy under an assumption that an ex-
plicit representation of coordination necessities, either through a predefined task
decomposition or a fixed interaction structure, is given beforehand. However,
learning the necessities of coordination is not addressed in these approaches.

In this paper, we propose a MAL approach to solve coordination problems
in robot navigation domains. Our approach is based on the claim that many
real-world multiagent domains exhibit a large amount of context-specific inde-
pendence, thus can be represented compactly. Learning of coordination in theses
domains can be solved efficiently by exploiting independent relationships among
agents combined with factored representations [7]. To reflect this feature, we
firstly introduce the uncertainties of transition and reward independence in fac-
tored Dec-MDPs, with the aim to decompose the decision making process more
efficiently than that in general Dec-MDPs. We then propose a learning approach
to enable agents to learn when and how to coordinate with each other by ex-
ploiting the independent relationships among them. Unlike the aforementioned
approaches, we do not assume prior knowledge on the structure of the problem
or each agent’s global observability of the joint state information of all agents,
so as to make our approach more suitable for practical applications. We give an
illustration of how this approach is applied to solve the coordination problems
in robot navigation domains. Experimental results show that our approach can
achieve a near-optimal performance with low computational complexity based
only on each agent’s local observability of the environment.

The rest of this paper is structured as follows. Section 2 formally presents
the concept of independence in factored Dec-MDPs. Section 3 introduces our
learning approach in detail and illustrates how to apply it in robot navigation
domains. The experimental results are presented in Section 4. Section 5 compares
our approach with some related approaches and Section 6 concludes the paper.

2 Independence in Factored Dec-MDPs

A Dec-MDPs model can be defined by a tuple N = ({αi}, S, {Ai}, P,R), where
αi(i ∈ [1, n]) represents an agent; S is a finite set of joint states of all agents;
Ai(i ∈ [1, n]) is a finite set of actions available to agent αi; P (s, a, s′) represents
the transition probability from state s to state s′ when the joint action a =
〈a1, ..., an〉(ai ∈ Ai) is taken and R(s, a) represents the expected reward received
by all agents for taking the joint action a in state s. We call a n-agent Dec-MDPs
a factored Dec-MDPs when the system state can be factored into n+ 1 distinct
components so that S = S0×S1×...×Sn, where S0 denotes an agent-independent
component of the state, Si(i ∈ [1, n]) is the state space of agent αi.

A factored, n-agent Dec-MDPs model is transition independent [4] if the over-
all transition function P can be separated into n+1 distinct functions P0, ..., Pn

as P = P0

∏n
i=1 Pi, where each Pi(i ∈ [1, n]) stands for the individual transition

function of agent αi, P0 is an initial transition component. Let ŝi = 〈s0, si〉 (si ∈
Si) represent the local state of agent αi and s−i = 〈s0, s1, ...s(i−1), s(i+1)..., sn〉
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represent the sequence of state components of all agents except agent αi. For
any next state s′i ∈ Si of agent αi, Pi is given by Equation 1.

Pi(〈s0, ..., sn〉, 〈a1, ..., an〉, 〈s′i, s′−i〉) =
{
P0(s0, s

′
0), if i=0;

Pi(ŝi, ai, ŝ′i), else.
(1)

Similarly, a factored Dec-MDPs model is reward independent [4] if the overall
reward function R can be represented as a function of R1, ..., Rn by Equation 2,
where each Ri i ∈ [1, n] represents the individual reward function of agent αi.

R(〈s0, ..., sn〉, 〈a1, ..., an〉) = f(R1(ŝ1, a1), ..., Rn(ŝn, an)) (2)

As can be seen from the factorizations given by Equation 1 and Equation 2, gen-
eral transition and reward independent Dec-MDPs decompose the overall func-
tions P,R to individual functions Pi, Ri that depend only on each agent’s local
information, i.e., local state ŝi and individual action ai. However, an agent’s lo-
cal information usually cannot determine the individual functions fully as each
agent’s individual functions are potentially affected by other agents. As such,
in [5], the authors parameterized an agent’s individual functions on the over-
all state and action of all the agents, and decomposed an individual function
to a local individual component based on the agent’s local information (ŝi, ai)
and an interaction component based on all the agents’ information (s, a), where
s = 〈si, s−i〉, a = 〈ai, a−i〉. The factorization in [5], however, assumed that the
states can be divided in a black-and-white way, i.e., the agents are either com-
pletely independent or completely dependent on each other in a state. This
handling of independence is always intractable due to the complexity of Dec-
MDPs and lack of prior knowledge of the domain structure. To better reflect the
uncertainties of independent relationships among agents, we introduce transi-
tion/reward independent degree in the factorization of the individual functions
as given by Equation 3 and Equation 4.

Pk(〈sk, s−k〉, 〈ak, a−k〉, 〈s′k, s′−k〉) = μPk(ŝk, ak, ŝ
′
k)+

(1− μ)P I(〈sk, s−k〉, 〈ak, a−k〉, 〈s′k, s′−k〉) (3)

Rk(〈sk, s−k〉, 〈ak, a−k〉) = ν(Rk(ŝk, ak)) + (1 − ν)RI(〈sk, s−k〉, 〈ak, a−k〉) (4)

where the individual transition(reward) function Pk(Rk) is decomposed to a
local individual function Pk(ŝk, ak, ŝ

′
k)(Rk(ŝk, ak)) and an interaction function

P I(RI), combined with a transition(reward) independent degree μ(ν) ∈ [0, 1]
signifying the uncertainties of the transition(reward) independent relationships
between agent k and the remaining agents.

The overall independent degree, which is signified by the value functions, thus
can be formally defined by Definition 1.

Definition 1 (Independent Degree). Given a factored Dec-MDPs model that
satisfies Equation 3 and Equation 4, agent αk is independent of the remaining
agents by an independent degree ξ ∈ [0, 1] in state sk ∈ Sk if the individual value
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function can be decomposed according to Equation 5, where ξ is confined by the
values of μ and ν, i.e., (ξ − μ)(ξ − ν) ≤ 0.

Vk(〈sk, s−k〉, 〈ak, a−k〉) = ξVk(ŝk, ak) + (1− ξ)V I(〈sk, s−k〉, 〈ak, a−k〉) (5)

An independent degree is a value signifying the extent that an agent is indepen-
dent of other agents. The larger this value, the more independent this agent is
of other agents. Vk (V I) is the expected local (interaction) value function, which
reflects the real independent level of agent αk regarding other agents.

It is noted that, for all agents, if ξ = 1 holds in every state, namely, both
the transition and reward independent are completely achieved for these agents,
a Dec-MDPs problem reduces to a set of independent MDP problems, each of
which can be solved separately, reducing the complexity of this class of prob-
lems to P-complete of standard MDPs. In other situations, the Dec-MDPs prob-
lem becomes a NEXP-complete puzzle, even for the simplest scenario involving
only two agents [10]. To bring down the complexity, a straightforward way is
to provide the agents with sufficient information to overcome the uncertainties
caused by the non-stationary environment. This means allowing the agents to
observe other agents’ information for decision making, either through a global
observability of the environment or an unlimited communication capability (as
in Multiagent MDP (MMDP) [12]). However, keeping all the agents’ information
during learning soon becomes intractable as the search space grows exponentially
in the number of agents and communication/observability are always restricted
in real-life applications. A solution to dodge this dilemma is to let agents learn
to use other agents’ information for coordination only when it is necessary. The
independent degrees that capture different levels of independence in Dec-MDPs
signify the extent of such a necessity, therefore can be exploited for more ef-
ficient decision making by an agent without considering all the information of
other agents, most of which is redundant as indicated by the context-specific
independence. In the following section, a learning approach is proposed to solve
coordination problems in robot navigation domains through dynamically ap-
proximating the independent degrees during a learning process.

3 Solving Robot Navigation Problems

Consider three simple domains in which two robots R1, R2 are navigating in an
environment, each trying to reach its respective goal G1 and G2 in Figure 1. This
kind of domains can be modeled as Dec-MDPs, in which each robot has to make
a decision to optimize a global reward function through its local observation. It
is showed that even if the states, where full dependent relationships exist, are
known beforehand to the robots, learning to achieve an efficient coordination
policy is a challenging task [1]. Intuitively, robots have different independent
degrees in these domains. Each robot can choose its action individually when the
independent degrees are high. However in some specific situations when robots
have low independent degrees, they will mutually affect each other’s transitions
and rewards, therefore the other robot’s information should be taken into account
when the robot makes its own decision.
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Fig. 1. Three small robot navigation domains

3.1 The Principle of the Learning Approach

We propose a MAL approach to estimate the optimal policy when the model is
not well specified. We say a model is not well specified if the transition and reward
functions as well as the independent degrees are unknown to the agents. When
agent αi has an independent degree of ξki in state ski , it will apply independent
learning with a probability of ξki and otherwise coordinated learning to combine
other agents’ information for decision making with a probability of 1− ξki . Here,
we assume that the coordinated learning process imposes no cost to the agents,
i.e., whether or not to coordinate is completely determined by the independent
degrees. An agent starts with an initial belief that there is no dependencies
between other agents, and then learn to approximate the independent degrees
through interactions with others to achieve efficient coordinated policies.

Algorithm 1. General learning approach for agent αi

1 Initialize learning information, for all state ski ∈ Si, ξ
k
i ← 1;

2 if agent αi is in state ski then

3 with probability of ξki : independent learning;

4 with probability of 1 − ξki : coordinated learning;
5 Receive penalized reward ri and search for causes of the reward;

6 for each state sji ∈ Si do

7 Calculate similarity ζ(ski , s
j
i ) and update eligibility trace εji ;

8 Adjust ξji according to ζ(ski , s
j
i ) and εki based on the spreading function f

ri

sk
i

(sji );

9 end

10 end

The sketch of our learning approach is given by Algorithm 1. The basic idea is
to adjust the independent degrees according to an immediate penalized reward
received by an agent. A penalized reward caused by a conflict signifies that
coordination is required in the corresponding state, thus the independent degree
should decrease. However, a reward received in a state s is contributed implicitly
by all other states in the domain, with the extent of affect determined by the
similarity between those states and state s. Let s be the attribute vector that
describes a state s. The similarity ζ〈si,sj〉 between two local states si and sj can

be given by ζ〈si,sj〉 = ‖si−sj‖. In robot navigation problems, similarity between
two local states is reflected by the Euclidean distance between these two states.
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Based on the similarity of states, the cause of a penalized reward can be spread
to all the states through a spreading function defined as below.

Definition 2 (Spreading Function). A spreading function of reward r re-
ceived in s∗, f r

s∗(s) ∈ [0, 1], is a function where the following conditions hold:

– Condition 1. ∃s∗1, ∀si ∈ S, si �= s∗1 : f r
s∗(s

∗
1) > f r

s∗(s
i) and ∃s∗2, ∀si ∈ S, si �=

s∗2 : f r
s∗(s

∗
2) > f r

s∗(s
i)⇒ s∗1 = s∗2 = s∗;

– Condition 2. ∀si, sj : ζ〈si,s∗〉 > ζ〈sj ,s∗〉 ⇒ f r
s∗(s

i) > f r
s∗(s

j).
– Condition 3. ∀si, sj : ζ〈si,s∗〉 = ζ〈sj ,s∗〉 ⇒ f r

s∗(s
i) = f r

s∗(s
j);

Spreading function is a valid representation that enables to reflect the contri-
bution each state s in the domain makes to a penalized reward received in con-
flicting state s∗. When a reward r is achieved in state s∗, f r

s∗(s) has the highest
value signifying that reward r is mainly caused by state s∗ (Condition 1). As
the similarity between s and s∗ decreases, state s has a lower effect on causing
reward r, which is reflexed by the lower value of f r

s∗(s) (Condition 2).
The spreading function gives an overall estimation of the cause of a reward

when agents are facing uncertainties, assuming that states having the same sim-
ilarities with the conflicting state s∗ play the same role of causing the reward
(Condition 3). However, in many cases, the role of these states can be different.
Agents should assign credit or penalty to those states which are eligible for the
resulting rewards. As such, eligibility trace (ET) is introduced to make a tempo-
rary record of the occurrence of an event that a penalized reward is received. Let
Sc be the state trajectory that causes an event, εji be the ET value of agent αi in

state sji , then for each state ski ∈ Si, the ET value can be updated as Equation
6, where γ ∈ [0, 1) is a discount rate and λ ∈ [0, 1] is the trace-decay parameter.

εki (t+ 1) =

{
γλεki (t) + 1, ski ∈ Sc;
γλεki (t), else.

(6)

Based on the spreading function and eligibility trace, a penalized reward r(t)
that signifies the necessity of coordination can be spread among all the states
that are potentially eligible for this penalized outcome. The independent degree
then can be adjusted according to ξki (t+1) = �(ψk

i (t+1)), where ψk
i (t+1) is a

value signifying the necessity of coordination and can be updated by ψk
i (t+1) =

ψk
i (t)+ εki (t)f

r(t)
s∗(t)(s

k
i ), where s

∗(t) is the state resulting in the penalized reward

r(t) and �(x) is a normalization function that maps the value x to interval [0, 1],
with lower value of x corresponding higher �(x).

3.2 An Explicit Learning Algorithm

A concrete learning algorithm derived from the general approach is proposed in
Algorithm 2 in the perspective of robot i, where Qi(si, ai) is the single-state Q-
value table, Qc(jsi, ai) is the joint-state Q-value table, ξki and εki (k = 1, ...,m)
are the independent degree and eligibility trace value when robot i is in state
ski , respectively, and trajectory list is a list to store the trajectory of the robot.
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Algorithm 2. Coordinated learning algorithm for robot i

1 Initialize Qi(si, ai); Qc(jsi, ai) ← ∅; ξki (t) ← 1; εki (t) ← 0; trajectory list ← ∅;
2 for each episode n (n=1,...,E) do
3 for each step t (t=1,...,T) do
4 Generate a random number τ, τ ∈ [0, 1];
5 if ξ(si) ≤ τ then
6 if agent j is in vision then
7 PerceptionFlag = True and read sj , jsi ← 〈si, sj〉;
8 if jsi not in table Qc(jsi, ai) then
9 add jsi to table Qc(jsk , ak)

10 end
11 select ai(t) from Qc(jsi, ai);

12 else select ai(t) from Qi(si, ai);

13 else select ai(t) from Qi(si, ai);

14 tracjecotry list.add(si), transit to state s′i and receive ri(t);
15 if ξ(si) ≥ τ and PerceptionFlag = True then
16 Update Qc(jsi, ai) ← Qc(jsi, ai) + α[ri(t) + γmaxa′

i
Qi(s

′
i, a

′
i) − Qc(jsi, ai)];

17 else
18 Update Qi(si, ai) ← Qi(si, ai) + α[ri(t) + γ maxa′

i
Qi(s

′
i, a

′
i) − Qi(si, ai)];

19 end

20 Call Algorithm 3 to adjust ξki (t), si ← s′i;
21 end

22 end

Algorithm 3. Adjusting the independent degree ξki (t)

1 Input: time step t, ξki (t − 1), eligible trace value εki (t − 1), (k = 1, ...,m), trajectory list;
2 if A collision occurs in state si(t) then
3 maxtemp ← 0;

4 for each ski ∈ Si do

5 if ski ∈ tracjecotry list then εki (t) ← γλεki (t − 1) + 1;

6 else εki (t) ← γλεki (t − 1);

7 ψk
i (t) ← ψk

i (t − 1) +
εki (t)√

2π
e
− 1

2
[
(xk−xu)2

δ2
1

+
(yk−yu)2

δ2
2

]

;

8 if ψk
i (t) ≥ maxtemp then maxtemp = ψk

i (t);

9 end

10 for each state ski ∈ Si do

11 ξki (t) = 1 − ψk
i (t)

maxtemp
;

12 end

13 end

Learning robot i chooses its action to decide whether to coordinate with other
robots based on the independent degree. If the robot chooses action coordinate,
it will activate its perception process to determine the local state information
of other robots. After the successful perception process, robot i makes use of
the local state information from other robots to choose its action based on the
joint-state Q-value table Qc(jsi, ai). Otherwise, it makes its decision only based
on single-state Q-value table Qi(si, ai). After each transition, robot i updates
its independent degrees based on the updating process given by Algorithm 3.

In Algorithm 3, ski (xk, yk) is a local state with coordinate (xk, yk), (xu, yu)
is the coordinate of the conflicting state si(t), and ψ is a value to signify the
necessity of coordination. As the similarity between ski and si(t) decreases (i.e.,
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the Euclidean distance increases), the value of spreading function decreases. To
simplify expression, we choose a two-dimensional normal distribution function
as the spreading function. As for the normalization function �(x), we simply
choose the maximum ψ after each episode, which is denoted as maxtemp, and let
the values of ψ in other states be compared with maxtemp to confine ψ to [0, 1].

4 Experiment

In this section, we test the performance of our learning approach, which is de-
noted as IDL (Independent Degree Learning), and compare it with other two
approaches. The first approach is to let each agent learn its policy independently,
which is denoted as IL (Independent Learning). The second approach is JSAL
(Joint State Action Learning), in which agents either communicate unlimitedly
with a central controller or have a full observability of the environment to receive
the joint-state-action information of all agents to guide the learning process.

We firstly test these approaches in three small grid-world domains given by
Figure 1. These approaches are then applied to several larger domains given
by Figure 3 in [1]. Robots navigate with 4 actions, i.e., Move “East”, “South”,
“West” and “North”. Each action moves the robot to the corresponding direction
deterministically. When robots collide into a wall, they will rebound back. If they
collide into each other, both are transferred back to their original states. The
exploration policy we adopt is the fixed ε − greedy policy with ε = 0.1. The
learning rate α = 0.05, discount factor γ = 0.95, λ = 0.8. We let the length of a
grid in the domain be 1, the scanning distance of robots be 2 and δ21 = δ22 = 1.
Rewards are given as follows: +20 for reaching the goal state, −1 for colliding
into a wall and −10 for colliding into the other robot. We run all approaches
for 10, 000 episodes and average the last 2000 episodes to compute the overall
performance. All results are then averaged over 25 runs.

Figure 2 (a) - (c) depict the learning processes in small domains. We can see
that JSAL can obtain an optimal reward because robots learn their policies based
on joint-state-action information. On the contrary, IL obtains a very low reward
due to the lack of coordination. Our approach IDL learns independently as the
IL does at the beginning of learning process and then converges to the optimal
value gradually as the robots learn the different independent degrees between
them so that coordinated behaviors can be achieved when a low independent
degree indicates that coordination is required in a corresponding state.

Table 1 gives the overall results in small domains. We can see that our ap-
proach reduces the computational complexity significantly compared with JSAL
in terms of state and action space. This reduction is more desirable in larger
domains where the computational complexity of JSAL is too high to be im-
plemented, which can be verified by the results in larger domains given later.
The results show that our learning approach can achieve a good performance,
which is quite close to the optimal performance of JSAL. As for the steps to
goals, robots in IL always find the shortest paths to their goals, which, in turn,
causes the high percentage of collision because they do not coordinate with each
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(a) HG domain (b) TTG domain

(c) TR domain (d) CMU domain

Fig. 2. Learning processes of different learning approaches

Table 1. Learning performances of different approaches in small scale domains

Domain Approach States Actions Reward Collision(%) Steps

HG

IL 21 4 0.16±0.19 0.65±0.01 12.50±0.17
IDL 25.40 4 16.38±0.19 0.09±0.01 17.13±0.55
JSAL 441 16 17.10±0.49 0.05±0.02 21.66±2.79

TTG

IL 25 4 6.77±0.21 0.42±0.01 12.53±0.04
IDL 29.27 4 17.66±0.10 0.04±0.00 15.78±0.22
JSAL 625 16 18.22±0.29 0.00±0.00 22.42±3.12

TR

IL 36 4 6.71±2.29 0.43±0.08 13.66±0.53
IDL 41.01 4 17.47±0.43 0.06±0.01 16.55±1.01
JSAL 1296 16 18.19±0.46 0.01±0.01 29.94±8.63

other when coming to dangerous states with low independent degrees. On the
contrary, JSAL can learn a safe detour strategy to reduce the likelihood of col-
lision, which accordingly increases the steps to the goals. The 95% confidence
intervals of step number to goals also imply that the learnt policy in JSAL is not
deterministic and can be affected by the stochastic learning process. However,
our approach combines merits of both IL and JSAL, allowing robots to find the
shortest path with a higher certainty while only make small detours in the states
where coordination is most needed.

Figure 3 shows the values of 1 − ξ of robot R1 in three small domains. As
expected, the values in the conflicting states (i.e., areas around the entrance or
doorway where robots are more inclined to have collisions) are much higher than
the values of those “safe” states where robot R1 can generally choose its actions
disregarding robot R2. It is also interesting to notice that the dependent degrees
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Fig. 3. Dependent degrees (1− ξ) of robot R1 in small scale domains

Table 2. Learning performances of different approaches in large scale domains

Domain Approach State Action Reward Collision(%) Step

ISR

IL 43 4 10.11±2.61 0.32±0.09 6.28±0.26
IDL 45.75 4 15.74±0.25 0.10±0.00 10.67±0.45
JSAL 1849 16 16.86±0.30 0.06±0.01 14.56±5.10

MIT

IL 49 4 16.84±1.23 0.08±0.02 23.15±0.98
IDL 54.76 4 17.20±0.72 0.05±0.02 25.11±1.17
JSAL 2401 16 16.49±0.38 0.02±0.01 44.02±4.57

PTG

IL 52 4 12.18±3.75 0.24±0.13 10.04±1.06
IDL 55.66 4 17.12±0.43 0.06±0.01 11.27±0.40
JSAL 2704 16 17.76±0.43 0.04±0.01 14.32±4.30

CIT

IL 70 4 15.10±2.98 0.12±0.10 20.87±1.80
IDL 76.00 4 16.02±1.94 0.08±0.06 22.04±1.42
JSAL 4900 16 16.81±0.45 0.03±0.01 22.42±1.92

SUNY

IL 74 4 19.10±0.42 0.01±0.01 12.17±0.14
IDL 79.86 4 18.80±0.64 0.02±0.02 12.94±1.00
JSAL 5476 16 17.60±0.32 0.02±0.01 26.47±3.98

CMU

IL 133 4 17.03±0.86 0.03±0.02 42.65±1.81
IDL 141.74 4 17.69±0.69 0.02±0.02 44.04±2.15
JSAL 17689 16 -9.96±1.41 0.05±0.01 236.50±9.62

in domain TR are comparatively lower than those in the other two domains.
This can be easily explained by that robots in domain TR are not so tightly
coupled as there are more than one route for the robots to reach their own goals.
This is opposite to domain HG and TTG, where only one route is available so
that the robots heavily depend on each other for decision making, especially in
the conflicting states, causing high values of 1− ξ around these states.

Table 2 gives the learning results in large domains. In these domains, robots
have high independent degrees in most states such that coordination actions are
not heavily required. This explains why in some domains (e.g., MIT, CIT), IL
already receives a very good performance. Even in these domains, our learning
approach can still improve the performance further with the exception in SUNY,



696 C. Yu, M. Zhang, and F. Ren

where coordination is not necessary at all. Another interesting finding is that as
the state and action sizes grow, the performance of JSAL decreases. Figure 2
(d) plots the learning process in CMU domain. We can see that JSAL approach
converges too slow to reach an optimal value. IDL only considers the joint state
information when the independent degrees signify this consideration necessary.
In this way, the search space is reduced substantially compared with JSAL.

In general, our learning approach can learn an efficient coordination policy
with a low computational complexity during approximating the independent
degrees. Our approach outperforms the uncoordinated approach by considering
coordination only when it is necessary and enables robots to learn a shorter path
with a higher certainty to the goal than the centralized approach.

5 Related Work

Much attention has been paid to the problem of coordinated learning in recent
MAL research. In [8], a hierarchical multi-agent RL algorithm called Cooperative
HRL was proposed for agents to learn coordinated skills at the level of subtasks
instead of primitive actions. However, each agent is assumed to be given an
initial hierarchical decomposition of the overall task. In [11], an coordinated
reinforcement learning approach was developed for agents to coordinate their
behaviors based on parameterized, structured representation of a value func-
tion. However, this approach requires an independent relationship, represented
as a Coordination Graph (CG), to be known to all agents. In [9], an algorithm,
called Utile Coordination, was introduced for agents to learn where and how
to coordinate their behaviors by learning the dependencies among these agents
represented by a CG. However, agents need a predefined period of time to collect
statistical information to determine the dependent relationships among agents,
which means the learning is conducted in an off-line way. The authors in [2]
also used an off-line learning approach to determine in which states coordina-
tion is most needed, and then agents learn how to coordinate their behaviors by
using joint-state-action information of all the agents. Unlike these approaches,
our approach does not assume prior knowledge of the domain structure and the
independent relationships among agents are learnt by agents during the learning
process, which means agents learn where and how to coordinate their actions
concurrently.

In [1], a two-layer extension of Q-learning approach was proposed to exploit
the sparse interactions in MASs for an efficient coordinated learning. However,
the outcome of this approach is strongly dependent on the value of the penalty
that the pseudo-coordination action is chosen. In [3], an algorithm, called CQ-
learning, was proposed to enable agents to adapt the state representation for
efficient coordination. CQ-learning approach differs from our approach in that
it depends on the assumption that each agent has already learnt an optimal
individual policy such that the agent has a model of its expected rewards to
detect the states where coordination is most beneficial by collecting statistics
information during learning.
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6 Conclusion

In this paper, we proposed a MAL approach to solve coordination problems in
MASs. Our approach exploits independent relationships among agents exhibited
in many real-world multiagent domains to bring down the overall computational
complexity in factored Dec-MDPs. We gave an illustration of how to apply the
approach to robot navigation problems. Experimental results showed that robots
could learn a near-optimal performance in different scales of domains with a low
computational complexity. Although we only tested our learning approach in
robot navigation problems in this paper, the proposed learning approach can be
applied with small adaptations to more general problems, in which certain extent
of independent relationships exit among agents. Currently, we are working on
applying the approach to predator-prey and robot soccer domains.
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Abstract. This paper proposes a model of intention with conditional/
unconditional commitments based on Cohen and Levesque’s (C&L’s for short)
framework of intention. We first examine C&L’s framework with a well-known
philosophical puzzle, the Toxin Puzzle, and point out its insufficiency in modelling
conditional and unconditional commitments. We then propose a model theory of
a specific modal logic with modalities representing the typical mental attributes as
well as action feasibility and realisibility. Instead of defining intention as a persis-
tent goal, we define an intention as a conditional/unconditional commitment made
for achieving a goal that is believed to be achievable. Finally we check our frame-
work with the Toxin Puzzle and show our solution to the puzzle.

1 Introduction

With the motivation of modelling autonomous agents and multi-agent systems, a great
number of logical frameworks, just to name a few, Cohen and Levesque’s formalism of
intention [1], Rao and Georgeff’s BDI logic [2], and Meyer et al.s KARO logic [3], were
proposed in the past two decades, attempting to capture the rationality of human agency
and imitate rational behaviour of human being for implementation of software agents.

Most of the early works on agent modelling in the AI literature were stimulated by
philosophical investigations on human mental states, most significantly Bratman’s theory
of intention [4]. It has been widely accepted that human rational behaviour is highly
effected, if not determined, by their mental attitudes, such as knowledge, belief, desire
and intention. However, formalising each of the mental attitudes and their relationships
have been proved to be hard and tend to be complicated. This is because any separation
of these attitudes leads to insufficiency of explanation in human rational behaviour. The
central of these attitudes is human intention, which is in general intertwined with other
attitudes, such as belief, desires and commitments, involving reasoning about actions
and time [1, 4]. Any formal analysis of intention must explicate the relationships among
those facets of mental state. This explains why the existing logics of intention are highly
complicated [1, 2, 5, 3, 6–10]. Even worse, there is a theoretical boundary that prevents
us from putting all the facets into a single logic system. Schmidt and Tishkovsky showed
that if we combine propositional dynamic logic, used for specifying actions and time,
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with doxastic modal logics, used for specifying knowledge and beliefs, the outcome logic
system collapses to propositional dynamic logic if we admit substitution (a fundamental
rule for using axiom schemata) [11]. Certain compromise or isolation of concepts has to
be made in order to get a logic of intention with manageable complexity.

Another tricky part of modelling intention is its intimate connection to the concept
of commitment. On the one hand, an agent intending to do an action would mean that
the agent is committing to the action to be done now or in the future. On the other hand,
an agent may continuously weigh his competing goals and choose one that is most
desirable to achieve, which means that the agent does not have to bond to his commit-
ments [4]. To deal with such a dilemma, Cohen and Levesque model intention as a kind
of persistent goal: an agent intending to do an action will form a persistent goal with
which the agent acts until either the action is done or is believed that it can never be
done [1]. However, as we will illustrate in the next section, such a definition of inten-
tion is insufficient to capture the concept of intention with conditional/unconditional
commitments, which often occur in the real world.

In this paper, we propose a model of intention based on C&L’s framework but re-
formulate the concept of intention and commitment. Instead of defining intention as
a persistent goal, we define an intention as a conditional/unconditional commitment
made for achieving a goal that is believed to be achievable. We check our framework
by providing a solution to a well-known philosophical problem, the Toxin Puzzle [12].

The paper is organised as the following. In the next section, we briefly recall the basic
concepts of C&L’s framework and using their language to describe the Toxin Puzzle.
Section 3 presents our model of intention and discuss its properties. Section 4 gives our
solution to the Toxin Puzzle before we conclude the paper in Section 5. Due to space
limit, we omit all the proofs and some technique lemmas.

2 C&L’s Model of Intention

C&L’s model combines doxastic logics and segments of dynamic logic in
model-theoretic fashion. Agent’s beliefs and goals are represented by modalities, BEL
andGOAL, and are specified via possible world semantics. It is assumed thatBEL satisfies
KD45 (thus its accessibility relation is Euclidean, transitive and serial) and that GOAL
satisfies KD (its accessibility relation is then serial). Actions are represented by action ex-
pressions which compound primitive events via program connectives: ; (sequential), —
(nondeterministic choice), ? (test) and * (iteration). Time is modeled in linear structure
with infinite future and infinite past. Each course of event represents a time unit. There-
fore a time period is identical to a sequence of events that happen during the period. A
possible world is then an infinite sequence of events with two open ends, representing
the events happened in the past and the events happen now or in the future.

Two temporal operators HAPPENS and DONE are defined to indicate the actions that
are about to happen and the actions that have just been done, respectively. Other tem-
poral operators can be defined accordingly:

♦ϕ =def ∃e HAPPENS e;ϕ?
�ϕ =bef ¬♦¬ϕ
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LATER ϕ =def ¬ϕ ∧ ♦ϕ
BEFORE ϕ ψ =def ∀e(HAPPENS e;ψ?→ ∃e′(e′ ≤ e ∧ HAPPENS e′;ϕ?))

where e ≤ e′ means that e′ happens before e.
Based on the concepts, they introduce the concept of persistent goals to capture “one

grade” of commitments. Intuitively, a goal of an agent is a persistent goal (P-GOAL) if
the goal will not give up once it is established unless the agent believes that it has been
achieved or it can never be achievable.

P-GOAL ϕ =def (GOAL LATER ϕ) ∧ (BEL ¬ϕ) ∧
(BEFORE (BEL ϕ ∨ BEL �¬ϕ) ¬(GOAL LATER ϕ)) (1)

With the concept of commitment, intention can be simply defined as a persistent goal
to perform an action:

INTEND α =def P-GOAL (DONE ([BEL (HAPPENS α)]?;α)) (2)

where α is an action expression. Intuitively, an agent intending to do an action is a com-
mitment (persistent goal) to have done this action if he believes the action is executable.

The INTEND operator can be overloaded to take a proposition as argument:

INTEND ϕ =def P-GOAL ∃e(DONE [(BEL ∃e′(HAPPENS e′;ϕ?))∧
¬(GOAL¬HAPPENS(e;ϕ?))]?; e;ϕ?) (3)

where ϕ is a proposition. It reads that, to intend to bring about ϕ, an agent sets up a
persistent goal that is to find a sequence of events after doing which himself, ϕ holds.
For a full understanding of C&L’s theory of intention, including comments, criticisms
and follow-ups, the reader is referred to Cohen and Levesque (1990) [1], Singh (1992)
[13], Rao and Georgeff [14], Hoek and Wooldridge [6], and etc.

2.1 The Toxin Puzzle

Gregory Kavka challenges theories of intention by inventing the following thought ex-
periment, known as the Toxin Puzzle [12]:

Suppose that a billionaire offers you on Monday a million dollars if on Tuesday
you intend to drink a certain toxin on Wednesday. It is common knowledge that
drinking this toxin will make you very sick for a day but will not have a lasting
effect. If you do so intend on Tuesday, the million dollars will be irreversibly
transferred to your bank account; this will happen whether or not you actually
go ahead and drink the toxin on Wednesday. 1

Although the puzzle sounds a bit unrealistic, we can find large amount of similar sce-
narios in the real-world, such as government funded research grants, scholarships, and
high-risk investments.

The Toxin Puzzle has induced tremendous debates in the philosophical literature
[15–18]. It challenges the theories of intentions from two aspects: the nature of in-
tentions and the rationality of intentions. On the one hand, if intentions were inner

1 This simplified version of the Toxin Puzzle is cited from [4] p.101.
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performances or self-directed commands, an agent would have no trouble to form an
intention. On the other hand, when reasons for intending and reasons for acting diverge,
as they do in the puzzle, confusion often reigns: either giving way to rational action,
rational intention, or aspects of the agent’s own rationality [12].

2.2 Formalising the Toxin Puzzle in C&L’s Language

We describe the Toxin Puzzle in C&L’s language. Let wait a day denote the action
“wait for one day” and drink the action “drink the toxin”. We use millionaire to
denote the fact “given a million dollars”. Then the billionaire’s offer, which was made
on Monday, can be expressed as:

(INTEND wait a day; drink)→ millionaire (4)

Assume that an agent had a goal to be a millionaire thus he formed an intention
INTEND wait a day; drink on Tuesday. As the billionaire had promised, the agent
was given one million dollars and became a millionaire on the same day. The question
is: Whether the agent will drink the toxin on the next day as the billionaire expected?

According to C&L’s definition (Equation 2), INTEND wait a day; drink represents
the following persistent goal:

P-GOAL[DONE((BEL(HAPPENS wait a day;drink))?;wait a day;drink)] (5)

which says that the agent has a persistent goal to drink the toxin on the next day as long
as he believes it can happen in due course. Obviously the agent does not have to believe
on Tuesday that the action will happen because an agent is allowed to withdraw his
commitment if there is other competing goals and he does not know whether there is any
competing goals on next day. Therefore (BEL(HAPPENS wait a day; drink))? fails
on Tuesday. Then the persistence goal is carried over to Wednesday. However, execution
of the action wait a day; drink does not make sense. No matter it is executed or not,
the outcome is not what is expected. In fact, since a persistent goal does not require
when the goal is achieved, any time-restricted intention cannot be rightly characterised
using persistent goals.

As the matter of fact, there is no standard answer to the Toxin Puzzle. The puzzle
is used to illustrate the divergence of reasons for intending and reasons for acting [12].
The reason for the agent to form the intention is to be a millionaire but the reasons to
act, if it happens, is due to his commitment. Both sides (the billionaire and the agent)
agree on the first reason but diverge on the second reason if the agent does not drink the
toxin. The billionaire expects the agent to form a unconditional commitment while the
agent might have formed a conditional commitment. Nevertheless, none of conditional
or unconditional commitments can be properly specified in C&L’s model.
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3 The Model of Intention

In this section we propose a model of intention with condition/unconditional commit-
ments. The model is built our on C&L’s framework. We do so because C&L’s framework
is well-known in AI community and relatively simple. We will introduce a formal lan-
guage that consists of two doxastic modalities BEL (for belief) and DES (for desire), and
three action modalities ATH, FEASIBLE and COMMITTED. ATH stands for “About To
Happen”. Similar to C&L’s framework, we shall present our model in possible-words
semantics with linear-time model. Each world represents a linear sequence of events.
However, our time is future-directed without referring to the past. Another important dif-
ference from the C&L model is that, for this paper, we assume that any events that happens
are due to the actions performed by a single agent. The beliefs, desires, intentions are the
mental states of the same agent. Commitments are meant self-commitment. Any changes
of worlds are resulted from the agent’s actions. We admit that such a simplification would
lead to the insufficiency of modeling social behaviours of rational agency. However, such
a sacrifice of completeness can be worth if a simple theory of intention can help us to
understand the concept deeper.

3.1 Syntax

Consider a propositional language with modalities BEL, DES, ATH, FEASIBLE,
COMMITTED, and regular action expressions. Let Φ be a countable set of atomic for-
mulas, denoted by φ, φ1, φ2, · · · , and ActP be a countable set of primitive events or
actions, denoted by a, b, · · · . The set of all formulas generated from Φ, ActP , and the
modalities, are denoted by Fma. Its members are denoted by ϕ, ψ, ϕ1, · · · , etc. Act is
the set of all compound actions through action connectives ; ,∪, ∗, with typical mem-
bers denoted by α, β, · · · . We use� and⊥ to denote the propositional constants “true”
and “false”, respectively.

Formally, formulas (ϕ ∈ Fma) and actions (α ∈ Act) are defined by the following
BNF rules:
ϕ ::= φ | ¬ϕ | ϕ1→ϕ2 | BELϕ | DESϕ | ATH α | FEASIBLE α | COMMITTED α
α ::= a | α1;α2 | α1 ∪ α2 | α∗ | ϕ?

where φ ∈ Φ and a ∈ ActP .
For any formula ϕ ∈ Fma and action α ∈ Act, we write αϕ to represent another

action that is yielded from α by replacing each primitive action a in α with ϕ?; a. It is
easy to give an inductive definition of αϕ based on α’s structure so omitted.

Given an action α, we define all the computation sequences of α by induction on the
structure of α as follows (see [19]):
CS(a) =def {a}, where a ∈ ActP , an atomic program
CS(ϕ?) =def {ϕ?}
CS(α;β) =def {σ′;σ′′ : σ′ ∈ CS(α), σ′′ ∈ CS(β)}
CS(α ∪ β) =def CS(α) ∪ CS(β)
CS(α∗) =def

⋃
n≥0

CS(αn).

CS =
⋃

α∈Act

CS(α).

where α0 = �? and αn+1 = α;αn.
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We remark that with non-deterministic choice and iteration, we can express “very
rough” plans. Suppose that we have only finite number of primitive actions a1, a2, · · · ,
an. Then the action any = (a1 ∪ · · · ∪ an)∗ can be any action the agent can perform
except test actions. Therefore, whenever we talk about an action description, it actual
mean a “rough plan” or a “partial plan” in Bratman’s terminology [4] because the exe-
cution of such a auction relies on a high-level planner to find an executable computation
sequence of primitive events that implements the action.

3.2 Semantic Model

A model M is a structure (E,W, σ̄, B,D,C, V ), where E is a set of primitive event
types2. W ⊆ [N → E] is a set of possible courses of events or worlds specified as a
function from the natural numbers, representing time points, to elements of E, σ̄ ∈ W
is a special world (the real world) representing the actual events that have happened
or will happen, B ⊆ W × N × W is the accessibility relation for belief modality,
D ⊆W×N×W is the accessibility relation for desire modality,C : W×N→ ℘(CS)
is a function that assign a set of computation sequences to each world at each time3, and
V :W × N→ ℘(Φ) is the valuation function of the atomic formulae.

Definition 1. Given a model M , let σ ∈W be any possible world and n ∈ N a natural
number. We define the satisfaction relation M,σ, n |= ϕ as follows:

1. M,σ, n |= p iff p ∈ V (σ, n), where p ∈ Φ.
2. M,σ, n |= ¬ϕ iff M,σ, n �|= ϕ.
3. M,σ, n |= ϕ→ ψ iff M,σ, n |= ϕ implies M,σ, n |= ψ.
4. M,σ, n |= BEL ϕ iff for all σ′ such that (σ, n, σ′) ∈ B, M,σ′, n |= ϕ.
5. M,σ, n |= DES ϕ iff for all σ′ such that (σ, n, σ′) ∈ D, M,σ′, n |= ϕ.
6. M,σ, n |= ATH α iff for all i ≤ n, σ(i) = σ̄(i) and ∃m,m ≥ n such that

M, σ̄, n�α�m.
7. M,σ, n |= FEASIBLE α iff there exists σ′ such that for all i ≤ n, σ(i) = σ′(i)

and ∃m,m ≥ n such that M,σ′, n�α�m.
8. M,σ, n |= COMMITTED α iff CS(α) ⊆ C(σ, n).
9. M,σ, n�a�n+ 1 iff a = σ(n+ 1), where a is a primitive action.

10. M,σ, n�α ∪ β�m iff M,σ, n�α�m or M,σ, n�β�m.
11. M,σ, n�α;β�m iff ∃k, n ≤ k ≤ m, such that M,σ, n�α�k and M,σ, k�β�m.
12. M,σ, n�ϕ?�m iff M,σ, n |= ϕ.
13. M,σ, n�α∗�m iff ∃n1, · · · , nk, where n1 = n and nk = m and for every i such

that 1 ≤ i ≤ k, M,σ, ni�α�ni+1.

A formula ϕ is satisfiable if there is at least one model M , world σ and index n such
that M,σ, n |= ϕ. A formula ϕ is valid iff for every model M , world σ, and index n,
M,σ, n |= ϕ.

It is not hard to find that our semantic model is a variation of C&L’s model. The
semantics for BEL is exactly the same as C&L’s. The one for DES are similar to C&L’s

2 For simplicity, we will identify each primitive event symbol with its type. Equivalently, we
assume that there is a unique one to one mapping from ActP to E.

3 C(σ, n) can be interpreted as the searching space of the event sequences for planning purposes.
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semantics for GOAL operator but with less constraints (see more details in next subsec-
tion). We shall introduce GOAL as a composite concept defined by BEL and DES.
ATH α represents the statement that action α is about to happen in the real world

(σ̄). Note that it is different from C&L’s HAPPENS for its truth value relies on the real
world σ̄, which is unique to a model.
FEASIBLE α represents the feasibility of action α performed by the agent under

consideration. That α is feasible in a world σ at time n means that there is a possible
world σ′ which has the same history as σ but could branch at time n such that α is
executable in the world σ′.

The operator COMMITTED captures the key feature of agent commitments. CS(α)
lists all the alternative computation paths of action α. The set C(σ, n) collects all the
computation sequences the agent has committed to at each time n and each world σ.
CS(α) ⊆ C(σ, n) means that no matter which path the agent takes to execute α, the
path has been committed.

3.3 Constraints and Properties

In this subsection, we introduce a few constraints on the semantic conditions for BEL,
DES and COMMITTED. Similar to C&L’s model, we assume that B is transitive, serial
and Euclidean. Therefore BEL is a doxastic modality that satisfies KD45.

We assume that DES is a modal operator that satisfies K and define goal as a com-
posite concept from belief and desire:

Definition 2. GOAL ϕ =def DES ϕ ∧ ¬BEL ϕ.

In words, ϕ is a goal of an agent if the agent desires or wishes ϕ to be true and does
not believe it is true now. Assume that you have a goal to be a millionaire. It means that
you desire to be a millionaire but you believe that currently you are not a millionaire.
The idea is inspirited by Meyer et al.’s KARO logic4.

The semantic condition for COMMITTED is much more complicated. Intuitively, the
accessibility relation C(σ, n) collects all the computation sequences the agent commit-
ted to at time n in world σ. The agent will choose a computation sequence from this
collection to execute. We assume that C satisfies the following conditions:

(c1) If δ ∈ C(σ, n), then for any initial subsequence δ′ of δ, δ′ ∈ C(σ, n).
In other words, C(σ, n) is closed under initial subsequences.

(c2) If ϕ?; δ ∈ C(σ, n), then δ ∈ C(σ, n).
Similar to C&L’s model, we assume that a test action does not take time. Thus tests
have to be carried out in conjunction with one primitive event.

(c3) For any sequences δ ∈ C(σ, n) and any world σ′ ∈ W , if for all i ≤ n σ(i) =
σ′(i) and δ = σ(n); δ′, then δ′ ∈ C(σ′, n+ 1).
In other words, if one committed to performing a sequence of actions, then he
should carry over the commitment (the remaining computation sequences) to the
next state of any possible world he might move to once he fulfils the initial primitive
action in the sequence. This conditions captures the phenomenon of commitment
persistence.

4 In [3], Meyer et al. recognise beliefs and wishes as the primitive mental attributes instead of
belief-desire. We shall not discuss the philosophical differences between wish and desire.
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Example 1. Given an actionα = (a∪b); c; (p?; d ∪ (¬p); e). Then α has the following
computation sequences: a; c; p?; d, a; c; (¬p)?; e, b; c; p?; d, and b; c; (¬p)?; e. Assume
that an agent has committed to performingα at time 0 and makes no other commitments
further on. Firstly, the agent takes action a. Thus he has to carry over the committed
sequences c; p?; d and c; (¬p)?; e but drop the other two. After done c, if p is true,
he shall continues with his committed action d; otherwise, he shall do e. Assume the
latter case holds, the actual execution sequence will be a; c; (¬p)?; e, which fulfils his
commitment.

According to our semantics, the following property is easy to verify,

Proposition 1. |= ATH α→ FEASIBLE α.

It shows that any action that is about to happen must be feasible for the agent to execute.

Proposition 2. Properties of COMMITTED operator:

1. |= COMMITTED(α;β) → [COMMITTED α ∧ (ATH α → ATH (α; (COMMITTED β)?)].
2. |= COMMITTED(α ∪ β) → COMMITTED(α) ∧ COMMITTED(β).
3. |= COMMITTED(α∗) → [COMMITTED(α) ∧ (ATH α → ATH (α; (COMMITTED α∗)?)].

These statements shows that a commitment is carried over along the path of an execution.

3.4 Implementation Assumption and Conditional Commitments

Suppose that an agent has committed to performing an action α. Doing this action is
also feasible for him. Then we should expect that the action is about to happen. This
ideas can be described as the following assumption.

Implementation Assumption (IA) |= (FEASIBLE α ∧ COMMITTED α)→ ATH α.

Figure 1 illustrates the relation between commitment, feasibility and actual execution.
Assume that an agent has committed to do action α which has five possible computa-
tion sequences a, b, c, d, e. The current state is at node d1. Among all the computation
sequences, the paths a, c, e are not feasible (marked in red). The agent is actual taking

Fig. 1. Promise, feasibility and execution
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path d (marked in bold and blue). Note that Implementation Assumption assumes that
an agent has the ability of choosing a committed path from all feasible computation
paths and execute the path.

This assumption is similar to C&L’s assumption on persistent goal: if a goal is not
achieved, the agent will keep the goal until he believes that it is not achievable. However,
for action commitments, the assumption sounds a bit strong because if the commitment
of performing an action was to achieve a goal and the goal has achieved or is believed
not achivable, the commitment for performing the action might be dropped if the com-
mitment is conditional. For example, assume that I intend to go to the airport tomorrow
to pick my friend up from the airport. So I commit myself to going the airport tomor-
row. However, if the friend is not coming tomorrow, the commitment to going the airport
should be dropped. We call such a commitment a conditional commitment. I committed
to going airport is because I wanted to pick my friend up. Without such a demand, I would
not make the commitment. We define conditional commitment as follows:

Definition 3. For any formula ϕ and action α,
COMMITTEDϕ α =def COMMITTED αϕ

COMMITTEDϕ α means “commit to α under condition ϕ”. Recall that αϕ is generated
from α by replacing all primitive action a with ϕ?; a. The condition ϕ is checked all the
way during the execution of α. Note that we can view COMMITTED α as
COMMITTED� α. Therefore the original COMMITTED operator can be treated as un-
conditional commitment. In this sense, IA is not strong.

3.5 Definition of Intentions

C&L consider intending an action and intending a proposition as separate concepts.
As many philosophers argue, “[i]t is (logically) impossible to perform an intentional
action without some appropriate reason.” ([20] p264). Meanwhile we also think it is
not a valid intention of achieving a goal without refer to a (rough) plan to achieve the
goal. In this paper, we define an intention as a binary operator with the arguments: the
intended action and the reason for doing the action. Similar idea also appears in [5, 3, 7].
Different from C&L’s definition again, we treat conditional intentions and unconditional
intentions as two different objects. We will give separate definition for each of them:
unconditional intention and conditional intention. We start with the simply one first.

Definition 4. (Unconditional Intention)
INTEND1 α ϕ =def GOAL ϕ ∧ BEL(FEASIBLE α;ϕ?) ∧ COMMITTED α.

Intuitively, I intend to do α to achieve a goal ϕ iff the following conditions are satisfied:

– ϕ is one of my goals;
– I believe that it is feasible to bring about ϕ via conducting α.
– I commit to performing α.

Note that for unconditional intention, any committed action has to been fulfilled no
matter whether the goal has achieved, in which case the intention no longer exists. This
is the intention the billionaire understood.
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Definition 5. (Conditional Intention)
INTEND2 α ϕ =def GOAL ϕ ∧ BEL(FEASIBLE α;ϕ?) ∧ COMMITTEDDECϕ α.

The only difference between unconditional intention and conditional intention is the
form of commitments. A conditional intention commits to perform the intended action
as long as the goal is still desirable.

Example 2. Consider the example of chopping a tree (see Cohen and Levesque [1]).
The intention of knocking down a tree can be expressed as follows:

INTEND2 (chop)
∗ (tree down)

To form the intention, it is required:

1. Knocking down the tree is my goal;
2. I believes that if I chop the tree repeatedly, the tree can be knocked down eventually

(I may not know how many chops are actually needed).
3. I commit to doing the action as long as I still desire to knock down the tree (I may

stop without knocking down the tree).

Note that our representation of this example using the concept of conditional intention
is much clearer and simpler than C&L’s version, thanks the specific definition of αϕ

(Section 3.1).

4 Solution to the Toxin Puzzle
Now we are ready to present our solution to the Toxin Puzzle. Assume that the agent
forms a unconditional intention on Tuesday as follows:

INTEND1 (wait a day; drink)millionaire (6)

which means

1. The agent has a goal to be a millionaire, i.e., GOALmillionaire.
2. The agent believes that wait a day; drink can bring about the goal, i.e.,

BEL[FEASIBLE(wait a day; drink;millionaire?)].
3. The agent commits to doing the action wait a day; drink unconditionally, i.e.,

COMMITTED(wait a day; drink).

The billionaire’s offer can be represented by the following statement:

[INTEND1 (wait a day; drink) ϕ]→ millionaire (7)

where ϕ can be any reason as long as the billionaire can accept. Since the intention
has been formed, the agent will receive a payment on Tuesday. The agent’s goal is
then achieved and the intention no longer exists. However, he has commit to drinking
the toxin on next day, i.e., COMMITTED(wait a day; drink). By Proposition 2, af-
ter done the action wait a day, the agent needs to keep the rest of commitment, i.e.,
COMMITTED(drink). According to IA, as long as drinking the toxin is feasible to him,
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he has to make it happen on Wednesday, i.e., ATH(drink). This explains why the bil-
lionaire does not care too much about what is the goal of the agent to form the intention.

Assume instead that the agent forms the following conditional intention on Tuesday:

INTEND2 (wait a day; drink)millionaire (8)

and, assume (but not too sure!) that the billionaire agrees on the intention and pay the
agent one million dollars. The agent then have no goal to be a millionaire. However,
whether the agent keeps the commitment of drinking the toxin will depend on whether
he still keep the desire to be a millionaire. Either way can be rational. As main philoso-
phers have pointed out, the reason for an agent to do an action, here is a million, can
be different from the reason for the agent to drink. Whether the agent should keep the
commitment does not necessarily reply on whether the agent has been a millionaire but
on the agent’s desire.

5 Conclusion

We have proposed a formal model of intention based on Cohen and Levesque’s frame-
work. We have shown that C&L’s account of intention as persistent goal is inadequate to
capture the key features of commitments of rational agency. We have argued that com-
mitment plays a crucial role in intentional reasoning. With a unconditional commitment,
the agent picks up a feasible computation path from a partial plan (specified by the in-
tended action) to achieve his goal. The agent executes the actions alone the path and
carries over unfulfilled actions to next state, which creates reason-giving force on the
agent to execute his intended actions. With a conditional commitment, the condition
is checked before executing any primitive actions. Both the accounts of commitment
provide rational explanations to the Toxin Puzzle.

Conditional intention has been a traditional topic in philosophy for a long history
even though it has not been well-investigated in the AI literature [21]. It has been widely
accepted that a conditional intention and an unconditional intention refer to different ob-
jects and should be viewed as different intentions. In this paper, we treat the condition
of a conditional intention as the way to determine whether the committed action should
be carry out or stop while we treat the unconditional intention as an extreme case of
conditional intention (blind commitment). More importantly, for a conditional inten-
tion, we do not assume that the commitment of the intention is automatically dropped
if the intended goal has achieved. Whether an agent drops his commitments or not is
determined by his desires.

A few issues are excluded from the current work. First, this work deals with sin-
gle agent intentional reasoning. Commitment is meant self-commitment. However, the
consideration of intention in multia-gent environment will give rise of issues on social
commitments. In such a case, game-theoretic approach might be needed to model the
social behaviour of rational agents. Secondly, we consider belief, desire and commit-
ment as the primacy of intention. Changes of these mental states are left unspecified.
The investigation of the dynamics of belief, desire and commitment will certainly pro-
vide a better understanding of human intention. Finally, the current work is based on
propositional logic. Extending the framework to first-order language will allow us to
define more temporal operator, such as ♦, �, achievable and etc.
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Abstract. In this paper, we address the general question of how negative social 
influence determines global voting patterns for a group-based population, when 
individuals face binary decisions. The intrinsic relation between global patterns 
and local structure motifs distribution is investigated based on Hopfield model.  
By simulating results with the model, we examine the group opinions polariza-
tion processes, and find that the global pattern of group opinions polarization is 
closely linked with local level structure balance. This computing result is well 
agreed with the classic structure balance theory of social psychology.  

Keywords: global polarization, structure balance, Hopfield model, social  
influence. 

1 Introduction  

As one of the important collective actions, global polarization patterns are widely 
observed in human society. Examples of these situations include culture, social 
norms, political voting and on-line public hotspots debates. From decision-making 
perspective, the global pattern of collective dynamics is rooted from individuals’ mi-
cro-level decision making processes. 

The individual decision-making is always as a result of several complex and dy-
namic social psychological and economic behavior processes.  Examples include 
“herding effect [1]”, “wisdom of crowds[2]”, “information cascade[3]” etc. Modeling 
of social system dynamics inevitably involves underlining social psychological 
processes which have a close connection with real world phenomena. From a bottom-
up point of view, in modeling social processes, individuals’ locally cumulative inte-
racting behaviors would evolve into different global patterns.  The emergence of 
broad global features of social structure is often from the local interconnecting me-
chanism, e.g., short average path and high clustering coefficients contribute to small 
world mechanism [4]. However, it is difficult to infer how the global patterns are 
generated from certain simple local aggregated social processes. In such cases, agent-
based computational techniques are necessary because analytic solutions are simply 
not available. 
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In this study, through agent-based Hopfield network simulation, we investigate the 
underlying relationship between macroscopic group polarization patterns and local 
dynamic structure balance, which is based on three classic social psychological 
processes-----social influence, social identity and structure balance.  Our simulation 
shows that global polarization of collective voting behavior has the implicit close 
relation with local dyadic and triadic motifs dynamic structure variation processes. 
This computing result is well agreed with theories of Heider’s cognitive balance [5], 
Cartwright and Harary generalized structure balance [6]. 

The rest of the paper is organized as follows: in Section 2, according to social iden-
tity theory, we discuss social influence implication and classify the social influences 
into three types, positive, negative and neutral. Section 3 addresses the classic struc-
ture balance theory, and 16 types of triadic classification. Then we define influence 
structures on the basis of the 16 types of triads. In Section 4, we extend Hopfield 
model by adding triad social structure. The triad structure implications are also dis-
cussed. Section 5 is our model computing analysis. We examine the relationship be-
tween negative social influence and polarization, and then focus on the connection 
between global polarization pattern and dyad/triad balance at the micro-level. Section 
 6 is our conclusion remarks. 

2 Social Influence  

Social influence refers to the way people are affected by the thoughts, feelings, and 
behaviors of others. It is a well-studied and core topic in social psychology. It studies 
the change in behavior that one affects another, intentionally or unintentionally, as a 
result of the way the changed person perceives themselves in relationship to the in-
fluencer, other people and society in general [7]. 

In many circumstances, instead of independent rational choice, individual decisons 
are influenced by their perceptions, observations, or expectations of decisions made 
by others, and then herding effect might appear. Many theories and studies account 
for this collective phenomenon. Individuals, for example, may be susceptible to social 
influence out of a desire to identify with the certain social groups, or to classify one-
self from the groups. In order to avoid unexpected sanctions or risks, they may resort 
to group behavior, or response to influential authorities, as a way of reducing one’s 
decision making difficulty[8]. 

Recently, an increasing number of empirical studies showed that social networks, 
such as MySpace, Twitter and Facebook are showing unexpected power, affecting 
every aspects of our social life, and significantly impacting on individual options, 
opinions or attitudes as society becomes more inter-connected.  The recent “Arab 
Spring” on Twitter is one of the best annotations [9].  

Social influence, therefore, is related both to an individual’s cognition of the social 
world, and to the dynamics of group patterns. Next we classify social influence into 
three concrete types based on the theory of social identity. 

2.1 A Classification of Social Influences  

As one of the important theoretical basis in social simulation, social influence me-
chanism was widely studied. Most social simulation literatures consider the principle 
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of homogeneous influence (homogenous attraction and ingroup impact), i.e. similarity 
leads to interaction and interaction leads to more similarity. So the more similar an 
actor is to a neighbor, the more likely the actor will adopt his/her neighbor's opinion. 
Individuals blindly follow majority behaviors or options, then the homogeneous influ-
ence may create “herding effect”, which means individuals don not consider their own 
subgroup identity ( do as most people do).  For example, based on the single interac-
tion principle of homogeneous influence, Axelord observed a local convergence and 
global multiple polarization pattern[10]. And the voter model shows one-polarization 
domination results with any initial binary opinions percentages [11]. 

However, the homogeneous impact is not the only social factor to glue individuals 
together and form different groups. Nation’s split, religious conflicts, culture diversity 
and radical segregation, etc. account for the repulsive attitudes deeply rooted in hu-
man collective dynamics. Herding effects only partially explain one aspect of collec-
tive behaviors, individuals in a group act together without planned direction, based on 
indefinite individuals’ group recognition. Next, we seek explanation from social iden-
tity theory. 

Social identity as a basic theory is a powerful tool to predict certain intergroup be-
haviors on the basis of the perceived status of the intergroup environment. It states 
that social behavior often vary along a mutual influence processes between interper-
sonal and intergroup behaviors [12]. 

Individuals are likely to display favoritism among ingroup and disapproval among 
outgroup. In other words, individuals usually display positive attitudes toward in-
group members, while negative toward outgroup ones. For example in the case of 
voting and debating about distribution of national income, different classes may have 
different interests and political tendencies, individuals often favor ingroup and against 
outgroup opinions or stands. 

In many real situations, negative repulsive impact among social groups is an  
important ingredient while it has been barely focused together with positive attractive 
influence behavior in studies. Here, we concern about what the pattern will be if con-
sider both the positive attractive and negative repulsive impact. Next we make a de-
tailed classification for general social influence from social identity perspective.  

Positive influence which refers to homogeneous impact among ingroup numbers. 
Individuals within the same group, share the same tagged consensus, such as beliefs, 
interests, education or other similar social attributes. During group decision making, 
homogenous positive influence will play vital role for achieving the group consensus. 

The second one is negative social impact which may block the formation of con-
sensus among different outgroups. Individuals within different groups find it difficult 
to gain the agreement during group decision making even under the pre-condition that 
they share the same initial opinions. Since different groups have different social group 
unified interests, emotions, behaviors and value orientations, they act differently. 
Such kind of impact for individuals’ opinions selection is regarded as heterogeneous 
repulsion. The use of both positive and negative interactions in social systems has 
been previously introduced to coalitions study among a set of countries [13].  

Recently, many studies suggest online social networks in which relationships  
can be either positive (indicating relations such as trust, friendship) or negative (indi-
cating relations such as opposition, distrust or antagonism). Such a mix of positive 
and negative links arises in a variety of online settings, e.g., Epinions, Slashdot and 
Wikipedia[14]. 
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Apart from positive and negative influence, we also observe individuals who sel-
dom care about others and share no commons. As a type of special individuals’ atti-
tudes, the individuals might not belong to any labeled subgroup, members in the 
group have no common social identity, no firm stand about some opinions and are in 
a state of something else. Then we introduce the third one, unsocial phenomena as a 
type of special individuals’ attitude, in which the individuals do not belong to any 
labeled subgroup. Members in this group have no common social identity, no firm 
position about some social opinions and in a state of neither fish nor fowl. According 
to the above analysis, Figure 1 presents the influence relations among ingroup and 
outgroup individuals.  

 

Fig. 1. Three types of social influence in a networked group 

Illustration in Fig.1, A, B, C represent three different group. No connection among 
nodes (individuals) means that they have neutral influence.        stands for posi-
tive mutual influence among ingroup members,        stands for unilateral positive 
impact. While       represents mutually negative repulsive among outgroup mem-
bers,        stands for unilateral negative against outgroup individuals.   

2.2 Structure Balance 

Heider’s balance theory is one of the cognitive consistency theories, which addresses 
the balance on the relationship between three things: the perceiver, another person, 
and an object[5]. Based on one of Heider’s propositions stating that an individual 
tends to choose balance state in her interpersonal relation, and avoid tension or imbal-
ance state in his/her interpersonal relations. This enforces someone to change her 
sentiment relation toward balance formation or to lesser force/tension. Cartwright and 
Harary generalized Heider’s cognitive balance to structure balance[6].  

Structure balance suggests that some social relationships are more usual and stable 
than others. It focuses on triadic relationships such as friendship and antagonistic, e.g., 
graphs whose signed edges represent friendship/hostile relationship among individu-
als. Structure balance theory affirms that signed social networks tend to be organized 
so as to avoid tense or nervous situations, based on the common principles that “the 
friend of my friend is my friend, the enemy of my friend is my enemy, the friend of 
my enemy is my enemy”, this balanced and unbalanced triadic relationship are illu-
strated in Fig.2. In the illustration, T1 and T2 are balanced triad since the algebraic 
multiplication of edges signs has a positive value, while T3, T4 are unbalanced.  
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Fig. 2. Balanced and unbalanced triadic relationship (“+'' denotes friendship, “ − ”denotes 
enemy relation) 

Holland and Leinhardt addressed that classic balance theory offers a set of simple 
local rules for relational change and classified local triadic motifs into 16 types, ac-
cording to mutual reciprocity, asymmetry relation, non-relationship etc[15].  We can 
see Code 300 triad relation corresponding to structure balance under the condition of  
the triad product signs satisfies “+”,   as illustrated in Figure 3. 

 
Fig. 3. 16 types of triad distributions in classic structure balance theory 

The triad as one of important interpersonal relation has been excessively investi-
gated by sociologists, e.g., Watt and Strogatz suggested that clustering coefficient is 
one of the important small world local structure features [16]. Wasserman and Faust 
defined a global clustering coefficient to indicate the clustering in the whole net-
work[17]. In the next section, we discuss the influence balance on triad and dyad. 

2.3 Influence Balance on Dyad and Triad  

For any individual in a group, his/her options adoption comes from the influence 
around him/her and the corresponding cumulative social pressure. For example, if 
one’s main friends have bought the same brand mobile phone, one might have high 
possibility to buy a mobile phone with this brand.  

Here we focus on triadic relation influence balance. In Fig.3, we use directed edge 
represents directed influence relation. For example, the interpersonal influence on 
triad 111D includes three dependent dyadic social influence structure, in detail 
i   +   k stands for i has positive influence on k, j    _    k stands for j, k have 
mutual negative influence and no connection represents  i, j have  neutral influence 
as illustrated in Fig. 4. 
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Fig. 4. The influence relation on code 111 D 

There exist two basic structures that could satisfy influence balance in 16 motifs.  
For dyadic influence relation, Code 120 stands for mutual positive or negative influ-
ence. For triadic influence relation Code 300 is balanced if and only if product of any 
mutual influence relation signs satisfies +. 

Next we examine Hopfield network model based on the aforementioned three types 
of social influence mechanism. We focus on two aspects, one is negative impact on 
group voting stable pattern, and the other is the relation between global pattern and 
local dyad, triad distribution. This model is described in the following section. 

3 Hopfield Network Model  

Macy et al. presented a Hopfield model to describe group polarization problems, with 
continuous connection weights and principles of homogeneous attraction and hetero-
geneous repulsion [18]. Their study found that group can display consensus, bi-
polarization and pluralistic alignments under different social pressures and exterior 
interventions.  Their model assumed that each individual face binary opinions and 
has N-1 undirected ties to others. These ties measured by weights, which determine 
the strength and valance of connection between agents. Formally, social pressure 

isP on individual i to adopt a binary state 1is = ±  is the sum of the states of all other 
individuals j, conditioned by the weights 

ijI (-1<
ijI <1) of dyadic tie between i and j: 

                   1 , ,
1

N

i j j
j

i s

I s

P j i
N
== ≠

−

                         (1) 

If consider the external intervention, i.e., the influence for individuals opinion comes 
from other out-group impact, then we can replace Equ.(1) with Equ. (2) and obtain the 
logistic form 

.(1 )
1 i s

s
i s s iK P

v
v X

e
τ −= + −

+
                     (2)                       

where sv  is used to trade off the internal and external group influence for individual 

i opinion, K  is the size of opinions dimension.  Given a randomly selected thre-
shold εχπ += 5.0thresh

, if
is thresholdτ π≥ , individual i  chooses  +1 (support), else 

chooses − 1 (oppose), where ε is Harsanyi smooth responding parameter χ is 

subject to uniform distribution between 0.5− and 0.5+ . Equ. (3) describes the up-
date of influence processes of individual j  to i  ( j i≠  ).  
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where t  is the time step, λ is an adjustable parameter between 0 and 1. Comparing 
with [18], we extend the original Hopfield model from two aspects. 

Firstly, with the motivation of investigating the relationship between non-positive 
social influence and group opinions polarization, instead the assigning of continuous 
values between − 1 and  +1 to i jI , we assign three discrete values  − 1, +1,  0 to 

i jI to indicate the three types of social influence. Individuals (agents) are influenced 

by others and also influence others, as conditioned by the valence of the social identi-
ty tie i jI , where { 1,0, 1}ijI = + −   listed and explained as follows: 

1) “+1” denotes the positive homogeneous social influence, 
2)  “ 1− ” stands for xenophobia, antagonistic, negative social influence, 
3) “0” represents neutral  influence. 

Secondly, Equ.(1) shows that individual i cumulative social pressure is from dyadic 

structure, and the triadic influence relation and corresponding cumulative social pres-

sure is not included in the Hopfield model.  Here, we add triadic influence into the 

model. Equ.(1) is evolved into Equ.(4) as following form, 

.,
)2)(1(
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1
11 ij

NN

ssI
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is ≠
−−
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−

=


=≠≠=              (4) 

where the second term represents the cumulative social pressure that any two indi-
viduals ,j m  impose on i  in triadic structure, simultaneously. { 1,0, 1}ijmI = + −  

stands for the social influence that ,j m  impose on i . With triad influence structures 

included in the model, it can better describe the real world interpersonal dynamic 
processes and opinions formation. For example, if we only consider dyadic influence, 
the cumulative social pressure of any individual i just depends on his/her in-degree di. 
However, with triadic influence included, one part of the social pressure will come 
from local clustering coefficient Ci . Since we put triad influence structure included in 
Equ.(4) , the corresponding triadic social influence weight update processes  is de-
scribed with Equ.(5), 


=

≠+−=+
K

k
mkikjkKijmijm ijtstststItI

1

.),()()()1)(()1( λλ               (5)   

As in Equ.(3), λ  is an adjustable parameter between 0 and 1. Here we name λ is 
the social influence evolutionary parameter, which is used to adjust social influence 
strength variation.  

Next, we will focus on the intrinsic relation between group polarization and social 
influence from both dyads and triads based on the extended Hopfield model simula-
tion. The pseudo code is listed as follows.  
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4 Simulation and Results Analysis 

In this section, firstly we use Matlab computing platform to simulate group voting 
polarization processes, then detect local dyad, triad distribution by R package sna[19]. 

4.1 Simulating Procedure   

The pseudo codes of implementing Hopfield network social influence processes are 
listed as below: 

Step 1:Let 0t = , given sv , λ , ε  

Initialize each voter -k t h  dimension options 
(0) 1iks = ± , 1, .. ., ; , , 1, .. ., ,k K i j m N= =  Randomly generate each 

pair of voters’ dyadic and triadic social influ-
ence ,i j i jmI I , respectively. 

Step 2: 1t t= + , compute (4),(2) for each agent i . 

Randomly generate )5.0,5.0(~ −Uχ , then compute  
εχπ += 5.0thresh  and logistic social pressure 

isτ   

if   
is threshτ π>   

( ) 1iks t =  

       else 
       ( ) 1iks t = −  
Step 3:For a given small positive real numberδ, compute 
(3),(5) 
       If δ<−∪−− |))()(||)1()(max(| tItItItI ijmijmijij

 

 stop 
else   
go to Step 2. 

4.2 Negative Social Influence Promotes Group Bi-polarization  

We take the test by setting 100,N =  5 ,K =  0.01ε =  and 0.5.λ =  To illustrate 
the group voting pattern, we generate N × K matrix which N denotes for group size, 
K for the number of options. We run 100 times for average. Fig.5 shows the group 
initial random opinions states when each agent i faces K-dimension options (before 
group polarization). Fig.6 illustrates the group bi-polarization state under the condi-
tion of no imposing external influence ( 1sv = ) and with three types of influence. 
We can observe that two patterns appear after group polarization, i.e., one pattern is 
( − 1, − 1, − 1, − 1, − 1), i.e., (black, black, black, black, black) (marked by 

1V ), 

the other is (+1, +1, +1, +1, +1), i.e., (white, white, white, white, white) (represented 
by 

2V ). The ratio of the 2-pattern size is approximate to 1:1. 
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Fig. 5. Initialization of group options  Fig. 6. Bi-polarization pattern of group 
options 

The relationship between exogenous intervention parameter sv to group polarization 

is shown in Figure 7. We can see that when 1sv = (no external intervention to the 

group interaction processes), the ratio of 
1 1 2/ ( )V V V+  is approximate to 0.5. However, 

the fifty to fifty well matched equilibrium will be destroyed with a little cut off sv . In 

other words, external intervention will lead to majority pattern appeared. For example, 
when 0 .9sv = we observe the group consensus appears, i.e., 

1 1 2/ ( )V V V+  is ap-

proximate to 1, the pattern V2  nearly disappears. It is worth pointing out that the para-
meters λε , variation also impacts the group polarization patterns; however, exogenous 
intervention is the dominant factor that leads to group polarization.  

 
Fig. 7. sv  impact on group opinions polarization 

4.3 Dyad and Triad Distribution Before and After Bi-polarization 

Furthermore, we also investigate the triadic relation motifs distribution before and 
after bi-polarization by using R package sna. We find that the overwhelming structure 
balance motifs emerge and concurrently with the polarization process.   
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Fig. 8. Initial triad distribution before bi-polarization of group opinions 

Fig.8 shows the initial local triads distribution according to randomly generated so-
cial influence matrix (t=0). We can observe that all 16 types of triads exist in the ini-
tial triadic relationships. With the social influence matrix updating and individuals’ 
option changes, group voting bi-polarization emergences at step 30t = . Correspond-

ing triad distribution as illustrated in Fig. 9, we observe that other triads disappear and 
only triad Code 300 remains. We also find the algebraic multiplication of influence 
signs in all Code 300 relation has a positive value. This result suggests social influ-
ence balance emerges from interpersonal negative or positive influence relations 
among agents. Simultaneously, neutral influence relation disappears.  

 

Fig. 9. The triad distribution after bi-polarization of group opinions (code 300 corresponding to 
the structure balance triad) 

We also investigate the dyadic influence relations distribution before and after 
group bi-polarization. Fig.10 shows the initial local dyad distribution according to 
randomly generated social influence matrix (t=0). We can observe that three types of 
dyads exist in the initial triadic relationships. Asymmetrical dyadic influence relation 
is dominant among the three types.  

When the global voting pattern of bi-polarization reaches, the corresponding dyad 
distribution is illustrated in Fig. 11. We find that asymmetrical and neutral influence 
relations between each individual disappear.  Only mutual influence relation (mutual 
positive or negative impact) remains.  

According to above computing results analysis, we observe that dyadic and triadic 
influence balance among agents has inherent relation with global bi-polarization pat-
tern. This is similar to the macro-micro linkage: sentiment relations among agents 
(localized as triad and dyad) lead to the collective balance of the group.  In other 
words, we observe the micro foundation (at dyadic/triadic level) of the collective 
global pattern. 
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Fig. 10. Initial dyad distribution before bi-
polarization of group opinions 

Fig. 11. Final dyad distribution after bi-
polarization of group opinions  

5 Conclusion 

In this paper, we address the implications of three types of social influence based on 
social identity theory. We investigate the non-positive social impact on group polari-
zation based on Hopfield network model with both dyad and triad influence consi-
dered. By simulation we find that bi-polarization pattern tends to emerge with no 
imposing external intervention, and consensus may occur among group members if 
the non-positive influence is neglected. 

Most literatures suggest that the homogeneous social influence will bring the glob-
al stability of social homogeneity, where convergence to one leading polarization is 
almost irresistible in a closely interconnected or interrelated population. However, in 
this paper the simulation based on Hopfield network model demonstrates that social 
homogeneous stable state is highly brittle if “influence ties” are either to be negative 
or zero. The result argues that bi-polarization may also be attributed to in-group/out-
group differentiation and rejection antagonism, which conclusion is consistent with 
our former study [20]. 

It is worth pointing out that individuals can evolve into local dyadic and triadic ba-
lanced states after group opinion polarization. This conclusion shows that opinions 
polarization in a group is coexisted with local level structure balance, which reveals 
some interesting internal connection between global collective pattern and local social 
structure stability. 
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Abstract. In this paper, a technique is proposed to segment skin lesions from 
dermoscopic images through a combination of watershed transform and wavelet 
filters. In our technique, eight types of wavelet filters such as Daubechies and 
bi-orthogonal filters were applied before watershed transform. The resulting 
image was then classified into two classes: background and foreground. As wa-
tershed transform generated many spurious regions on the background, morpho-
logical post-processing was conducted. The post-processing split and merged 
spurious regions depending on a set of predefined criteria. As a result, a binary 
image was obtained and a boundary around the lesion was drawn. Next, the 
automatic boundary was compared with the manually delineated boundary by 
medical experts on 70 images with different types of skin lesions. We have ob-
tained the highest accuracy of 94.61% using watershed transform with level 2 
bi-orthogonal 3.3 wavelet filter. Thus, the proposed method has effectively 
achieved segmentation of the skin lesions, as shown in this paper. 

Keywords: Segmentation, dermoscopic images, watersheds transform, wave-
lets transform, region merging. 

1 Introduction 

For the last two decades, automated systems have been designed to help physicians 
make decisions on complex diseases, such as dermatological diseases. Melanoma is 
one of the most dangerous dermatological diseases in humans; some types of this 
disease involve malignant or benign skin tumours. It penetrates rapidly and deeply 
into the skin and thus has increasing mortality rates. The main symptom of melanoma 
is a change in the colour, shape, and texture of spots on the skin. Physicians should 
detect melanoma in its early stage before it spreads.  

In this paper, we propose a technique to classify melanoma with the use of 
dermoscopic images. The first stage in our technique is image segmentation. The aim 
of segmentation is to change the representation of an image into objects for easier 
analysis.  
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2 Related Works 

Although watershed transformation is a common technique for image segmentation, 
its application in automatic medical image segmentation is plagued by over-
segmentation and sensitivity to noise. Random walk is a probabilistic approach which 
is also used to solve the problem in the watershed algorithm by reducing the 
processing time and by comparing the image directly with the original image with few 
watershed regions that did not merge [1]. The combination of watershed transform 
with a hierarchical merging process is proposed to reduce noise and to preserve edges 
through application on two-dimensional/three-dimensional magnetic resonance 
images [2]. Moreover, watershed algorithm based on connected components is 
proposed to improve watershed efficiency through adaptation of the connected 
component operator. However, the algorithm does not modify the principle of 
watershed segmentation and does not build watershed lines [3]. Partial differential 
equations for image de-noising are combined with watershed segmentation to enhance 
the merging of edges and regions through application of the equations on both MR 
and natural images [4].  

Gaussian scale mixtures in wavelet domain represent a method to remove noise 
from digital images; they are based on a statistical model that involves the coefficients 
of an over-complete multiscale-oriented basis and have been applied on images such 
as a boat, Lena, Barbara, and pepper [5]. In addition, robust watershed segmentation 
with the use of wavelets has been proposed to obtain a good gradient image. 
However, some small regions were not removed or merged based on the specified 
criteria [6]. K-means, watershed segmentation, and difference in strength map are 
combined to solve the problem of watershed in brain images, but this combination is 
too sensitive in the selection of the correct threshold values and depending on K-
means results [7].  

This paper presents a technique that uses wavelet transform to decompose the 
image prior to watershed transformation to remove over-segmentation and enhance 
the image. In addition, the segments are post-processed by merging and removing 
spurious segments based on predefined criteria as to produce more discernible results.   

3 Methodology  

In order to prepare the image for the subsequent processes, a 3 by 3 median filter is 
applied to remove white noise and small or thin hairs from the image. This would 
enhance the quality of watershed segmentation and to obtain images with well-
defined boundaries as well as to remove small noise and enhance image contrast.  

Wavelet transform (WT) is a mathematical tool that can be used to decompose the 
original image and to produce perfect reconstructions. WT is classified into two 
categories: discrete wavelet transform (DWT) and continuous WT. WT is better than 
Fourier transform because the former obtains not only frequency information but also 
temporal information. DWT decomposes an original image into sub-images with three 
details and one approximation of a low–high filter associated with the mother wavelet 
and the downsampling.  
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Wavelets come in different forms, such as Haar, Daubechies, Symlets, Coiflets, Bi-
orthogonal and Meyer, among others. Bi-orthogonal WT is used by numerous studies 
that proposed discrete image wavelet decomposition for two detailed images in the 
horizontal and the vertical directions in the same mother wavelet. The goal is to 
obtain smooth images at each scale 2j for j = 1, …,4 for gradient estimation. At scale  
2j, good approximations of the detail images along horizontal and vertical direction  
and edge magnitudes in the same scale can be calculated as follows [8-9]: 

( ) ( )2 21 2

2 jM W f W f= +  . (1)

where W1f and W2f are the wavelet coefficients   

( ) ( ) ( ) { }1 11
, ,0 0

, , , , , , ,
M Ni i

j m nx yMN
W i m n f x y x y i H V Dψ ψ− −

= =
= =  . (2)

where ψi is a measure of variation along horizontal edges, vertical edges and diagonal. 
Inverse WT is applied to enhance edges. Two requirements must be met to obtain 

good performance for the denoising image. Firstly, signal information should be 
extracted from noisy wavelet coefficients with the use of inter scale models. 
Secondly, a high degree of agreement must exist between wavelet coefficient 
distribution and Gaussian distribution.  

Watershed transform is one of the morphological approaches for the segmentation 
of objects within the gradient images. It generates serious problems such as over or 
under-segmentation that results from badly contrasted images when the algorithm is 
used directly on gradient data for low-contrast images. The idea of watershed as the 
input for a 2D greyscale image involves bright regions as peak and dark parts as 
valley. If the valley is filled with water, it can meet one or more of the neighbouring 
valleys. If we want to prevent flooding water from one valley to another, then a dam 
of one pixel width must be secured to avoid the merging of catchment basins that 
separate individuals by a watershed line. These dams should also be high enough to 
prevent the water from spilling at any point of the process. This process is repeated 
until the water rises to the height of the highest peak in the image [10]. 

Researchers have achieved good image segmentation with the use of several 
approaches to merge watershed regions. For example, Weicker used the contrast 
difference between adjacent regions as merging criterion [4]. Some researchers also 
used the minimum size of a region and the minimum edge intensity to separate 
adjacent regions. Their idea for merging regions include weak or wide borders or 
borders that lie near segmented areas through the use of two threshold values to 
determine the border [11].  

In this work, we determined two of the largest regions that have a lesion smaller in 
size than a healthy skin region. In addition, we also computed the distance between 
the lesion and the other regions in order to determine those regions that are outside the 
lesion. Thus, we merged the regions close to or inside the maximum area. Conversely, 
those regions that have small areas and have diameters that are the same as lines or 
points are removed to reduce the number of segmented regions. This would produce 
an image with two areas, which are the lesion and the skin. The methodology of the 
proposed technique is summarized in the flowchart shown in Fig. 1. 
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Fig. 1. The flowchart of the proposed technique 

4 Experimental Results and Evaluation 

In this paper, we used 70 dermoscopic images, each with a size of 200 × 200 pixels. 
The goal was to select the optimal wavelet filters among the following eight types of 
wavelets: bior1.1, bior1.3, bior2.2, bior2.4, bior3.3, db2, db3, and db4. Before we 
applied the wavelet filters, we first converted the images into gray level. In the 
experiment, the ground truth is a manual border drawn by dermatologists to compare 
the manual border with the automatic one. Three performance metrics, sensitivity, 
specificity and accuracy, are used to assess the efficiency of each type of wavelet 
filter by comparing automatic borders with manual borders. 

In the experiment, the true positive (TP) is the number of overlapping pixels in the 
lesion; the true negative (TN) is the number of overlapping pixels outside the lesion; 
the false positive (FP) is the number of overlapping pixels between the automatically 
labelled lesion and those outside the manually labelled lesion; the false negative (FN) 
is the number of overlapping pixels between the manually labelled lesion and those 
outside the automatically labelled lesion. 

Another metric known as similarity is used to select the best wavelet filter in level 
2j by comparing automatic border and manual border drawn by expert dermatologists. 
The similarity is computed based on the following expression [12]: 

2
2

TP
TP FN FPSimilarity ×

× + += . (3)

5 Experimental Results and Discussion 

We applied eight types of wavelet filters with four levels and determined the border 
of each image after the combination of watershed with WT. We then determined the 
edge of the lesion and compared it with the manual border. Moreover, the proposed 
technique was compared with thresholding, watershed and both combined. 

The performance of each type of wavelet filter was computed by comparing the 
automatic border with the manual border. The best one or the one with the highest 
accuracy, specificity and similarity is bior3.3 in level 2 (j = 2). Level 2 in all types of 
wavelet filters obtained higher accuracy than level 3 and 4 (j = 3, 4). Moreover, the 
accuracy of bi-orthogonal WT is higher than those of the Daubechies (db2, db3, db4) 
after WT is combined with watershed. These results are shown in Table 1. Our 
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method also obtained better results when compared to other methods as shown in 
Table 2. Nevertheless, 2% of the images have exhibited poor results. Some results are 
shown in Fig. 2 to illustrate the performance of the proposed technique. 

Table 1. The results of applying eight types of wavelet for j = 2 before watershed transform 

Methods Sensitivity Specificity Accuracy Similarity 
Bi-orthogonal 1.1 (bior1.1) 87.75 97.83 94.23 91.71 
Bi-orthogonal 1.3 (bior1.3) 89.62 96.65 94.19 91.97 
Bi-orthogonal 2.2 (bior2.2) 88.54 97.90 94.36 92.21 
Bi-orthogonal 2.4 (bior2.4) 89.27 97.30 94.53 92.40 
Bi-orthogonal 3.3 (bior3.3) 88.60 98.21 94.61 92.45 
Daubechies 2 (db2) 89.51 97.04 94.46 92.42 
Daubechies 3 (db3) 89.04 97.35 94.44 92.32 
Daubechies 4 (db4) 88.98 97.19 94.18 92.11 

Table 2. Comparisons with three standard methods 

Methods Sensitivity Specificity Accuracy Similarity 
Thresholding 85.48 94.82 92.02 89.01 
Watershed RGB 86.55 97.38 92.61 89.86 
Watershed and thresholding 84.91 98.35 92.50 89.41 

 

Original image 

 

Thresholding 

 

Watershed only 

  

Thresholding with 
watershed 

 

Proposed method 

  

Fig. 2. Comparisons between automatic border (white) and manual border (blue) 
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6 Conclusion and Future Work  

In this paper, we propose the segmentation of skin lesion from the dermoscopy 
images by combining watershed transform with wavelet filters. The highest accuracy 
was achieved with level 2 bior3.3 wavelet filter combined with watershed transform. 
Our method effectively reduced the problems of over-segmentation in watershed 
transform. Moreover, our proposed method facilitated good object recognition, as was 
demonstrated in this paper. In the future, we plan on refining the watershed method 
with the use of other approaches.  

Acknowledgement. The authors would like to thank Dr. Joaquim M. da Cunha Vi-
ana, for his kindness in providing the dermoscopic images for use in this research 
work. 
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Abstract. This research presents how the level of academic emotions such as 
confidence, excitement, frustration and interest, may be predicted based on 
brainwaves and mouse behaviour, while taking into account the student’s per-
sonality. Twenty five (25) college students of different personalities were asked 
to use the Aplusix® algebra learning software while an EEG sensor was at-
tached to their head to capture their brainwaves. Brainwaves were carefully 
synchronized with the mouse behaviour and the assigned student activity. The 
collected brainwaves were then filtered, pre-processed and transformed to dif-
ferent frequency bands (alpha, beta, gamma).  A number of classifiers were then 
built using different combinations of frequencies and mouse information which 
were used to predict the intensity level (low, average, high) of each emotion.  

Keywords: Academic Emotions, Brainwaves, Mouse Behavior, Affective 
Computing, Learning Systems. 

1 Affective Computing 

Since learning is greatly affected by the emotional state of a student, a learning sys-
tem that is aware of a student’s emotion may be able to provide more appropriate and 
timely feedback, thus improving the over-all efficiency of the system. This research 
presents how the level of academic emotions such as confidence, excitement, frustra-
tion and interest [10], may be predicted based on brainwaves and mouse behaviour, 
while taking into account student’s personality and tutorial event.  

A student may experience a wide range of emotions during a learning process 
which can eventually influence his/her cognitive performance. Positive emotions can 
enhance memory processes such as recall and problem solving [10]. Negative emo-
tions, on the other hand, such as frustration, anger and confusion, may lead to loss of 
interest in learning, self-destructive thinking or giving up of the task [7]. 

Emotions can be expressed in many ways and most current researches on emotion 
recognition consider external features such as facial expression, voice, posture and 
gestures [1] as well as internal features such as the brainwaves. For studies that rec-
ognize emotion based on the brainwaves, the electroencephalogram (EEG) is a com-
mon sensor used to capture electro-magnetic signals of brainwaves.  
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In [4], brainwaves are combined with other physiological signals from skin con-
ductance, respiration, blood volume pulse and finger temperature in order to assess 
emotions under different emotional stimulations. In a previous work by the authors 
[3], brainwaves are combined with mouse behavior information in predicting academ-
ic emotions, while in [2], the user personality profile is also taken into account. 

The use of the mouse in assessing the emotional state of its user had been explored 
in [13], where a special biometric mouse is used to assess the user’s emotional state 
and labor productivity. Similarly, in [12], with the use of a standard input mouse, the 
mouse clicks of users while engaged in a frustrating task was investigated.  

As to the learners’ personality profile, some researches have explored its influence 
in predicting emotions, infer student goals, interaction patterns, student actions, emo-
tional reaction to a tutor event and even performance [2][5]. In [14], it is suggested 
that personality traits (i.e. accommodation) can affect the thinking style of a person.  

2 Experimental Set-Up and Methodology  

Twenty five (25) undergraduate students were taken as subjects for this study. The 
participants were asked to solve problems using the Aplusix® [9] algebra learning 
software while an EEG sensor with 14 channels was attached to their head. Four alge-
bra problems were purposely designed to be of varying difficulty levels in order to 
induce the four emotions (hopefully in different intensities). 

Prior to the learning session, the participants were asked to take a personality test, 
and were asked to relax, before they were given instructions on how to use the soft-
ware. With the EEG sensor attached to the head, the relaxation period lasts for about 3 
minutes, with eyes closed . 

During the learning session, which last for about 15 minutes, brainwaves and 
mouse behavior information are automatically captured by a special software module. 
Every two minutes, the student is asked to report his/her level of confidence, excite-
ment, frustration and interest as well as his/her assessment of the difficulty of the task. 
The design of the self-reporting window is designed to as unobstrusive as possible – 
with just 5 sliding bars - one for each of the four emotions and the fifth for the per-
ceived difficulty of the task. The students did not find the sliding bars distracting and 
they would use very little time in moving the bars left/right. 

3 Data Pre-processing and Data Preparation 

To find which frequency band(s) would yield better performance in predicting the 
intensity of a particular emotion, twenty datasets (20) were formed according to the 
different combinations of the four (4) emotions, brainwaves frequency bands, and 
mouse information (alpha, beta, gamma, all brainwaves, all brainwaves & mouse). 
Each dataset were further divided into training and test sets. From the 25 participants, 
20 were selected for the training set (11 male and 9 female) and 5 were randomly 
selected for the test set (3 male and 2 female).    
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For all the datasets, each instance is tagged with the intensity level of the emotion 
associated with the dataset. Each instance is composed of synchronized brainwaves, 
mouse behavior information, assigned student activity, reported difficulty level and 
user personality score. Each instance covers a 2-second epoch of brainwaves and 
mouse information, implemented with 1-second overlap between instances. 

Raw brainwaves are transformed into different frequency bands in order to remove 
noise, to filter them and to extract useful information for data analysis [11]. In this 
study, raw brainwave data from the 14-channel EEG sensor were transformed using 
Fast Fourier Transform (FFT). For each band, peak magnitude, peak power and mean 
spectral power were computed using functions of GNU Octave®. Moreover, filtering 
techniques such as BandPass filter and Moving Average are applied. BandPass filter 
allows the signal to be segmented into Alpha (8-12 Hz), Beta with sub-bands Beta 
High (20-30 Hz) and Beta Low (12-20 Hz), and Gamma (30 Hz and above) bands.  

Brainwaves that were captured during the relaxed period were used to compute the 
baseline of each participant. The average of each brainwave feature serves as the 
baseline value of that particular feature and of that particular participant. The trans-
formed frequency value taken during the tutorial session is subtracted from its corres-
ponding baseline value in order to determine how far it deviates from its baseline. 

The reported score for confidence, excitement, frustration, interest task difficulty 
are converted to their corresponding intensity level (low, average, high). This is done 
by computing the mean and standard deviation of that particular emotion value of all 
the subjects. The label low was given to instances with emotion value 1 standard dev-
iation below the mean. The label high was given to the instances with emotion value 1 
standard deviation above the mean and the label average was given to all other in-
stances near the mean. Such intensity level is used to tag each 2-second segment in-
stance that occurs for the last 2-minute time period of the corresponding emotion. 
Moreover, no segments were included in the dataset during the annotation period.  

Based on the mouse information, mouse behavior features were computed, such as 
the Euclidean distance (spatial displacement) of mouse positions, the  total number of 
clicks, and the average click duration over a 2-second time period.  

The log file produced by the algebra software is used to determine which activity a 
student is engaged in - answering, thinking or hinting. “Answering” occurs when the 
participant has typed an answer. The participant is said to be “thinking” when the 
participant has not typed anything. “Hinting” occurs when the participant asked for a 
hint or received a warning from the software. 

Each participant was made to take an online Big 5 personality test 
(http://www.similarminds.com/big5.html) which provides percentile 
scores for five personality factors such as extroversion, orderliness, emotional stabili-
ty, accommodation and inquisitiveness [14].   

4 Results and Discussion 

The accuracy of predicting the level of intensity for each emotion (low, average, high) 
is evaluated using several machine learning and computational intelligence techniques 
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of WEKA [8] such as Support Vector Machines (SVM), k-Nearest Neighbor (kNN) 
and C4.5 Decision Trees.  For the kNN, the value of k was set to 5. Table 1 provides 
the performance of the classifiers based on f-measure. 

One of the goals of this research is to investigate which frequency bands, if any, 
are relevant in predicting the intensity of each emotion. The results, indeed, show that 
certain frequency bands are more significant than the others in predicting some emo-
tional intensities. Based on the weighted average in Table 1, the level of intensity for 
confidence can be predicted with an average of 82% for SVM when alpha waves fea-
tures  are  used.  High prediction  rate  (74%)  was  also achieved based on beta waves  

Table 1. F-Measure values in classifying each emotion intensity 
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Classifier  Confidence Frustration 

C4.5 

Low 0.64 0.55 0.42 0.04 0.08 0.00 0.00 0.00 0.00 0.00 

Ave 0.60 0.79 0.52 0.58 0.60 0.83 0.54 0.78 0.78 0.78 

High 0.41 0.54 0.37 0.39 0.38 0.49 0.23 0.45 0.54 0.38 

 WtdAve 0.57 0.74 0.49 0.53 0.54 0.74 0.47 0.70 0.71 0.69 

kNN k=5 

 

Low 0.14 0.03 0.18 0.17 0.20 0.09 0.02 0.14 0.05 0.09 

Ave 0.49 0.48 0.60 0.69 0.63 0.50 0.71 0.73 0.78 0.72 

High 0.52 0.41 0.44 0.38 0.40 0.32 0.24 0.23 0.16 0.14 

 WtdAve 0.48 0.45 0.56 0.62 0.58 0.45 0.61 0.62 0.65 0.61 

SVM 

Low 0.86 0.74 0.85 0.82 0.84 0.01 0.00 0.00 0.08 0.10 

Ave 0.86 0.60 0.57 0.84 0.83 0.24 0.58 0.72 0.53 0.62 

High 0.61 0.39 0.36 0.55 0.55 0.37 0.43 0.44 0.41 0.40 

 Wtd Ave 0.82 0.58 0.55 0.79 0.79 0.25 0.53 0.65 0.49 0.56 

  Excitement Interest  

C4.5 

Low 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Ave 0.80 0.63 0.80 0.82 0.82 0.59 0.65 0.49 0.72 0.72 

High 0.18 0.34 0.18 0.24 0.28 0.00 0.00 0.00 0.00 0.00 

 Wtd Ave 0.67 0.56 0.67 0.70 0.70 0.48 0.52 0.39 0.58 0.58 

kNN k=5 

Low 0.12 0.00 0.11 0.04 0.07 0.00 0.00 0.00 0.00 0.00 

Ave 0.61 0.54 0.58 0.74 0.62 0.54 0.56 0.51 0.69 0.70 

High 0.36 0.29 0.24 0.13 0.11 0.00 0.00 0.00 0.04 0.07 

 Wtd Ave 0.55 0.47 0.51 0.62 0.51 0.43 0.45 0.41 0.56 0.57 

SVM 

Low 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Ave 0.53 0.54 0.66 0.47 0.48 0.44 0.49 0.46 0.50 0.50 

High 0.36 0.14 0.16 0.03 0.02 0.00 0.00 0.00 0.00 0.00 

 Wtd Ave 0.49 0.46 0.55 0.38 0.39 0.35 0.39 0.37 0.40 0.40 
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using C4.5. For excitement, using alpha or gamma waves, the average accuracy 
yielded 67%. However, the accuracy is higher, reaching up to 70%, when all the 
brainwaves features are used. Good results were likewise achieved for frustration 
reachingup to 74% by using just the alpha waves features. On the other hand, all the 
brainwaves features have to be combined to achieve at most 58% accuracy rate in 
predicting level of intensity for interest.  

Based on the results, alpha waves are significant in predicting intensity levels of 
various emotions such as confidence, excitement and frustration. Alpha waves are 
also explored in [6], where the difference between upper and lower alpha frequencies 
were used to study the brainwaves of students as they solve complex problems. 

Table 1 shows high accuracy mostly in predicting average intensity. This may be 
attributed to the imbalanced datasets since the majority class is average. However, the 
results in predicting low and high classes, although poor, may be considered signifi-
cant and the features that contribute to such intensities need further investigation. A 
tutoring system is considered effective if it intervenes only when a student is highly 
frustrated or low in confidence. It would be very important for such system to detect 
when these events start to occur in order to provide a timely intervention. Thus, we 
would like to focus not so much on the average but on the low and high intensities 
because these are the critical emotion states for such systems. Table 1 clearly also 
shows that the level of confidence can be well predicted using the SVM approach. 
The accuracy of predicting low level of confidence has reached up to 86% whereas 
predicting a high level of confidence has reached 61% accuracy. In the case of fru-
stration, a high level can only be predicted with 54% accuracy, and worse, a low level 
frustration was almost always incorrectly classified (almost 0%). Incorrect classifica-
tion also occurred in predicting low excitement and for both low and high interest. 
High intensity level for excitement can only be predicted up to 36%.  This may imply 
that the level of interest is difficult to predict by just using the brainwave features. 
Other features, maybe from other physiological devices, may be necessary.  

5 Conclusion and Future Work 

In designing effective tutoring systems, it is important for the system to monitor 
whether a learner is experiencing some negative emotions that may affect his/her 
learning performance. Awareness of such emotions and their intensity level is neces-
sary in order for the system to have timely intervention and scaffolding.  

This research attempts to predict the intensity level of academic emotions such as 
confidence, excitement, frustration and interest based on brainwaves, mouse behavior, 
personality profile and tutorial activity. Different frequency bands were investigated 
to be able to determine which band is significant in predicting different emotion in-
tensities. Alpha waves were found to be significant in predicting intensity levels of 
confidence, excitement and frustration. Low level of confidence can be predicted up 
to 86% while high level of confidence can be predicted with up to 61% accuracy, 
using alpha frequency features only. High frustration can only be predicted correctly 
up to 54% using all the frequencies. Low performance in predicting intensity of  
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frustration, interest and excitement would suggest that other feature selection and data 
mining techniques need to be considered. Further pre-processing of the data may also 
be necessary. Moreover, classification might improve if different classification mod-
els are created for different personality types.  
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Abstract. Multiword Expressions present idiosyncratic features in the applica-
tion of Natural Language Processing. This paper focuses on Multiword Expres-
sions extraction from bilingual corpus with alignment information constructed 
by Statistical Machine Translation (SMT) and word alignment method. A pat-
tern based extraction system and an Artificial Neural Network (ANN) with 
feedback are applied for extracting MWEs. The results show that both of these 
approaches can achieve satisfying performance. 

1 Introduction 

In many literatures, multiword expressions (MWEs) are interpreted as a sequence  
of words which has fixed structure or combination and carries a certain meaning. 
According to [1], MWEs are interpreted as “idiosyncratic interpretations that cross 
word boundaries (or spaces) ”. Researchers put their focus on some specific groups of 
MWEs such as phrasal verbs, light verbs, idioms, adjectives and nouns [2-4]. In  
recent decades, many studies are conducted on extraction of MWEs of various  
languages based on lexical information and grammatical information. These languag-
es include English, Greek, French and so on [5]. There are mainly three ways to 
achieve desired MWEs. First, extract MWEs based on lexical information (contingen-
cy table[6] and Loglike measure[7] for example). Second, extract MWEs based  
on grammatical data which refers to syntactic and morphological information.  
The last approach refers to a hybrid way which applies both lexical and grammatical 
information. 

This paper focuses on Chinese MWEs which refer to those idiomatic phrases and 
proper nouns which are built up by more than one Chinese segmentations and have 
specific part of speech (POS) in the context, and are commonly used in a certain do-
main. Since POS tagging is not reliable for Chinese in many cases, Statistical Ma-
chine Translation (SMT) is introduced to assist in analyzing Chinese MWEs through 
corresponding English translation. This paper is based on the hypothesis that SMT is 
capable of making the potential MWEs more clear. 

                                                           
* Corresponding author. 
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2 Multiword Expressions Extraction 

In this section, pattern based extraction system and ANN are introduced. Pattern 
based extraction system extract those Chinese MWEs whose corresponding English 
chunk matches with defined patterns. Generated MWEs by pattern based system are 
applied to ANN as training set. The Statistical Machine Translation (SMT) imple-
mented in this paper is based on the hierarchical phrase-based translation model 
(HPB)[8]. Word alignment refers to finding the translation correspondences between 
target language and source language. We use Giza++[9] which is a widely used to 
obtain word alignment automatically. 

2.1 Data Set 

We apply several patents in Chinese as the data set. SMT is applied to translate Chi-
nese patent into English and provides alignment information from Chinese to English. 
After translation, we get the data as shown in Fig. 1. 

 

 

Fig. 1. Example of Source Data Set 

As shown in Fig. 1, the first block contains English sentence translated by SMT. In 
addition, Stanford POS tagger[10] is applied to English translation and the POS tagging 
information is maintained. The second block enclose original Chinese sentence which is 
separated into several segmentations. Alignment information is presented in the third 
block in which there are many number pairs (num1:num2). The first number in the 
number pair is the index of the word in English sentence and the second number is the 
corresponding Chinese segmentation in Chinese sentence. In some cases, Chinese seg-
mentation or English words does not have corresponding English chunk/word or Chi-
nese segmentations and this phenomenon is called “empty alignment”. 

2.2 Pattern Based MWEs Extraction System 

By analyzing the source data set, our linguistic expert find out a fairly simple way to 
extract MWEs from bilingual corpus constructed by SMT. We realize that most of the 

the/DT hybrid/JJ fuel/NN control/NN system/NN preferably/RB in-
cludes/VBZ a/DT plurality/NN of/IN for/IN sensing/VBG the/DT diesel/NN 
fuel/NN blend/VB and/or/JJ additional/JJ sensor/NN operating/VBG parame-

ters/NNS of/IN the/DT system/NN ./.

该 混合 燃料 控制 系统 优选 包括 多 个 用于 感应 柴油机 和 / 或 
附加 混合 燃料 系统 的 工作 参数 的 传感器 。 

1:1 2:2 3:3 4:4 5:5 6:6 7:7 9:8 9:9 11:10 12:11 14:12 15:18 16:17 17:13 17:14 
17:15 18:16 19:24 20:21 21:22 22:20 24:19 25:25 
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Chinese MWEs sharing limited combination of POS patterns of corresponding Eng-
lish. In this case, linguistic expert designs plenty of POS patterns for extracting 
MWEs. If a match between English chunk’s POS pattern and designed pattern is de-
tected, the English chunks and corresponding Chinese is extracted. 

The patterns we used are listed in Table 1: mark “+” means corresponding tag 
should be present at least once; sign “?” means appear once or do not appear. Pattern 
5 and 6 are extracted with additional restrictions that English word must be mapped 
into more than one Chinese segmentations.  

Table 1. Examples for MWEs Extraction Patterns 

In-
dex 

POS tagging Pattern 
In-
dex 

POS tagging Pat-
tern 

Index POS tagging Pattern 

1 (/DT)(/NN)+ 4 (/DT)?(/JJ)+(/NN)+ 7 ((/IN)(/:)(/VV)) 

2  (/VV)+(/NN)+ 5 (/JJ) 8  (/NN)+(/CC)(/NN)+ 

3 (/NN)(/NN)+ 6 (/NN) 10 .etc 

2.3 Artificial Neural Network with Feedbacks 

In this paper, ANN is applied to extract MWEs due to its capability of modeling com-
plex patterns. A simple structure of ANN is shown in Fig. 2 on the left side. Dots are 
neurons and arrows show the propagation of signal flows. Black lines indicate the 
connections between neurons. On the right side of Fig. 2, the structure of ANN in this 
paper is presented. In each iteration, the classifying result of previous instance is fed 
into ANN to classify current instances. In this paper, there are 154 neurons in the 
input layer and two neurons in the output layer. 78 neurons are settled in the hidden 
layer. 
 

 
Fig. 2. Structure of A Simple ANN(Left)[11] Structure of ANN in This Paper(Right) 

Supervised learning is applied as learning paradigm in this paper. Regarding to the 
154 input factors, examples of input values are presented in Table 2 listed in column 
attribute1 to attribute 154. Instances are fed into ANN according to the order of ap-
pearance in Chinese sentence in terms of three grams. The three grams are con-
structed by central segmentation and two segmentations which are consecutive to 
central segmentation. For the first and the last instances, they do not have first ele-
ment and the last element in the three grams respectively. POS of the three grams are 
applied as feature value. Statistical information of the Chinese three grams is fed into 

Input Layer 

Hidden Layer

Output Layer
Feedback 
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ANN. Most importantly, the results of previous three grams are kept and reused in the 
next iteration of training and calculation. For the instance whose index is 1, feedback 
is always set as negative. Back-Propagation [12] is implemented to train the ANN. 

Table 2. Data Structure Applied to ANN 

Chi-
nese 

Eng-
lish(SMT) 

Attribute1 Attribute2 Attribute3 … 
Attribute1

54 
Labels 

最初 initial/JJ 1 2 23 … False False 

施用 
apply-

ing/VBG
2 2 6 … Feedback False 

引 
pri-

mer/NN 
3 1 14 … Feedback True 

物 
pri-

mer/NN 
4 1 14 … Feedback True 

的 of/IN 5 1 5 … Feedback False 
步骤 step/NN 6 2 23 … Feedback False 
将 will/MD 7 1 5 … Feedback False 
… … .. .. … … … … 

3 Experiments 

In this part, the steps of how experiments are conducted will be drawn. We believe 
that those patterns kept in SMT system can be applied to make MWEs clear. Follow-
ing, we present two approaches to extract MWEs. In total, there are 1984 sentences 
76,057 Chinese segmentations included in corpus. 

For constructing ANN, pattern based MWEs extraction system is applied to gener-
ate training and testing data set. Extracted MWEs are check by human. Data set is 
saved in CSV format as shown in Table 2. One of third of the data set is applied as 
training data for ANN and two of third of data set is applied for testing. 

Two experiments are conducted in Section 4. ANN with feedback and ANN with-
out feedback are compared. In addition, ANN is compared with pattern based extrac-
tion system. ANN returns “True” or “False” to each Chinese segmentation. More than 
one consecutive “True” indicates that corresponding Chinese segmentations are one 
integral MWE. 

4 Evaluation 

Following, the results of pattern based and ANN MWEs extraction systems are de-
picted in terms of quantity of extracted MWEs, accuracy and average length. 

In the beginning, we apply the same training data to ANNs with and without feed-
back structure. The accuracy of extracted MWEs by these two kinds of ANN is pre-
sented in Table 3. According to the results, it is obvious that ANN with feedback is 
much better than the ANN without feedback. 
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Table 3. Comparing the Accuracy of ANN with Feedback and without Feedback 

Type of ANN(Neurons in Input, Hidden and Output Layer) Accuracy  
ANN without feedback(153,78,2) 75.0% 
ANN with feedback(154,78,2) 81.0% 

Following, the comparison between ANN with feedback and pattern based extrac-
tion system are conducted. Duplicated MWEs has been removed. Results are shown 
in Table 4 . Pattern based system and ANN have the similar performance. 

Table 4. Comparison of MWEs between Pattern Based System and ANN 

Method 
Quantity of 
Extracted 
MWEs 

Quantity of 
Complete 
MWEs 

Accuracy 
Average 
Length of 
MWEs 

Pattern Based 
System 

4106 3408 83% 7 

ANN 4064 3292 82.4% 6 

Although SMT can provide information for helping to extract MWEs, it still makes 
mistakes. Fig. 3 presents a counterexample of SMT translated Chinese sentence. The 
Chinese means that studying the influence of fish oil fat emulsion on the monocyte-
macrophage cell function of cancer patients with intestinal obstruction. Incorrect 
translation leads to the failure extraction of “癌 性 肠梗阻 患者” by pattern based 
extraction system. However these wrong translation would not influence the extrac-
tion of “癌 性 肠梗阻 患者” by ANN. Alignment algorithm will also introduce mis-
takes which lead to incomplete MWEs extracted by both of the approaches. In addi-
tion, empty alignment lies in the head and the tail of MWEs will cause incomplete 
MWEs extracted by pattern based system. However, empty alignment nearly has no 
impact on ANN. 

 

Fig. 3. Example of Mistake made by SMT 

Besides the recalled MWEs by ANN, ANN successfully identifies new MWEs 
which take 22% of the entire set of MWEs extracted by ANN. Both of the pattern 
based system and ANN have pros and cons. For pattern based system, designing a 
new pattern requires linguistic expert goes through entire data set. Fortunately, in this 
experiment, data set is relatively small. Improving the performance of pattern based 
system on a large data set is a tough work. The advantage of pattern based system is 
that results are completely and only dependent on designed patterns so it is easy to 
extend the range of extracted MWEs. However, the result of ANN is unpredictable 

patients/NNS study/VBP fish/NN oil/NN fat/JJ emulsion/NN to/TO for/IN 
ileus/NN cancer/NN … 

研究 鱼油 脂肪 乳剂 对 癌 性 肠梗阻 患者 单 核 巨 噬 细胞 功能 的 影响 
1:9 2:1 3:2 4:2 5:3 6:4 7:5 9:7 9:8 10:6 11:17 13:10 13:11 15:12 15:13 15:14 16:15 
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through its weights. The merit of ANN is that ANN is not heavily dependent on SMT 
and word alignment results. We have successfully substitute SMT by Chinese POS 
tagger and achieve an accuracy which is slightly lower than 82.4%. At the same time, 
we save nearly 30 minutes cost by SMT and word alignment algorithm. Due to the 
page limit, it will not be presented here. 

5 Conclusions 

As the results presented in Table 4 in Section 4, pattern based system and ANN with 
feedback achieve almost the same performance in quantity, accuracy and average 
length. However, ANN is more robust and more efficient than pattern based system. 
This paper just throws some light on how to utilize available resources to alleviate 
Chinese NLP problems. In the future, we will introduce available POS patterns and 
morphology patterns into ANN. 
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Abstract. In this paper, the navigating system with camera embedded white-
cane, which is called EYECANE, is presented to help the visually impaired in 
safely traveling on unfamiliar environments. It provides three environmental in-
formation to the user: 1) the current situation (place type) where a user stands 
on, 2) the positions and sizes of obstacles around a user, and 3) the viable paths 
to prevent the collisions of such obstacles. The experimental results demon-
strated the effectiveness of the proposed method.  

Keywords: EYECANE, Situation recognition, obstacle detection, the visually 
impaired people, assistive device. 

1 Introduction 

Urban intersections are the most dangerous parts of a blind person’s travel. Practical-
ly, the average rate of 22% among total accidents is occurred on traffic intersections. 
Accordingly, it is essential to discriminate the place type, where a user is standing on, 
as intersections and sidewalks.  

So far various solutions to safely cross intersections have been proposed and im-
plemented. The accessible pedestrian signals (APS) [1] and Talking Signs [2] have 
been developed to help the visually impaired in knowing when to cross intersections. 
However, although their adoption is spreading, they are still only available in very 
few places, and some additional devices should be involved. As alternative to these 
approaches, the vision-based methods such as “Crosswatch” [3] and “Bionic Eyeg-
lasses” [4] have been recently proposed. The Crosswatch is a hand-held vision system 
for locating crosswalk and for finding its orientation, and Bionic Eyeglasses is used to 
localize the crosswalk. However, while they are working well on localizing the 
crosswalk at the intersection, they are unable to recognize if the user is standing on 
intersection. 

This paper describes a new development in the EYECANE, where we have added 
the outdoor situation awareness to discriminate the user’s current place as intersection 
and sidewalk. Thus, it can automatically recognize the following environmental in-
formation: 1) user’s current situation, 2) the position and size of obstacles to be placed 
around a user, and 3) the viable paths to prevent the collisions of obstacles.  
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Fig. 1. The prototype of our EYECANE 

Fig. 1 shows our EYECANE, which is composed of three main modules: outdoor 
situation awareness, obstacle detection and auditory interface. In the outdoor situation 
awareness, the place type where a user is standing on is determined based on textural 
and shape properties. And, in obstacle detection module, various obstacles are first 
localized using online background model, then viable paths to avoid them are deter-
mined by neural network-based classifier. Finally, the recognized results are verbally 
notified to the user through an auditory interface.  

2 Outdoor Situation Awareness 

In this work, a situation means the type of place the user is located, which is catego-
rized into sidewalk and intersection. For recognizing outdoor situation, texture classi-
fication and shape filtering were performed on the input image.  

Before texture classification and shape filtering, we apply Gaussian filter and his-
togram equalization to the input image in turn. Then, for further processing, the input 
image sized at 640×480 is divided into 768 sub-regions sized at 20×20. 

2.1 Texture Classification 

The easiest way to extract such boundaries is to apply the edge operator on the input 
image. Fig. 2(b) shows the edge images for Fig. 2(a), where they includes many lines 
that occur as a natural part of a scene, as well as the boundaries between sidewalks 
and roadways (those belong to the boundary class). 

To discriminate the boundaries between sidewalks and roadways from other lines, 
the texture properties of sub-regions are investigated.   

In this work, to characterize the variability in a texture pattern, both HOG (Histo-
gram of Oriented Gradient) and color information are used.  
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The HOG is the feature descriptor to count the occurrences of gradient orientation 
in the sub-regions of an image, which is many used for object detection. For all 20×20 
sized sub-regions, the HOGs are calculated, which is identified as  HOGR HOGR i A R ∑ magnitude jR , if orientation j i  1 i 6 . 

In addition, the average value of pixels’ saturation within a sub-region is used to de-
scribe the color information, as the pixels corresponding to the roadway have the 
distinctive saturation distribution.  

Based on these properties, a rule-based classification is performed on every sub-
region. A sub-region is classified as the boundary class if both of the following condi-
tions are satisfied: 1)  has the larger variance than a predefined threshold θH; 
2) SR is smaller than a threshold θS.  

Fig. 2 shows the process of the texture classification. For all sub-regions, the Sobel 
operator is first performed, which is shown in Fig. 2(b). Then, the sub-regions are 
filtered by their textural properties. Firstly, the sub-regions with uniformly distributed 
HOGs are filtered, which is shown in Fig. 2(c), where most of sub-regions corres-
ponding to the boundary class are preserved and others are eliminated, however, it 
still includes some misclassified sub-regions. Those false alarms are filtered again by 
color information, then the results are shown in Fig. 2(d). As can be seen in Fig. 2(d), 
the classification results include most of the sub-regions with correct boundary class.  

(a) (b) (c) (d) 

Fig. 2. Texture classification results (a) Input images (b) edge images by Sobel operator (c) 
filtered images by HOG distribution (d) filtered images by color information  

2.2 Shape Filtering 

In this step, we determine the situation based on the orientations of the boundaries: if 
they are horizontally aligned, the intersection is assigned to the current image; if they 
are aligned close to the vertical, the current image is labeled as sidewalk.  

To eliminate the affects by misclassified sub-regions and determine correct situa-
tion, the profile analysis is performed on the classified images.  

Accordingly, a classified image is projected along a y-axis and x-axis and two  
histograms are computed: horizontal histogram and vertical one. Thereafter, the fol-
lowing three heuristics are applied in turn, to determine the current situation: (1) An 
intersection is assigned to the current image in which some horizontal histogram  
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values are more than a threshold; (2) An intersection is assigned to the input image in 
which the vertical histogram is uniformly distributed; (3) A sidewalk is assigned in 
which the vertical histogram has the larger variance than a threshold σ.   

Figs. 3(c) and (d) illustrate how the situation is determined. Fig. 3(c) is a y-axis 
projection profile of a classified image, and Fig. 3(d) is an x-axis projection profile of 
a classified image. As you can see in Fig. 3(c), the top image has the vertical histo-
gram with larger variance, thus its situation is considered as sidewalk. On the other 
hand, the bottom image has some horizontal histogram values larger than a threshold, 
thus its situation is determined as intersection.  

 

Fig. 3. Shape filtering results (a) Input image (b) classified image by texture (c) horizontal 
projection profile (c) vertical projection profile  

3 Obstacle Detection 

The method for detecting obstacles around user and for determining viable paths was 
proposed in our previous work [5]. Briefly speaking, the obstacle detection is per-
formed by two steps: occupancy map generation and NN-based path recommendation.  

Firstly, the obstacles are extracted using online background estimation, thereafter 
occupancy grid maps (OGMs) are made where each cells is allocated at a walking 
area and it has the different gray levels according the occupancy of obstacles. These 
OGMs are given to path recommendation which estimates possible paths at current 
position. Here, for robustness to illuminations, weather condition and complex envi-
ronments, the machine learning using neural network (NN) is used. The details are 
described in our previous work [5].  

4 Experimental Results 

To assess the effectiveness of the proposed recognition method, experiments were 
performed on the images obtained from outdoors. For the practical use as mobility 
aids of the visually impaired, the EYECANE should be robust to environmental fac-
tors, such as different place types and lightening conditions. Therefore, 80,000 indoor 

(a) (b) (c) (d)
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and outdoor images, including official buildings, department stores, and underground 
areas, were collected over one year at different times.  

4.1 Situation Awareness Results 

To assess the effectiveness of the proposed method, experiments were performed on 
the images obtained from outdoors. A total of 2243 images were collected, which 
were then categorized into 8 datasets, according to their environmental complexity. 
Among them, 174 images were used as training data for finding optimal parameter set 
(θH, θS, σ), which were used for texture classification and shape filtering. And the 
other images were used for testing.  

Table 1. Accuracy of outdoor situation awareness (%)  

Illumination 
type 

Direct sunlight with little shadow
Direct sunlight with complex 

shadow 
 

Type of 
ground pattern

Non-textured 
ground  

Highly textured 
ground  

Non-textured 
ground  

Highly textured 
ground  

 

DB DB1 DB2 DB3 DB4 DB5 DB6 DB7 DB8 Total 
Accuracy 91 95.3 100 100 94.8 97.4 53.5 69 87.6 

 
Table 1 summarizes the performance of the situation recognition under various 

outdoor environments. The average accuracy was about 87.6%. For the DB1 to DB4, 
the proposed method showed the accuracy of above 96%. And, it showed still good 
performance on the illumination type with complex shadows, except for DB7 and 
DB8. On both DB7 and DB8, the proposed method showed the lowest accuracies.   

However, these errors can be easily solved if we use the history of the situations in 
between certain time slot.  

4.2 Obstacle Detection Results 

In this section, we investigated the performance of obstacle detection with a huge 
data. Unlike the outdoor situation awareness, this module was evaluated using images 
obtained from both indoors and outdoors.  

  

 
(a) (b) 

Fig. 4. Performance summarization of obstacle detection (a) the accuracy on indoors (b) the 
accuracy on outdoors  
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Fig. 4 shows the performance summarization of obstacle detection under indoors 
and outdoors, where it showed accuracies of 86% and 91.5%, respectively. In particu-
lar, it showed the better performance on outdoors.  

The main purpose of the EYECANE is to help the safe mobility of the visually im-
paired and to prevent some dangerous collisions with vehicles or obstacles. For its 
practical use as an assistive device, the real time processing should be supported.  
The average frame processing times for the outdoor situation awareness and for ob-
stacle detection were about 228.54ms and 5.03ms, respectively. As such, the proposed 
method can process more than 4 frames per second on low-performance computer.  

Consequently, the experiments proved that the proposed method produced the su-
perior accuracy for situation awareness and safe path prediction, thereby assisting 
safer navigation for the visually impaired person in real-time. 

5 Conclusion 

In this study, an assistive device, EYECANE was presented to help the safe mobility 
of the visually impaired person. The main goal of the EYECANE is to automatically 
recognize some dangerous situations such as intersection, vehicle and obstacle and 
prevent the collisions of them. To assess the validity of the EYECANE, we have con-
ducted experiments with 80,000 images, then the results showed that can recognize 
the outdoor situation with an accuracy of 87.6% and produce the viable paths with an 
accuracy of 91.5% on outdoors. 
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Abstract. In this paper, we present a method for estimating the sentiment polar-
ity of Japanese sentences including onomatopoeic words. Onomatopoeic words
imitate the sounds they represent and can help us understand the sentiment of
the sentence. Although there are many onomatopoeic words in Japanese, con-
ventional sentiment classification methods have not taken them into considera-
tion. The sentiment polarity of onomatopoeic words can be estimated using the
sound symbolism derived from their vocal sounds. Our experimental results show
that the proposed method with sound symbolism can significantly outperform the
baseline method that is not with sound symbolism.

1 Introduction

Köhler [7] reported that there is a close relationship between vocal sounds and visual
impressions of shape. After experimentation, Ramachandran and Hubberd [8] named
this phenomenon the Bouba/Kiki effect.A similar phenomenon is referred to as sound
symbolism [2], which is the idea that the vocal sounds of words bring impressions of
the thing indicated by the words. Analysis of these impressions is likely to be beneficial
to several natural language processing (NLP) applications. In this paper, we focus on
sentiment classification to show the benefit of sound symbolism.

Sentiment classification is the task of classifying words, sentences, and documents
according to sentiment polarity. The polarity is “positive” when the text suggests good
sentiment, “negative” when the text suggests bad sentiment, and “neutral” when the text
suggests neither good nor bad sentiment. The most common approaches to sentiment
classification use adjectives (such as “delicious”) in context [6]. In these approaches, re-
searchers prepare a lexicon that contains adjectives and their polarities in advance and
then use the lexicon to estimate the polarity of the target text. This adjective-based ap-
proach, however, cannot estimate the polarity of sentences that include no adjectives.To
resolve this problem, some researchers have expanded the adjective polarity lexicon to
other parts of speech by using co-occurrence information in corpus [9].

However, such approaches cannot deal with unknown words. Japanese onomatopoeia,
in particular, are used at a fairly high frequency, and new onomatopoeic words are be-
ing created all the time. This results in many unknown onomatopoeic words in Japanese
text. Consider the following example sentence:

(1) Te-ga bettori/becho-becho suru.
hands sticky/humid are
My hands are sticky/humid.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 746–752, 2012.
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“Bettori” and “becho-becho” are onomatopoeic words in Japanese. The sentence has a
negative polarity. While “Bettori” is commonly used and usually included in a typical
lexicon, “becho-becho” is not. The problem is that lexicon-based approaches cannot
deal with such unknown onomatopoeic words.

On the other hand, onomatopoeia reflects sound symbolism to a large extent [4].
We can understand the nuance of onomatopoeic words from the impression of sound
symbolism, even if we do not know the meaning of the words. Hence, modeling sound
symbolism can help estimate the polarity of unknown onomatopoeic words. We present
a method for modeling sound symbolism and demonstrate its effectiveness in sentiment
classification.

2 Background

Onomatopoeic words either imitate the sounds they represent or suggest the relevant
situation or emotion.

(2) Kare-ha niko-niko waratta.
He smiled.

“Niko-niko” is an onomatopoeic word indicating the bland smile.“Waratta” is a generic
verb indicating smile, laugh, chuckle, simper, or guffaw. In Japanese, such situational
or emotional information is represented by onomatopoeic words that are separate from
verbs, while in English verbs tend to include such information.

Onomatopoeic words have phonological and morphological systematicity. For ex-
ample, “niko-niko,” “nikotto,” and “nikkori” suggest similar situations. “Niko” is the
base form of these words. Morphemes are made up from base forms through a kind of
conjugation.

The main aim of the proposed system is to interpret unknown onomatopoeic words.

(3) Kare-ha gehi-gehi waratta.
He vulgarly laughed.

Sentence (3) has negative polarity. This polarity is derived from the onomatopoeic word
“gehi-gehi,” i.e., the sentence “Kare ha waratta (He laughed).” does not have nega-
tive polarity. When an onomatopoeic word has polarity, the polarity usually relates to
its sound symbolic impression. Hamano [4] studied the sound symbolism of Japanese
onomatopoeic words in detail and found that voiced consonants often give a negative
impression in Japanese. In other words, we can interpret the word as negative from
the impression we derive from sound symbolism, even if we have never seen the word
before.

3 Proposed Method

Our method estimates the polarity label of a sentence that includes onomatopoeic words.
The system receives as input a sentence that includes onomatopoeic words, classifies
it into one of three classes (positive, negative, and neutral) using contextual and sound
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symbolism features, and finally outputs the polarity label. The proposed system is based
on the support vector machine (SVM) [1]. The bag-of-words features and the context
polarity feature are baseline features that are not related to sound symbolism; these are
described in detail in Section 3.1. The vocal sound features and the onomatopoeia dic-
tionary feature are sound symbolism features; we describe them in Sections 3.2 and
3.3. The sound symbolism model, which is trained from an onomatopoeia dictionary
using vocal sound features, takes an onomatopoeic word as input and outputs a binary
value: 1 if the inputted word is estimated to be positive, and 0 otherwise. The main
SVM classifier uses this value as an onomatopoeia dictionary feature.

3.1 Baseline Features

Context information is often used for sentiment classification. We, therefore, model
context information with the bag-of-words model.

We also use a sentiment lexicon created by Takamura et al. [9]. They assessed the
polarity probability of words in WordNet [3] with a spin model, assuming that words
next to each other in context tend to have the same polarity. We use these probabilities
as the basis of contextual polarity in addition to the bag-of-words features.

3.2 Vocal Sound Features

We consider three forms in the representation of Japanese vocal sounds:

1. Kana characters
Kana is a type of Japanese character. Each kana consists of a consonant onset and
vowel nucleus (CV): e.g., “ (ha)” or only a vowel (V): e.g., “ (i).”

2. Phoneme symbols
A phoneme is a representation to describe vocal sounds recognized by native speak-
ers in a language. The phoneme /k/ in words such as kit or skill is recognized to be
the same sound, although indeed they are different sounds; [kh] (aspirated) for kit
and [k] (unaspirated) for skill.

3. Phonetic symbols
Phonetics is the objective and strict representation of all vocal sounds. Unlike
phoneme, vocal sounds such as [kh] and [k] are distinguished in phonetic symbols.
We use the International Phonetic Alphabet (IPA)1 for this representation.

These representations are used to make sound symbolic features. We convert ono-
matopoeic words to each of the three forms and create N-gram features from them. For
example, an onomatopoeic word “ (shito-shito, drizzlingly)” is converted to [SitoSito]
with phonetic symbols. N-gram features are derived from the phonetic representation:
[S], [i], [t], [o], [Si], [it], [to], and [oS] (uni-gram and bi-gram).

These features denote what sounds exist and what connections of the sounds exist in
the word, but do not consider relations among them. For example, [m] and [p] are sim-
ply regarded as different sounds, although both are bilabial consonants. We, therefore,
also use consonant categories in the IPA to take such relations into consideration (see

1 http://www.langsci.ucl.ac.uk/ipa/

http://www.langsci.ucl.ac.uk/ipa/
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Table 1). We use these categories as binary features for the first and second consonants
of an onomatopoeic word on the basis of Hamano’s study [4], which states that the base
of an onomatopoeic word generally includes the first and second consonants, and that
consonants in the base play a key role in sound symbolism.

Table 1. Consonant categories in the IPA. We considered only sounds that appear in Japanese.

1. plosive (e.g. [p], [k]) 2. fricative (e.g. [F], [s]) 3. affricate (e.g. [tC], [dý])
4. nasal (e.g. [m], [n]) 5. flap or tap (e.g. [R], [Rj]) 6. approximant (e.g. [j], [w])
7. bilabial (e.g. [F], [p]) 8. alveolar (e.g. [t], [n]) 9. palatal (e.g. [ç], [j])
10. velar (e.g. [k], [w]) 11. coronal (e.g. [z], [S]) 12. dorsal (e.g. [ç], [ð])
13. voiced (e.g. [g], [z])

3.3 Which Representation Is Best?

Our hypothesis is that sound symbolic impressions of onomatopoeic words are com-
posed of the vocal sounds of the words. We think that a more detailed representation
is better for modeling sound symbolism: in other words, phoneme symbols are better
than kana, and that phonetic symbols are better than phoneme symbols. We conducted
experiments to test this hypothesis.

First, we trained an SVM classifier2. When the classifier takes an onomatopoeic
word, it classifies the word as either positive or negative. For this experiment, we used a
Japanese onomatopoeic dictionary [5] that consists of 1064 onomatopoeic words along
with a description of the senses and impressions of each. The impression of each sense
of each word takes one of five grades: “positive,” “a little positive,” “neither positive nor
negative,” “a little negative,” and “negative.” We picked out 845 onomatopoeic words
that did not contain any contradictory impressions (such as “positive” and “a little neg-
ative” in the same word) and then classified 225 onomatopoeic words that were “posi-
tive” or “a little positive” into a positive class and 620 onomatopoeic words that were
“negative” or “a little negative” into a negative class. We evaluated the performance
with accuracy measure by performing ten-fold cross-validation.

The following are the models we compared. Baseline is the model that classifies test
instances into the most frequent class in training data, i.e., in this case, it always clas-
sifies test data as “negative”. Kana, Phoneme, and IPA use only N-gram features (uni,
bi, and tri-gram) with each vocal sound representation detailed in Section 3.2: kana,
phoneme, and phonetic (IPA). IPACat is the model with consonant category features
in addition to IPA, and IPACat2 is the model with consonant bi-gram features in addi-
tion to IPACat. Consonant bi-gram features are created from sequences of only those
consonants in the IPA that are obtained to eliminate vowels from the phonetic represen-
tation of onomatopoeic words. For example, the onomatopoeic word “ (shito-shito)” is
converted to a phonetic representation [SitoSito] and then further converted to [StSt] by
eliminating the vowels. In this case, the consonant bi-gram features are [St] and [tS]. We
considered consonant bi-gram features in the experiment because we felt that consonant
connections can affect the overall impression of sound symbolism.

2 We used SVMlight (http://svmlight.joachims.org/).

http://svmlight.joachims.org/)
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The experimental result is shown in Fig. 1. The horizontal axis indicates the classi-
fication accuracy3. This result suggests that the hypothesis in Section 3.2 is valid; IPA
phonetic representation is the best representation for modeling sound symbolism among
the kana, phoneme and phonetic representations. This is why we use the IPACat2 model
as the sound symbolism model in the proposed system.

82.60%
81.66%

80.12%
79.64%

78.34%
73.37%

70% 75% 80% 85%

Baseline
Kana
Phoneme
IPA
IPACat
IPACat2

Accuracy

**
*

* p < 0.05, ** p < 0.01
(McNemar's test)

Fig. 1. Experimental result of estimating polarity of onomatopoeic words

4 Experiments

The proposed system estimates the polarity of a sentence that includes onomatopoeic
words. Here, we present experiments to demonstrate that sound symbolism features
are useful in sentiment classification. When the system takes as input a sentence that
includes an onomatopoeic word, it classifies the sentence into one of three classes (pos-
itive, negative, or neutral) and outputs the class label of the sentence.

4.1 Experimental Setup

In the experiment, we used documents collected from Tabelog4, which is a review site
for restaurants in Japan. Food and drink reviews include more onomatopoeic words than
other domains since onomatopoeic words are subjective and convenient for describ-
ing tastes of food and drink. We extracted sentences that include onomatopoeic words
with a Japanese POS tagger, JUMAN Ver.7.05, that can automatically recognize ono-
matopoeic words even if they are not contained in the JUMAN dictionary by using mor-
phologic patterns. We manually selected 1000 sentences for 50 onomatopoeic words (20
sentences per one onomatopoeic word). Since we wanted to focus on the sound symbol-
ism of onomatopoeia, we excluded sentences that included negation words that would
affect the sentence polarity.

The gold standard labels were tagged by two annotators. Any discrepancies that
arose were discussed by the annotators in order to decide on one label. The labels

3 We empirically choose the best C parameter for SVM from {0.01, 0.1, 1, 10, 100, 1000} for
each model.

4 http://tabelog.com/
5 http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN

http://tabelog.com/
http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN
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can be grouped into positive (label-1, 2), negative (label-3, 4), neutral (label-5), and
other (label-6). We removed the label-6 data from the dataset because they could not
be identified even by human annotators and are therefore considered noise. Positive
and negative classes were split into two on the basis of polarity dependence on an ono-
matopoeic word so that we can investigate whether sound symbolism is more useful in
a limited dataset (label-1, 3, 5) in which the polarity depends on onomatopoeic words
than in a full dataset (label-1 to 5). We call the full dataset Dataset1 and the limited
dataset Dataset2.

In this experiment, we evaluated the performance of classifying sentences that in-
clude unknown onomatopoeic words; that is, onomatopoeic words that appear in the
test set but do not appear in the training set. We split the dataset into 10 parts and used
one part for testing, another for development, and the rest for training. We used a linear
SVM with a one-versus-rest method and evaluated the performance with accuracy by
performing ten-fold cross-validation6.

We tested the following five settings:

MB BOW, Context Polarity (Baseline)
MBP BOW, Context Polarity, Phonetic
MBPD BOW, Context Polarity, Phonetic, Onomatopoeia Dictionary
MBD BOW, Context Polarity, Onomatopoeia Dictionary
MD Onomatopoeia Dictionary

The baseline method MB uses a bag-of-words model (BOW) and context polarity
(as described in Section 3.1). This model does not take sound symbolism into con-
sideration, while the other models do. The Phonetic features are the same features as
IPACat2 in Section 3.3, which are the N-gram features of phonetic symbols (uni-gram,
bi-gram, and tri-gram), consonant categories in the IPA, and consonant bi-gram. The
Onomatopoeia Dictionary feature is a binary feature that is the output of the sound
symbolism model.This model is the same as IPACat2 and was trained on a dataset that
contains 820 onomatopoeic words7.

4.2 Results and Discussion

The experimental results are shown in Fig. 2. In Dataset1, the baseline had a 47.27%
accuracy, while MBD, at 62.94%, had the strongest performance. There was a signif-
icant difference between MBD and the baseline with McNemar’s test (P < 0.01). The
Onomatopoeia Dictionary feature was effective because the sound symbolism model
learned sound symbolic impressions from many onomatopoeic words.

In Dataset2, the accuracy of the baseline was just 44.85% and lower than its accu-
racy in Dataset1. This decline makes sense because Dataset2 contains only limited data
where the polarity of a sentence is dependent on an onomatopoeic word. MBD again
achieved the best performance, with an accuracy of 62.40%.

6 The C parameter of SVM is automatically decided on the best value in {0.1, 1, 10, 100} by
testing with the development set.

7 No onomatopoeic words in this dataset occur in Tabelog data.
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Fig. 2. Result of experiment to estimate the polarity of sentences that include onomatopoeic words

5 Conclusion

In this paper, we introduced a sentiment classification method that uses sound symbol-
ism, which conventional approaches have not taken into consideration. We modeled the
sound symbolism with vocal sound representations of onomatopoeic words and showed
that the polarity of unknown onomatopoeic words can be estimated by using the N-gram
features of a phonetic representation and consonant category features of phonetic sym-
bols.

The experimental results clearly showed that the methods using sound symbolism
significantly outperformed the baseline model, which indicates that sound symbolism
is useful in the sentiment classification task.
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Abstract. Stemming is a process of reducing the inflected words to their root 
form. Stemming algorithm for Malay language is very important especially in 
building an effective information retrieval system. Although there are many ex-
isting Malay stemmers such as Othman’s and Fatimah’s algorithms, they are 
not complete stemmers because their algorithms fail to stem all the Malay 
words as there is still a room for improvement. It is difficult to implement a per-
fect stemmer for Malay language due to the complexity of words morphology 
in Malay language. This paper presents a new approach to stem Malay word 
with higher percentage of correctly stemmed words. In the proposed approach, 
additional background knowledge is provided in order to increase the accuracy 
of stemming words in Malay language. This new approach is called a Malay 
stemmer with background knowledge. Besides having reference to a dictionary 
that contains all root words, a second reference to a dictionary is added that 
contains all affixed words. These two files are considered as the background 
knowledge that will serve as references for the stemming process. A Rule Fre-
quency Order (RFO) is applied as the basis stemming algorithm due to its high 
accuracy of correctly stemming Malay words. Based on the results obtained, it 
is proven that the proposed stemmer with background knowledge produces less 
error in comparison to previously published stemmers that do not apply any 
background knowledge in stemming Malay words.  

Keywords: Malay stemming, affixes, Rule Frequency Order, Background 
Knowledge, Rule-based Affix Elimination. 

1 Introduction 

Information retrieval (IR) is an area of study that focuses on retrieving information 
based on a query submitted by user. It is used in searching for documents, information 
within documents, and for metadata about documents. Some of IR applications in-
clude text search, machine translation, document summarization, and text classifica-
tion. Since Malay language is among the most widely spoken languages in the world 
[16], Information Retrieval in Malay language is also important. A well-developed 
Information Retrieval application should be established in order to process documents 
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written in Malay language as there is still much information can be extracted from 
these documents. 

An IR process begins by sending a query to the IR application. In order to find the 
information that is most relevant to the query, the IR application is required to search 
for all relevant information related to the query and process all these information ob-
tained by going through several processes. One of the processes in processing the 
information is a process called stemming. 

Stemming is a process of reducing affixed word into its root word and it often in-
fluences the quality of results obtained in retrieving relevant documents or categoriz-
ing bilingual corpus [18]. The stemming process often uses dictionary as part of its 
process.  The dictionary containing root words will be used to check if the root word 
of the affixed word exists in the dictionary or not. During the checking, a traditional 
algorithm will scan for all words stored inside the dictionary regardless whether the 
word has affixes or not and this may consume a lot of time.  Besides that, if the dic-
tionary that contains root words that do not have any affixes, the stemmer may incor-
rectly return the stemmed word. For instance, a word with affixes, e.g., “katakan”, 
will be stemmed to become “katak” if the suffix “an” is removed. This is because the 
root word “katak” exists in the dictionary although it doesn’t have affixes. As a result, 
the affixed word “katakan” will be stemmed to become “katak”. 

This problem can be solved if we have additional dictionary for reference that 
stores root words that has affixes only. For instance, when the stemmer removes the 
suffix “an” from the word “katakan”, the root word obtained would be “katak” and 
this root word exists in the first dictionary. However, since the word “katak” does not 
exists in the second dictionary that contains root words that has affixes only, then the 
word “katak” cannot be the root word. As a result, the Malay stemmer would move on 
to another rule to stem the word. In this case, it will check for the suffix “kan”.  
Then, if the stemmer removes the suffix “kan” from the word “katakan”, then the root 
word would be “kata”. Then, the stemmer will refer again the second dictionary that 
contains root words that have affixes only and find that the root word “kata” exists in 
the second dictionary. Since the root word “kata” exists in the second dictionary, then 
the final result of stemmed word for the unstemmed word “katakan” would be “kata”, 
which is a correctly stemmed word. Therefore, this paper proposes a stemmer that 
applies two types of dictionary. The first dictionary stores all root words obtained 
from Kamus Dewan Fourth Edition [17] and this is called root words dictionary. The 
latter dictionary contains words that only have affixes which are also obtained from 
Kamus Dewan Fourth Edition [17]. The second dictionary is called affixed words 
background knowledge dictionary. 

Since stemming can be used to reduce the derived word into its root word, the 
number of words to be processed by the IR system can also be reduced because the 
derived words may be formed from the same root word. Thus it can increase the per-
formance of the IR application since the number of words that are required to be 
processed is less. Therefore, a well-developed stemmer is essentially required in order 
to support better Information Retrieval system. 

There are several researches that had been conducted related to Malay language 
stemmers [1, 9, 11]. The number of rules recommended by researchers keeps increas-
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ing and thus the framework of a Malay stemmer keeps changing over time. Some 
researches discussed about affixes rules that are derived from morphological rules in 
Malay. There are also researches that propose algorithms for stemming Malay words. 
Some of the algorithms are derived from the implementation of English stemming 
algorithm such as Porter Stemming. Porter stemming is a well-known algorithm that 
is used to stem English language text [12].There are a lot of English stemming algo-
rithms such as Lovins’ algorithm [13], Paice/Husk’s algorithm [14] and Dawson’s 
algorithm [15]. However, there is no complete stemming algorithm existed that has 
been really built in order to resolve the problem mentioned earlier. Each algorithm 
may cause errors that include over-stemming or under-stemming. Hence, there are 
still some improvements that are required in order to assist the task of effectively and 
efficiently retrieving information for documents written in Malay language.  

This paper is organized as follows. Section 2 discusses about some of the related 
works for Malay stemming algorithms. Section 3 describes the proposed algorithm for 
the Malay stemming approach with affixed words background knowledge. Section 4 
shows the results obtained and finally this paper is concluded in Section 5.  

2 Related Works 

Most languages use affixes to carry out another meaning of the words. Malay lan-
guage uses four types of affixes in the word which are prefix, suffix, infix and circum-
fix [1]. Prefix is the additional word located at the left of the base word. Handling 
prefixes in Malay language is more complicated because the usage of the prefix de-
pends on the initial character of the root word [3, 5]. Some of the prefixes might cause 
changes of the initial character of the root word (e.g., the word “penyapu” changes to 
“sapu”) while some are not (e.g., the word “pekerja” changes to “kerja”).  

Suffix is the additional word located at the right side of the base word. Suffix in 
Malay do not affect the root word. Infix is the additional word that is inserted after the 
first consonant of the base and the usage of infix in Malay corpus is not much. The 
combination of prefix and suffix is known as circumfix. Currently there are 418 rules 
and spelling variations rules for stemming purposes that have been developed [2]. 

There are several types of errors that may occur in stemming words that include 
under-stemming, over-stemming, spelling exceptions and unchanged. Under-
stemming will occur when words, that should be grouped together, are grouped in 
another group due to various different stems [10]. On the other hand, over-stemming 
will occur when root words, that should not be grouped together, are grouped in the 
same group. The effectiveness of recall in IR application will decrease due to the 
existence of under-stemming while over-stemming will reduce the precision of IR.  

The first Malay stemming algorithm was developed by Othman in 1993, in which 
there were 121 morphological rules introduced which are derived from Kamus Dewan 
(1991) [8]. One of the weaknesses of this stemming process is that this algorithm 
consumes a lot of time with the adoption of rule-based approach. The stemmer intro-
duced does not have any references to any dictionaries before any rules are applied. 
Hence some root words that fulfill the rule of the affixes might be incorrectly 
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stemmed and produced ambiguous meaning of the root word. For example, the word 
“tempatan” will be stemmed to “tempat” although the root word “tempatan” has its 
own meaning. Sembok’s algorithm is designed by adopting Othman’s algorithm and 
adding two set of morphological rules [11]. The first set contains 432 rules of affixes 
which cater Quran words and the second set contains 561 rules of affixes which cater 
modern Malay words. In addition to that, there is additional step implemented in 
Sembok’s algorithm based on Othman’s algorithm. This step includes checking the 
input word against a dictionary before applying any rules of the affixes to avoid 
stemming root words which fulfill the affixes rules.  

Besides that, Porter-based stemmer [6] is also used in stemming words in Malay 
language. However, Porter-based stemmer cannot be applied directly for stemming 
words in Malay language. This is because there are some differences between word 
structures in Malay and English which include the combination of affixes attached to 
a word, the differences in syllables used to construct a word and finally the presence 
of infixes in Malay.   

There are some works conducted that are related to the order of rules applied when 
stemming words in Malay language [7]. Abdullah et al. investigated the effectiveness 
of a Malay stemmer based on the arrangement of the rules applied to the words in 
Malay language. Abdullah’s algorithm sorts the stemming rules based on the frequen-
cy of their usages from the previous execution [7].  

Besides that, Abdullah et al. have also conducted a series of testing process with 
Rules Application Order (RAO), Rules Application Order 2 (RAO2), New Rules 
Application Order (NRAO) and Rules Frequency Order (RFO). Abdullah et al. have 
shown that the best order of the affixes rules depends on the documents collection and 
the best order of the affixes for their collection is prefix, suffix, prefix-suffix and infix. 
Based on Abdullah et al., RFO algorithm produces the best result among the rest of 
the algorithms. Although RFO algorithm produces the best result, there are still some 
errors produced by the algorithm. For example the word “bacakan”, the stemmed 
word produces by the RFO algorithm is “bacak” and the actual root word should be 
“baca” since the word “bacak” exists in the dictionary that contains root words with-
out affixes. Hence, this paper proposes a new approach that ignores certain root words 
that do not contain any affixes when checking for affixes rules. 

3 Malay Stemmer Algorithm Based on Background Knowledge 

In the proposed Malay stemmer based on background knowledge, RFO will be used 
as the basis algorithm. In this algorithm, checking for prefixes will be the first process 
in the affixes rule checking, followed by suffixes, prefixes-suffixes and infix. Instead 
of using an online dictionary to check for root words, this paper proposes two types of 
dictionaries as references in order to check for root words. The first dictionary con-
tains all root words and the second dictionary contains only the root words that have 
affixes which is called background knowledge. The background knowledge is  
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proposed because there are some root words that do not need to be checked when 
running the affixes rules because those words do not consist of any affixes. The pro-
posed algorithm can be described as follows: 

Step 1: Get the next word 
Step 2: Check the word against the first dictionary. If the word exists, go to step 1. 
Step 3: Apply the rule on the word to get a stem; 
Step 4: Recode for prefix spelling exceptions and check the second dictionary. 

If exist, the stem is a root word and go to step 1 else continue. 
Step 5: Check the stem for spelling variations and check the second dictionary. 

If exist, the stem is a root word and go to step 1 else continue. 
Step 6: Recode for suffix spelling exceptions and check the second dictionary. 

If exist, the stem is a root word and go to step 1 else go to step 3. 

4 Experiment Results and Discussion 

Two experiments have been conducted in this study. The first experiment is con-
ducted by using only a single dictionary root words text file. The second experiment 
is conducted with two dictionaries included as references which are the root words 
dictionary and the affixed words only background knowledge dictionary. The online 
news articles are collected and used as the input word and we managed to obtain a 
total of 5319 words. The percentage of error is 0.21% when stemming Malay words 
without using the background knowledge dictionary. On the other hand, the percen-
tage of error is 0.09% when stemming Malay words using the background knowledge 
dictionary.  It is also found that stemming process without background knowledge 
produces more under stemmed errors. However, a new resolution is required to solve 
the errors produced by the proposed stemming process with background knowledge. 

Based on the result obtained, it is proven that the stemming method with additional 
background knowledge produces lesser error compared to the stemming algorithm 
without background knowledge. It is because there are words that do not need to be 
checked for the affixes rules checking because those words do not have any affixes. 
Hence, by removing those words from being checked during the affixes removal 
process, the stemming error can be avoided. In addition to that, the number of words 
used in the background knowledge dictionary is less than the first dictionary. This 
also helps in reducing the time required to run the stemming algorithm. However, 
there is also a disadvantage of this stemming. The dictionary used must be updated 
from time to time manually. Hence, the dictionary needs to be updated if a new word 
is found that does not have any affixes in Malay language.  

5 Conclusion 

In this paper, we have formally presented a new approach to stem Malay words with 
higher percentage of correctly stemmed words. In the proposed approach, additional 
background knowledge is provided in order to increase the accuracy of stemming 
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Malay words. Based on the results obtained from experiments, it can be concluded 
that the Malay stemming approach equipped with background knowledge produces a 
better stemming result compared to the stemming approach without background 
knowledge. The proposed approach can be improved by studying the pattern of words 
that are stemmed incorrectly by the proposed algorithm. For future works, a better 
algorithm is needed to solve this problem. In addition to that, there is still weakness in 
this study as both dictionaries are keyed in manually. It is hoped that an automated 
mechanism should be studied that will automatically update the dictionary that con-
tains all affixed words only. 
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Abstract. Word boundary ambiguity is a major problem for the Thai 
morphological analysis since the Thai words are written consecutively with no 
word delimiters. However the part of speech (POS) tagged corpus which has 
been used is constructed from the academic papers and there are no researches 
that worked on the documents written in the informal language. This paper 
presents Thai morphological analysis with unknown word boundary detection 
using both POS tagged and untagged corpora. Viterbi algorithm and Maximum 
Entropy (ME) - Viterbi algorithm are employed separately to evaluate our me-
thods. The unknown word problem is handled by making use of string’s length in 
order to estimate word boundaries. The experiments are performed on documents 
written in formal language and documents written in informal language. The 
experiments show that the method we proposed to use untagged corpus in addi-
tion to tagged corpus is efficient for the text written in informal language. 

Keywords: Natural Language Processing, Morphological Analysis, Word 
Segmentation. 

1 Introduction 

Word segmentation is a challenging problem for the Thai language because the Thai 
words are not tokenized by whitespaces. There are many researches focused on the 
Thai morphological analysis. However, the resource that is frequently used so far is the 
Orchid corpus which was constructed from academic paper. The performance of using 
Orchid corpus for processing texts written in informal language is still unknown.  

In this paper, we propose two morphological analysis methods which are used to 
experiment on two test sets (formal language and informal language). Along with the 
Orchid corpus, we use a large text corpus. We assume that the large text corpus will 
provide up-to-dates words and could be more flexibly used than dictionaries. We also 
focus on solving the unknown word problem. Each unknown word handling feature is 
created for each method specifically. The inputs to the system are strings. The system 
will output word segmented strings tagged by POS tags.  
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2 Corpora  

In this research, three corpora are used. The first one is a POS tagged corpus called 
Orchid Corpus [1-2]. The second one is BEST 2009 corpus [3] which is a text corpus 
containing words from articles, encyclopedias, news archives and novels. Although the 
BEST corpus is not POS tagged, there are <NE> tags indicating name entities. The 
Orchid corpus and the BEST corpus are used as training data. Our systems are designed 
to output results in the Orchid corpus’ standard. 

The third corpus is a five thousand word POS tagged corpus called Web Document. 
This corpus was privately constructed to be used as a test data in our research. The 
collected articles are written in formal and informal language. The articles are manually 
segmented and POS tagged using the Orchid corpus’ standard. 

3 System and Algorithms  

3.1 Preprocessing 

Firstly, we filtered out output candidates (substring) that are not capable of forming 
syllable using the following rules: 

1. A substring that starts with postposed vowel such as ◌ะ, ◌า and ◌ำ is non-syllabic. 
2. A substring that starts with subscript vowel such as ◌ ุ and ◌  ูis non-syllabic. 
3. A substring that starts with superscript vowel such as ◌ ิ, ◌ ี, ◌ ึ, ◌ ื, ◌ ั and ◌ ็ is non-syllabic. 
4. A substring that starts with any of the four tonal marks is non-syllabic. 
5. A substring that starts with Mai Yamok (ๆ) or Pai-Yan (ฯ) is non-syllabic. 
6. A substring that ends with preposed vowel such as เ◌, แ◌, โ◌, ใ◌ and ไ◌ is non-syllabic. 
7. A substring that ends with ◌ ื or ◌  ัis non-syllabic. 
8. A two-alphabet long substring that ends with voiceless mark is non-syllabic. 

3.2 Unknown Word Handling Feature for the Viterbi Algorithm 

The first method is Viterbi algorithm [4]. Our unknown word handling feature is ap-
plied when the system calculates emission probabilities. An emission probability E of a 
word w being tagged with a POS p can be calculated by the following equation. “wp” 
means the amount of the word w found in the Orchid corpus as the POS p. “ALLWop” 
means the amount of any words found in the Orchid corpus as the POS p. 

 
                                     (1) 

 

The emission probabilities of words that are found only in BEST corpus or unknown 
strings cannot be calculated by using the equation 1 (E1) since their POSs are un-
known. The equations for calculating the emission probabilities of words found only in 
BEST corpus (E2) and unknown strings (E3) are designed specifically. The emission 
probabilities are estimated according to in which corpus a word is found or not found. 
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The system will treat words that POS is unknown as a proper noun, a common noun or 
a verb in order that the system can calculate transition probabilities as normally.  

We assume that the proportions of each type of word classified by POS in the BEST 
corpus is similar to that of the Orchid corpus. An E2 is calculated by the following 
equation. The wb means the amount of the words w found in BEST corpus. ALLWbp 
refers to the amount of words assigned to POS in BEST corpus, assumedly calculated. 

 2                           (2) 

An E3 is calculated by the following equation. Only the length of the unknown string 
wuk is employed. However, we need to limit the unknown words’ lengths to 20 cha-
racters. If not, the system will estimate the entire input as one word.  

                               3 10 .    (3) 

The E3 works well for detecting hidden unknown words that contain several short 
rarely-used known words. If an unknown string is consisted of rarely used short known 
words, their E2s must be low and splitting into short words leads to the occurrences of 
transition probabilities. We found that Emission probabilities of rarely used known 
words are normally around 10-7~10-5. That means, the E3 of the unknown words which 
are 2.5-3.5 (2-4) characters long are approximately equal to the E1-2 of rarely used 
known words. Thus, a sequence of several short known words and an unknown word 
composed of these several words will give almost equivalent emission probabilities 
value. However, with concerning of the transition probabilities, the score of the path 
containing only one state will win the score of the path containing several states. 

3.3 Maximum Entropy – Viterbi Algorithm 

Word Segmentation Using ME. The ME is an algorithm that attempts to characterize 
a sequence of alphabets as the most likely set of strings. It offers more freedom in 
grouping alphabets into strings using a set of features which are designed similarly to 
patterns in the Orchid corpus. We use N-gram features, Jump Bigram feature, Punctu-
ation feature, Latin Scripts Word feature, Numeral feature, Non-Syllabic Containing 
Path feature, Too Short Known Word feature and Too Long Unknown Word feature. 

The N-gram (Unigram, Bigram, and Trigram) features are effective for known 
words. Given a string, if the function can find the string as an n-gram in any corpora, 
the function will assess to the string a value. This value depends on the string’s length. 
Longer words will give more extra value than short words to make sure that the system 
will choose longer known word over splitting it into short known words. 

The Jump Bigram feature is designed to detect an unknown word between two 
known words. For example, the trigram ราน-สุกี้โคคา-สาขา Ran-Sukikoka-Saka ‘shop – 
Sukikoka – branch’ is found in the BEST corpus. Given an input string รานไดโซสาขา 
Ran-Daiso-Saka ‘shop – Daiso – branch’, this function will match the first and the last 
token of the trigram to the left and the right substrings of the input. The middle sub-
string ไดโซ which is not found in any corpora will be considered as an unknown word.  
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The punctuation, Latin scripts word and numeral features group the adjoining cha-
racters which are similar in scripts’ classes. The last three features give negative values 
to any substrings that are not capable to be syllables.  

After the word segmentation procedure, the segmented words will be tagged by a set 
of POS tag candidates depending on types of words such as Latin scripts written words, 
numerals, punctuation, etc.  

POS Tagging Using MEMM’s Viterbi. Once an input string is segmented into 
words, the system performs POS tagging using the MEMM’s Viterbi algorithm [5]. 
The probability of a word w being a POS s given the amount of words w found in 
corpora is calculated from the following equation. 

 |                              (4) 

For unknown words or words found only in the BEST corpus, the P(s|w) depend on 
how many POS classes they can be assigned to. The P(s|w) can be calculated as the 
following equation, where Ns refers to the amount of POS classes the word w can be 
assigned to. If the word w can be tagged with two POS tags, the P(s|w) will be 0.5. 

 |                        (5) 

4 Experiment 

The Orchid corpus’ articles which published in the years 1989-1990 and the entire 
BEST corpus are used as the training data. Two sets of test data are employed. One is 
extracted from the Orchid corpus randomly (no training data included). Another is the 
Web Document corpus. The amount and proportion of words in the training and the 
test set are provided in Table 1 and Table 2. Table 3 and Table 4 show the perfor-
mance of our system in word segmentation and POS tagging. Our baselines are the 
methods that do not apply BEST corpus. 

Table 1. Amount of words in training and test data 

Training Data 
Corpus Word 

Orchid Corpus 138045 
BEST Corpus 5022672 

Test Data 
Orchid Corpus 7802 
Web Documents 5061 

Table 2. Proportion of Known and Unknown Words in Test Data 

Test Data known in 
Orchid 

Unknown in 
Orchid 

unknown in Orchid 
but exist in BEST 

unknown in both 
corpora 

Orchid 86.7% 13.3% 4.85% 8.45% 
Web Doc 74.2% 25.8% 16.7% 9.1% 
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Table 3. Results of Word Segmentation 

Test Data: Orchid Corpus Test Data: Web Documents 

Precision Recall F1 Precision Recall F1 

W/O 

BEST  

Viterbi 0.823 0.843 0.833 0.731 0.767 0.748 

ME-V 0.844 0.859 0.851 0.732 0.735 0.734 

W/ BEST  
Viterbi 0.8 0.83 0.81 0.813 0.874 0.843 

ME-V 0.799 0.848 0.823 0.712 0.818 0.76 

Table 4. Results of WS & POS tagging 

Test Data: Orchid Corpus Test Data: Web Document 

Precision Recall F1 Precision Recall F1 

W/O 

BEST 

Viterbi 0.748 0.767 0.757 0.654 0.687 0.67 

ME-V 0.771 0.785 0.778 0.649 0.652 0.651 

W/ 

BEST 

Viterbi 0.722 0.749 0.735 0.701 0.753 0.726 

ME-V 0.729 0.774 0.751 0.61 0.7 0.651 

5 Discussion 

5.1 Using the Web Document corpus as Test Data 

The results show that when the test data is the Web Document corpus, the methods 
that employ the BEST corpus gave the better results. According to the Table 2, using 
the BEST corpus also decreases the amount of unknown words by 16.7%.  

Moreover, since the result of Viterbi method is better than ME-Viterbi method, we 
checked the output and discovered that the ME-Viterbi method tends to separate 
compound words into shorter words. The cause of this problem is that the ME-Viterbi 
method does not use the frequency of word appearance. On the other hand, Viterbi 
method which depends on frequency of word appearance and word’ length tends to 
group words more successfully. It also works well on transliterated words such as 
personal names. However, the Viterbi method tends to group any first name and last 
name into one word including the first name, a white space and the last name which is 
not exact to the Orchid corpus’ standard. 

The accuracy of the POS tagging using the Viterbi algorithm is low because the 
system usually assigned the unknown proper nouns to the common noun class. The 
POS tagging ambiguities that exist in the Orchid corpus also causes problems.  

5.2 Using the Orchid Corpus as Test Data 

When the Orchid corpus is used as the test data, the Orchid corpus alone is adequate. 
The results of the experiments done without the BEST corpus are even slightly  
better. We think it is because the different word segmentation style between the  
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Orchid corpus and the BEST corpus may distract the system from choosing the right 
path especially when the system processes partially hidden unknown words which 
some substrings are found only in the BEST corpus. 

In addition, we believe that the word segmentation using the ME and specified 
features is more efficient than depending only on the probabilities if the training data 
and the test data are composed in the same standard and the standard is observed. The 
features handling Latin scripts words and numerals are very helpful since the un-
known words in the test data extracted from the Orchid corpus are mostly English 
words and numerals. 

6 Conclusion  

This paper described our research on the Thai morphological analysis using POS 
tagged and untagged corpora. We proposed two methods that are Viterbi-algorithm 
and ME - Viterbi algorithm with unknown word detection features. We used two test 
data sets. One is quite similar to the benchmark. Another is written in various writing 
styles. The result proved that the Orchid corpus alone is not adequate for processing 
all kinds of documents. The text corpus is very useful as a word list because it con-
tains a great amount of proper nouns and commonly used words. 

Our research also shows that each method has a strong point. The Viterbi method 
gives a promising result for unknown word problem solving. The ME-Viterbi works 
well if training and test data have similar writing style and vocabulary. The strong 
points of the both methods we have discovered from this research will be useful in the 
future as we will try to adapt each method’s strong point to more efficient feature.  
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Abstract. We propose Content-Based Image Retrieval (CBIR) system using  
local RGB colour and texture features. Firstly, the image is divided into  
sub-blocks, and then the local features are extracted. Colour is represented by 
Colour Histogram (CH) and Colour Moment (CM). Texture is obtained by us-
ing Gabor filter (Gab) and Local Binary Pattern (LBP). An integrated matching 
scheme based on Most Similar Highest Priority (MSHP) principle is used to 
compare the blocks of query and database image. Since each feature extracted 
from images just characterizes certain aspect of image content, features fusion 
are necessary to increase the retrieval performance. We present a novel fusion 
method based on fusing the distance value for each feature instead of the feature 
itself to avoid the curse of dimensionality. Experimental results in terms of the 
precision/recall estimates demonstrate that the performance of the proposed fu-
sion method gives better performance than that when either method is used 
alone.  

Keywords: Colour feature, Texture feature, Image sub-block, Feature fusion, 
MSHP principle. 

1 Introduction  

Multimedia has an important place in many applications area such as trademark, med-
ical imaging, etc. Generally, CBIR can be defined as any system that helps to retrieve 
and organize digital image archives by their visual content [1].  Most of CBIR auto-
matically extract set of low‐level features such as colour, texture and shape, and then 
stored these features in the database as feature vector (FV) for similarity measurement 
between query image and database images by comparing the FV differences [2]. 
Commonly, image retrieval systems which are based on only one feature do not 
achieve good retrieval accuracy. To yield better retrieval performance, some retrieval 
systems were developed based on combination of appropriate relevant features [3]. It 
is also observed that the local features based image retrieval play a significant role in 
determining similarity of images [3, 4]. In this paper we extract colour and texture 
features from each image sub-block as local feature. To investigate for a better re-
trieval results we further fused the colour and texture descriptors using fusion distance 
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method. This paper is organized as follow: Section 2 covers the system overview and 
the proposed fusion method. Section 3 deals with the experimental results. Finally, 
Section 4 presents the conclusions and future work. 

2 System Overview and the Proposed Method 

Our proposed system is based on fusion of colour and texture features of image sub-
blocks, and using similarity measure based on Most Similarity Highest Priority prin-
ciple for matching process. Figure 1 illustrates the proposed image retrieval system. 

 

Fig. 1. Block diagram of the proposed image retrieval system 

2.1 Low Level Features Extraction 

Firstly, the image is partitioned into 2x2 and 3x3 non-overlap equal size sub-blocks 
and 5 overlap sub-blocks. Then the local low level features (Colour and Texture) are 
extracted from each sub-block of the database to distinguishable image content.  Basi-
cally, the key to accomplishing an effective retrieval system is to select the accurate 
features that represent the image as strong as possible [1]. 

2.1.1 Colour Feature Extraction 
Colour feature is commonly used in CBIR systems because of its effectiveness in 
searching and its simplicity in implementation. In our system we considered CH and 
CM. CH is a representation technique of colour distribution [1]. It combined probabil-
istic properties of the various colour channels (R=Red, G=Green, and B=Blue chan-
nels), by capturing the number of pixels having particular properties. CM has also 
been successfully used in many retrieval systems [5]. In our system we extract the 
first three central moments (mean, standard deviation and variance) of each channel 
as that proposed in [6]. In this case, only 9 values are used to represent the colour 
feature of each sub-block. 
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2.1.2 Texture Feature Extraction  
Texture has been one of the most important features used to recognize the objects in 
the image. It is a repeated pattern of pixels over a spatial domain. 

Local Binary Pattern (LBP) 
LBP was introduced in [7]; it is a computationally simple and very powerful method 
of analyzing image textures. LBP is based on a binary code created by dividing the 
image into several blocks. The eight neighbors are labeled using a binary code {0, 1} 
obtained by comparing the values of eight neighbors to the central pixel value. If the 
center pixel's value is greater than the neighbor, then it is labeled 0, otherwise it is 
labeled 1. This gives an 8-digit binary number which is multiplied by weights 2  given to the corresponding pixels in order to convert to a decimal value that will 
represent the new center value. We then compute the histogram of these numbers. 
Lastly, the histograms are concatenated to represent the LBP FV of all image blocks. 

Gabor Transform Filters 
Our implementation to compute the Gabor filters is based on [8]. The feature is com-
puted by filtering the image with a bank of orientation and scale sensitive filters and 
then the mean of the output is computed in the frequency domain. 

2.2 Integrated Image Matching  

In this paper we proposed the integrated image matching procedure similar to the one 
used in [3, 6, 7]. In our method, a sub-block from query image is matched to all sub-
blocks in the target image. A bipartite graph of sub-blocks for the query image and 
the target image is built as shown in Figure 2 using 2×2 sub-blocks. The labeled edges 
of the bipartite graph refer to the distances between each sub-block, and then we will 
save all 16 distances in adjacency matrix of the bipartite graph. The first row in this 
matrix represents the distance between the top left sub-block of the query image with 
all sub-blocks of target image and so on. A minimum cost matching based on MSHP 
principle is done for this graph. The minimum distance dij of this matrix is found be-
tween sub-blocks i of query image and j of target image. The distance value is stored 
and the row corresponding to sub-block i and column corresponding to sub-block j, 
are ignored (i.e. replaced by some high value, say 999). This will prevent sub-block i 
of query image and sub-block j of target image from participating in the next match-
ing process. A particular sub-block is to participate in the matching process only once. 
This process is repeated until every sub-block finds a matching, then we collect the 4 
distance values to get the new distance between the query and target images using 
equation (1). Figure 3 illustrates this process. The complexity of the matching proce-
dure is reduced from O(n2 ) to O(n), where n is the number of sub-blocks involved.  

   ∑ ∑ ………………           … (1) 

where i = 1, 2,…, n,  j = 1, 2, …, n, and dij is the best-match distance between sub-
block i of query image q and sub-block j of target image t.  
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2. Fuse the distance values of colour and texture features by summing them to obtain 
16 fusion distance values, and store these values in a 4-by-4 matrix. 

3. Apply MSHP principle onto the matrix of distance values to get the new distance 
value between query and database images. 

4. Repeat step (1-3) for all database images. 
5. Sort the new distance values in ascending order to retrieve most similar images. 

3 Experimental Results 

The dataset used in our experiment consist of 864 heterogeneous images from original 
Vision texture image. In order to evaluate the effectiveness of proposed systems, all 
the images in the database will be used as query image. To evaluate the efficiency of 
the system two well-known metrics are used, i.e. precision (the ratio of the relevant 
images that are retrieved to the total number of retrieved images), and recall (the ratio 
of the relevant images that are retrieved to the total number of relevant images in the 
database) [1]. These metrics give an estimate of retrieval effectiveness in the range 
from 0 (worst case) to 1 (perfect retrieval). The experimental results for evaluating the 
retrieval performance are done by comparing between the individual descriptor (CH, 
CM, LBP, and Gab) with features fusion, as shown in Figure 4 and also between the 
2×2, 3x3 non-overlapping sub-blocks and 5-overlapping sub-blocks based on the best 
fusion (CH & LBP – from Figure 4) as shown in Figure 5.  
 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4. The Recall-precision graph of 
individual and feature fusion using MSHP 
principle 

Fig. 5. The Recall-precision graph of differ-
ent sub-blocks based feature fusion using 
MSHP principle   

Table 1 shows the comparison of average precision obtained by image retrieval. It 
can clearly be seen that fusion CH with LBP is significantly (Pre % = 0.7893) more 
effective than individual CH (Pre % = 0.6444) and LBP (Pre % = 0.7249).  
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Table 1. Comparison in term of precision percentage (Pre %) between individual feature 
descriptors and feature fusion using MSHP distance 

CM&LBP 

(Pre %) 

CH&Gab

(Pre %) 

CM&Gab 

(Pre %) 

Gab 

(Pre %) 

CM 

(Pre %) 

CH 

&LBP 

(Pre %) 

LBP 

(Pre %) 

CH 

(Pre %) 

0.5578 0.5759 0.69040.5761 0.5519 0.7893 0.7249 0.6444 

4 Conclusions and Future Work 

The main contribution of this work is a comprehensive comparison between single 
features, features fusion, and between different sub-blocks image. In particular, the 
fusion of CH and LBP, and CM and Gab resulted to better precision-recall than that 
obtained for the corresponding individual feature.  We also found that the perfor-
mance of fusion method for different image sub-blocks are equally similar with the 5-
blocks recorded insignificantly higher performance between 50% to 90% recall. For 
our future work, we will explore other methods for fusing colour and texture features, 
apart from investigating other colour and texture descriptors.  
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Abstract. This paper proposes a multi-modal communication method for  
human-friendly robot partners based on various types of sensors. We explain in-
formationally structured space to extend the cognitive capabilities of robot  
partners based on environmental systems. We propose an integration method 
for estimating human behaviors using sound source angle information, and ges-
ture recognition by the multi-layered spiking neural network with the time se-
ries of human hand positions. Finally, we show several experimental results of 
the proposed method, and discuss the future direction on this research. 

Keywords: Intelligent Robots, Computational Intelligence, Human robot  
interaction. 

1 Introduction  

Recently, the rate of elderly people rises in the super-aging society. For example, the 
rate is estimated to reach 25.2% in Tokyo in 2015. In general, the mental and physical 
care are very important in order to restrain the progress of dementia of elderly people 
living home alone. Therefore, it is essential to use human-friendly robots to support 
the mental and physical care for elderly people and to assist the care of caregivers to 
elderly people. However, it is difficult for a robot to converse appropriately with a 
person even if many contents of the conversation are designed in advance because the 
performance of voice recognition is not enough in the daily conversation. Further-
more, in addition to verbal communication, the robot should understand non-verbal 
communication e.g. facial expressions, emotional gestures and pointing gestures. 

According to the relevance theory [1], each person has his or her own cognitive en-
vironment, and the communication between people is restricted by their cognitive 
environments. The shared cognitive environment is called a mutual cognitive  
environment. A human-friendly robot partner also should have such a cognitive envi-
ronment, and the robot should keep updating the cognitive environment according to 
current perception through the interaction with a person in order to realize the natural 
communication. 
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We have proposed an information support system using human-friendly conversa-
tion to elderly people by integrating robot technology, network technology, informa-
tion technology, and intelligence technology based on the concept of mutual cognitive 
environments [2,3]. In order to share their cognitive environments between a person 
and robot partner, the environment surrounding people and robot partners should have 
a structured platform for gathering, storing, transforming, and providing information. 
Such an environment is called informationally structured space [4,5]. If the robot can 
easily share the environmental information with people, the social communication 
with people might become very smooth and natural. Therefore, in this paper, we pro-
pose a method of estimating human behaviors using various types of sensors for mul-
ti-modal communication between a person and robot partner.  

2 Robot Partners and Multi-modal Communication 

We have used various types of robot partners such as MOBiMac, Hubot, Apri Poco, 
Palro, Miuro, and others for the support to elderly people, rehabilitation support, and 
robot edutainment [2-4, 6-8]. 

In this paper, the robot partner needs to do not only measurement of human posi-
tion but also gesture recognition. However, It is difficult to recognize the human ges-
ture by using own sensor. Therefore, we use Microsoft Kinect sensor instead of own 
sensor in order to do these tasks. Furthermore, the robot itself is enough to be 
equipped with only cheap sensors. 

To natural verbal communication between robot partner and human, it’s necessary 
for robot partner to understand the multi cognitive environment with human. Kinect 
sensor can help robot partner to understand positions of human and non-verbal infor-
mation like gesture, they will make natural communication between robot partner and 
human. 

3 Human Interactive Communication System 

Fig.1 shows a system configuration for the human interactive communication. The 
robot is placed on the desk and Kinect is placed behind the robot to compensate for 
perception ability of the robot. In Kinect, the measurement angle of the sound source 
is wider than the measurement angle of the view. Therefore, it enables for the robot to 
recognize a sound if there aren’t people inside scope of the camera image.   

4 Gesture Recognition 

The positions of human face and hands are extracted by OpenCV and OpenNI. The 
relative position of hands is calculated where the facial position is defined as the ori-
gin for gesture recognition. In order to extract human gesture, we apply a multi-
layered spiking neural network. 
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Fig. 1. Overview of the system 

Various types of artificial neural networks have been proposed to realize cluster-
ing, classification, nonlinear mapping, and control [9]. We use a simple spike re-
sponse model to reduce the computational cost.  

The sequence of human hand positions is used for recognizing spatio-temporal pat-
tern as a human gesture by spiking neural network (SNN). SNN is often called a 
pulsed neural network, and is one of the artificial NNs imitating the dynamics intro-
duced the ignition phenomenon of a cell, and the propagation mechanism of the pulse 
between cells [10,11]. In this paper, we use a simple spike response model to reduce 
the computational cost.  

First of all, the internal state h1,i(t) of a spiking neuron in the first layer is calcu-
lated as follows; 
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The internal state h2,i(t) of the ith spiking neuron in the second layer is calculated as 
follows; 
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The internal state h3,i(t) of the ith spiking neuron in the third layer is calculated as 
follows; 
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The robot recognizes the ith gesture when the ith spiking neuron is fired. Figures 2 
and 3 show a preliminary experimental result of gesture recognition based on human 
hand motions where the number of recognizable gestures is 3; (a) Bye-bye A (left – 
right - left), (b) Bye-bye B (upperleft – lowerright - upperleft), (c) Clock-wise square. 

5 Experimental Results 

Fig. 4 shows experimental result of verbal communication. We divided the area where 
can be estimated sound source angle by Kinect into five regions. We placed the user 
on area 2 and area 4, and placed PALRO on area 3. The values of vertical axis in Fig. 
4 are defined as Table 2. Using the sound source angle, it can identified User1, User 2 
and PALRO. After the statement of the User, PALRO performs a remark. Therefore 
area 3 will be detection after other areas. 
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This has shown that it is possible to transmit clear information about direction using 
gesture of pointing. 

After recognized pointing, PALRO performs remark to check and induce active 
communication with User 2. (It’s assume that User 2 stays place where can be esti-
mate sound source angle.) 

 

        
 (a) Pointing to outside         (b) Recognition of person    (c) Human Detection  
 of the view                     by using sound              source of camera image 

Fig. 5. Experimental flow of interaction between human and robot 

Table 2. Example of interaction between human and robot 

  User1 ：Pointing Gesture (Fig.5 (a)) 
  PALRO ：”Is there the person to the left side?” (Fig.5 (b)) 
  User 2 ：”Yes, there is.”  
  PALRO ：”Please come here.”  
  User 2 ：”Hello.”   
  PALRO ：”Hello, how are you?” (Fig.5 (c)) 

 
Fig. 6 shows experimental result using verbal and non-verbal communication to-

gether. It is performed by the recognition of user identification and user positions 
using a sound source angle and a gesture. Therefore, this result shows robot partner 
and human can natural communication using verbal and non-verbal information. 

6 Summary 

In this paper, we proposed a method of multi-modal communication combining vari-
ous types of sensors based on the interaction range. First, we explained the concept of 
informationally structured space, and robot partners developed in this paper. Next, we 
propose an estimation method of human behaviors using Kinect. In the experimental 
results, the proposed method can estimate human behaviors based on sound source 
angle information, and gesture recognition by the multi-layered spiking neural net-
work using the time series of human hand positions. We will incorporate the interac-
tive learning algorithm of gesture recognition to realize on-line acquisition of gestures 
for natural communication. As another future work, we will flexibly and adaptively 
integrate these robot partners with the informationally structured space to realize natu-
ral communication and human-friendly interaction. 
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Abstract. In this paper, we investigate how to automatically identify the polari-
ty of relationships between food and disease in biomedical text. In particular, 
we first analyze the characteristic and challenging of relation polarity analysis, 
and then propose a general approach, which utilizes background knowledge in 
terms of word-class association, and refines this information by using domain-
specific training data. In addition, we propose several novel learning features. 
Experimental results on real world datasets show that the proposed approach is 
effective. 

1 Introduction 

To discover the underlying knowledge hidden in biomedical data, much work has 
been focusing on biomedical relationship extraction. However, there is little work 
conducted on polarity analysis of these relationships [5]. For instance, in Figure 1, 
Sentence 1 describes two positive relationships, while Sentence 2 indicates a negative 
relationship. 
 

Sentence 1: “Genistein was shown to arrest the growth of malignant melanoma in 
vitro and to inhibit ultraviolet (UV) light-induced oxidative DNA damage.” 
Sentence 2:  “In addition, eating soybean pastes was associated with the increased 
risk of gastric cancer in individuals with the GSTM1.” 

Fig. 1. Example of Relation-bearing Sentence 

In biomedical literature, different studies may report different findings of the same 
biological relationship. For instant, some studies suggest “green tea” have inhibitory 
effects against some tumor diseases, while another study shows that they are irrele-
vant. Consequently, it is essential to identify the polarity of biomedical relationships. 

Recently, there has been much research on sentiment analysis in subjective text [3]. 
However, the characteristics of relation-bearing sentences vary from subjective ones. 

                                                           
* Corresponding author. 
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Firstly, subjective sentences express people’s opinions, while relation-bearing sen-
tences declare objective information, although both of them contain polarity informa-
tion. Secondly, in subjective sentences, polarity information is mostly included in 
opinion words, which are usually adjectives. However, in relation-bearing sentences, 
polarity information is often embodied in verbs, verb or prepositional phrases.  
Finally, opinion words in subjective sentences are usually stative adjectives, such as 
“perfect”, “expensive”, while dynamic phrases are usually used to express polarity 
information, such as “reduce mortality” and “increase risk”.  

Due to the characteristics of relation-bearing sentences, traditional methods in  
sentiment analysis field could not be adopted to solve relation polarity analysis effec-
tively. In this paper, we propose an integrated approach to identify polarity of rela-
tionships. Specifically, this paper makes the following contributions. First, we analyze 
the challenges of relation polarity analysis and point out its difference from traditional 
sentiment analysis issue. Second, we propose a general approach which combines 
background knowledge with supervised learning. Third, we develop several learning 
features, which could capture semantic and dynamic change information.  

2 Terminology Definition 

In order to facilitate the explanation, we first define the basic terminologies of relation 
polarity analysis. 

Definition 1: Multiple Relation-bearing Sentence 

Multiple relation-bearing sentences (MRS) contain more than two entities and their 
mutual relationships. Sentence 1 in Figure 1 is an example, in which there are three 
entities and two positive relationships.  Generally speaking, MRS could be 
represented by the following patterns, where M-M, O-M and M-O represent many-to-
many, one-to-many and many-to-one relationships respectively. Table 1 show the 
multiple relation patterns, where e represent entity, r represent relation words.  

Table 1. Multiple relation patterns 

Pattern Name Multiple relation patterns 
M-M ' ' '

1 2 1 2{ , ,..., , , , ,..., }m ne e e r e e e  
' ' '

1 2 1 1 2 2{ , ,..., , ( ), , ( ), ,..., ( ), }m n ne e e r e r e r e  
O-M ' ' '

1 2{ , , , ,..., }ne r e e e  
' ' '

1 1 2 2{ , ( ), , ( ), ,..., ( ), }n ne r e r e r e  
M-O '

1 2{ , ,..., , , }me e e r e  

Definition 2: Single Relation-bearing Sentence 

Single relation-bearing sentences (SRS) contain two entities and one relationship (re-
ferring to Sentence 2 in Figure 1). In this study, we utilize predefined rules to simplify 
MRS to SRS, and then identify the relation polarity in SRS ultimately.  
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Definition 3: Relation Polarity Category 

In this paper, we focus on relation polarity analysis of SRS and classify relation polar-
ity into three classes, namely, positive, negative and neutral class. Table 2 shows 
some example sentences. 

Table 2. Relation polarity and example sentences, symbols “+”, “-” and “=” represent positive, 
negative and neutral class, respectively 

Polarity class Example sentence 
Positive  (+) Soy isoflavones protect against colorectal cancer. 
Negative (-) Soybean pastes increased risk of gastric cancer. 
Neutral   (=) HDL cholesterol was associated with cancer. 

3 The Proposed Approach 

In particular, the proposed approach is based on a sentiment lexicon of relation words 
and a classification model trained on labeled instances. The probability distributions 
from these two models are then adaptively pooled to create a composite multinomial 
classifier that captures both sources of information. Next, we will introduce the 
overall algorithm for relation polarity classification and learning feature design, 
respectively. 

3.1 Relation Polarity Classification  

Inspired by the work in [1], we adopt a linear opinion pool to integrate information 
from training data and background knowledge. Specifically, the aggregate probability: 

( | ) ( | )
1

E
P c r P c ri j e e i j

e
λ= 

=
                             (1) 

where E is the number of experts; Pe(ci|rj) represents the probability assigned by ex-
pert e to relation rj belongs to class ci; and the weights λe sum to one. We use the 
same weighting scheme as [1]: 

1
log

erre
e erre

λ −=                                     (2) 

In this paper, we consider two experts: one is learned based on training data, Pt(ci|rj), 
and the other one is a generative model that explains the background knowledge 
Pk(ci|rj). Probability distribution Pt(ci|rj) could be estimated from training data based 
on Bayes’ theorem as follows: 

( ) ( | )

( | )
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∏
                              (3) 

where wn represents nth word in relation rj.  
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We use polarity words in proportion to relation rj to estimate Pk(ci|rj) according to 
the knowledge base: 

| |
( | )

| |

W Kj i
P c rk i j W j

=


                                 (4) 

where Wj represents the word set in relation rj; Ki represents knowledge base of po-
larity class ci such as positive, negative and neutral. 

3.2 Learning Feature Design 

Besides the traditional word features such as unigram and bigram features, we 
consider following properties of relation polarity. First, relation polarity information 
is mostly represented in verbs, prepositional and verb phrases. Second, polarity 
information is usually embedded in dynamic change. With these properties in mind, 
we develop the following learning features: 

Part of Speech 

As relation words are mainly verbs, prepositional and verb phrases, part of speech 
might also play an important role in encouraging relation polarity identification. In 
particular, we adopt Stanford tagger [6] to produce POS features. 

Entity Category 

Entity category information can alleviate the data sparseness problem in the learning 
process. All mentions of specific food and disease in the biomedical text are generat-
ed to the food and disease category by replacing them with the tag “FOOD” and 
“DISEASE”. 

Entity Order 

In this paper, we use entity order to represent sequential features, specifically, we use 
four binary functions “isFoodLeft()”, “isFoodRight()”, “isDiseaseLeft()” and “isDi-
seaseRight()” to capture entity order information. For example, in sentence “Green tea 
decreases cancer risk.”, features isFoodLeft()=1, isFoodRight()=0, isDiseaseLeft()=0 
and isDiseaseRight()=1. 

Dynamic Feature 

In relation-bearing sentences, polarity information usually involves dynamic changes. 
Thus the polarity of a relation is often determined by how change happens: if a bad 
thing was decreased then it is a positive relation, and vice versa. In particular, we 
manually collect four classes of words: those indicating more, such as “increase” and 
“enhance”, those indicating less, such as “reduce” and “decrease”, those indicating 
good, such as “benefit” and “improvement” and those indicating bad, such as “mortal-
ity” and “risk”. We use four binary functions “isMore()”, “isLess()”, “isGood()” and 
“isBad()” to capture dynamic change information. For example, in the above sentence 
features isMore()=0, isLess()=1, isGood()=0 and isBad()=1. 
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Negation 

At last, we consider two kinds of negative words “not”-related words such as “does 
not”, and word “no”-related words such as “no” and “without”. These negative words 
usually suggest a neutral polarity. We use “NEG” to represent negation. 

4 Experiments 

In the experiments, we use the datasets in [5].  We first extract the relation-bearing 
sentences and then simplify the MRS to SRS. The statistic of the dataset is shown in 
Table 3. We evaluate our approach from two perspectives: (1) performance of the 
proposed approach; (2) effectiveness of the learning features. We perform 10-fold 
cross validation throughout our evaluation. Precision, recall and F-measure are pri-
marily used to measure the performance.  

Table 3. The statistics of the dataset 

#Positive #Negative #Neutral 
748 341 162 

4.1 Evaluation of Proposed Approach 

In order to evaluate the effectiveness of our approach, we use a supervised learning 
based method, specifically, Naïve Bayes classifier algorithm [4] and a lexicon-based 
method [2] as baselines. In the proposed approach, the weights of Pt and Pk are 0.6 
and 0.4 respectively. 

Table 4. Polarity classification results by using different methods. LB: lexicon-base method; 
NB: Naïve Bayes and IM: integrated method. 

Method Ave Precision Ave Recall Ave F-measure 
LB 0.516 0.522 0.420 
NB 0.727 0.708 0.714 
IM 0.736 0.726 0.727 

Table 4 shows the relation polarity classification results. From Table 4, we can see 
that the proposed approach outperforms the two baselines. In order to evaluate wheth-
er the improvement is significant, we conduct pairwise t-test on F-measure and the p-
value is 0.043<0.05, which indicates the improvement is significant. One main reason 
might be that background knowledge could provide complementary information that 
training data cannot capture.  

4.2 Evaluation of Learning Features 

In this experiment, unigram features are used as a baseline and other features are in-
crementally added to the training process. We chose unigram features as baseline 
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since these features alone could achieve competitive results. Table 5 shows the expe-
riment results, from which we find that bigram, dynamic and negation features are 
more predictive than part of speech features.  

Table 5. Polarity classification results by using Naïve Bayes classifier and different feature 
sets. U: unigram features, P: part of speech features, B: bigram features, D: dynamic features 
and N: negation features. 

Feature Set Precision Recall F-measure 
U 0.676 0.641 0.645 
U,P 0.680 0.631 0.645 
U,P,B 0.705 0.642 0.659 
U,P,B,D 0.708 0.672 0.685 
U,P,B,D,N 0.727 0.708 0.714 

5 Conclusion and Future Work 

In this study, we analyze the challenges of relation polarity analysis and point out its 
difference from traditional sentiment analysis issue. We propose an integrated ap-
proach which combines background knowledge with domain-specific training data. 
Several novel learning features are proposed to capture polarity information in rela-
tion-bearing sentences. We conduct separated experiments to evaluate the effective-
ness of the proposed approach and learning features as well. In our future work, we 
will expand the annotated corpus to facilitate further validation of the findings. Se-
condly, we want to estimate the strength of the relationships.  
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Abstract. Segmentation of 3D point clouds is vigorously discussed in recent 
years. Many existing techniques pre-process the data to identify critical points 
for meaningful features. Very often, the critical points are predicted at curvature 
objects and this does not always generate promising outcome. This paper pro-
poses to segment the point clouds based on its skeleton as this robustly reflects 
the global shape of an object. The skeleton is constructed via Laplacian-based 
contraction method. Spherical approach is applied along the skeleton to  
segment the point clouds. The entire process is automatic. Only moderate user-
input is applied to align the skeleton to the object. The output of the proposed 
method is to be compared with another popular segmentation method with criti-
cal points input. The result shows that the proposed method generates more  
accurate segmented features.       

Keywords: Point Cloud, Skeleton Extraction, Segmentation, Laplacian, Poly-
gonal Model. 

1 Introduction 

Segmentation is a crucial process in many research fields to separate a collection of 
data into different subsets, attribute to a specific property or to human visualization of 
a particular description. The segmented features can be applied for collision detection, 
morphing, mesh editing and etc. This paper will investigate and segment the model 
based on skeleton.  

2 Related Work  

To convert 3D model into 1D skeleton, distance field [1] measures the global maxi-
mum Euclidean distance from the boundary as the point source and a wave front 
evolved over time to find the centered-point for skeleton. Geometric method such as 
Reeb Graph [2] obtains an approximate medial axis by retrieving the internal edges 
and faces of a Voronoi diagram. Edge-contraction method [3] collapses edges into 
separated line structure before joining them to be a complete connected skeleton. 
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For segmentation, a fine to coarse approach in [4] is applied to combine the seg-
mented tiny parts into meaningful features. The approach is fast but the transition 
process is a waste of computation power and is not straight-forward. Edge contraction 
and space sweeping in [3] is applied to segment an object automatically, however, the 
collapsed edges are not stable and can produce weird result. Hierarchical shape  
segmentation in [5] identifies the critical points on curve skeleton and uses geodesic 
distant to segment the model based on the critical points. The method produces satis-
factory segmentation with the user input critical points. However, it depends very 
much on the accuracy of the geodesic approach. It is also doubted of the segmented 
result if the critical points are to be computed automatically. Their work will be com-
pared with our proposed method since both involve partially human input for accurate 
segmentation. 

3 Proposed Algorithm 

The proposed algorithm is divided into three main processes: voxelization, skeletoni-
zation and segmentation. The input 3D point clouds will first be voxelized to reduce 
the complexity of the data for accelerating the skeletonization and segmentation 
process. Implicit surface reconstruction is computed to obtain the detail volume of the 
model for Laplacian smoothing process. This process aims for constructing the skele-
ton. Figure 1 shows the proposed algorithm of this work.  

It begins with primary input of point clouds data. Each point is voxelized using 
Octree data structure to reduce the density and redundancy of points for accelerating 
the post-processing. This step indirectly bridges any moderately missing data and 
reduces the noisy data. The voxelized point clouds will then be triangulated to obtain 
the detail volume for skeleton extraction through Laplacian smoothing process.   

 

 

Fig. 1. The proposed algorithm 
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The crucial points which the edge-contraction attaches to, will be determined by 
Laplacian smoothing process. This paper borrows the idea from [6] to shrink the 
model. The Laplacian takes a sum of second partial differential of function with re-
spect to Euclidean space to measure the curvature of a model. While iteratively 
shrinking the edges, cotangent weights are applied to multiply with Laplacian so that 
the constructed skeleton will be within the internal region of the original model shape. 
This process is to be solved in linear system below: 
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where P is the input data and P’ is the contracted data. L is an n x n Laplacian matrix. 
WL and WH are the cotangent weights to balance the contraction and attraction con-
straints. At the end, edge-collapsed approach is applied to obtain thin 1D skeleton. 

Figure 2(a) shows the original hand model with many small pieces of skeleton 
(various colors) constructed along the curve. Each skeleton joint will be computed for 
the number of skeleton edges connected to it (see Figure 2(b)). The end joint will be 
counted as 1’s as it is only connected by one edge. The middle joints will take either 
2’s or more of the edges connection. Any joint with more than two connected edges 
will form a junction. The entire links from one end joint to the junction will be 
merged and is considered a feature. In Figure 2(c), dihedral angle (ɵ) and the length 
(l) of each skeleton edge will be computed to distinguish the need to further separate a 
feature into more features. This is important especially at the curvature shape in order 
to preserve meaningful feature and to reduce unnecessary short skeletons.  

 

Fig. 2. (a) Original hand with many small pieces of skeletons constructed along the curve. (b, c) 
Computation for number of skeleton edges connected to each skeleton joint. 

With the skeleton features, a simple spherical distance check is proposed to trace 
the surrounding point clouds of the model. The spherical size is determined by taking 
the average distant of two consecutive skeleton edges. Spherical size, s = 0.5 (ei + ei+1) 
where e is the skeleton edge and i is the skeleton point. Note that a threshold is set for 
any outlier skeleton edge to ensure none extreme spherical is generated. Figure 3 
shows all the point clouds that have been segmented according to the skeleton edges 
respectively. 
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Fig. 3. (a) Adjusted skeleton point at the junction. (b) Segmented skeleton edges from (a). (c) 
Segmented point clouds from (b). (d) Result of skeletons nearby the junction is removed. 

4 Experimental Result 

The proposed algorithm runs on 3.07GHz Intel® Core™ i3 CPU Windows 7 Home 
Premium with 4GB RAM. Various 3D models are tested and shown in Figure 4 below.  

 

Fig. 4. Result of the 3D models to be tested using the proposed algorithm 
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(b) 

Fig. 5. The three segmented models on the left column are from Dennie et al.’s paper [5] and 
the segmented models on the right column are generated by the proposed method in this paper 

Of the hand model, it is noted that the segmented result does not occur exactly at 
the contour (the texture) of the model. This is because the constructed skeleton does 
not stop at the texture but to continue forming a smooth curve along the model. The 
rest of the models are well-segmented.   

5 Comparison and Analysis 

This paper compares the proposed method with skeleton-based hierarchical segmenta-
tion algorithm by Dennie et al. [5].  They manually identify critical points on the 
curve skeleton for segmenting the models. Figure 5 shows the comparison for three 
segmented models of Armadillo, Octopus and Dino. The segmented Armadillo’s body 
by Dennie et al. is a mixture of red, pink and yellow colors. This does not reflect a 
complete feature of a body. But the segmented Armadillo’s body by the proposed 
method shows more complete (entire cyan color) feature. Dennie et al.’s segmented 
octopus looks more solid than the proposed method. The center part of the segmented 
octopus by the proposed method shows extra green color. The segmented Dino model 
of the proposed method is finer than Dennie et al.’s method as there is extra seg-
mented color (green) at the butt of the Dino. 
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6 Conclusion 

This paper proposes segmenting the 3D point clouds skeleton without explicitly com-
putation of critical points for meaningful features. The skeleton constructed via Lap-
lacian-based contraction is precise though little user-input is required in order to pro-
duce more accurate result. In near future, this work can further be improved to com-
pletely run on automatic mode.     
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Abstract. This paper proposes a system that automatically calculates
the nutrients in recipes on the Web for users with little technical knowl-
edge of nutrition. This system collects cooking information from web
sites, identified ingredients, converted food quantities into grams and
calculated the nutrients in each recipe. In addition, the system analyzed
cooking procedures, such as boiling or roasting, and calculated the nu-
trients taking those into account. With this system, consumer who does
not have knowledge about nutrients can learn that information and easily
can understand nutrients of recipes.

Keywords: nutrient automatic calculation system.

1 Introduction

With the spread of the Internet and improvement of IT literacy, people are
increasingly searching for recipes online when they cook. In a recent survey[1],
44.4% of homemakers said they use recipes routinely; thus, it is anticipated that
use of recipe web sites will increase. ”COOKPAD” [3] is the largest recipe site
in Japan, in which users can search for and contribute recipes. The site contains
more than 1 million recipes so far. But,these recipes sites have problem that
they cannot get detailed nutrition information. Those that do, such as ”Bob &
Angie”[2], which displays the quantity of nutrients such as protein and fat, tend
to have a limited number of recipes. While there is a lot of software nowadays
for calculating recipe nutrition, users must input the quantity of food in grams
and select foods from lists, which is a big burden.

Therefore, in this paper we provide a system that automatically calculates
the nutrients in recipes on web sites, and consumer users can understand easily
nutrients of recipes.

2 An Automatic Nutrient Calculation System

2.1 System Overview

This paper explain the system flow in Figure 1.
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Fig. 1. System Overview

Table 1. Pantothenic acid in 100 grams of certain ingredients

Ingredient name Content Unit

Chicken, Liver - Raw 10.1 mg
Shiitake mushrooms - Dried 7.93 mg
Pork, Smoked Liver 7.28 mg
Pork, Liver - Raw 7.19 mg
Meat, Liver - Raw 6.4 mg

2.2 Databases Used in System

Here, ingredients refer to the food materials such as meat, dairy products, and
spices that make up a dish. This database contains information on the amount of
nutrients in an ingredient. We were able to collect such data for 1,861 ingredients
using a crawler that we developed. Each ingredient contains each nutrient in
different proportions and amounts. Table 1 shows the amount of pantothenic
acid in 100 grams of certain ingredients.

When the system converts the quantity of the ingredients into a gram, the
system refers to the gram conversion dictionary that we built. We built the gram
conversion dictionary using Digest version 5 correct food composition table[4]
and the 2001 national survey on nutrition food number list [5]. The gram con-
version dictionary now contains 1,930 cases. Table 2 shows a part of the gram
conversion dictionary. There are ingredient names and standard quantities in
this dictionary.

We can build the recipe database including nutrient information by imple-
menting this system. In the database, recipe name, ingredient name, quantity
(gram unit), and the quantity of the nutrient that the system calculated are
registered. Information about approximately 1 million recipes is registered now.
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Table 2. Part of Gram conversion dictionary

Ingredient name quantity

Burdock root - Raw 150g
Komatsuna leaves - Raw 255g
Radish roots, with skin - Raw 900g
Spinach leaves - Raw 270g
Eggplant fruit - Raw 72g

2.3 Concrete Method of Nutrient Calculation

The step after the acquisition of the recipe is identifying the ingredient name.
The system identifies an ingredient name by matching an ingredient name used
in a recipe and an ingredient registered in the ingredient nutrient database. The
system analyzes recipes by MeCab (the morphological analyzer software)[7].

The nutrient content greatly changes according to the cooking processes. In
the ingredient nutrient database, the quantity of each nutrient is registered sep-
arately when the ingredient is raw, boiled or broiled. The ingredient names
registered with the ingredient nutrient database include information on cooking
processing method. However, the existing system [8] does not consider cooking
processing when the system calculates the nutrients of a recipe. Therefore, this
paper analyze the cooking method in the recipe.

Table 3 shows examples of ”broccoli”, ”sponge gourd” and ”spinach” regis-
tered in the ingredient nutrient database. For example, ”spinach” is registered
as ”spinach, leaf - raw” and ”spinach, leaf -boiled” in the ingredient nutrient
database. ”Raw” is not cooked by heat processing.

This means that the quantity of nutrients for ”spinach” is different for each
cooking condition.

Table 3. Part of registration for cooking processing about ingredients

ingredientID ingredient name

6263 broccoli, inflorescence - raw
6264 broccoli, inflorescence - boiled
6265 sponge gourd, fruit - raw
6266 sponge gourd, fruit - boiled
6267 spinach, leaf - raw
6268 spinach, leaf - boiled

Although the recipes describe quantities of ingredients in different units, This
system changed all of them into grams. Words of ”half” in the recipeh converted
it to 1/2 of a gram (per foods) registered with a gram conversion dictionary. We
also calculated numbers such as 2 or 3 and 1-2 to the average between those
numbers. Our system assumes that a tablespoon equals 15 grams, a teaspoon
is equal to 5 grams, and the words a ”little” and an ”appropriate amount”
correspond to 10 grams of the ingredient material.
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3 Performance Evaluation of System

3.1 Performance Evaluation of Identifying Ingredient Name

Our system confirms precision of identifying an ingredient name(Figure 1) in
the nutrient calculation process. Evaluation was done on 100 recipes, which are
registered in the recipe database. 628 ingredients were contained in 100 recipes.
Our system compared the results of our system to the results we checked manu-
ally. Our system was able to identify 596 of them correctly. Our system was not
able to identify 32 of them correctly. Even though this system could not identify
some of the ingredients, it could have been the result of typographical errors.
The other ingredients were simply not registered ingredient nutrient database to
system.

3.2 Performance Evaluation of Reflection of Cooking Processing

Our system confirm whether the system reflects the processing method of cooking
such as hbroilh, hstewh, h boilh and hrawh. Evaluation was done on 20 ingre-
dients for each cooking processing. Ingredients that determined by this system
compared by a dietitian. the results is the following table 4.

Table 4. System succeeded in identifying

Cooking process Number of Identify %

Boil 15 75
broil 20 100
stew 18g 90
raw 65 65

This system was able to reflect the cooking process at a high rate. But, there
were some cases that were incorrectly determined as ”raw”. System sometimes
erroneously determined the processing method.

3.3 Performance Evaluation of Conversion to Grams of the
Quantity of Ingredient

Our system confirmed the precision of conversion to grams of the quantity of
the ingredient. System checked the result of changing into grams by using it to
analyze the 596 ingredients shown above. System was able to identify 512 of
them correctly. System succeeded in identifying 86%. Our system was able to
convert into grams the amount of ingredient at a relatively high rate. However,
system was not able to convert units correctly in some cases. These are cases in
which the unit of the recipe is not registered in the gram conversion dictionary,
a quantity is not noted, etc. In the future, this system must expand the gram
conversion dictionary.
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3.4 Performance Evaluation of Calculation of the Nutrients of the
Recipe

This paper evaluated the effectiveness of this system when it calculated the
amount of nutrients in a dish (recipe). The system first had to identify the ingre-
dients, next calculate the amount of each ingredient, and then use the ingredient
nutrient table to calculate the amount of nutrients in each ingredient. Evaluation
was done on 100 dishes. This paper compared the results of our system to the
results of the existing system [8]. We used data on nutrients calculated on 100
recipes by experts. Figure 2 shows the result that compare recipe and nutrient
with on respectively 100 recipes.

(1) Error of calculation result of nutrients by experts and calculation results of
this system

In Figures 2, we can see that the gray bar graph rises generally. This means
that our system can calculate a nutrient with higher precision than the existing
system [8].

Fig. 2. Comparison result for each recipe
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4 Conclusion and Future Work

In this paper, we described a system that automatically calculates the nutrients
in recipes on web sites. For the system to do so, it first collects information on the
recipe from the web site, identifies ingredients, converts quantities into grams,
and calculates the nutrients of each ingredient. In addition, the system analyzes
cooking procedure and calculates the nutrients of the ingredients according to
such methods as ”boil” or ”bake”. Our system can calculate the nutrients in-
cluded in a large quantity of recipes on the Web automatically.

In the future,this system need to increasing the scope of the ingredient nutrient
database and gram conversion dictionary for supporting various ingredients and
quantities in recipe.
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Abstract. Manifold learning algorithms have been proved to be effec-
tive in pattern recognition, image analysis and data mining etc. The local
tangent space alignment (LTSA) algorithm is a representative manifold
learning method for dimension reduction. However, datasets cannot pre-
serve their original features very well after dimension reduction by LTSA,
due to the deficiency of local subspace construction in LTSA, especially
when data dimensionality is large. To solve this problem, a novel sub-
space manifold learning algorithm called feature space alignment learn-
ing (FSAL in short) is proposed in this paper. In this algorithm, we
employ candid covariance-free independent principal component analy-
sis (CCIPCA) as a preprocessing step. Experiments over artificial and
real datasets validate the effectiveness of the proposed method.

Keywords: Manifold learning, dimension reduction, incremental tan-
gent space.

1 Introduction

In many intelligent data analysis areas such as pattern recognition, machine
learning and data mining etc., feature reduction is a crucial preprocessing step
that transforms a dataset from its original dimensional space to a lower dimen-
sional space, while trying to retain the dataset’s major characteristics. Principal
component analysis (PCA) [1] is a widely used feature reduction method, which
includes non-incremental PCA and incremental PCA (IPCA). Non-incremental
PCA needs to compute covariance matrix by eigenvalue decomposition (EVD)
to get the eigenvectors. When data dimensionality is large, the computation of
covariance matrix and eigenvalue decomposition is very time-consuming. The
candid covariance-free IPCA (CCIPCA) algorithm [6] was proposed as an incre-
mental PCA method, which obtains the principal components without comput-
ing the covariance matrix. So it is very efficient. However, as a linear dimension
reduction method, CCIPCA cannot detect the nonlinear structures in datasets.

Manifold learning is a type of effective dimension reduction method, which
has been investigated extensively in the fields of machine learning, pattern recog-
nition abd computer vision etc. Typical manifold learning algorithms include
isometric feature mapping (ISOMAP) [2], locally linear embedding (LLE) [3],
Laplacian eigenmaps (LE) [4] and local tangent space alignment (LTSA) [5].
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Though these algorithms above have been widely applied, they have various in-
herent deficiencies. Each algorithm can preserve only certain characteristics of
the underlying dataset. For example, the LTSA algorithm constructs a local tan-
gent space for each data point and obtains the global low-dimensional embedding
coordinates through affine transformation of the local tangent spaces. LTSA uses
PCA to construct local subspace, which has some problems. On the one hand,
when being applied to pattern recognition, the recognition accuracy decreases
rapidly as data dimensionality increases. On the other hand, the order of the ma-
trix used for eigen-decomposition is equal to the samples’ number, which makes
it sensitive to nearest neighborhood choice. These problems degrade its perfor-
mance in many applications. Min et al. [7] proved that the local tangent space
can be represented by the eigenvectors of samples’ covariance matrix. Therefore,
the problem of constructing local tangent space can be transformed to a local
principal component analysis problem. This inspires us to find the local principal
components of a dataset using the idea of CCIPCA.

This paper proposes a new manifold learning algorithm to improve the LTSA
algorithm, which is called feature space alignment learning, FSAL in short. The
new algorithm need not compute the local covariance matrices of data points
and thus solves the large-scale matrix eigen-decomposition problem in LTSA.
The basic idea is first to use incremental principal components analysis as a
preprocessing step, and then to re-construct the local feature space that is com-
posed of the computed principal eigenvectors, through eigen-decomposition and
singular value decomposition. Experiments on face datasets show that the new
method performs well when sample datasets are large and data dimensionality
is high, and it is not impacted by the choice of neighbors.

2 Feature Space Alignment Learning

The proposed feature space alignment learning (FSAL) method exploits the idea
of CCIPCA to avoid constructing and re-computing the covariance matrix of a
dataset to obtain the coordinates of points in the neighborhood constructed in
the local feature space. Here, we present the details of the FSAL method.

2.1 Preprocessing

For N data points x1, x2, ..., xN ⊂ Rm, we want to compute the dominated

eigenvectors. We first construct the m×m covariance matrix A = 1
N

N∑
i=1

xix
T
i .

Let v be the eigenvector of A. If we define wj=xix
T
i vj , then Av = 1

N

N∑
i=1

xix
T
i vj

can be regarded as the mean of wj , where vj is the j-th estimation of v.
According to the statistical efficiency theory mentioned in [6], the mean of

wj , w = 1
N

N∑
j=1

wj is the efficient estimation of xix
T
i vj with a known standard
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deviation. Based on the stochastic gradient ascent (SGA) algorithm proposed
by Oja & Karhunen [8,9], we can obtain the estimate of wj in each step.

Let uj denote the j−th estimate of Av. Then we can lead to an incremental

formula of uj , uj =
1
N

N∑
i=1

xix
T
i

uj−1

||uj−1|| .

According to SGA, uj can be written as the following recursive form:

uj = w1uj−1 + w2xix
T
i

uj−1

||uj−1||
(1)

Where w1 and w2 are the weights of the last estimate and the new data point
respectively. While w2 is the learning rate which plays a part in the gradient
method mentioned in SGA, suggested to be 1

N in [6], which can accomplish the

statistical efficiency. So w1 can be set as 1 − w2 = N−1
N . Because the manual

tuning of the learning rate is impractical for on-line learning condition, an im-
provement using an amnesic factor l for the rate is mentioned in [6], to make
w1 smaller. Some “noise” arise in early estimation stage can be kept off and the
estimation of (1) can be sped up. Then we get the improved estimate procedure
as follows,

uj =
N − 1− l

N
uj−1 +

1 + l

N
xix

T
i

uj−1

||uj−1||
(2)

To evaluate the next order eigenvector, Weng et al subtract the first component’s
projection from the data before computing the next component, which is similar
with GHA (generalized Hebbian algorithm) [10]. GHA is a model of Linear feed-
forward neural network belonging to unsupervised learning algorithm which is
mainly used in PCA. Combining Oja’s theory and GHA, there forms the learning
rule,

xj+1
i = xji − (xji )

T uj
||uj ||

uj
||uj ||

(3)

So the computation of the next order eigenvector is in the complementary space
of uj , for the eigenvectors are orthogonal to each other. This is also the reason
we use the preprocess step to construct the feature space of sample points consist
of principal eigenvectors.

2.2 Constructing Alignment Matrix Using Dominated Eigenvectors

Now we consider how to construct the low dimensional(d,d < m) coordinates in
the feature space obtained above. For j = 1, ..., k, determine k nearest neighbors
uij of each eigenvectors ui after preprocessing step. Let Ui = [ui1 , · · · , uik ] be
the matrix composed by its k nearest neighbors including itself.

The dataset of principal eigenvectors are assumed to be sampled from a d di-
mensional affine subspace, the orthonormal basis of the affine subspace compose
matrix can be written as U =WA+ E in matrix form.
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By minimizing the cost function: min ||E|| = min
W

||U −WA||F , we can get

orthonormal basis W to learn the manifold of the affine subspace, where || · ||F
indicates the matrixs Frobenius norm. Implement eigen-decomposition of matrix
UT
i Ui and the first largest d eigenvectors construct the optimal solution.
Now we construct matrix B = ViV

T
i and extract its feature, where Vi is d

eigenvectors corresponding to d largest eigenvalues of UT
i Ui. The feature ex-

traction problem can be solved by singular value decomposition (SVD) on B.
Compute d smallest unit eigenvectors q1, ..., qd of matrix B.

2.3 Calculating Low Dimensional Coordinates

Motivated by Zhang and Zha’s work in LTSA [5], we suppose Yi to compose or-
thonormal basis forming the feature space spanned by the principal eigenvectors
qi. To construct the low dimensional geometry in the feature space, we minimize
the reconstruction error Ei as follows, where Ti = [ti1 , ..., tik ] is optimal low di-
mensional coordinates the matrix based on the obtained coordinates Qi in the
feature space spanned by the principal components of B.

min
Ti

||Ei||2F = min
Ti

||Ti(I −
1

k
eeT )− YiQi||2F = Tr(TiRiR

T
i T

T
i ) (4)

Where Ri = (I − 1
k ee

T )(I − QT
i Qi). On the basis of Zhang’s theory [5], the

eigenvector matrix [t2, ..., td+1] composed by the d eigenvectors of RiR
T
i corre-

sponding to the 2nd to d + 1st smallest eigenvalues corresponds to the optimal
low dimensional coordinates to minimize ||Ei||2F .

3 Performance Evaluation

We use prevalent real-life datasets to test the effectiveness of the proposed ap-
proach in dimension reduction, classification and clustering, and compare it with
some existing related algorithms.

3.1 Results on the ORL Face Dataset

The ORL face dataset [11] contains 400 face images of 40 persons with different
poses and expressions. Each person has 10 images with 64*64 pixels. We first
use three different algorithms FSAL, LE and LTSA to get low dimensional re-
sults(here we set 2 dimension) of ORL face image dataset. Then classify them
using k nearest neighbors algorithm (kNN) as the classifier to compare their
classification accuracy respectively.

10 images from one individual are selected for testing while the rest ones
are training set. The individuals are randomly selected for 10 times and the
number of the nearest neighbors k is set to 8. When methods like LE and LLE
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use all the samples’ adjacent information to extract features, LTSA uses only
part of samples’ adjacent information like local tangent space to get probable
distribution of original manifold. While FSAL extracts principal features of the
space of original manifold firstly, then utilizes alignment method in k nearest
neighborhood of each principal eigenvectors to construct the low dimensional
coordinates. Results in Fig. 1 denote that our algorithm’s classification accuracy
is better than other algorithms on all 10 testing sets.

Now we display clustering effect on the same dimensional reduction results.
Here we choose K-means as clustering method and set K=6. The algorithms’
clustering result curves along the changing of neighborhood parameter k are
shown in Fig. 1. The algorithm proposed has better performance of clustering
effect than other algorithms for different k.

Fig. 1. A. Accuracy results of kNN classification after dimensional reduction on 10
testing sets;B. Accuracy results of K-means clustering after dimensional reduction on
different neighborhood parameter k

3.2 Results on the Frey Face Dataset

In this part, we choose Frey Face image dataset [11] as dataset, which contains
large quantity of images of one individual with different poses and expressions.
Each image is a picture of 560 pixels. We take six hundred images as the training
samples and randomly select ten images from remaining part for testing in this
scheme.

Fig. 2 shows the classification accuracy rates of various algorithms on 1st to
10th testing sets, representing that FSAL’s performance is generally better than
other algorithms on first 10 testing sets. Without loss of generality, we perform
a second experiment of classification on the other group of testing sets. From
the graph we can find that FSAL has better performance on classification effect
in a large scale.

As mentioned previously, the good dimension reduction result will be the key
factor of following operations to obtain good results. So the proposed algorithm
FSAL can play an important role in many practical applications such as Data
Mining, Image Processing, Intelligent Information Processing and so on.
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Fig. 2. A. Accuracy results of kNN Classification after dimensional reduction on first
10 testing sets;B. Accuracy results on next 10 testing sets

4 Conclusion

This paper presents a new manifold learning algorithm named FSAL. The exper-
iments show the improved recognition accuracy and dimension reduction ability
after dimension reduction. It is noticeable that FSAL’s properties will not be
affected by the number of the nearest neighbors, k. Meanwhile when the num-
ber and dimension of dataset are high our algorithm still preserve the geometric
property of the nonlinear manifold exactly. It should be indicated that FSAL
provides higher accuracies with a reasonable computational cost.
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Abstract. Evolutionary multi-objective optimization (EMO) has gained popu-
larity and it has been successfully applied in several research areas. Based on 
the literature review conducted, EMO approach has not been applied in any Go 
game application. In this study, artificial neural networks (ANNs) are evolved 
with an EMO algorithm, Pareto Archived Evolution Strategies (PAES) for 
computer player to learn and play the 7x7 board Go game against GNU Go. In 
this study, two conflicting objectives are investigated: first, maximize the abili-
ty of neural player to play the Go game and second, minimize the complexity of 
the ANN by reducing the hidden units. Several comparative empirical experi-
ments were conducted that showed EMO which optimize two distinct and con-
flicting objectives outperformed the single-objective (SO) optimization which 
only optimized the first objective with no pressure selection on the second  
objective. 

Keywords: artificial intelligence, evolutionary multi-objective optimization, 
single-objective optimization, artificial neural networks, computer go. 

1 Introduction 

Evolutionary algorithms (EAs) become a popular optimization approach to handle 
real life (multiple conflicting objectives) problems because of its ability of popula-
tion-based stochastic search methods and apply the principle of survival of the fittest 
to produce a set of Pareto optimal solutions [2-4],[14]. This type of algorithm is called 
multi-objective evolutionary algorithms (MOEAs). Since the research area of MOEAs 
are continue to advance and a tremendous amount of researches have been done, now 
it known as EMO [4].  

Board games have been the focus as the test-bed for new approaches of artificial 
intelligence (AI) in recent year [5],[6],[8-13],[15-17]. Many board games like 8x8 
Hex board game, 6x6 Lines of Actions (LOA), Chess, Backgammon, Checkers, 
Othello, Tic-Tac-Toc have been solved or even beat the human best player 
[1],[9],[15],[16]. Unfortunately, Go game is different. Go is ancient, hard, complex 
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board game and difficult for computer to master it. Currently, Go human expert can 
consistently beat the strongest computer Go program without any handicap [12],[15-
17]. AI researchers faced many challenges in building strong Go game playing com-
puter program. These because of the obscure and dynamic changes of its blocks form 
by the stones in playing games and the branching factors (number of possible moves) 
also larger than others board games. Instead, current Go programming systems still 
difficult to evaluate the Go game board position and hence cause its progress to re-
main elusive [1],[9-11],[17]. 

Most board games have been solved using search-based approaches which in-
cluded 5x5 board Go game [15],[16]. Van der Werf (2009) stated that the largest 
square Go board which has computer proof is 5x5 board and for other larger rectangu-
lar board like 4x7, 3x8, 5x6, only the human solutions are published. Variety machine 
learning approaches which involve supervised learning and Temporal Difference 
Learning (TDL) incorporate with ANN to teach and train the computer player to play 
the Go game have been reported and shown have some degree of success 
[1],[5],[6],[8],[10-13],[17]. Besides, many of them start the learning process from 
small board before go deep into the advanced strategies in larger board size 
[6],[15],[16]. However, practically all of the reported studies rely on SO EAs to con-
duct this artificial evolution process; multi-objective optimization has not been ap-
plied yet in any Go application. Therefore in this study, the main motivation is to fill 
some of these gaps in the literature as well as to explore previously untested areas of 
application for Go game. This study used EMO as an approach and evolved with 
ANNs which act as a Go game player to play 7x7 board Go game and compare the 
performance between EMO approach and SO optimization approach. 

2 Fitness Functions 

The fitness function (1) is used by Stanley (2004). It selected and used in this study 
because GNU Go game engine is used and it able to estimate the score for every 
move of the game and this makes the fitness calculation more accurate and hence, the 
quality of play throughout the game is thereby considered. In (1), ei is the estimated 
score on move i, n is the number of moves before the final move, and ef is the final 
score. This fitness equation weights the mean of the estimated score twice as much as 
the final score, which emphasizes the performance over the course of the whole game 
over the final position. Since GNU Go returns positive scores for White, they must be 
subtracted from 100 to correlate higher fitness with greater success for Black. The 
means of the estimated score as well as the final score will be negative for Black since 
the positive score is for White. Besides that, this experimental setting fixed that at the 
end of each game, at least one quarter of the game board must be filled by the stones 
of both players and these will cause larger values of the mean of the estimated score 
to be calculated. Therefore if Black wins the game, the fitness scores in (1) will ex-
ceed 110. For (2), hi is the number of hidden units in the ANN. It will be evolved and 
minimized during evolution. 
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 100 ∑                                                     (1) 

 ∑                                      (2) 

3 Experimental Setup 

GNU Go version 3.6’s game engine is used and acted as the opponent of the neural 
players. GNU Go is playing White while the neural players are playing Black where 
komi 6.5 is given to White. The Japanese scoring system is used. Level 10 is used in 
GNU Go and the seed values will be change in every new game. This will cause the 
GNU Go to become partially stochastic and give the implication that the neural play-
ers always learn to play Go game against different opponents. All the experiments are 
run in ACSII mode in order to reduce the computational cost. 

A simple three layered feed-forward ANN is used and all games are conducted on 
a 7x7 board. The structure of the ANN is composed of 49 inputs which are the current 
board positions on a 7x7 board. The board situation is encoded to an integer for each 
intersection, empty = 0, white = 1 and black = 2, which will fed into the input layer of 
ANN. The structure of the ANN is composed of 50 output neurons which will decide 
the next move for Black, representing every possible playing position on a 7x7 board 
plus a pass move. The highest output activation value will indicate the position on the 
board that the Black will choose to move on. If the highest output activation value 
indicates an invalid position on the board, the second highest output activation value 
will be selected instead, and so on. All neurons employ the sigmoid activation func-
tion. The maximum number of generations is 5000.  

There are three investigated experimental setups in this study. First, using fixed 
number of hidden units (set to 100) in the ANN and evolved with (1+1) Evolution 
Strategies (ES) and optimize the Go fitness score in (1) only (SO). Second, using 
variable hidden units in the ANN and evolved with (1+1) ES and optimize the Go 
fitness score in (1) only (SO). Initially, the numbers of hidden units is set to 100. The 
binary number for the hidden units represents a switch to turn a hidden unit on or off. 
Hidden units will be evolved using a bit-wise mutator from 1 to 100. Third, optimize 
the fitness score in (1) as well as minimize the hidden units in the ANN (multi-
objective). ANN is evolved with the (1+1) PAES and the setting is same as second 
one but the hidden units will be minimized during evolution using (2). ES is used in 
the first and second experimental setups because they involve SO optimization of the 
fitness score only. For the third experimental setting, PAES is used because an arc-
hive is needed in ES, which is used to store all the Pareto solutions since it involves 
multi-objective optimization that results in more than one optimal solution.  

There are two types of metrics used for the performance evaluation due to two  
different experimental analysis involved in this study: (1) evolution analysis, and 
(2) testing evaluation. The evolution analysis involves best fitness score, average 
fitness scores, number of hidden units in ANN and standard deviation. To obtain more 
accuracy and consistency results in this research, ten runs for each mutation rate rang-
ing from 0.1 to 0.9 will be carried out. Testing evaluation should be conducted if the 
environment setting in the evolution process is noisy. In this study, the playing Go 



804 K.B. Tan et al. 

 

board is a noisy environment because of the position of the stones on the board will 
be change frequently. For SO optimization setting, the network which obtained high-
est fitness score will be selected and tested. For multi-objective optimization setting, 
the networks selected for testing is the solution obtained highest fitness score and 
consists of the least hidden units in the ANN. All the selected networks had been 
tested for ten times in this study. 

4 Results and Discussion 

The evolution analysis and the testing evaluation using SO and EMO approaches 
respectively have been shown in Fig. 1.  
     
  The training results obtained using fixed   The training results obtained using variable 
  number of hidden units in ANN.         number of hidden units in ANN. 

Mu-
tation 
Rate 

Best 
Fitness 
Score 

Hidden 
Units 

Average 
Fitness 
Score 

Standard 
Devia-

tion 

0.1 98 57 67.2 12.73 
0.2 90 46 62.1 14.09 
0.3 72 42 59.5 10.74 
0.4 92 56 62.1 13.38 
0.5 64 57 56.7 6.98 
0.6 65 52 56.9 5.70 
0.7 63 54 51.6 8.41 
0.8 70 54 50.7 12.20 
0.9 69 42 53.4 7.24 

 
  The training results obtained using     The testing results of highest fitness  
  EMO approach.   score network using fixed number of 

hidden units, variable number of  
hidden units and EMO approaches. 

Mutation 
Rate 

Best 
Fitness 
Score 

Hid-
den 

Units 

Success
ful Runs 

(%) 

Final 
Game 
Score 

0.3 
(Fixed HN)

202 100 10 B+32.5 

0.1 
(Variable 

HN)

98 57 0 W+7.5 

0.8 
(EMO)

172 53 100 B+38.5 

0.9 
(EMO)

164 60 100 B+22.5 

Fig. 1. Evolution analysis and testing evaluation 

Successful runs mean the evolved networks can beat the GNU Go 3.6 in 7x7 board 
Go game. The first character in final game score means the winner, B=Black and 
W=White and followed by score which is the total territories obtained plus the komi 
value. The experimental results shows that the percentage of the neural player either 

Mu-
tation 
Rate 

Best 
Fitness 
Score 

Hidden 
Units 

Average 
Fitness 
Score 

Standard 
Devia-

tion 

 0.1 76 100 58.9 11.19 
0.2 87 100 76.3 8.03 
0.3 202 100 77.8 44.79 
0.4 80 100 66.4 7.78 
0.5 89 100 69.7 8.59 
0.6 71 100 64.5 5.58 
0.7 86 100 64.4 8.73 
0.8 84 100 64.6 8.69 
0.9 78 100 65.7 7.70 

Mu-
tation 
Rate 

Best 
Fitness 
Score 

Hidden 
Units 

Average 
Fitness 
Score 

Standard 
Devia-

tion 

0.1 62 51 48.0 6.65 
0.2 70 37 51.8 8.87 
0.3 60 44 47.2 10.73 
0.4 64 56 49.5 8.83 
0.5 60 45 42.3 11.21 
0.6 66 50 41.9 10.31 
0.7 58 43 38.0 13.82 
0.8 172 53 42.1 46.96 
0.9 164 60 50.7 40.93 
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using SO optimization or EMO approaches to beat the GNU Go 3.6 in 7x7 board size 
is very low. The highest fitness score obtained among all the repeated runs is 202 and 
was obtained from the fixed number of hidden unit architecture with 0.3 mutation rate 
used in ES. This architecture can obtain high fitness score because of it only con-
cerned single objective which maximize the playing fitness score only. Furthermore, 
it only can beat the GNU Go once among and the hidden units used in ANN are 100. 

For variable number of hidden units architecture, no single run can beat the GNU 
Go in 7x7 board. The highest fitness score obtained is only 98 and the hidden units 
used are 57 with 0.1 mutation rate used in ES. Second and third highest fitness scores 
among all the repeated runs obtained in EMO approach system. The fitness scores 
obtained are 172 and 164 and the number of hidden units of the ANNs was also re-
duced from 100 to 53 and 60 respectively. The experimental results also significantly 
show that using large mutation rates in EMO algorithm can generate good Go playing 
strategies and even beat the GNU Go in 7x7 board game. The complexity of the 
ANNs was successfully and significantly minimized from 100 hidden units to only 53 
hidden units and still provided very good playing abilities. 

Only 10% of the successful run obtained by the evolved network which using 0.3 
mutation rate in ES and using SO optimization approach in testing evaluation. Black 
able to win the GNU Go 32.5 point in 7x7 board game. On the other hand, the percen-
tage of both networks using EMO approach to beat GNU Go in 7x7 board games is 
100%. 6 final game points different between the networks using SO optimization 
which using 0.3 mutation rate in ES and the network using EMO approach and ob-
tained 38.5 final game points.   This performance is surprisingly good which mean 
that using 0.8 mutation rate in (1+1) PAES which consists of 53 hidden units is able 
to generate good Go game strategies and frequently win the level 10 GNU Go in 7x7 
board. 

This study shows that ANNs evolved with an EMO algorithm in the form of the 
PAES is able to generate good Go playing strategies and can beat GNU Go on 7x7 Go 
board. The testing results have proven that EMO that utilizes two conflicting fitness 
function that are maximizing the fitness score and minimizing the complexity of ANN 
outperforms the single-objective optimization systems and illustrates using multi-
objective optimization is better than SO optimization approaches in machine learning. 
As for the future works, co-evolution approach and incremental evolution concept 
may perform well in larger Go board game using the further refine fitness functions. 
Besides, the neural player should play the Go game with other competitive computer 
Go to learn new Go playing strategies in various board sizes as well.  
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Abstract. Mining frequent itemsets can often generate a large number of fre-
quent itemsets. Recent studies proposed mining itemset with the different types 
of constraint. The paper is to mine frequent itemsets, where a one: does not con-
tain any item of C0  or contains at least one item of C0. The set of all those ones 
is partitioned into equivalence classes. Without loss of generality, we only in-
vestigate each class independently. One class is represented by a frequent 
closed set L and splits into two disjoint sub-classes. The first contains frequent 
itemsets that do not contain any item of C0. It is generated from the correspond-
ing generators. The second includes in two subsets of the frequent itemsets 
coming from the generators containing in C0, and the ones obtained by connect-
ing each non-empty subset of L∩C0 with each element of the first. 

Keywords: Closed itemsets, frequent itemsets, dualistic, constraints, generators. 

1 Introduction 

First introduced and researched by Agrawal et al. [1] in 1993, mining frequent itemsets 
has been become one of the important problems in data mining. As usual, users are only 
interested in frequent itemsets that satisfy given constraints. The problem has been re-
ceiving attentions of many researchers [3, 4, 5, 7]. Let us consider searching documents 
in the Internet. The databases for obtaining them are usually saved into the tables. Each 
row in a table contains keywords appeared in a document. Assume that, a new user U 
wants to touch in the document D. Thus, U needs to know some keywords according to 
D. It is difficult to U, in the meaning that, U can get the set C of all keywords related to 
the subject that D belongs to, but he can not to know the keywords containing in D. 
Hence, the important task is to determine keyword sets containing in C. Those sets help 
the users to touch in documents quickly. For a transaction database T included in the set 
A of all items, let AF be the set of all frequent ones. The paper focuses on the following 
problem: Given a constraint C (C⊆AF), mine frequent itemsets (keyword sets) whose 

items are in C (Cons1) ?”. They do not contain any item of the complement set C0 of C 
(C0 := A \C). On the extension, we consider its dualistic problem: Generate frequent 

itemsets L’ such that L’ contains at least one item of C0 (Cons2). For example, users 
need to know frequent keyword sets based on a few given keywords. They can lead 
users quickly to the desired documents. 
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Solving these two problems by the algorithms of mining directly frequent itemsets 
such as Eclat [10], Apriori [1], etc is not suitable because minimum support and con-
straint often change (see [2] for details). Recently, in [2], we proposed the suitable 
model for mining frequent itemsets restricted on constraint. It can be applied to mine 
frequent itemsets with above dualistic constraints. Let us consider the class 
represented by frequent closed itemset L. For mining itemsets with Cons2, we split it 
into two parts. The first contains the ones generated from the generators that each of 
them contains at least one item of C0. The other includes in the ones created by con-
necting each frequent itemset that does not contain any item of C0 and each non-
empty subset of L∩C0. The paper is organized as follows. Section 2 recalls some 
concepts of frequent itemset mining. Section 3 proposes the ways to generate non-
repeatedly all frequent itemsets with dualistic constraints. Experimental results and 
the conclusion are shown in Sections 4 and 5. 

2 Preliminaries 

Given non-empty set O containing transactions. Let A be the set of items that are in 
transactions and R a binary relation on OxA. Consider two functions: λ: 2O→2A, ρ: 
2A→2O defined as follows: ∀A⊆A, O⊆O: λ(O) = {a ∈ A | (o ,a) ∈ R, ∀ o ∈ O}, ρ(A) 

= {o ∈ O | (o, a) ∈ R, ∀ a ∈ A}. Assign that h = λ o ρ, h(A) are called the closure of 
A. A is called a closed set [12] if h(A) = A. A set of items containing at least one 
transaction is called an itemset. For itemset S, supp(S):=|ρ(S)| / |O| is called the sup-
port of S. Let s0 ∈ (0; 1] be minimum support, S is frequent iff supp(S) ≥ s0 [1]. Let 
FS and FCS be respectively the classes of all frequent itemsets and all frequent closed 
itemsets. For G, A: ∅≠G⊆A⊆A, G is called a generator [6] of A if h(G)=h(A) and 
(∀G’: ∅≠G’⊂G  h(G’)⊂ h(G)). Since the cardinality of the class of all generators 
of A is finite, they can be numbered as follows: G(A) = {Ai, i∈{1, 2, …, |G(A)|}}. 

3 Mining Frequent Itemsets with Dualistic Constraints 

Theorem 1 [8] (A partition of FS).        [ ]
∈

= 
L FCS

LFS . 

Each class contains frequent itemsets of the same closure L. Without loss of generali-
ty, it only needs to exploit independently mining frequent itemsets with the dualistic 
constraints in each class. Afterwards, we write L ∈ FCS simply L. 

Definition 1. The set of the elements in [L] “containing in C” (Cons1) and the set of 
the ones “involved with C0” (Cons2) are defined as follows: 

FSC(L) = {L’ ∈ [L] | L’ ∩ C0  = ∅},   FS∩C0(L) = {L’ ∈ [L] | L’ ∩ C0 ≠ ∅}. 
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Theorem 2 (Structure of Each Equivalence Class). Let us denote “+” as the union 
of two disjoint sets, we have:  

[L] = FSC(L) + FS∩C0(L). 

Definition 2. The set of generators Li containing in C and its complement on G(L) 
containing the generators involved with C0 are defined in the following:  

GC(L) = {G ∈ G (L) | G ∩ C0 = ∅},   G¬C(L) = {G ∈ G (L) | G ∩ C0  ≠ ∅}. 

Let N be the cardinality of G(L). All n generators of L in GC(L) are numbered as L1, 
L2, .., Ln. The ones in G¬C(L) are Ln+1, Ln+2, .., LN. 

3.1 Generating Non-repeatedly Frequent Itemsets Containing in C 

Using GEN-ITEMSETS [2], we derive the class [L]. For each L’∈[L], we test 
“L’∩C0  = ∅ ?”. The ones passed are in FSC(L). This way is simple (MFS-CC-
SIMPLE is the corresponding algorithm). However, when the cardinality of [L] is big, 
and the one of FSC(L) is small, it runs slowly. How to generate directly the elements 
of FSC(L)? Based on propositions 2 and 3 in [2], we can do it quickly. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. The algorithm MFS-CC for mining frequent itemsets containing in C 

Table 1. Database T 

Trans Items Trans Items 
1 aceg 5 aceg 
2 acfh 6 bceg 
3 adfh 7 acfh 
4 bceg   

MFS-CC (L, G(L)): 
1.    NewGL = CLASSIFY-GENERATORS (L, G(L), out  n, out  N) 
2.    return  Sub-MFS-CC (L, NewGL, n)   // FS C (L) 

 
Sub-MFS-CC (L, NewGL, n): 

3.   FSC(L) = ∅  and U
i

i
L (L)

LX
C

∈
= 

G
and  X_ = (L∩C)\XU 

4.   for (i=1; i <= n; i++) do 
5.          XU,i = XU\Li;  // Li∈G

C
(L) 

6.          for all  X’i ⊆ XU,i  do  
7.                 IsDuplicate = false 
8.                 for (k=1; k<i; k++) do 
9.                        if  Xk ⊂ Xi+X’i  then   IsDuplicate = true and break 
10.               if  not(IsDuplicate) then 
11.                    for all  X~ ⊆ X_  do   FS

C
(L).add(Xi+X’i+X~) 

12.  return  FSC(L) 
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Example 1. Consider database T in Table 1. Fix now s0 = 2/7, using Charm-L [11] 
and MinimalGenerators [9], we have the frequent closed itemset L=aceg together 

G(L) = {ae, ag}. With C0 = cfh. Then, C = AF \ C0 = abcefgh \ cfh = abeg. From  

definition 2, GC(L) = {GC,1=ae, GC,2=ag}. Using MFS-CC, XU = aeg, XU,1 = g, XU,2 = 
e, X_ = (L∩abeg)\ XU = ∅. For GC,1, we have: ae+∅, ae+g ∈ FSC(aceg). For GC,2: 
ag+∅ ∈ FSC(aceg) (ag+e does not appear again). Thus, FSC(aceg) = {ae, aeg, ag}. 

3.2 Mining Frequent Itemsets Involved with C0 

Based on directly definition 1, we can obtain the algorithm MFS-IC-SIMPLE (by 
replacing “L’∩C0  = ∅” in MFS-CC-SIMPLE by “L’∩C0  ≠ ∅”) for mining the class 
of frequent itemsets involved with C0. However, it works slowly. So, how to generate 
quickly elements of FS∩C0(L)? We could assume that L∩C0 ≠ ∅ (conversely, 

FS∩C0(L) = ∅). We split FS∩C0(L) into two parts. The first one FS+
C(L) contains fre-

quent itemsets created by adding each non-empty subset of L∩C0 into each frequent 
itemset containing in C. We have:  

FS+
C(L) = FSC(L) ⊕  (2L∩Co\{∅}), 

where: the “sum” operator ⊕ of X and Y (X, Y ⊆ 2A\{∅}) is defined: X⊕Y = {A+B: 

∅ ≠ A ∈ X, ∅ ≠ B ∈ Y}. Using the generators involved with C0, we generate the fre-

quent itemsets involved with it. For L ∈ FCS, LU

i
i

L (L)
L

G∈
=  , Lk ∈ G¬C(L), LU,k = 

LU \ Lk, L_ = L \ LU,  let assign  

FS¬C(L) = {Lk+ L’k+ L~: Lk ∈ G¬C(L), L’k ⊆ LU,k, L~ ⊆ L_ 

and (Lj ⊄ Lk+ L’k , Lj ∈ G (L), ∀j: 1≤j<k)}. 

Theorem 3 (Structure of the Set of Frequent Itemsets Involved with C0). For L ∈  

FCS: FS∩C0(L) = FS+
C (L) + FS¬C(L). 

Proof: It is easy to see that FS+
C (L) and FS¬C(L) are two disjoint subsets of 

FS∩C0(L). Then, let us prove that: FS∩C0(L) ⊆ FS+
C (L) + FS¬C(L). Denoted that LU

i
i

L (L)
L

C
∈

= 
G , LU,C,i := LU,C\Li, L_,C := (L∩C)\LU,C. ∀L’= Lk+ L’k+ L~ ∈FS∩Co(L), 

Lk∈G(L), L’k⊆LU,k, L~⊆L_ and L’∩C0≠∅, consider two cases: [Case 1] If 
Lk∈GC(L), then (L’k+L~)∩C0≠∅. Let us call L’’k = L’k∩LU, T ⊆ LU,C,k, L’’’k = 
(L’k\LU,C)∩T ⊆ L_,C, L’’’’k = (L’k\LU,C)\T ⊆ L\T, L~T=L~∩T ⊆ L_,C, L~¬T=L~\T ⊆ 
L\T, so (L’’’k+L~T) ⊆ L_,C and ∅≠(L’’’’k+L~¬T)⊆L\T. Indeed, if (L’’’’k+L~¬T)=∅, 
L’’’’k = L~¬T = ∅. Then, L~⊆C0, L’k\LU,C⊆C0 and ∅≠(L’k+ L~)∩C0= L’k+L~ = 
L’’’’k+L~¬T = ∅: contradiction! Hence, L’=[Lk+L’’k+(L’’’k+L~T)]+(L’’’’k+L~¬T) ∈ 
FS+

C(L). [Case 2] If Lk∈G¬C(L), L’∈ FS¬C(L).   
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Example 2. Consider L=aceg, G(L)={ae, ag} and C0=e. So C=abcfgh. Thus, 

GC(L)={ag}. Since FSC(aceg)={ag, agc}, L∩C0=e, so FS+
C(L)={ag+e, agc+e}. 

Moreover, G¬C(L) = {ae}, LU = aeg, LU,1 = g and L_= c. Thus, 2L_ = {0, c}. Then 

FS¬C(L) = {ae, ae+c}. Hence, FS∩C0(L) = FS+
C(L) + FS¬C(L) = {ag+e, agc+e, ae, 

ae+c}. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The algorithm MFS-IC to mine frequent itemsets involved with C0 

4 Experimental Results 

The following experiments were performed on i5-2400 CPU, 3.10 GHz @ 3.09 GHz, 
3.16 GB RAM, running Windows. The algorithms were coded in C#. Four databases 
in FIMDR (http://fimi.cs.helsinki.fi/data/) are used during these experiments: Pumsb 
contains 49046 transactions, 7117 items (P, 49046, 7117); Mushroom (M), 8124, 119; 
Connect (C), 67557, 129; and Pumsb* (P*), 49046, 7117. 

We compare the running times of MFS-CC-SIMPLE with MFS-CC when mining 
frequent itemsets containing in C. For each pair of database (DB) and minimum sup-
port (MS), we consider the lengths of C ranging from 20% to 70% of |AF| (step 2%). 
For each one, 15 constraints are considered. We test 234 cases for each algorithm. 
Experiments showed that in almost cases, MINE-CC runs quickly than MFS-CC-
SIMPLE. We can save the amounts of the running time ranging from 88.7% to 
95.5%. 

MFS-IC (L, G(L)): 
1.   NewGL = CLASSIFY-GENERATORS (L, G(L), out  n, out  N) 
2.   FS+

C(L) = ∅  and  LC = L∩C0 

3.   if  LC ≠ ∅  then  
4.          FSC(L) = Sub-MFS-CC (L, G(L))  and  LC_Class = 2LC\{∅} 

6.          for all  L’ ∈ FSC(L)  do  
7.                for all  L’’’ ∈ FSC(L)  do  FS+

C(L).add (L’+L’’’) 

8.   FS¬C(L) = ∅  and  LU 

i
i

L (L)
L

G∈
=  and  L_ = L\LU; 

9.   for (k=n+1; k <= N; k++) do  
10.        LU,k = LU\Lk      // Lk∈G¬C(L) 

11.        for all  L’k  ⊆ LU,k  do 
12.                IsDuplicate = false 
13.                for  (j=1; j<k; j++)  do  
14.                       if  Lj ⊂ Lk+L’k  then   IsDuplicate = true  and  break 
15.                if  not(IsDuplicate)  then 
16.                     for all  L~ ⊆ L_  do    FS¬C(L).add(Lk+L’k+L~) 
17. return   FS+

C(L) + FS¬C(L) 
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Next, we compare the running time of MFS-IC-SIMPLE (T_ICS) with the one of 
MFS-IC (T_IC) when mining frequent itemset involved with C0,. For each (DB, MS), 
the lengths of C0 are ranged from 1 to at most 20% of |AF| with step 2. Table 2 shows 
the comparison, where: NCons is the number of the selected constraints, NLess is the 
number of constraints such that T_IC < T_ICS. The percent ratio of NLess to NCons 
and the average number of the percent ratios of T_IC to T_ICS are shown in columns 
RNLess and R_IC (%). In almost cases, MFS-IC runs more quickly than MFS-IC-
SIMPLE. The time can be reduced into a value of 62.3% to 19.1%. 

Table 2. The reductions in the time for mining frequent itemsets involved with C0 

(DB, 
MS) 

NCons 
RNLess 

(%) 
R_IC 
(%) 

 
(DB, 
MS) 

NCons 
RNLess 

(%) 
R_IC 
(%) 

M, 0.15 135 100.0 27.6  P, 0.75 135 99.3 62.3 

M, 0.1 150 100.0 22.4  P, 0.7 135 98.5 49.0 

M, 0.05 150 100.0 19.1  P, 0.65 135 100.0 43.3 

Co, 0.65 135 100.0 26.3 P*, 0.35 150 99.3 36.9 

Co, 0.6 135 100.0 23.2 P*, 0.3 150 100.0 34.3 

Co, 0.55 135 100.0 26.2 P*, 0.25 150 100.0 30.2 

5 Conclusions 

We presented the efficient algorithms MFS-CC and MFS-IC for mining frequent 
itemsets with the dualistic constraints. Those algorithms are built based on the explicit 
structure of frequent itemset class. The class is split into two sub-classes. Each sub-
class is found by applied the efficient representation of itemsets to the suitable genera-
tors. The tests on four benchmark databases showed the efficiency of our approach. 
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Abstract. In this paper, we propose a feature vector to extract semantic rela-
tions using dependency tree and parse tree. We exploit relation descriptions 
from infoboxes on Wikipedia documents. The features include part-of-speech, 
phrase label in dependency tree, and grammatical structure of phrase label, path 
of phrase label inherent in parse tree. In our experiments, support vector ma-
chine and k-nearest neighbor are applied to extract relations from Wikipedia 
documents. 

Keywords: Relation extraction, feature-based, parse tree, dependency tree, 
support vector machine and k-nearest neighbor. 

1 Introduction 

With the rapid increase of amount of text documents, extraction of relation between 
entities has become important. The goal of relation extraction is often to discover the 
relevant segments of information in a data stream that will be useful for structuring 
data. A large amount of researches have been conducted to extract relations using 
seed instances. [1,2,9,10] employed bootstrapping based on pattern matching ap-
proaches. The approaches exploited information redundancy of Web instances to be 
extracted will tend to appear in uniform contexts. However, information redundancy 
in Web cannot be guaranteed in Wikipedia. 

In kernel-based approaches, [3] performed word contexts around entities to indi-
cate a relation. This approach used only the shortest path between entities in a depen-
dency tree, and each word in the shortest path is emerged with POS, entity type. Thus, 
the structure of dependency path is encoded. With tree kernels-based, [14] used parse 
tree to construct each node which contains Entity-Role, Named entity, Chunking tag 
with semantic information corresponding to entities and relations for extraction on 
organization-location, person-affiliation detection. [4] examined the utility of differ-
ent features such as WordNet, parts of speech, and entity types, and found that the 
dependency tree kernel achieves. 

In feature-based approaches [7,15], the researchers focused into sets of feature defini-
tions and measuring similarities. [7] used textual analyses such as POS, Parsing, NER to 
define features which include entities, type of entities (person, location), number of 
entities between the two entities whether both entities belong to same chunk, number of 
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words separating the two entities, and paths between the two entities in a parse tree. The 
authors [15] presented supervised approach, which employed lexical, syntactic and 
semantic knowledge in feature-based relation extraction, for applying ACE RDC task. 
From these studies, syntactic of full parsing and semantic information is being one of 
effective extraction relation information tools in WordNet. 

In Wikipedia, YAGO [12] built an ontology by extracting relations from Wikipedia 
categories using WordNet and heuristic rules. The limitation in exploring free text is the 
main source of relations. [11] described an extraction pattern-based method for extract-
ing is-a and part-whole relations from Wikipedia text to enrich WordNet. [13] exploited 
various features in Wikipedia to enhance extraction of relations from Wikipedia text. 
However, these methods require manual tuning of the similarity thresholds for each 
pattern. Therefore, extracting semantic relations on Wikipedia corpus is challenging.  

In this paper we employ vector model as feature-based approach to relation  
extraction that combines diverse lexical, syntactic features. We define features by 
determining the dependencies of part-of-speech, phrase label in dependency tree and 
grammatical structure of phrase label, path of phrase label inherent parse tree. We use 
information obtained from Wikipedia infoboxes to describe relations as a pre-filter to 
identify relevant sentences in Wikipedia articles for extracting semantic relations. 
Finally, we apply classification algorithms to extract semantic relations. 

The rest of paper is organized as follows. Section 2 describes features in vector 
model, and presents methods used for classification. Section 3 shows experimental 
results applying in Wikipedia documents and our discussion. The last Section ends 
with conclusion and future work. 

2 Relation Extraction from Wikipedia 

We conduct two categories for features based on [15]. The first includes information 
about part-of-speech and phrase label, which are dependent on dependency tree. The 
second is the phrase label, path of phrase label be inherent from parse tree. Both of 
them employ information from the phrase labels of entities, relations, and paths from 
entities to relations in sentence, are used to collect features for relation extraction. [5] 
defined relations and the problem of relation extraction follows. 
 

•  Input:    
- Set of D documents 
- Set of entities E={ei} i=1,n   in D documents 
- Set of relations R= {Rj} j=1,m   

•  Output:  
- Set of relations Rj (ei1, ei2) with 1≤ i ≤ n, 1≤ j≤m  

 

Following the problem to extract relation Rj (ei1, ei2) from D documents. In Wikipedia, 
we find pairs of entities (ei1, ei2) that satisfy relations Rj Є R. Assuming “One consi-
dered relation can be presented in one sentence”, we exploit information of infobox 
on each Wikipedia document to identify pair of entities (ei1, ei2) related with Rj. Our 
approach for relation extraction from Wikipedia documents describes as. 
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─ Identify pair of entities Rj(ei1, ei2) by exploiting information from Wikipedia info-
boxes. 

─ Collect sentences which contain pair of entities Rj (ei1, ei2), then we convert them 
into feature vectors. The mentioned features include word dependencies, part-of-
speech labels, grammatical phrase labels, path of phrase labels using dependency 
tree and parse tree analysis. 

─ Classify feature vectors to extract relations using classification algorithms. 

2.1 Feature Vector for Relation Extraction 

For a given sentence “Harvard University, established in 1636 by the Massachusetts 
Legislature, is located in Cambridge, Massachusetts, United States.”, we concentrate 
analyzing the relation R(e1, e2) as Located(“Harvard university”, “Massachusetts, 
United States”). We consider a set of features including word dependencies, part-of-
speech, grammatical structure of phrase label and path of phrase label of sentence, 
and then construct into a feature vector V(vector-label; f1; f2; f3; f4; f5).  The vector 
shows positive (+) or negative (-) in relation Rj; and components of f1, f2, f3, f4, and f5 
describe features’ characteristics presenting relation in a sentence. 
 

Vector Label. We identify vector label using dependency tree [9] that exploit features 
of part-of-speech and grammatical structure of phrase label in sentence. It shows the 
grammatical dependencies of relation Located(“Harvard University”, “Massachu-
setts, United States”) on dependency tree analyzing as follows. 

nn(University-2, Harvard-1)  

nsubjpass(located-11, University,-2)  

prep_in(located-11,States-16)  

nn(States-16, Massachusetts-14)  

nn(States-16, United-15)     

The relationships of words <“University-2”-“Harvard-1”>, <“States-16”-“United-
15”> and <“States-16”-“Massachusetts-14”> describe noun compound modifiers of 
an NP. It can be any noun that serves to modify the head noun. The relationship of 
<“located-11”-“University-2”> describes a passive nominal subject as a noun phrase 
which is the syntactic subject of a passive clause. Relationship <“located-11”-“States-
16”> is a prepositional modifier of a verb or a noun that serves to modify the meaning 
of verb “Located” and noun “States”. 
 

Features of Vector. In the feature vector V(vector-label; f1; f2; f3; f4; f5), the men-
tioned components of features in grammatical structure of phrase labels describe enti-
ties, relation, and paths of phrase labels from entities to relation. They are determined 
using parse tree as:  

f1: phrase label feature presenting entity e1  
f2: phrase label feature presenting relation Rj 
f3: phrase label feature presenting entity e2 
f4: path the phrase label feature from e1 to Rj  
f5: path the phrase label feature from e2 to Rj 
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To evaluate f1, f2, f3, f4, f5 we transformed the structure of parse tree in Figure 1 into 
the structure presenting the relation as shown in Figure 2. We exploited grammatical 
phrase labels presenting entities (e1, e2) and relation Rj. Values of f1, f2, f3, f4, f5 are 
computed as follows.  

                       0  if node label contains negative words {no, not, etc} 
              # related nodes / # nodes on mentioned phrase                                      

     f4,5 = # path links from entities to relation 

 

Fig. 1. Parse tree analysis Fig. 2. Paths from entities to relation 

Thus, the NP phrase contains two nodes that are related to “Harvard University”, 
f1=2/2, and the VP phrase where label “located” belongs has 2 nodes, f2=1/2 and 
f3=3/4. In Figure 2,  value f4 is computed from the path of the NP phrase containing 
entity “Harvard university” to the VP phrase containing relation “located”, thus f4=5. 
Value f5 is the path of the NP phrase containing entity “Massachusetts, United 
States” to the VP phrase containing relation “located”, f5=2. Finally, the feature vec-
tor for considered relation obtains  V(vector-label=+1;f1:1;f2:1/2;f3:3/4;f4:5;f5:2). 

Feature vector is a model representing relation between two entities in the sen-
tence, the vector label indicates positive (+1) or negative (-1) of relation. The values 
of f1, f2 and f3 in [0, 1] will show ability to present entities and relation in sentence. 
Higher values indicate stronger representations of entities and their relation in the 
sentence. The values of f4, f5 are relevance values between entities and relation by 
phrase distances in the sentence. Lower values indicate greater relevance of entities 
and their relation; and contrariwise, the weaker one shows. With the converted feature 
vectors, we employ classification methods as support vector machine and k-nearest 
neighbor to extract semantic relations.  

3 Experimental Results and Discussions 

We used 9820 Wikipedia documents in “Education” category to extract information 
from Wikipedia infoboxes. We use Wikipedia API for searching and limit within 25 
searching results, and then extract sentences related to each relation for data setting as 
in Table 1. These sentences are converted into feature vectors by using Stanford Pars-
er for analyzing dependency tree and parse tree. Table 2 shows the result which is 

f1,2,3 =    
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applied classification methods on feature vectors using support vector machine 
(SVM) and k-nearest neighbor (kNN) in four types of relations. The evaluation fol-
lows 10-fold cross validation schema. The highest value is achieved 91.51% and 
87.67% in F-measure of SVM and kNN in “Located” relation. The “Type” relation is 
obtained low values 74.10% and 76.16% in F-measure of SVM and kNN due to high 
error rate of feature vectors.  

Table 1. Data setting for four types of relations 

 
 

Errors of feature vector are detected in the list of relations. Their ratios are shown 
in Table 1. They reflect corresponding F-measure of classified instances in Table 2. In 
fact, high error’s ratio in “Type” relation (13.72%) leads to low value with SVM 
(74.10%) and with kNN (76.16%). While the error’s ratio of “Person_president” is 
the lowest (3.72%) but still creates low result after trained, 62.28% with SVM and 
63.74% with kNN. The unbalance of #positive and #negative in feature vectors causes 
this problem, see on Table 1. Thus, there are very few training examples as relations, 
the classifier is less likely to identify a testing instance as a relation. And Table 3 
shows classification in type of relations which are similar in grammatical structure or 
semantic relation between “Located” relation of our approach and related work [14]. 

Table 2. The Precision, Recall, and F-measure on 
feature vectors classification 

Table 3. Comparison between 
“Located” relation and similar 
relation in related work 

 

We think that effective performance in our approach is due to two reasons. First, 
detecting entities and relation in sentence that that exploit Wikipedia characteristics as 
infoboxes is important. Second, most of relations have two mentions being close to 
each other. While short-distance relations dominate and can be solved by syntactic 
features in dependency tree. And the further parse tree features can only take effect in 
remaining long-distance relations. But full parsing can take much difficult in long-
distance relations. Transformation from full parsing into tree presenting relation fo-
cused on syntactic phrases to get more effectiveness in long-distance relations in our 
approach. 
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4 Conclusion and Future Work 

We have presented an approach to extract exact relation between entities from Wiki-
pedia. We have employed infoboxes as relation detection. So we do not have to anno-
tate manually. Our approach is integration parse tree and dependency tree to analysis 
features for constructing feature vector. The approach can be considered as a step 
towards with vector model on N-grams in relations by using DBPedia [6] as Wikipe-
dia characteristics as hierarchical categories, word linking, etc to identify entities and 
relations. Moreover, we continue to consider our model of feature vector in unsuper-
vised approach and make approximate comparison. 
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Abstract. This paper studies computational issues related to the prob-
lem of reasoning about action and change in timed domains by trans-
lating it into answer set programming paradigm. Based on this idea,
we implement a new action and change reasoning solver - τε2asp with
a polynomial translation without increasing its complexity for checking
satisfiability and entailment in T E and report some experimental results.

1 Introduction

In order to extend the study of reasoning about action and change [1–3] to han-
dle timed domains, the so-called timed action language AT [4], narrative-based
action logic AL2

TC [5], timed action language T E [6] are proposed. This paper
focuses on providing a computational realization of solutions to reasoning about
problems described by T E , regarded as an extension of action language E [7].
Reasoning about action and change in timed domains, is not only considered
as toy problems, e.g., timed Yale Shooting, but also studied as real-world ap-
plications, e.g., timed automaton[8], assembly plant [8], and rail road crossing
control [9]. Compared with AT and AL2

TC , T E overcomes semantics defect of
AT and can be implemented by satisfiability modulo theory(SMT) [10] solvers.

This paper studies a link between timed action language T E and declarative
logic programming approach of answer set programming (ASP) [11], intending to
implement reasoning about action and change in timed domains by translating
T E into ASP [12], a promising approach implemented by a number of sophisti-
cated solvers [13–16]. A study on encodings of reasoning problems in language
E was developed by exploiting the relation between E and ASP[7].

This translation is not only theoretically interesting but also of practical rele-
vance. Based on the translation, we implement a new action and change reason-
ing solver, called τε2asp. We report some experimental results, which demon-
strate that the performance of τε2asp is rather satisfactory.

The paper is organized as follows. Section 2 recalls some basic notions and
definitions in timed action language T E . Section 3 presents the translation from
T E to answer set programming. Section 4 explains the implementation of τε2asp
and reports some experiments. Finally, Section 5 concludes the paper.
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2 Preliminaries

We consider Shen’s timed action language T E [6], in which a T E theory should
be composed of a 5-tuple and propositions in T E are defined as follows:

– C-proposition is either of the form: A initiates F resets λ if C when Ψ , or
A terminates F resets λ if C when Ψ , means action A can make fluent
F hold (or not hold) and reset a set of clocks C;

– H-proposition: A happens-at T means action A happens at time T ;
– T-proposition: L holds-at T means fluent L does (or doesn’t) hold at T .

C-propositions introduce a new kind of action effect: clock resetting, and action
precondition: clock constraint. Resetting a clock is to start counting its ticks
and execute an action satisfying related clock constraints besides fluent precon-
ditions. H- and t-propositions remain the same w.r.t. E [17]. Model of T E is
defined by Definition 2 in [6]. The following is an example [4–6]:

Example 1. Timed Yale Shooting in T E
Let T E = 〈N, {Load, Shoot}, {Loaded,Alive}, {x},B({x})〉,a T E theory DTY S

of timed Yale Shooting consists of the following propositions:

– Shoot terminates Alive if {Loaded} when {x < 5}
– Load initiates Loaded resets {x}
– Alive holds-at 0, ¬Loaded holds-at 0
– Load happens-at 1, Shoot happens-at 3

Based on [6], we implement the translation from T E to SMT and can reason by
using SMT solver Z3 1, which tops solvers of kind.

3 From T E to Answer Set Programming

3.1 Translation Algorithm

In order to construct translation from T E to ASP, we define a T E theory D
with five sets, α, β,Hp, T p, Cp, and a N -time sequence, where α and β is a
set composed of all fluent and clocks in D respectively and Hp, Tp, Cp is a set
composed of all h-, t-, or c-propositions in D respectively.

The translation from T E to ASP can be accomplished by algorithm 1. We can
get the facts corresponding to this ASP program, named as Δ. To specify the
time sequence, a series of propositions denoting time(i.e. time(0), time(1), . . . ,
time(N − 1)) should be taken into Δ. Note that we add time(N − 1) except
time(N) into Δ to terminate the reasoning at time N . For every fluent F in D
would be expressed in the form of proposition like “fluent(F ).” in Δα. Similarly,
for every clock C in D would be translated to “clock(C).” in Δβ .

Assuming that h-propositions Hp1, Hp2, ..., Hpp comprise of set Hp and an
h-proposition Hpi is in the form like “ai happens-at ti”. When translated into

1 Z3-3.2 at http://research.microsoft.com/en-us/um/redmond/projects/z3/
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Algorithm 1. Translating T E to answer set programming

input : A T E theory D = {α, β,Hp, Tp, Cp} with a N-time sequence
output: An ASP program Δ

1 Δ ← time(0..N − 1).
2 forall the 1 ≤ i ≤ l do // fluent
3 Δα ← Δα ∪ {fluent(αi).}
4 forall the 1 ≤ i ≤ m do // clocks
5 Δβ ← Δβ ∪ {clock(βi).}
6 forall the 1 ≤ i ≤ p do // H-propositions
7 ΔH ← ΔH ∪ {ai(ti).}
8 forall the 1 ≤ i ≤ q do // T-propositions
9 if fi = αj then

10 ΔT ← ΔT ∪ {fluent(fi, ti).}
11 if fi = ¬αj then
12 ΔT ← ΔT ∪ {−fluent(fi, ti).}

13 forall the 1 ≤ i ≤ r do // C-propositions
14 if initiates fli then
15 ΔC ← ΔC ∪ {aci(T ), Literal(Ci), Number(Ψi) → ini(fli, T + 1).}
16 if terminates fli then
17 ΔC ← ΔC ∪ {aci(T ), Literal(Ci), Number(Ψi) → tmn(fli, T + 1).}
18 if resets λi then
19 forall the 1 ≤ j ≤ s do
20 ΔC ← ΔC ∪ {aci(T ), Literal(Ci), Number(Ψi) → rst(λij , T ).}

21 return Δ ← Δ ∪ Δα ∪ Δβ ∪ΔH ∪ ΔT ∪ ΔC

ASP, Hpi is switched to a proposition of “ai(ti).” standing for an action occur-
rence ai at time ti. A t-proposition like “F holds-at T ” means that the positive
literal of F at time T is true, while “fluent(F, T ).” should be included by the
translated ASP program. Correspondingly, “¬F holds-at T ” means the nega-
tive one is true and “−fluent(F, T )” should be included. Like set Hp, set Tp is
made up of t-propositions Tp1, T p2, ..., T pq and a t-proposition Tpi is presented
as “fi holds-at ti”. The translation can generate according to the proposition
with the different literal of fi, positive and negative literal. In order for transla-
tion, we introduce two binary functions in syntax: Literal and Number. Literal
translates a set of fluent literals into a series of atoms and Number translates a
set of temporal constraints into atoms of body in ΔC .

3.2 Reasoning Rules

Besides Δ obtained from Algorithm 1, we need 6 reasoning rules, denoted by Γ .
Because rules in Γ construct the basic rules of reasoning about T E via ASP, Γ
can’t change with the change of T E theory.

Rule 1: generating initial complete knowledge.

1{fluent(F, 0),−fluent(F, 0)}1← fluent(F ). (1)

Rule 2: specifying initial clock value.

clock(C, 0, 0)← clock(C). (2)
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Rule 3: eliminating inconsistent fluent literals.

← fluent(F, T ),−fluent(F, T ). (3)

Rule 4: specifying fluent persistent.

fluent(F, T + 1)← fluent(F, T ),−tmn(F, T + 1), time(T ). (4)

− fluent(F, T + 1)← −fluent(F, T ),−ini(F, T + 1), time(T ). (5)

− ini(F, T + 1)← not ini(F, T + 1), time(T ), f luent(F ). (6)

Rule 5: describing initiation and termination effects.

fluent(F, T + 1)← ini(F, T + 1). (7)

− fluent(F, T + 1)← tmn(F, T + 1). (8)

Rule 6: describing resetting effects.

clock(C,XX, T +1)← XX := X + 1, clock(C,X, T ),−rst(C, T ), time(T ). (9)

clock(C, 1, T + 1)← rst(F, T ), time(T ). (10)

3.3 Temporal Constraints

In addition, an ASP program of rules for defining temporal constraints is neces-
sary, which is called by Λ.

eq(C, n, T )← X == n, clock(C,X, T ). (11)

eq(C1, C2, n, T )← X1−X2 == n, clock(C1, X1, T ), clock(C2, X2, T ). (12)

Because temporal constraints are different with the change of theory, Λ change
accordingly. To reduce the reasoning space, all temporal constraints in theory D
are substituted into Λ and those not in D should be removed from Λ.

So far the translation from a T E theory to ASP is accomplished and we can
obtain ASP program Σ consisting of Δ,Λ,Γ . Observe that Δ, Λ and Δ can be
translated in polynomial time, so the process is polynomial.

Theorem 1. Let D be a T E theory whose time is complete and Δ be its trans-
lated program by Algorithm 1, Λ be its program of temporal constraints rules,
Γ be the ASP program of reasoning rules and an ASP program Σ consisting of
Δ,Λ,Γ . Then D has a model < H,K > if and only if Σ has an answer set M
s.t. every fluent F , every clock C and time T in D,

1. H(F, T ) = � if and only if fluent(F, T ) ∈M ;
2. H(F, T ) = ⊥ if and only if −fluent(F, T ) ∈M ;
3. K(T )(x) = xT if and only if clock(x, xT , T ) ∈M .
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4 Implementation and Application

4.1 Implementation

A new solver is implemented for T E , called τε2asp (Fig.1). An input T E theory is
firstly translated to an ASP program by the translator in τε2asp. Then, an ASP
solver Clasp2 is called to compute answer sets, which will be interpreted to the
original T E theory by a convertor. τε2asp is written in C, running on a machine
with 2 processors(Intel(R) Core(TM)2 Duo CPU T 7600) under Ubuntu 10.04.

Fig. 1. Outline of τε2asp

4.2 Experimental Results

Table 1 presents some experimental results of τε2asp and compare it with SMT
solver Z3 and timed automaton tool HyTech3, which record computing time of
series timed Yale Shooting problem in seconds, taking the average of 50 runs.

Table 1. Experimental results of timed Yale Shooting problem

Load Shoot Bound τε2asp Z3 HyTech

1 3 8 0.00538 0.03348 0.02668
5 10 15 0.00716 0.04372 0.02142
20 24 30 0.00822 0.05134 0.02822
60 65 80 0.01590 0.11776 0.02108
120 123 150 0.03472 0.23290 0.02732
250 255 300 0.09556 3.85892 0.02076

Because HyTech solver can only find traces, a comparator is necessary to
confirm whether the trace is consistent with the action sequence. Therefore the
data in column HyTech in Table 1 is the time spent in finding traces to each
state, omitting comparison time which is not a polynomial. Because of different
computation mechanism, HyTech has little change with the increasing scale of
the problem, while time via τε2asp and SMT solver Z3 increases radically with
the expansion of problem’s scale. To sum up, considering the comparison time
of Hytech, τε2asp solver is the best.

5 Conclusions and Future Work

This paper contributes the study of reasoning about action and change in timed
domains T E . Theoretically, T E can be translated into ASP via a polynomial
algorithm and a series of rules without increasing its computation complexity.

2 Clasp-2.0.5 at http://www.cs.uni-potsdam.de/clasp/
3 HyTech-1.0.4 at http://embedded.eecs.berkeley.edu/research/hytech/

http://www.cs.uni-potsdam.de/clasp/
http://embedded.eecs.berkeley.edu/research/hytech/
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Practically, a new solver τε2asp is developed. In addition, a series of experiments
about the comparison among τε2asp, SMT solver (Z3) and a timed automaton
tool (HyTech) have been done. It is a pleasure that τε2asp performs much better
than Z3 and HyTech. For future work, it is an important task to extend T E with
ramification and qualification and improve τε2asp. Last but not least, to explore
more applications of T E by using τε2asp is a job of significance.
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Abstract. Each player has an unique and a distinct way of interacting
with a computer game due to the preconceived notion and the experience
gained through playing the game title. During the game play a player
adapts to the challenges posed by the game and a pattern of interaction
emerge corresponding to factors such as tackling opponents, movement
strategies and even decision making at certain game environments. Un-
derstanding decision making patterns provide valuable information about
the players which could be exploited to enhance the total game play ex-
perience. This paper investigates the possibility of understanding the
decision making patterns of a player whilst playing the 2D arcade game
Pac-Man using an unsupervised approach known as the growing self or-
ganized map (GSOM). Results of this study motivated us to conjecture
that player decision making patterns could be identified and explained
via unsupervised learning.

Keywords: GSOM, Pattern Recognition, Player Profiling.

1 Introduction

In most computer game genres available today the way artificially controlled
opponents behave in-game seems to be the most pivotal point of immersion
for all the players involved. Computer game opponents come in diverse forms
such as a character/unit controlled by another human player in a multi-player
gaming environment; a bot which is controlled by the computer using AI tech-
niques also known as an NPC (Non Player Class Character). It’s a known fact
that game play with human controlled opponents is challenging and competitive.
Many multi-player games such as World of WarCraft1, StarCraft1, Unreal Tour-
nament2 and Quake3 gained immense popularity due to this aspect. The same

1 http://sea.blizzard.com/en-sg/
2 http://epicgames.com/
3 http://www.idsoftware.com/games/quake/

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 826–831, 2012.
c© Springer-Verlag Berlin Heidelberg 2012

http://sea.blizzard.com/en-sg/
http://epicgames.com/
http://www.idsoftware.com/games/quake/


Investigating Individual Decision Making Patterns in Games Using GSOMs 827

level of enthusiasm cannot be observed about the opponents controlled by the
computer using AI techniques. This is primarily due to the fact that game AI
(only concerned on NPC’s behavior) does not account for the level of expertise
the human player portrays as a human opponent would depending on the context
of the game. The main reason for this observation is that games are supposed to
cater to a large audience and therefore it is impossible to make game AI adapt
to a specific player by means of a scripted NPC behavior. However, game AI
could be made personalized to a player by using adaptive game AI techniques
such as unsupervised learning and genetic algorithms.

Although adaptive game AI is coined as an elegant solution for the mundane
and overly predictable behavior of the NPC’s, its still at it’s nascent and is mainly
confined to research laboratories. One viable approach for adaptive gaming is to
initially identify the possible attributes of opponents (end user/gamer/player)
in-game behavior such as strategy and preference. The best possible way to
capture such information would be via unsupervised learning techniques such
as the growing self organizing map(GSOM) [1]. This paper presents such an
attempt to identify the end user according to decisions made whilst playing the
2D arcade game Pac-man4 by Namco.

2 Related Work: Adaptive Gaming

In order to build adaptive opponents with minimized predictability we need tech-
niques which are able to anticipate, predict, plan and adapt to the changes in
the game environment caused by the human antagonist. Learning or analyzing
patterns from human players were done by Drachen et al. [3] using the game
Tomb Raider: Underworld. This analysis was conducted using the emergent self
organizing map (ESOM) and was successful in identifying four player types us-
ing six statistical measures. Another study in player modeling was conducted by
Tychsen et al. [2] using the game Hit-man: Blood Money which used game met-
rics to decompose player controlled characters. Few research efforts have been
carried out using the arcade game Pac-man on various game play aspects. In
game AI, Pac-man based research comes in two segments that is to create AI
controllers for the Pac-man to avoid ghosts and the other is to create AI algo-
rithms to control ghosts which are more challenging and fun to play with. An
evolutionary, rule based [4] Pac-man controller was proposed by Gallagher et
al. where the agent adaptively learns through a population based incremental
approach. Two neuro-evolution controllers were proposed by Gallagher et al. [5]
and Yannakakis et al. [6] where the former is a controller for the Pac-man using
minimal on-screen information and the latter is a controller for the ghosts us-
ing a computer-guided fixed strategy opponent. In literature apart from a very
few articles there is a void in using unsupervised learning methodologies[7] to
model human players. This study focuses on one such approach to identify viable
patterns in the player decision making during game play.

4 http://en.wikipedia.org/wiki/Pac-Man/

http://en.wikipedia.org/wiki/Pac-Man/
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3 Why an Unsupervised Approach?

Behavior depicted by players when playing through a game title is as diverse
as their respective personalities and ethnicities. Therefore customizing game AI
to make game-play interesting for each and every player is an impossible task
using conventional AI techniques such as scripting. Hence to customize or rather
adapt AI to a player, one should identify the traits portrayed by an individual
whilst playing the game. This task can only be achieved by a methodology which
is able to learn from each action the player performs in game without the help
of any targets or templates. Therefore an unsupervised learning methodology
seems the logical choice in order to identify viable traits portrayed by the player
during game play.

4 Experiment Setup

The experiment was set up using the timeless arcade game Pac-man designed by
Toru Iwatani in it’s classical version. Since this study is concerned with identi-
fying decision making patterns of players it was needed to identify where in the
Pac-man game a player’s decision could be monitored. Therefore, it was decided
to track player movements (direction taken) at each junction point available in
the Pac-man maze. Hence, the game was modified to track the player’s move-
ment and the position’s of the opponents. A sample of ninety four players with
diverse backgrounds on gaming was selected and given to play the game in
walk-through mode and the game mode. The walk-through mode consists of no
opponents and the Pac-man was allowed to move around the maze unchallenged
and complete the game level. Five such game walk-throughs of the same player
were recorded. Then each player was given the game with the opponents to play
until the completion of five levels or until all the lives are exhausted. The ex-
periment described in the next section was performed on three randomly chosen
samples as an preliminary study.

5 Experimental Results

This section presents the results obtained by applying the GSOM algorithm
to the Pac-man data set. The raw data collected as specified in section 4 was
preprocessed to fit the GSOM input format. There is a total of thirteen attributes
(one attribute each for nine junctions and four attributes for the four possible
decisions) which make up a single decision or a move by the player at a given
junction in the Pac-man game. Two separate experiments were conducted for the
walk-through data (walk-through mode) and for the game data (game mode).
However, in both experiments, the network parameter and initialization weights
were kept the same. The reason for setting initialization weights as the same
throughout both experiments is to make the maps more comparable between
different players. The comparison is required since the authors are of the view
that the structure of the network is unique to each individual player and game
play pattern.
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Fig. 1. GSOM generated for three individual players. (a)-(c) Map generated by using
the maze walk-through as input data. (d)-(f) Map generated by using the real game as
input data.The larger squares represent a winning neuron in at least one occasion in
the training process and the smaller squares represents a neuron where no input was
mapped to. Neurons with the same colors on a map belongs to a single cluster.

5.1 Analysis of Data

Before interpreting the results obtained on Figure 1 it is worth mentioning that
the data each GSOM is trained on belongs to a single player. Therefore the clus-
ters represent salient properties of decisions made by the player during the two
experiments. According to Figure 1(a) - (c) it can be observed that the silhouette
of walk-through maps is unique to each player. The reason for this observation
is that the map is generated upon the order of the decisions presented to the
network. If the order of the inputs are changed the corresponding winners of
the network would also be different which includes the adapting neighborhoods.
Therefore the different neurons in the network would be grown depending on
the error accumulated which would result in a different silhouette. Hence no
two maps would be the same in structure unless decision making patterns are
identical in other players. This is also verified further by Figure 1(d) - (f). As
expected the maps generated for the game data and the walk-through data for
the same player is different due to the decisions which was forced upon by the
movement of ghosts.

On further analyzing the maps obtained in Figure 1 it was observed that each
of the six maps presented are hierarchically organized in to four clusters (The
basic four clusters are depicted in each of the maps in Figure 1 by the black
outline). These clusters map directly to the four decisions available to the player
when playing the game. Furthermore, inside each of these four high level clusters
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there exist low level clusters which belongs to the junction types available in the
maze (These clusters are depicted in color in each map in Figure 1). The low
level clusters can be categorized into two distinct types (Let’s denote them as
Type 1 and Type 2 clusters). Type 1 clusters uniquely identifies a single deci-
sion and a junction type pair where as the Type 2 clusters identify the decision
uniquely. For example in Table 1 cells highlighted in yellow represents Type 1
clusters. Each cluster number assigned to these cells are unique to that cell in
the entirety of that experiment mode. All other uncolored cells represent Type
2 clusters. The thing to note here is that for a single decision column in Table
1 same cluster number is assigned to different junction type cells. Furthermore,
it can be observed from Table 1 that the formation of Type 1 clusters when
considering both experiment modes presents an interesting pattern which is ex-
plained next. This pattern has two basic observable aspects. That is, it can be

Table 1. Cluster analysis for a single player (Figure 1(c)&(f)) for both the experiments.
The yellow colored bold font cell represents a type 1 cluster. The gray cells represent
an impossible move from the given junction and the uncolored cells represent type 2
clusters.

observed that seven Type 1 clusters (not required to be present in the same
number on both modes) are available in each experiment mode and out of these
seven Type 1 clusters, five appears to have formed in the same location (with
respect to junction type, decision pair) for both modes of the experiment. For
example junction type 5’s left and the right decision are represented by Type
1 clusters in both occasions. This type of an observation could only be made
if there is a significant amount of input data which represents these junction
type, decision pairs which belongs to these Type 1 clusters. Therefore, it could
be derived using Table 1 that the player who’s data is presented here is less
likely to move down when encountered with a junction of type 5. This deriva-
tion was indeed verified by using the raw data collected where only 8 out of
the 65 (Right:46.15%, Left:41.54% & Down:12.31%) recorded moves pertaining
to junction type 5 resulted in opting to move down in game mode data. This
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means that the individual decision making patterns of a player remains consis-
tent and intact and therefore could be identified and exploited using the GSOM
technique.

6 Conclusions and Future Work

Each player of a computer game interacts with the game in a manner which they
are accustomed to. Even with different control options, different play strategies,
a pattern will emerge with time. A player would adopt the same pattern if
successful, unless it is identified by the opponent and acted upon which will
pave the way for an absorbing game play experience. Therefore as a first step
in moving towards player centric games, we presented an experimental study
on identifying player decision making patterns using an unsupervised learning
technique. Also it is important to note that our explanations on some aspects of
our work was forcibly made brief by space constraints.

Nevertheless, we believe this pattern identification via unsupervised learning
algorithms can be further improved to the level of player profiling whilst playing
the game in real time. Therefore as an immediate future work we propose to
analyze the importance of type 2 clusters in generated maps and also to integrate
the unsupervised learning classifier in to the game and recognize patterns in
real-time. Finally, we conjecture that the player decision making patterns in
predator/pray games such as Pac-man are unique and that unsupervised learning
classifiers can be used to recognize them.
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Abstract. The acquiring of sentence similarity has become a crucial
step in graph-based multi-document summarization algorithms which
have been intensively studied during the past decade. Previous algo-
rithms generally considered sentence-level structure information and se-
mantic similarity separately, which, consequently, had no access to grab
similarity information comprehensively. In this paper, we present a gen-
eral framework to exemplify how to combine the two factors above to-
gether so as to derive a corpus-oriented and more discriminative sentence
similarity. Experimental results on the DUC2004 dataset demonstrate
that our approaches could improve the multi-document summarization
performance to a considerable extent.

Keywords: graph-based multi-document summarization, sentence sim-
ilarity, LDA.

1 Introduction

Sentence-based extractive summarization is a typical category of automatic doc-
ument summarization and it is commonly on the basis of graph-based ranking
algorithms, such as TextRank [7]. Usually, such ranking approaches use some
kinds of similarity metrics to rank sentences for inclusion in the summary. The
similarity of sentences can be determined by many means which can be roughly
comprehended in two levels: word space based level and semantic space based
level. However, the former is somewhat strict and inflexible because it depends
on hard matching of terms, in which case, synonyms, hypernyms and hyponyms
are treated thoroughly differently even though a term is supposed to share some
similar treatments with its relatives. The other extreme is that the semantic level
places too much emphasis on semantic relationship between sentences, which re-
sults in losing sentence-level structure similarity that could play as an important
indicator in differentiating sentences while measuring similarity.

In order to improve the quality of summary produced via graph-based summa-
rization algorithm, we present a framework combining sentence-level structure
similarity and semantic similarity together to address the limitations of existing
approaches in deriving sentence similarity. Lin et al. [5] described three methods

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 832–837, 2012.
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to measure sentence similarity based on term order information: longest com-
mon subsequence (LCS), weighted longest common subsequence (WLCS) and
skip-bigram co-occurrence statistics, all of which could reveal the sentence-level
structure similarity very well. When it turns to semantic aspect, Latent Dirichlet
Allocation (LDA) [2], a latent topic model, is an appropriate tool to measure
word similarity because it could capture the patterns of word usage by analyzing
its context. Thus, we combine LDA with LCS, WLCS and skip-bigram respec-
tively to design three soft matching algorithms to illuminate our intention. One
advantage of our approaches is that they consider lexical order information as
well as semantic relationship. The other advantage lies in the ability to iden-
tify the different senses of words with respect to their co-occurring context and
consequently acquire the similarity variably. Experiments on the DUC2004 cor-
pus demonstrate the good effectiveness of the proposed algorithms in promoting
multi-document summarization performance.

2 Related Work

Since this work focuses on proposing new sentence similarity measures for graph-
based summarization algorithm so as to improve the system performance, we
briefly introduce some summarization methods relevant to sentence similarity
and some representative approaches measuring sentence relatedness.

Famous graph-based ranking algorithms TextRank [7] and LexPageRank [3]
have been successfully applied to document summarization domain, they conduct
PageRank algorithm on a weighted graph, where the vertices are sentences and
the weighted edge indicates the relevance of two sentences, which is acquired by
using cosine measure. The task in [1] presented a method to measure dissimilarity
between sentences using the normalized google distance, then performed sentence
clustering for automatic text summarization.

Zhang et al. [9] indicated that sentence similarities based on word set and
word order have better performance than other sentence similarities. Sentence
similarity based on TF-IDF has lower precision rate, recall rate and F-measure.
The work in [4] is similar to ours. It presented an algorithm that took account
of semantic information and word order information implied in the sentences.
The semantic similarity of two sentences was calculated using information from
a structured lexical database and from corpus statistics. Word order similarity
was determined by the normalized difference of word order.

3 A New Word Similarity Algorithm Based on LDA

The ability capturing semantic relations between words of Latent Dirichlet Al-
location (LDA) [2] is achieved by exploiting word co-occurrence: words which
co-occur in the same contexts are projected onto the same latent topic, and
words that occur in different contexts are projected onto different latent topics.
That’s to say, words with same latent topic are supposed to possess a certain
degree of similarity in semantic respect. In this study, we propose that terms
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assigned same latent topic have a similarity value ranging from 0 to 1 and the
concrete value could be determined by calculating the Kullback-Leibler(KL) Di-
vergence of their distributions over latent topics. According to the Bayes rule,
the probability of a specific topic zk given a word wv in the documents D is:

P (zk|wv, D) =
P (wv|zk) · P (zk|D)

P (wv|D)
. (1)

Then the divergence of two terms wi (probability distribution Pwi) and wj (prob-
ability distribution Pwj ) is determined as follows:

D (wi, wj) = KL
(
Pwi , Pwj

)
+KL

(
Pwj , Pwi

)
. (2)

Since KL divergence is asymmetric, we apply the above KL divergence-based
symmetric measure. The divergence is transformed into similarity measure [6]:

Simi (wi, wj) = 10−δD(wi,wj) . (3)

In experiments, we use the GibbsLDA++1, a C/C++ implementation of LDA
using Gibbs Sampling.

4 Sentence Similarity Measures

4.1 LCS LDA

In our modified LCS (hereafter LCS LDA), given the following original sentences:

S1 : boy1 enjoy2 happy3 holiday7 S2 : boy1 enjoy2 happy3 vacation7

The subscript denotes the topic index assigned to the corresponding word. We
could easily derive that the traditional LCS of S1 and S2 is 3 (hereafter, we use
LCS on behalf of the length of LCS directly, such principle also applies to WLCS
and Skip-Bigram cases). Instead, in our new scenario, we consider their topic
sequences firstly. Consequently, the LCS of S1 and S2 seems to be 4. However,
the rationale of our method lies in that although the topic indexes of two words
in two different sentences are the same, the similarity value of the two word
strings depends on LDA. For instance, assume that in Equation 3, ”holiday”
and ”vacation” own a similarity value 0.9, in other words, the LCS LDA of S1
and S2 has changed to be 3.9 in our proposed algorithm. Undoubtedly, 3.9 could
reflect the length of longest approximate subsequence between S1 and S2 more
exactly than 3 obtained in traditional LCS algorithm.

In general, the LCS LDA score of two sentences could be computed using a
analogous algorithm with LCS in [5], the key difference lies in that the variation
of score in each step during the entire computing process is more likely a decimal
based on Equation 3 rather than an integer 1. Therefore, inspired by [5], given
the LCS LDA score (LL for convenience) of two sentences X of length m and Y

1 GibbsLDA++: http://gibbslda.sourceforge.net



Multi-document Summarization Based on New Sentence Similarity Measures 835

of length n, we could derive the their similarity SimiLL(X,Y ) using the following
equations:

RLL =
LL(X,Y )

m
PLL =

LL(X,Y )

n

SimiLL(X,Y ) =
(1 + β2)RLL · PLL

RLL + β2PLL
, (4)

where β = PLL/RLL.

4.2 WLCS LDA

As [5] indicated, while LCS has many good properties, it does not differentiate
LCSes of different spatial relations within their embedding sequences. To im-
prove the basic LCS method, f(·), a function of consecutive matches, is adopted
to assign different credits to consecutive in-sequence matches, which is called
Weighted LCS (WLCS). Similarly, we integrate LDA with WLCS based on the
similar principle in LCS LDA. Given the WLCS LDA score (WL for conve-
nience) of two sentences X of length m and Y of length n, their similarity
SimiWL(X,Y ) could be derived using the following equations:

RWL = f−1

(
WL(X,Y )

f(m)

)
PWL = f−1

(
WL(X,Y )

f(n)

)
SimiWL(X,Y ) =

(1 + β2)RWL · PWL

RWL + β2PWL
, (5)

where β = PWL/RWL and f(k) = k2.

4.3 Skip-Bigram LDA

In this section, we firstly redefine skip-bigram match as a soft one (SM) rather
than a strict co-occurrence as follow:

SM [(t1, t2), (t3, t4)] =

{
Simi(w1,w3)+Simi(w2,w4)

2 if t1 = t3 and t2 = t4
0 otherwise

, (6)

where (t1, t2) and (t3, t4) are two topic skip-bigrams. w1, w2, w3, and w4 are
word strings to which t1, t2, t3 and t4 correspond, respectively. Word similarity
values Simi(w1, w3) and Simi(w2, w4) are computed using Equation 3.

Consider the example in Section 4.1 again, topic skip-bigram (1, 7) exists
in both S1topic and S2topic, SKIP2(S1, S2) should increase 1 according to
traditional Skip-Bigram co-ocurrence, whereas, in our soft match algorithm,
the match degree between (1, 7)S1 and (1, 7)S2 is the average value between
Simi(employee, employee) and Simi(holiday, vacation). Therefore, say
Simi(employee, employee) = 1 and Simi(holiday, vacation) = 0.96, then
SM((1, 7)S1, (1, 7)S2)=0.98. Consequently, SKIP2(S1, S2) should be merely
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added to 0.98. Hereafter, we use SKIP2LDA(S1, S2) to represent the sum of
the SM values which always result from the optimal matching between topic
pairs of S1 and S2. Actually, any topic pair in a sentence is likely to match more
than one topic pair of the other sentence, in such case, it bears close analysis to
take the optimal pair match into account.

Given two sentences X of length m and Y of length n, the Skip-Bigram LDA
(SBL) similarity SimiSBL(X,Y ) can be derived using the following equations:

RSBL =
SKIP2LDA(X,Y )

C(m, 2)
PSBL =

SKIP2LDA(X,Y )

C(n, 2)

SimiSBL(X,Y ) =
(1 + β2)RSBL · PSBL

RSBL + β2PSBL
, (7)

where β = PSBL/RSBL and C(·, ·) represents the combination calculation.

5 Experiments

5.1 Data Set and Evaluation Metric

We conduct experiments on DUC20042 benchmark dataset. It provides 50 doc-
ument sets. According to the task definitions, systems are required to produce a
concise summary for each document set and the length of summaries is limited
to 665 bytes. We use the ROUGE 1.5.53 toolkit for evaluation, which is officially
adopted by DUC for evaluating automatic generated summaries.

Documents are pre-processed by segmenting sentences and splitting words.
Stop words are removed and the remaining words are stemmed using Porter
stemmer4. Then, we utilize sentence similarity discussed in Section 4 to construct
undirected weighted graphs based on the algorithm proposed in [3] for scoring
and ranking all the sentences. A modified version of the MMR algorithm [8] is
used to remove redundancy and choose both informative and novel sentences into
the summary. In experiments we set the parameters empirically. The damping
factor λ in graph algorithm is set to 0.85. The penalty degree factor ω in the
modified MMR is set to 0.4. Besides, we set the parameter δ in Equation 3 to 1
and the topic number in LDA is 50.

5.2 Performance Evaluation and Comparison

In experiments we compare our improved measures with three basic methods
(LCS, WLCS and Skip-Bigram) and LexPageRank which is a PageRank-based
summarization algorithm on the basis of cosine similarity measure taking into
account only the term co-occurrence rather than the order of words. Table 1
shows the comparison results. Seen from Table 1, LCS, WLCS and Skip-Bigram

2 Refer to http://www-nlpir.nist.gov/projects/duc/data.html for a detailed de-
scription of the dataset.

3 http://www.isi.edu/licensed-sw/see/rouge/
4 Porter stemmer:http://tartarus.org/martin/PorterStemmer/
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Table 1. Comparison results on DUC2004

Systems ROUGE-1 ROUGE-2 ROUGE-SU4

LexPageRank 0.37875 0.08354 0.12770
LCS 0.35404 0.06521 0.11019

WLCS 0.35332 0.06987 0.11175
Skip-Bigram 0.36540 0.07764 0.11950
LCS LDA 0.38101 0.08466 0.12989

WLCS LDA 0.38161 0.08858 0.12993
Skip-Bigram LDA 0.38523 0.09109 0.13123

all have poor performances compared with LexPagaRank, which might result
from that although LexPageRank ignores the order information, LCS, WLCS
and Skip-Bigram neglect some words that co-occur in two sentences while not
in the common subsequence. Nevertheless, their modified versions could consid-
erably improve the evaluation results over all three metrics, which demonstrates
that combining word semantic similarity and sentence structure information does
benefit the calculating of sentence semantic similarity.
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Abstract. A problem with most story generation systems is the lack of an ade-
quately-sized body of knowledge to generate stories from. This paper presents 
an approach that focuses on providing a large amount of common-sense  
knowledge to automatic story generators while keeping extensive manual 
handcrafting of knowledge to a minimum. It does so by combining manually-
created resources with freely-available common-sense knowledge in machine-
readable format for the generation of stories.  

Keywords: Automatic Story Generation, Storytelling Knowledge, Knowledge 
Representation, Common-sense Reasoning. 

1 Introduction 

Story generation systems have been used for endowing computational creativity to 
computers [1], as a tool for writing [2], and as an educational tool [3].  However, 
computers seem to have a hard time at generating stories that make sense [1]. This is 
attributed to the lack of an adequately-sized body of knowledge to generate stories 
from. Systems such as Mexica [4], Picture Books [5] and SUMO Stories [6] make use 
of manually built resources that contain domain-dependent information, which make 
them not work well for unexpected inputs. They do not have the same basic general or 
common-sense knowledge that humans have to reason about everyday life [9]. 

This paper presents an approach to providing a large amount of common-sense 
knowledge to story generation systems by combining manually-created resources with 
freely-available common-sense knowledge in machine-readable format. Such know-
ledge is often referred to as storytelling knowledge. The next section identifies the 
types of knowledge needed by our story generator. This is followed by a description 
of the architecture that utilized the storytelling knowledge. Preliminary results are 
provided, ending with a discussion of issues and recommendations for future work. 

2 Storytelling Knowledge 

Our storytelling knowledge adapts Swartjes’ [10] two-layer ontology for representing 
storytelling knowledge. The upper story world ontology contains existing common-
sense knowledge resources. These include ConceptNet [7], a semantic network of 
common-sense concepts classified into thematic categories such as events, causal and 
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affective, which fit with some of the characteristics inherent in stories; VerbNet [14], 
a semantic lexicon of verbs classified according to abstract classes with thematic roles 
and frames that are suitable for use by natural language generation systems, the 
broader area where story generation falls under; and WordNet [15]. 

The domain-specific world ontology, on the other hand, models elements that are 
typical to the target domain, in this case, children’s stories. The elements include 
themes, story characters, and events. 

Story themes for children usually center on everyday life experiences (such as 
going to camp) and behavior development (such as honesty and bravery). Characters 
are given names to identify them from other characters. The interpersonal relation-
ships that often exist between characters in children’s stories such as “ParentOf” and 
“TeacherOf” are also modeled. Most critical to the representation of characters are the 
set of roles and traits that influence their goals and ultimately determine the actions 
they perform. For instance, a character with the role ‘student’ and a trait of “lazy” 
may fail to fulfill the goal to “have good grade” by choosing to “play” rather than to 
“study”. On the other hand, a similar character with a trait of “dishonest” rather “lazy” 
may choose to “cheat” instead.  

Events represent the atomic units of a story. They represent actions and states. 
When represented in the context of a story, each event is associated with a timepoint. 
States are represented as primitives or predicates that signify a particular meaning as 
illustrated in Table 1 while actions are represented with their respective VerbNet the-
matic roles as shown in Table 2. 

Table 1. Predicates 

Predicate Meaning 
HasPossession (?character, ?object) character owns object 
RelationshipChange (?character1,  

?character2, -10) 
character2 holds ill feelings  

towards character1 

Table 2. Representation of Events 

Event steal break scold 
Agent ?character1 ?object ?character1 
Source ?character2 --- --- 
Patient --- --- ?character2 
Theme ?object --- --- 

 
Themes revolve around the behavioral development of the main character based on 

a moral or virtue. They are represented as rules in the ontology and are patterned after 
the classical plot structure for children’s stories as presented in [16].  

3 System Architecture 

The architecture shown in Figure 1 is based on a model of story writing that identifies 
a balance between the plotting of the characters and the author [17]. The prompt is a 
user input which specifies the basic elements (characters, objects and optional loca-
tion) that should be present in the story.  
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A random goal for a character is selected after factoring in the scores of each “De-
sires” assertion in the goals pool. For instance, if the query, “Desires (‘child’, goal)” 
returns the following assertions and their respective scores: 

Desires (child, learn) +2, Desires (child, play) +5 

Then “Desires (child, play)” would have a better chance of being selected. 

3.3 Character Goal Completion 

Each character goal can be completed only by the character that formulated the goal. 
A higher priority is given to actions from the domain-specific ontology.  

Querying the domain-specific ontology, events at the previous timepoint must sa-
tisfy the preconditions of an action whose post-condition matches with the goal. A 
‘dishonest’ character might achieve the goal ‘good grade’ with the action ‘cheat’ if it 
had ‘dishonest’ and ‘good grade’ as its pre- and post-conditions, respectively.  

Querying the upper story world ontology is a bit more complicated. First, Analo-
gySpace [13] is used to obtain the top n similar concepts. A goal is selected from this 
list of concepts with the highest probability given to the original concept. For each 
goal, the events that achieve the goal are selected through the following queries:  

MotivatedByGoal(?event,goal), HasPrerequisite(goal,?event) 
Causes(?event,goal), UsedFor(?event,goal) 

The results are stored disjointly so that any single action can be performed in order to 
achieve the goal. For the “good grade” goal, some of the possible actions that could 
lead to its achievement are “attend class, study hard”. These actions are represented 
in the way actions are described in the domain-specific ontology since they have also 
been disambiguated and therefore assigned their particular WordNet senses. 

3.4 Plot Progression 

At every timepoint, the writer inspects the story world to determine if the intended 
story theme has been realized. Since the themes concern behavior development from a 
negative trait to a positive one (e.g. a “dishonest character” learning to be “honest”), 
the rules are generalized as “when a main character performs an action based on a 
negative trait that leads to a negative consequence, the character realizes his/her 
mistake and does the right thing in the future”. Performing an action based on a trait 
is already embedded into the mechanism by which a character agent chooses an ac-
tion. The link between the negative action and the consequence that follows is pro-
vided by profluence. The creation of a similar circumstance for allowing the character 
to do the right thing in the future is the task of the writer.  

Table 3. Queries for Consequential Progression 

Query Meaning 
Causes(current,?event) What does the current event cause to happen? 

HasSubevent (current,?event) What normally happens when current occurs? 
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3.5 Story Profluence  

Profluence is the logical progression of events. This is manifested through the com-
pletion of character goals; and the consequential and motivational progressions as 
shown in Tables 3 and 4 respectively. The current goal is labeled as current. 

Table 4. Queries for Motivational Progression 

Query Meaning 

MotivatedByGoal (current, ?event) What events motivate current to happen? 
CausesDesire (?event, current) What events can possibly motivate current?  

(special case: current must be a goal) 

4 Preliminary Results 

ConceptNet 4 is used in this system. Only assertions with scores of at least two were 
considered. The number of concepts, n, has been limited to 1. 

Listing 1 shows a sample trace of character goals, story world state and character 
actions. The theme selected is for that of a greedy character. The prompt specified 
only the characters that should be included in the story: Danny who is greedy and 
Hannah who is stingy. The two plot points that completed the plot for “greedy” were 
“steal” and “punch” in which Hannah punched Danny for stealing her candy. 
 
Listing 1. Sample Output 
 

Timepoint 0: goal:HasPossession(Danny,candy)  
state:HasPossession(Hannah,candy) 
state:!HasPossession(Danny,candy,) 

Timepoint 1:  action:steal(Danny,Hannah,candy,Danny) 
Timepoint 2: state:HasPossession(Danny,candy)  

state:RelationshipChange(Hannah,Danny,-10)  
state:EmotionalState(Danny,happy) 

Timepoint 3: state:EmotionalState(Hannah,anger,Danny)  
action:dance(Danny)  

Timepoint 4:  action:punch(Hannah,Danny) 

5 Conclusion 

The paper presented a preliminary work on providing a story generator with existing 
common-sense knowledge. It describes the representation of the storytelling know-
ledge as well as how the story generator would make use of this knowledge. 

An evaluation system must be devised in close communication with an evaluator 
(possibly a story writer) to identify an evaluation scheme and the most appropriate 
story representation to use. The representation must also contain the appropriate con-
textual information to allow for conversion into natural language text in the future.  

ConceptNet was built on user-supplied knowledge through the Open Mind  
Common Sense (OMCS) project [7] in which common-sense was acquired from the 
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general public online. Despite obtaining a high evaluation score regarding the accura-
cy of information contained in this resource, the generated output may be inappro-
priate for children and may also be inaccurate. Some form of automatic validation of 
an assertion or concept before usage into the system would be beneficial to address 
the inaccuracy concern. 
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Abstract. This paper presents the notion of Context-based Activity Design 
(CoBAD) that represents context with its dynamic changes and normative ac-
tivities in an interactive system design. The development of CoBAD requires an 
appropriate context ontology model and inference mechanisms. The incorpora-
tion of norms and information field theory into Context State Transition Model, 
and the implementation of new conflict resolution strategies based on the spe-
cific situation are discussed. A demonstration of CoBAD using a human agent 
scenario in a smart home is also presented. Finally, a method of treating con-
flicting norms in multiple information fields is proposed. 

Keywords: Context-based Activity Design, Context Reasoning, State Transi-
tion Rule. 

1 Introduction 

The emergence of pervasive, context-aware and mobile computing requires system 
design to be adaptive and responsive to aspects of setting in which the tasks are per-
formed, including other users, devices and environment [1]. An important aspect in 
the emergence of these technologies is context. Although numerous studies on context 
have been conducted, the meaning of context is not well-defined. Mostly, context 
refers to fixed elements: person, locations, and surrounding elements involved in an 
interaction. However, not much attention has been paid on the context of the interac-
tion itself [1]. Work by Dourish [2] provides different viewpoints towards context, 
i.e., i) context arises from the activity itself and both entities: context and activity 
cannot be separated; ii) context is dynamic depending on the activities carried out; iii) 
context is not fixed information; and finally iv) context is a relational property that 
holds between objects or activities. Accordingly, we argue that the concept of context 
is relevant and influential to the interaction in an activity system. Hence, context 
should be incorporated in design process as it becomes more important in pervasive 
computing. This paper presents a context-based interactive system design that cap-
tures dynamic changes in context and normative activities. The paper is organised as 
follows: first we provide an overview of CoBAD, then a discussion on the concept of 
information field and how they can be captured and represented in CoBAD. An intro-
duction of conflict resolution strategies in relation to information fields is made. Sec-
tion 4 discusses the analysis and reasoning about conflicting norms. Finally, the paper 
concludes with a summary of the contributions made and future work.    
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2 Context-Based Activity Design (CoBAD)  

Zainol and Nakata [3] proposed a context ontology model, COM, which can be ap-
plied in CoBAD. The important feature of COM is, it categorises context identifiers 
into three types: extrinsic, interface, and intrinsic. In particular, interface context con-
tains activities as it captures the context at the interface between intrinsic and extrinsic 
contexts. CoBAD is based on context reasoning (CR) where various types of contexts 
are employed to infer new context. CR is a condition-action rule that specifies the 
activity reasoning of human agent. A CR rule can be expressed as follows: 

[ExtrinsicContext  ∧ InterfaceContext  ∧  IntrinsicContext]   [newContext] 

The condition on the left hand side (LHS) of the CR rule refers to the situational con-
ditions and it consists of context identifiers, while the right hand side (RHS) consists 
of new context of any category. A special type of CR rule is state transition (ST). In 
ST rules, the Interface Context in LHS is not empty and the RHS is a new Interface 
Context, i.e., they specify the possible activity states that human agents can perform 
in the next activity state. A ST rule can be expressed as follows: 

[ExtrinsicContext  ∧ InterfaceContext ∧ IntrinsicContext]  [newInterfaceContext] 

The LHS is for the current activity state in that particular situation, whereas the RHS 
is for the updates of the current activity state, which yields the next state. 

 

Fig. 1. An example of CSTM with ST rules 

Table 1. The example of ST rules using FOL predicates where T indicates ‘true’ 

Rule Activity Reasoning 

ST1 T ∧ activity returnHome ∧ state tired activity relaxing
ST2 T ∧ activity returnHome ∧ desire hunger activity cooking
ST3  T ∧ activity returnHome ∧ desire hunger ∧ state tired activity orderFood   

ST4 T ∧ activity relaxing ∧ desire hunger activity cooking
ST5 T ∧ activity cooking ∧ desire hunger activity havingDinner
ST6 T ∧ activity orderFood ∧ desire hunger activity havingDinner
ST7 T ∧ activity havingDinner ∧ T activity relaxing
ST8 T ∧ activity relaxing ∧ T activity watchingTV
ST9 T ∧ activity havingDinner ∧ T activity watchingTV
ST10 T ∧ activity havingDinner ∧ T activity cleaning
ST11 T ∧ activity cleaning ∧ T activity watchingTV
ST12 T ∧ activity cleaning ∧ T activity workAtHome
ST13 T ∧ activity workAtHome ∧ desire sleepy activity sleeping
ST14 T ∧ activity watchingTV ∧ desire sleepy activity sleeping
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To design the transitions of human agent activities in a smart home, we apply the 
method of state space representation (see Fig. 1). We present the Context State Tran-
sition Model (CSTM) that contains a set of activity states and ST rules (see Table 1). 
Depending on a particular activity state a human agent is in, different ST rules that are 
available and can be triggered. As in any state transition model, this model is charac-
terised by multiple possible transitions in some states. Here we assume that activities 
(Interface Context) are mutually exclusive, i.e., an agent cannot be engaged in more 
than one activity at any time. Consider a case where a resident returned home and 
he/she is tired and hungry. This satisfies the LHS of multiple rules (i.e., ST1, ST2 and 
ST3), which in turn introduces a conflict among them. To resolve the conflict we 
incorporate into CSTM, concepts from organisational semiotics [4]: norms and infor-
mation field. Information field (IF) is a set of shared norms that governs the behaviour 
of a group of member in an organised fashion, in which norms is a field of force that 
requires the members of a community to behave or think in a particular way [4]. Hu-
mans are seen as agents and their actions are influenced by the forces that present in 
IFs, and these forces originate from norms that are shared in a community [5]. Gener-
ally, these norms can be categorised into: perceptual, evaluative, cognitive and beha-
vioural. Based on this, the following mappings of these norms can be considered: i) 
perceptual norms are concerned with how human agent acts in accordance with 
his/her perception based on facts – hence they can be represented as conditions; ii) 
cognitive norms represent the aspect of human agent’s belief about actions that can be 
represented as activities; iii) behavioural norms determine how human agent should 
behave and define what he/she is expected to do under a given situation, and they can 
be represented by ST rules; and iv) evaluative norms represent the aspect of choices 
or preferences of a human agent to choose his/her next action based on the available 
context information – hence they can be represented by a set of activities or condi-
tions. What we can observe here is that the intersections of multiple IFs in the model 
may introduce conflicts among norms. To resolve a conflict, we define the precedence 
of norms among the shared norms. By setting this, a human agent is expected to be 
able comply with an appropriate norm based on the situation [3].  

3 Conflict Resolution Strategies for CSTM 

In resolving a conflict, a conflict resolution strategy (CRS) is required to decide which 
rule to fire. The most common CRSs used in the production system are recency, speci-
ficity, and refractoriness. However, none of them support the preference setting of 
norms. Therefore, we formulate new CSRs and define them into three main situations:  

• Situation1: when the IF 1 is more dominant than the IF 2, i.e., d IF IF , 
where two IFs, IF 1 and IF 2, overlap,  then apply dominant IF.  

─ DominantIF: choose the rule from dominant IF; 
─ DominantPreferredOutcome: choose the rule that result in preferred outcome spe-

cified by evaluative norms in dominant IF; 
─ DominantPreferredCondition: choose the rule that contains preferred condition 

specified by evaluative norms in dominant IF; 
─ DominantRuleCondition: choose the rule that contains condition in dominant IF. 
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• Situation 2: If no dominant IF specified, i.e.,  d IF d IF  then apply any IF.  

─ PreferredOutcome: choose the rule that result in preferred outcome in any IF; 
─ PreferredCondition: choose the rule that result in preferred condition in any IF. 

• Situation 3: If the strategies specify in both situation 1 and 2 failed then apply the 
standard strategies: Random, Recency, Specificity, and Refractoriness. 

4 The Analysis and Reasoning of Conflicting Norms in CSTM 

Based on the example in Fig. 1, we first analyse the base information field (IF) called 
IF England since it assumes the activities to be taking place in the norms of England. 
To perform reasoning, we applied a production system (PS). In this study, the  
ordering of strategies is set as follows: DominantIF, DominantPreferredOutcome, 
DominantPreferredCondition, DominantRuleCondition, PreferredOutcome, Prefer-
redCondition, Random, Recency, Specificity, and Refractoriness. The sequences of 
rule firing and actions are presented in Table 2 and 4. 

Table 2. Trace of a PS for CSTM for base IF (IF England)  

Cycle 

 

              Working Memory(WM) 

IF England       new/derived facts 

Conflict 

Set 

Conflict  

resolution 

Rule 

fired 

0 desire(hunger)      activity(returnHome)    ST2      NULL ST2 

1 desire(hunger)   activity(cooking) ST5 NULL ST5 

2 desire(hunger)   activity(havingDinner) ST7, ST9,ST10 Random ST9 

3 desire(hunger)   activity(watchingTV) NULL NULL HALT 

 
Assume that when we begin, the rules and facts have been loaded into production 

rules and working memory (WM), respectively. The inference begins from the top of 
the rule ST1 and goes on downward until the first true condition is found. Given that 
activity(returnHome) represents the starting state, in the cycle 0, the recognise-act-
cycle (RAC) matches the current state: desire(hunger) and activity(returnHome) 
against the ST rules. At this stage, the ST2 matches the facts. Therefore, ST2 is fired 
and its action, cooking is asserted in the WM; indicating the transition from activity 
state returnHome to cooking. The cycle 1 uses the facts: desire(hunger) and activi-
ty(cooking) would match with ST5. The ST5 is fired and the activity state havingDin-
ner is added in the WM; indicating a transition from activity state, cooking to  
havingDinner. In the cycle 2, the RAC again matches the facts: desire(hunger) and 
activity(havingDinner) against the ST rules. At this stage, ST7, ST9 and ST10 are 
enabled for firing. To resolve the conflict, a strategy, random is used to fire the ST9. 
Therefore, ST9 is fired and its action, watchingTV is then asserted in WM, which in 
turn moves from the activity state, havingDinner to watchingTV. Finally, the execu-
tion halts in cycle 3 as no more rules to fire. 

Next, we analyse the overlapping of dominant IF (IF Family) that captures the 
norms of a specific family, which is superimposed onto the IF England. In this exam-
ple, a human agent is belonging to a family, and at the same time she is following the 
England’s culture where she lives (see Fig. 2). The overlapping of these IFs will bring 
different set of norms into the IF England (refer Table 3). 
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Table 3. A set of norms added from the IF Family into IF England 

Type of norms Norms added from the IF Family  

Behavioural  STF1: activity returnHome activity cooking  

Evaluative pref cleaning watchingTV relaxing , pref watchingTV workAtHome
Cognitive  activity sleeping
Perceptual  desire sleepy , state tired

 
 

 
 

Fig. 2. The overlapping of IF Family to IF England in the CSTM 

Again, given that activity(returnHome) represents the starting state, the inference 
begins with ST1 (see Table 4). In the cycle 0, the RAC matches the current state: 
desire(hunger), desire(sleepy), state(tired) and activity(returnHome) in the WM 
against the ST rules. At this stage, ST1, ST2, ST3 and STF1 are enabled for firing. To 
resolve the conflict, the strategy DominantRuleIF is applied to select a rule from the 
dominant IF. Therefore, STF1 is fired and its action, cooking is placed in the WM, 
which in turn moves the activity state from returnHome to cooking. The cycle 1 uses 
the updated facts: desire(hunger), desire(sleepy), state(tired) and activity(cooking) 
would match with ST5. The ST5 is fired and the activity state, havingDinner is then 
added in the WM; indicating a transition from activity state, cooking to havingDinner. 
In the cycle 2, the RAC again matches the facts: desire(hunger), desire(sleepy), 
state(tired) and activity(havingDinner) in the WM against the ST rules. At this stage, 
ST7, ST9 and ST10 are enabled for firing. To resolve the conflict, the strategy Domi-
nantPreferredOutcome is used to fire the ST10 based on the following preferences: 
[pref(cleaning)  pref(watchingTV)  pref(relaxing)]. Therefore, ST10 is fired and 
its action, activity(cleaning) is asserted in the WM, which in turn moves the activity 
state from havingDinner to cleaning. In the cycle 3, the RAC again matches the facts: 
desire(hunger), desire(sleepy), state(tired) and activity(cleaning)  in the WM against 
the ST rules. Two rules: ST11 and ST12 are matched with the facts. To resolve the 
conflict, the strategy, DominantPreferredOutcome is applied to choose ST11 based on 
the following preferences: pref watchingTV workAtHome . The transi-
tion of activity state is now changed from the activity state, cleaning to watching TV. 
In the cycle 4, the RAC again matches the facts: desire(hunger), desire(sleepy),  
 

   IF Family 
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state(tired) and activity(watchingTV) in WM against the ST rules. At this stage, only 
ST14 matches with the facts. Hence, ST14 is fired and its action, activity(sleeping) is 
then added in the WM; indicating a transition from activity state, watchingTV to 
sleeping. Finally, in cycle 5, the execution halts as no more rules to fire. 

Table 4. Trace of a PS for CSTM based on the overlapping IF Family and IF England 

Cycle Working Memory(WM) Conflict set Conflict  
resolution 

Rule 
fired 

IF England IF Family new/derive facts
0 desire(hunger)    desire(sleepy) 

state(tired)    
activi-
ty(returnHome) 

ST1, ST2, 
ST3, STF1 

  DominantRuleIF 

  
 

STF1 
 

1 desire(hunger)    desire(sleepy) 
state(tired)    

activity(cooking) ST5 NULL ST5 

2 desire(hunger)    desire(sleepy) 
state(tired)    

activi-
ty(havingDinner)      

ST7,ST9, 
ST10 

DominantPreferrd 
Outcome 

ST10 

3 desire(hunger)    desire(sleepy) 
state(tired)    

activity(cleaning)     ST11, ST12 DominantPreferd 
Outcome 

ST11 

4 desire(hunger)    desire(sleepy) 
state(tired)    

activi-
ty(watchingTV)       

ST14 NULL ST14 

5 desire(hunger)    desire(sleepy) 
state(tired)    

activity(sleeping)     NULL NULL HALT 

5 Conclusions and Future Work 

In this paper we have developed a notion of CoBAD that represents context with its 
dynamic changes and normative activities in the interactive system design. We also 
discussed the integration of semiotics theory in the CSTM that represent the aspect of 
default and dynamic social norms that governs the behaviour of human agent in a 
specific situation. However, the overlapping of information fields may introduce con-
flicts among them. To resolve a conflict, we proposed new conflict resolution strate-
gies based on organisational semiotics perspective. In the future we will continue our 
work on the development of multiple scenarios of human agent activities in a smart 
home, and then followed by the implementation based on a rule-based expert system. 
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Abstract. In this paper we present a visual approach for classification in data 
mining, based on the enhanced separation feature of a visual technique, called 
Hypothesis-Oriented Verification and Validation by Visualization (HOV3).  In 
this approach, the user first projects a labeled dataset by HOV3 with a statistical 
measurement of the dataset on a 2d space, where data points with the same class 
label are well separated into groups. Then each well separated group and its 
measure vector are employed as a visual classifier to classify unlabeled data 
points by projecting and grouping them together with the overlapping labeled 
data points. The experiments demonstrate that our approach is effective to assist 
the user on classification of data by visualization.  

Keywords: Classification, Data Mining, Visualization, Data Projection. 

1 Introduction 

Classification is a supervised learning process by which objects are partitioned into 
several predefined groups. The predefined groups are built up from a training dataset 
where each object in the predefined groups is assigned a class label. The method of 
partitioning the objects of the training dataset is called a classifier, which is used to 
classify unknown objects further with particular class labels based on their similarity 
to the predefined groups.  

There have been many algorithmic methods developed to deal with the real world 
applications of classification [7]. However, with the increasing amount and 
complexity of electronic data produced in the real world, the user cannot rely on fully 
automatic techniques for data analysis, because algorithmic classification approaches 
need “human-in-the-loop” to adjust parameters for the classification process in order 
to enable the users to interactively refine their predictions based on their modeling 
assumptions that are impossible for a fully automated approach to reach on its own.  

Graphical displays help people think better, since a visual display is often the best 
way of transmitting complex data to the human brain. Therefore, visualization and 
interaction with algorithmic classification methods may serve a central role in the 
classification process [3]. Several visual techniques, such as PBC [1], StarClass [5] 
and Parallel Coordinates [3], have been developed to facilitate classification in data 
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mining. However, those techniques have certain issues on classifying very large 
datasets. For example, Parallel Coordinates cannot easily deal with very high 
dimensional data in classification. The classification results of PBC and StarClass 
heavily depend on the experience of individual users for visually classifying the 
unlabeled datasets. The interactive classification function of Weka [6] is not powerful 
enough to represent the overview of data projection of high dimensional data. The 
fuzzy-based visual technique proposed in [4] is not suited for classifying very large 
datasets, due to its high computation complexity.  

Motivated by the limitations of these approaches to classification by visualization, 
we propose an approach to classification based on a visual technique called 
Hypothesis-Oriented Verification and Validation by Visualization (HOV3) [8, 9]. A 
more detailed explanation of our approach and its demonstration on several 
benchmark classification datasets are provided in the following sections. 

2 Classification by HOV3 

2.1 The HOV3 Technique and Its Enhanced Separation Feature   

The aim of projecting high dimensional data onto a 2d or 3d space is to present a 
more intuitive, visual perception of the data to the user. The HOV3 technique [8] 
adopts the Polar Coordinates representation to project high-dimensional data onto a 
2d surface. First, a 2d Polar Coordinates plane is divided into n equal size sectors with 
n coordinate axes, where each axis represents a dimension and all axes share the 
center of a circle on the 2d space. Then the values of all axes are respectively mapped 
to the orthogonal x and y coordinates which share the initial point on the 2d space. 
Thus data with any dimensions can be transformed to the orthogonal coordinates x 
and y, and represented by a point on the x-y 2d plane. The projection of HOV3 can be 
viewed as a mapping from high-dimensional real space to a 2d complex number space 
(RnØC2) by employing a measure vector m. The real part and the imaginary part of 
data are mapped to the x axis and y axis respectively.  

HOV3 provides a quantitative mechanism to the user on analysis and visualization 
of high dimensional data. This study is based on the enhanced separation feature of 
HOV3 [9]. Based on the quantitative measurement feature of HOV3, it is proved that, 
applying a measure vector m multiple times to a dataset by HOV3, would make some 
data points to be more tightly packed in geometry [8]. In practice, the number of times 
of applying m to the studied data is usually decided by the user based on his/her 
observation of the data projection. This feature is significant for data classification by 
HOV3, since a clear geometrical separation of data groups provides the user with an 
intuitive insight on whether a data point belongs to a specific class. 

2.2 The Classification Procedure by HOV3 

The process of classification by HOV3 features three phases described as follows:  
 

• Establishing a Visual Classifier: The user first projects the predefined groups 
(training dataset) by HOV3, and then each group is well separated by the user 
based on the enhanced separation feature of HOV3. A well separated predefined 
group and its corresponding separation vector are recorded as a visual classifier. 
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In Fig. 9, we can find that there exist 7 overlapping data points between Class 3 
(red color) and Class 1 (blue ones). It is hard to separate these two classes well. But 
compared to the total size of Class 1 (34,108) and Class 3 (132), as shown in Table 1, 
this minor overlapping rate 0.02044% is acceptable.  

3.2 Classifying Unlabelled Data and Analysis of Classification Accuracy 

We next apply the set of visual classifiers generated above to the test dataset of 
Shuttle for selecting the overlapping data points by their corresponding predefined 
groups. First, we mix the labeled 2,458 data points of Class 5 of the Shuttle training 
set and the unlabeled test dataset D0 (14,500 instances). Their original data 
distribution projected by HOV3 is plotted in Fig.10. Then we apply the C1.m1 = [-
0.4343, 3.5231e-4, 0.0795, 4.7315e-05, 0.0108, -6.2927e-07, 1.0, -1.4896-e4, -0.1711] to plot 
the mixed data D0+C1.d1. Their data distribution is shown in Fig.11, where data points 
of C1.d1 are red-colored.   

We have also applied our approach to the Segment and Satimage datasets. Fig.13 
and Fig.14 show the data projections of the Segment and Satimage training datasets 
respectively, where the data points of Class 2 in each dataset are colored as red dots. 
The process of classifying the unlabeled data of Segment and Satimage is performed 
as in the case for Shuttle. The experimental results of using HOV3 to classify 
unlabeled data of Shuttle, Segment and Satimage are summarized in Table 2.  

 

Fig. 10. The data distribution of 
the Shuttle test data and Class 5 
projected by HOV3 without any 
measurement 

Fig. 11. The data distribution 
of the Shuttle test data and 
Class 5 projected by HOV3 
with the separation vector 

 

Fig. 12. The data distribution 
of the Shuttle test data, with 
the data points in Class 5 
removed 

We may find that the similarity of data distributions in Fig.2 and Fig. 11, and Fig.3 
and Fig.12 are high. Based on the zoom in function by MATLAB, we carefully 
collect the data items overlapping the red colored data points as dc1. Then dc1 is 
removed from D0 (D0=D0-dci). This process is performed iteratively by each visual 
classifier to D0 until all the visual classifiers are applied. The collected dci are listed in 
Table 1. We compare the labels we marked on the data items in each dci (i=1..7) to 
their original labels. The contrast of their correctness/incorrectness is also listed in 
Table 1. We then calculate the accuracy of the classified data items by HOV3as 
(correct collection) / (total observation) = (14,500-20)/14,500x100% =99.86%. 
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the standard deviation of the Shuttle training data (with 10 dimensions) as a measure 
vector to project it by HOV3. Its data projection is presented in Fig. 15, where we 
colored the 7 clearly separated classes. That is why all approaches in Table 2 have a 
very high accuracy on the classification of the Shuttle dataset. 

4 Conclusions 

We have presented a visual approach for classification based on the enhanced feature 
of HOV3. In this approach, the user first separates the predefined groups in a training 
dataset by applying the statistical predictions of the dataset in HOV3. Then each 
separated predefined group and its separation vector are used as a visual classification 
model to classify an unlabeled dataset. The effectiveness of this approach has been 
demonstrated by the experiments reported in the paper. Furthermore, our approach is 
not sensitive to the order of the dimensions of data, whereas some other approaches 
such as PBC [1] and StarClass [5] are, which may cause the final visualized result to 
vary.  
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Abstract. Rhythm is one of the most essential elements of music that
can easily capture the attention of the listener. In this study, we ex-
plored various rhythm features and used them to build emotion models.
The emotion labels used are based on Thayers Model of Mood, which
includes contentment, exuberance, anxiety, and depression. Empirical re-
sults identify 11 low-level rhythmic features to classify music emotion.
We also determined that KStar can be used to build user-specific emotion
models with a precision value of 0.476, recall of 0.480, and F-measure of
0.475.

Keywords: Rhythm features, emotion models, classification.

1 Introduction

Music induces emotional and physical responses from people. According to [4],
music allows the listener to re-live a personal experience and remember other
events of heightened emotional moments. The past decade has seen a lot of
studies that characterizes music according to emotion, for example, that of [1,3].
Studies on music and its correlation to emotion have led to applications of music
in health and well-being, education and marketing among others.

According to [7], among all elements of music, rhythm is the most fundamen-
tal, essential, structural and organizational music feature because it captures the
attention of an individual. It is also used in all temporal aspects of a musical
work whether represented in a score, measured from a performance, or existing
only in the perception of the listener [2].

Since rhythm is closely related to a person’s emotional response while listening
to music [5], our objective then is to determine specific rhythm features that are
useful in classifying emotions induced by music.

2 Methodology

Our approach is to build a music emotion database and then extract rhythm
features for modelling and classification. The music emotion corpus is built by
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Table 1. Song segment distribution based on tempo markings

Tempo Beats per minutes Number of
marking (BPM) songs

Adagio 66–76 1
Andante 76–108 4
Moderato 108–120 47
Allegro 120–168 35
Presto 168–200 13

using 100 instrumental pieces with mixed genres. For each song, a 30-second
segment having consistent tempo were chosen. Table 1 shows the distribution of
song segments based on tempo markings. Segments were sampled at 44.1 KHz.

Six participants (three male and three female), aged 17–23 years old and with
various musical background, were engaged to listen to the music segments in a
controlled environment and label these with one emotion which the music in-
duced in them. Their choices were limited to the four labels described in Thayers
Model of Mood: Contentment, Exuberance, Anxiety, and Depression. Content-
ment refers to music that gives a sense of relaxation and positive feelings to
the listener. Exuberance refers to music that is energetic and gives a heightened
sense of happiness in the listener. Anxiety refers to music that is energetic but
influences negative feelings in the listener. Depression refers to music that is
calm yet gives the feeling of negativity to the listener.

Music Analysis, Retrieval and Synthesis for Audio Signals (MARSYAS) [6]
was used to extract 18 rhythm features from each music segment. These include
the beat histogram; the amplitudes of the first, second, and third highest peaks
in the beat histogram; the BPM of the first, second, and third highest peaks in
the beat histogram; the ratio between the low BPM and high BPM; the mean
autocorrelation value; the fundamental frequency, spectral flatness, standard de-
viation, spectral centroids, spectral spread of the beat histogram; the number
of maxima; and the tempo. Using the rhythm features, 100 instances were pro-
duced for the dataset. WEKA1 was used to build the emotion model for each
participant. The following classifiers were used in the experiments: C4.5, Näıve
Bayes, Support Vector Machines, KStar, and JRip. These classifiers were com-
pared against each other using true positive (TP) rate, false positive (FP) rate,
precision, recall and F-measure.

3 Results and Analysis

We observe the dataset is lopsided and a music segment is labelled differently by
the participants. Only 4% of the music segments were labelled consistently by all
participants with Contentment. Most of the music segments were labeled with
Contentment. Music that was not labeled as such (14%), were equally labelled
with Exuberant (high-energy, low-stress) or Anxiety (high-energy, high-stress).

1 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 2. Comparison of various classifiers for user-specific modelling

Classifier TP rate FP rate Precision Recall F-Measure

C4.5 0.460 0.216 0.454 0.460 0.454
Nave Bayes 0.352 0.194 0.402 0.352 0.347
SVM 0.435 0.248 0.347 0.435 0.381
KStar 0.480 0.203 0.476 0.480 0.475
JRip 0.430 0.287 0.447 0.430 0.374

Table 3. Rhythm features that are significant for classifying music emotions

Exhuberance Anxiety Contentment Depression

LowPeakAmp LowPeakAmp MidBPM LowPeakAmp
MidPeakAmp MidPeakAmp MeanACR MidBPM
HighPeakAmp HighPeakAmp Flatness HighBPM
MidBPM Spread2 StdDev Flatness
HighBPM Tempo NumMax Spread2
MeanACR NumMax
Flatness Tempo
StdDev
NumMax

Only 16 music segments were equally labelled with Contentment or Depression.
This indicates that participants have difficulty differentiating the stress level
(i.e., high-stress level or low-stress level). Only 2 music segments were given the
label Depression, which may indicate two things: (1) that Depression is not easily
recognizable by the listener, or (2) the dataset does not contain songs that are
depressing.

From these observations, the dataset could not be used to build a general
emotion model. A user-specific music emotion model was built instead. Table
2 shows the results of the various ML approaches for one participant. In this
example, KStar returned the highest values in TP rate, precision, recall, and
F-measure; and, Näıve Bayes returned the lowest value in FP rate. Therefore,
for this participant, the music affect model was built using KStar classifier.

We used the 3-sigma rule to determine the best set of rhythm features per
emotion label. We computed the mean and standard deviation of each rhythm
feature and created a normal distribution for each. Those features that lie within
one standard deviation of the mean were taken as the best rhythm feature set.
For this same example, the important rhythm features for each type of emotion
is listed in Table 3. Results indicate that:

• LowPeakAmp is significant in differentiating Exuberance, Anxiety, and De-
pression;

• MidBPM, flatness, and NumMax are significant features for Exuberance,
Contentment, and Depression;

• MidPeakAmp and HighPeakAmp are significant to differentiate between Ex-
uberance and Anxiety;

• MeanACR and StdDev are significant to differentiate between Exuberance
and Contentment;
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• Spread2 and Tempo are significant to differentiate between Anxiety and
Depression; and

• HighBPM is significant to different between Exuberance and Depression.

Results show that there are no features that differentiate Contentment from De-
pression. This could be the reason why it was difficult for a listener to differen-
tiate the stress level in low-energy music. The MidPeakAmp and HighPeakAmp
values for Exuberance and Anxiety overlaps, this could be the reason why it is
difficult to differentiate the stress level even in high-energy music.

4 Concluding Remarks

This study focused on identifying relevant rhythm features for detecting music
emotions. Preliminary results have shown that only 11 of the original 18 rhythm
features are actually significant in differentiating emotions. Based on analysis of
empirical data from one participant, it is indeed possible to build user-specific
music emotion models. Among the various classifiers tested, KStar yielded the
best results in music emotion modelling based on TP rate, precision, recall, and
F-measure values. However, further experiments and analysis should be carried
out to make more general conclusions.
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Abstract. This paper proposes a new method of automatically measur-
ing semantic relatedness by exploiting Wikipedia as an external knowl-
edge source. The main contribution of our research is to propose a re-
latedness measure based on Wikipedia senses and hyperlink structure
for computing contextual relatedness of any two terms. We have eval-
uated the effectiveness of our approach using three datasets and have
shown that our approach competes well with other well known existing
methods.

Keywords: contextual relatedness, Wikipedia hyperlinks, relatedness
measures, semantics.

1 Introduction

The task of measuring relatedness of two concepts requires the understanding
of implicit relations between concepts based on deeper level of world knowledge
about the entities in consideration. For instance, to correctly assess that “Foren-
sic Science” and “Teeth” are related, lot of background knowledge of “Forensic
Odontology” is required but this knowledge can not be found in phrases them-
selves. The limiting factor for computing semantic relatedness is undoubtedly the
requirement of background knowledge. Fortunately, Wikipedia stores a great deal
of information not only about the concepts themselves but also about various
aspects of the relations between concepts.

The rest of the paper is organized as follows: Section 2 discusses three broad
categories of semantic measures proposed in literature. Section 3 presents our
new approach. Section 4 analyzes the performance of our proposed methodology
by comparing it to other existing strategies using three well known datasets.
Section 5 presents conclusions and discusses future research directions.

2 Related Work

Many researchers have explored the use of Wikipedia components to extract
semantics in a variety of ways. WikiRelates! [1] used Wikipedia category network
to identify semantics. Eric Yeh et al. [2] constructed a Wikipedia graph with
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Wikipedia articles as nodes and the link between them as the edges in the graph
and used it as an effective source of computing semantic relatedness. Explicit
Semantic Analysis(ESA) [3] compared two text fragments or words by projecting
them into the space of Wikipedia articles and comparing their resultant concept
vectors like the traditional Vector Space model. WLM [4] used Wikipedia links
for calculating semantic relatedness and proposed a relatedness measure based
on weighted average of tfidf and Normalized Google Distance (NGD) inspired
measures.

3 WikiSim - A New Measure of Semantic Relatedness

“WikiSim” is our approach for computing Wikipedia based contextual related-
ness of two terms. WikiSim has two phases. It first extracts candidate senses
from Wikipedia’s disambiguation pages for both input words, then it computes
the semantic relatedness of candidate senses using a Wikipedia hyperlinks based
relatedness measure.

3.1 Candidate Senses Extraction

To compute the relatedness of two terms, each of which may have several different
senses , it is important to identify the appropriate sense of each word. “Crane”
and “implement” are unrelated terms if we use their senses “the bird” and “the
action of implementing”, but are closely related in the senses “the machine” and
“the tool”.

Wikipedia containing information about different senses of words, represents
them in three ways. A term followed by the context in parenthesis e.g. Crane (ma-
chine); an alternative word, usually a synonym, hyponym or hypernym e.g. sense
“tool” for the term “implement”; or a phrase e.g. “writing implements”. WikiSim
does not use the phrasal senses possibly because most of the phrasal senses are
extremely specific e.g. ““Forest Township, Missaukee County, Michigan”.

3.2 Contextual Relatedness Computation

Then, all unique in-links (all articles referring to the input word article) and
out-links (all articles referred by the input word article) of each candidate sense
of the input word wa are extracted and compared with that of every sense of the
input word wb. Each sense pair is assigned a relatedness weight based on link
sharing using the following formula:

w(si, sj) =

[
|S|
|T |

]
ifS �= {ø} (1)

In the above formula, si and sj are senses of input words wa and wb respectively.
|S| is the set of all the links shared by a sense pair and |T | represents total number
of distinct in links and out-links of both senses. In other words, the weight of a
sense pair is the probability of links shared by them, or 0 if S is an empty set. For
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the sense pairs which do not share any links, we calculated relatedness scores by
computing weighted average of a link based Vector Space Model(VSM) inspired
measure and the Normalized Google Distance(NGD) inspired measure based on
the work of [4]. The highest weight is picked up as a measure of contextual
relatedness with the associated senses representing disambiguated contexts of
input words.

4 Evaluation

To compare our results with other existing approaches, we evaluated our work
on three well known benchmark datasets namely Miller and Charles (M&C)
[5], Rubenstein and Goodenough (R&G) [6] and WordSimilarity-353 [7] using
Spearman’s correlation coefficient.

Table 1. Correlation based Performance of WikiSim on two subsets of WordSim-353

Subset Correlation Correlation Matched Articles
(individual words) (Phrase)

Set-1 0.59 0.63 57
Set-2 0.55 0.67 81

Averaged Correlation 0.57 0.65

The averaged correlation value of wikiSim on both subsets of WordSimilarity-
353 turned out to be much low as represented by correlation with individual
words in Table 2. On analyzing the dataset, we observed that most of word pairs
in this dataset are those that make a new context such as “secret weapons” when
occur together but are quite distinctive otherwise. For handling such word pairs,
we concatenated both words in every word pair and searched for a corresponding
Wikipedia article. Such word pair is assigned weight based on following formula:

w(Artab) =

[
|I|
|T |

]
(2)

where, |I| represents the total number of distinct in-links of the article Artab
and |T | represents the sum of both distinct in-links and out-links. This formula
represents the extent of popularity of the phrase based article. Popularity refers
to the number of references made to a target article. The higher the popularity
of an article, the higher will be its significance in the Wikipedia corpus. The
number of matched Wikipedia articles for all datasets shown in table 2 explain
well the reason for shortfall in the correlation values of wikiSim on wordSim353.
By considering word pair popularity, we improved the average correlation on
WordSim-353 from 0.57 to 0.65. The correlation value of WikiSim, averaged on
all three dataset is significantly better than Wikirelates and WLM but still falls
behind ESA. One possible reason for that is, WikiSim maps input words to their
corresponding Wikipdia articles which is a knowledge acquisition bottleneck of
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Table 2. Correlation based Performance Comparison of WikiSim with other Wikipedia
based approaches on Three datasets

Dataset WikiRelate ESA WLM WikiSim

M&C 0.45 0.73 0.70 0.74
R&G 0.52 0.82 0.64 0.75
WordSim-353 0.49 0.75 0.69 0.65

Average 0.48 0.76 0.67 0.71

our system just like WikiRelates and WLM approaches. Another reason is that
WikiSim is based on the Wikipedia senses which are manually annotated so exis-
tence of insufficient or no senses corresponding to an input word could again be a
knowledge acquisition bottleneck. Our approach is cheaper than ESA which pre-
processes the whole Wikipedia dump. The difference between our approach and
WLM [4] is that they have used manually disambiguated datasets for evaluation
and have followed a different methodology for computing the contextual related-
ness. Our approach is different from WikiRelates in that WikiRelates combined
Wikipedia’s category structure and some lexical measures to compute semantic
relatedness.

5 Conclusions

In this paper we proposed and evaluated a novel approach for computing seman-
tic relatedness using Wikipedia senses and hyperlink structure. Our approach
presented a measure for computing semantic relatedness. We have shown that
with an average Spearman’s correlation coefficient of 0.71 on three datasets, our
approach performs consistently better than many other well known Wikipedia
based approaches. In future, we plan to optimize our relatedness measure by
considering other semantic elements of Wikipedia.
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Abstract. One of the most important problems of the morphological analysis is 
processing of unknown words. This paper proposes to use morpheme and cha-
racter features to relieve the problem of the unknown words without decreasing 
of the precision for the known words. We used the maximum entropy method 
which is flexible to the information of the morphemes and the characters. The 
experiments revealed that both the morpheme and character features are effec-
tive for Chinese morphological analysis and the character features are useful for 
the processing of the unknown words.  

Keywords: Chinese morphological analysis, morpheme features, character fea-
tures, maximum entropy method. 

1 Introduction 

The morphological analysis is an important technique of the natural language 
processing. It is particularly important in Chinese because it has no word boundaries. 
The important problem of most of the morphological analyzers which use only mor-
pheme features such as in [5] and [4] is processing of unknown words. In contrast, [3] 
used character features to relieve this problem because Chinese characters are ideo-
grams but showed that the precision for known words tends to be low only with cha-
racter features. Hence, we propose to use morpheme and character features to solve 
these two problems simultaneously. The experiments revealed that both the mor-
pheme and character features are effective for Chinese morphological analysis and the 
character features are useful for the processing of the unknown words. The closest 
work to ours is that by [2] who developed the word segmentation system that uses the 
morpheme and character features, which focused on only the word segmentation, and 
the morphological analysis is not accomplished so far. 
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A. The POS bigram of morphemes (47 features): The first type of the features is the 
POS of the previous morpheme of the morpheme which is focused on. We have 47 
features of this type, because we have 46 POSs and one more feature: the beginning 
of a sentence. The combinations of the POSs and the morpheme which are not in the 
training corpus were also considered in this type. Index j represents the POS of the 
previous morpheme. 

 

B. The bag-of-morphemes (57,760 features): We have 57,760 features because we 
have 57,760 morphemes (words) in our corpus. Index j represents the morpheme it-
self. 
 

C. The position of a character in a candidate morpheme (12,977 features): The nota-
tion of [2] is used for this feature: S, B, I, and E for a character which constitutes a 
morpheme on its own, is positioned at the beginning of the morpheme, is positioned 
at the intermediate of the morpheme, and is positioned at the end of the morpheme, 
respectively. Index j represents the combination of the positions and the characters. 
We used only the correct combinations for the reason of the memory limitation.  

4 Experiment 

We carried out experiments using the PFR (Peita-Fujitsu-Renmin Ribao) People's. 
Daily POS Tagged Chinese Corpus. We randomly selected 1541 sentences from the 
corpus for the experiments. The data set includes 46,251 sentences (44,710 for the 
training and 1,541 for the test) and 1,083,411 morphemes (1,048,121 for the training 
and 35,290 for the test). To address the unknown word problem, our system consider 
not only the character strings in a dictionary but also the character strings which are 
not. The system did not consider the morphemes whose length is more than five 
characters except those which are already in the dictionary because only 0.62% of the 
training corpus were these morphemes. Marks like periods were treated as a 
morpheme to speed up the system. The open and closed tests were carried out three 
times. The 300 sentences were randomly selected and used for the test. The averaged 
number of the morphemes of the test data of the closed and open tests are 7,025 and 
6,807, respectively. 

5 Results and Discussion 

Table 1 lists the average precisions and recalls of the closed and open tests.  These 
results revealed that the character features are not effective in the closed tests, which 
have no unknown words, but are obviously effective in both precision and recall in 
the open tests, which have many unknown words. These results indicate that both the 
morpheme and character features are effective for Chinese morphological analysis 
and the character features are useful for the processing of the unknown words.  

The following example shows that the character features are useful for the 
processing of the unknown words. The experiments also revealed that some charac-
ters tended to be positioned in the fixed position. We think these features are useful. 



 Chinese Morphological Analysis Using Morpheme and Character Features 869 

 

Table 1. The average precisions and recalls of the closed and open tests 

Features 
The closed test  The open test 

Precision  Recall  Precision  Recall 

Morphemes  96.10% 95.40% 83.71% 89.20% 

Morphemes and characters  96.10% 95.90% 90.31% 93.20% 

Deference  0.0 0.5 6.6 4.0 

 
Adjectives (A) 细致 (careful) and (B) 圆润 (mellow) were correctly processed 

only in our system because the system could use the two features of the position of a 
character in a candidate morpheme for each: (1A) 细 (thin) and (1B) 圆 (round) at the 
beginning of a sentence and (2A) 致 (detailed) and (2B) 润 (smooth) at the end of a 
sentence. This is because although these morpheme were not in a dictionary nor training 
data but other adjectives which consist of the same characters such as 细心(careful), 细

微  (slight), 细 嫩 (tender), 别 致 (unique), 雅致 (elegant) , 圆 满  (perfect), 圆 浑 
(mellow), 滋润 (moist), 红润 (rosy), and 湿润 (moist) were there. 

6 Conclusion and Future Work 

This paper proposed to use morpheme and character features to relieve the problem of 
the unknown words without decreasing of the performance of the known words. We 
used the ME method using the features about the bigram of POSs, the bag-of-
morphemes, and the position of the characters in a candidate morpheme. We got the 
performances that exceed the baseline system which uses only the morpheme features 
especially in the open tests and these results revealed that both the morpheme and 
character features are effective for Chinese morphological analysis and the character 
features are useful for the processing of the unknown words. We think that the catego-
ries of the character can be used as the character features in the future. 
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Abstract. In reality, users rarely dedicate excessive interest into only
one topic over a long time. We propose a topic-based hidden Markov
model to analyze temporal dynamics of users’ preference. Experiments
show that given observations of a new entrant, the proposed model is
able to recommend a specific user group he/she can be classified into
and also can anticipate what topic he/she will be mostly interested in.

1 Introduction

The key point of recommendation is to capture users’ preference as precisely as
possible [1]. Xu et al. [2] model user preferences on various topics in a topic ori-
ented graph, and devise a topic-oriented recommendation system by preference
propagation. Experiments manifest that their approach outperforms several col-
laborative filtering methods. It, however, does not take users’ time information
and relevant user information into account. Daud’s work [3] clearly shows that
users’ interests and relationships are changing over times. Experiments show the
effectiveness of the proposed approach. Based on observations and the existing
works, we thus make an assumption that a user’s preference is influenced by
users who have the same tastes, the topic of resources and time information.

The contributions of the paper are: 1) Similar users are grouped by K-means
and topic-based classification; 2) Temporal dynamics are considered when deal-
ing with users’ preference. Topic-based hidden Markov model is introduced to
learn user’s preference with changing circumstances.

2 Problem Definition

Topics of resources are C = {c1, c2, ..., ck}. The topic sequence with time infor-
mation is denoted as ct1

t1ct2
t2 · · · ctn tn . Firstly users are classified into different

classes for two reasons: 1) The possibility of the sparsity of data can be elimi-
nated; 2) Grouping users sharing the same rating patterns into the same class
can simplify the task. Secondly, the collection of topic sequences of classes of
users are used to train hidden Markov model for each class of user.
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Usually people are mostly like to change their focuses among the general topic
categories of the resources periodically for reasons like varying social trends, dif-
ferent thoughts, and a diversity of sentiment and moods, but they are concealed
from us and can only be disclosed by sophisticated techniques, say HMM. Thus
we assume hidden factors affecting users’ moods are H = (h1, h2, ..., h6).

3 Topic-Based Hidden Markov Model

Topic-based HMM is also defined as λ = (Q,O, π,A,B), whereQ = (q1, q2, ..., qT )
stands for the finite set of states, where each finite state represents a correspond-
ing hidden state inH ; O = (o1, o2, ..., oT ) represents the finite set of observations,
where each observation state represents a corresponding topic in C; π is the vec-
tor of initial probability distribution on Q; A is a stochastic transition matrix,
where A : Q × Q → [0, 1], Aij = P (qt+1 = j|qt = i) and

∑
j∈Q Aij = 1; and B

is the confusion matrix which describes the transition between states and ob-
servations, B : Q × O → [0, 1], with Bik = P (Ot = k|qt = i),

∑
k∈O Bik = 1.

The state sequence q = q1q2...qt satisfies the Markov property. The topic-based
HMM can be used to solve 3 kinds of problem:

• Estimation Problem. The probability of a sequence o = o1o2...on given a HMM
λ is given by the Eq. (1) which is calculated by the forward-backward algorithm.

p (o|λ) =
∑

q1,...,qn∈Q

π (q1) · Bq1o1 · Aq1q2 · Bq2o2 · · ·Aqn−1qn · Bqnon (1)

• Decoding Problem. The problem is defined in Eq. (2) as follows:

δt (i) = p (q1q2...qt−1, qt = i, o1o2 · · · ot|λ) (2)

Given a sequence o = o1o2...oT and λ = (π,A,B), how to find the state sequence
q = q1q2...qN which is represented by δT (i) at time T and satisfy the max
likelihood which is calculated by Viterbi and represented as argmax

Q
P (Q|O).

• Parameter Learning Problem. The problem of HMMs to find the model λ
which maximises the probability in Eq. (2) is solved by Baum-Welch algorithm.

4 Experiments and Evaluations

The HMM toolbox we use was written by Kevin Murphy. Our proposed method
is evaluated in two datasets, one is MovieLens1 (M for short), topics in MovieLens
are initialized into 18 kinds. Another one is Jester Joker (J for short) [5].

Firstly, we use K-means to cluster users in each dataset into 3 classes, respec-
tively. Then we split the data in each class for two datasets into two parts: the
training data and test data with a proportion of 80% and 20%.

1 http://movielens.umn.edu
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The first evaluation is depicted as follows. A HMM will be trained for each
user group. Namely, there will be three HMMs (refer as HMM1, HMM2, and
HMM3) for each dataset. After training, the results expressed as Eq. (1) are
shown in “log” form in Fig. 1. The first three figures in Fig. 1 (Fig.1(a)-(c))
present log likelihood comparison among three trained HMMs in MovieLens,
while the rest of figures (Fig.1(d)-(f)) present comparisons in Jester Joker.

(a) Sequences in HMM1-M (b) Sequences in HMM2-M (c) Sequences in HMM3-M

(d) Sequences in HMM1-J (e) Sequences in HMM2-J (f) Sequences in HMM3-J

Fig. 1. Log Likelihoods Comparison of Different HMMs

In Fig. 1, the horizontal axis presents each test sequence of one user group,
the vertical axis presents log likelihood values. In each figure, the red solid leg-
end works as baseline, and denotes the results of a given test sequence in the
corresponding HMM. The other two black line legends denote likelihood value
of the given test sequence from other two HMMs.

In Fig. 1, results in each figure are analyzed against the value of the red solid
line in descending order. The bigger the log values the more likely this particular
user belonging to the specific (user group) HMM . It is clear that the red solid
lines are higher than the other two black lines in most cases. This manifests
that the proposed model can identify which user class these sequences come
from. Namely, given the observation sequence of the user, the trained HMM
can be used to identify which category the user belongs to. Furthermore, useful
recommendations can also be obtained from the results.

Secondly, we use the proposed model to predict what will be the most inter-
esting topic. Firstly, the last topic word within each test sequence of each user
group is taken away intentionally. Then the pre-defined 18 topics are used to
replace the removed topic word one by one, which incurs 17 more repetition in
total. In doing so, we want to find out the interesting or suitable topic within
the given HMM. Finally we calculate the log likelihood of all the replacements in
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(a) Statistics in MovieLens (b) Statistics in Jester Joker

Fig. 2. Log Likelihood Sequences Comparison of 18 Topics

the corresponding HMMs. We then count how many times that the biggest log
likelihood sequences are in accordance with the real sequence we have observed.

In Fig. 2(a), the horizontal axis presents three HMMs with MovieLens dataset
(Fig. 2(a)), the vertical axis presents the counter. The meanings of the legends
are as follows: “testNum” denotes the total number of test sequences in the cor-
responding model before substitution; “top1” is the number of events happened
that the sequence we really observed gained the biggest log likelihood; “topNum”
is the number of times that the sequence we really observed has achieved beyond
third biggest log likelihood value. Fig. 2(b) is obtained from Jester Joker dataset.

In Fig. 2, when the real observed sequence achieved the biggest log likelihood,
it means that the trained HMM can generate exactly the same topic sequence as
observed. Namely, the proposed model is able to recommend the user with the
topic generated by the corresponding user group HMM. A particular user’s next
most likely interesting topic can be foretold with our method to some degree.

5 Conclusion

We propose a new collaborative filtering method using hidden Markov models
which can be used to learn an appointed user’s rating behavior pattern and
predict a user’s preference trends with certain probability as well.
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(09SKB34), National Natural Science Foundations of China(61170192), and Nat-
ural Science Foundations of CQ(2007BB2372).
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Abstract. This paper presents a novel event recognition framework in video 
surveillance system, particularly for parking lot environment. An event is repre-
sented by feature vector that contains dynamic information and the contextual 
information of the motion trajectory is incorporated into the recognition proc-
ess. Experimental results have demonstrated great accuracy of the proposed 
event recognition algorithm. 

Keywords: Video surveillance, event recognition, anomaly detection. 

1 Introduction 

Automatic detection of event is becoming increasingly important for video surveil-
lance applications. In this paper, a novel event recognition and classification  
technique in parking lot surveillance system is presented by trajectory learning and 
analysis. The proposed system is adapted from the semi-supervised method where a 
set of ‘normal’ events are trained from the known data set that are extracted from the 
object motion trajectories such as the time and location when the object enters/exits 
the scene, and the average size of the object. The remaining sections of this paper are 
organized as follows. Section 2 describes the system architecture of the proposed 
event recognition and anomaly detection algorithms and the experimental results from 
the real video sequences taken from the parking lot are presented in section 3. 

2 System Architecture 

The proposed video surveillance system has four main processes: object tracking, 
event representation, training and event recognition as is shown in Fig. 1. The object 
tracking process detects the moving object and collects the spatial-temporal in-
formation of the tracked object. Event representation process constructs the feature 
vector from the motion trajectory. In training process, feature vectors of the known 
events are extracted and low-dimensional representation of the known events are 
computed. Lastly, the event recognition process identifies the type of event. 

                                                           
* Corresponding author. 
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Fig. 1. Event classification block diagram 

2.1 Object Tracking and Feature Extraction 

Adaptive Gaussians Mixture Model (GMM) is employed in our object tracking 
process [1]. Each pixel is modeled by a mixture of five weighted Gaussian distribu-
tions. The advantage of this approach is the robustness to lighting changes and un-
structured motion such as vegetation waving. Also, it can handle local and global 
change of the background appearance. Median filtering and morphological operations 
are employed to improve the accuracy of the detected object trajectory. 

An event e is defined over a temporal interval [ts, tf ] where ts is the time when ob-
ject is detected and tf  is the time when the object exits the scene. The event e over a 
sequence of N consecutive frames is represented by: 

 , | , 1 …  (1) 

where ,  , , , which vt and At are the velocity and area profiles of the 
moving object. As a consequence of time-varying tracks of different event, trajecto-
ries are often unequal in dimension. Thus, normalization and scaling operations are 
applied to obtain a standardized representation of the event e. 

2.2 Event Representation and Explicit Data Training 

Numerous efforts have been devoted to trajectory analysis by learning semantic scene 
[2-3].The type of event can be estimated from the scene information of the trajectory 
such as the starting and ending points. For example, a vehicle passes by the scene will 
produce a trajectory with a starting point at the entry region and an ending point at the 
exit region. Also, the type of the object that initiates the event (vehicle or human) can 
be determined by the area information of the object. Therefore, a logical table of these 
events can be formed as shown in Table 1. The spatial information was also extracted 
from the object trajectory and an event tag , , ,   is formed, where Xs 
and Xf are the starting and ending centroid location, Ā is the mean object area.  

Explicit definitions of ‘normal’ events are trained with labelled video samples. To 
obtain a compact and low-dimensional representation of these events, principal com-
ponent analysis (PCA) [4] is performed on the extracted event vector e. Fig.2 shows 
the trained feature vector computed from the event ‘vehicle passes by the scene’ and 
their principal component representation of the feature vector. 
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Table 1. Logical scene information for different events 

Event Description Starting  Ending  Area 

1 Vehicle passes by the scene entrance exit Large 
2 Vehicle enters the scene and occupies a parking space entrance internal Large 
3 Vehicle moves out of parking space and exits the scene internal exit Large 
4 A person walks through the scene entrance exit Small 
5 A person enters the scene and picks up a vehicle entrance internal Small 
6 A person drops off from vehicle and exits the scene internal exit Small 

 
              (a)                       (b)                       (c)                       (d) 

Fig. 2. Principal component representations of the (a) x axis projection, (b) y axis projection, 
(c) velocity, and (d) area of the trajectory for event ‘vehicle passes by the scene’ 

2.3 Event Recognition 

The event recognition is accomplished by evaluating the event tag Te. Feature match-
ing and contextual information analysis are incorporated to improve accuracy of the 
recognition outcome. The explicit definitions are used as a map to classify the incom-
ing event. Fig. 3 shows the decision tree of the event recognition process. Firstly, the 
type of object is identified by computing the mean area Ā of the object. Next, entry 
and exit points of the trajectory are analyzed and the possible type of event is esti-
mated.The final decision is made by evaluating the similarity of the feature vector ft of 
the incoming event to the explicit definition of the same event.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Decision tree of the event recognition process 
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3 Experimental Results 

The test videos were captured by using a static camera that monitoring the outdoor 
parking lot of Swinburne University. A sample video of more than 1000 frames and 
contains 4 events is illustrated in Fig. 4 and the experiment outcome of the proposed 
event recognition system is tabulated in Table 2. 

 

Fig. 4. Object tracking result of the test video. From left to right, car passed by the scene, 
people walked by the scene, people picked up a car, and car moved out of the parking space. 

Table 2. Results of event recognition from the test video 

Event no Start Frame  End Frame Xs Xf Ā Event e Corr. 

#1 53 82 entrance exit car 1 0.9894 
#2 124 246 entrance exit people 4 0.9038 
#3 372 563 entrance internal people 5 0.9616 
#4 679 824 internal exit car 3 0.7650 

4 Conclusions 

An event recognition system specifically in parking lot environment is proposed 
based on the spatial and dynamic information of the trajectory. Contextual informa-
tion of the trajectory was incorporated to enhance the accuracy of the outcome. The 
experiments show the events were recognized accurately using the datasets collected 
from parking lot surveillance scenarios. 
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Abstract. With the wide usage of Wikipedia in research and applications, dis-
ambiguation of concepts and entities to Wikipedia is an essential component in 
natural language processing. This paper addresses the task of identifying and 
linking specific words or phrases in a text to their referents described by Wiki-
pedia articles. In this work, we propose a method that combines some heuristics 
with a statistical model for disambiguation. The method exploits disambiguated 
entities to disambiguate the others in an incremental process. Experiments are 
conducted to evaluate and show the advantages of the proposed method.  

1 Introduction 

Recently, precisely identifying and linking specific words or phrases (mentions or 
surface forms henceforth) in a text to their referent entities in a knowledge base (KB) 
have attracted much research attention. This task was well-known as entity linking [1] 
or entity disambiguation (ED) [5]. When the used KB is Wikipedia, the task is also 
known as wikification [3]. ED is a crucial task in natural language processing (NLP). 
It annotates/maps mentions of entities or concepts in a text with/to identifiers (IDs) 
from a given KB. In this paper, we propose a method for ED using Wikipedia.  

For the past five years, many approaches have been proposed for ED [2], [3], etc. 
In addition, since 2009, entity linking (EL) shared task held at Text Analysis Confe-
rence [1] has attracted more and more attentions in linking entity mentions to KB 
entries. In EL task, given a query containing a named entity (NE) and a background 
document including that named entity, the system is required to provide the ID of the 
KB entry to which the name refers; or NIL if there is no such KB entry [1]; the used 
KB is Wikipedia. Even though those approaches to EL exploited diverse features and 
employed many learning models [1], [4], [5], a hybrid approach that combines heuris-
tics and statistics has not been explored.   

In this paper, we propose a disambiguation approach that extends the one proposed 
in [9] to deal with both types of entity, namely, NEs and general concepts. The ap-
proach combines heuristics and statistics for entity disambiguation in an incremental 
process. For statistical ranking of candidate entities, we investigate various features 
proposed in [8] and adapt them for both named entity and general concept mentions, 
and explore more information of disambiguated entities to disambiguate the others. 
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2 Proposed Method 

Firstly, we built a controlled vocabulary based on Wikipedia. For identifying entity 
mentions, we employed a NE recognition tagger to identify NEs and a noun phrase 
chunker to identify base noun phrases, each of which is considered as an entity men-
tion. The entity mentions were then used to retrieve their candidates based on the 
controlled vocabulary. To date, there are two popular ways used in previous work to 
generate candidates of mentions. The first one is based on outgoing links listed in 
disambiguation pages of Wikipedia; and the second one makes use of labels of out-
going links in Wikipedia articles and destinations of these links. However, they both 
produce incorrect results. To reduce the number of incorrect candidates of a mention, 
we employ both of them and get the intersection of the result sets as the final one. 

Next, heuristics were applied to disambiguate mentions. We propose two main 
heuristics, named H1 and H2. These heuristics exploit title-hints of articles in Wikipe-
dia. Note that each article in Wikipedia has a title, belongs to some categories, and 
may have several redirect pages whose titles are alternative names of the described 
entity or concept in the article; and, different articles have different titles. If an entity 
has the same surface form with others, the title of the article describing it may contain 
further information that we call title-hint to distinguish the described entity from the 
others. The title-hint is separated from the surface form by parentheses, e.g. “John 
McCarthy (computer scientist)”, or a comma, e.g. “Columbia, South Carolina”. Let m 
be the mention to be disambiguated. These two heuristics are stated as follows: 

 

− H1: among candidate entities of m, the ones whose title-hints occur around m in a 
context window are chosen. For instance, given the sentence “A state of emergency 
has been declared in the US state of Georgia after two people died in storms, a day 
after a tornado hit the city of Atlanta,” for the mention “Atlanta”, the candidate ent-
ity having the title “Atlanta, Georgia” is chosen because its title-hint “Georgia”  
occurs around the mention; and for the mention “Georgia” the candidate entity 
having the title “Georgia (U.S state)” is chosen because its title-hint “US state” oc-
curs around it. 

− H2: if m is a title-hint of an already disambiguated entity around it, the chosen can-
didate entities are the ones that have outgoing links to the disambiguated entity or 
this disambiguated entity has outgoing links to these candidates. For instance, giv-
en the phrase “Atlanta, Georgia”, after applying H1, the mention “Atlanta” is anno-
tated with the title “Atlanta, Georgia” in Wikipedia; for the mention “Georgia”, af-
ter applying H2, it is annotated with the title “Georgia (U.S state)” in Wikipedia 
because both Wikipedia articles “Atlanta, Georgia” and “Georgia (U.S state)” have 
reciprocal links to each other.  

 

Finally, we employed the vector space model where entities are represented by feature 
vectors and cosine similarity is used to rank candidates. Features are divided into two 
groups: text features (representing mentions in a text) and Wikipedia features 
(representing Wikipedia articles). For each article, the Wikipedia features contain the 
entity title (ET), titles of its redirect pages (RT), its category labels (CAT), its labels of 
outgoing links (OL).  

The text features contain the following types: (i) all entity mentions (EM); (ii) local 
words (LW), that are all the words, not including special tokens such as $, #, ?, etc., 
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found inside a specified context window around the mention to be disambiguated and 
are not part of mentions occurring in the window context to avoid duplicate features; 
(iii) coreferential words (CW), used exclusively to represent NEs, that are all local 
words of the mentions co-referent with the mention to be disambiguated; (iv) all identifi-
ers of the entities whose mentions have already been annotated (IDs); and (v) extended 
text (ExT): let m be a mention to be disambiguated, U1 be a set of titles corresponding to 
already disambiguated entities, and U2 be a set of destinations of outgoing links in a 
certain candidate, Ext is a set (of titles) that is the intersection of U1 and U2. 

After extracting features for a mention in a text or an entity described in Wikipedia, 
we put them into a bag-of-words. Then we normalize the bag of words by removing 
special characters, punctuation marks, and special tokens; removing stop words such 
as a, an, the, etc.; and stemming words using Porter stemming algorithm. Then each 
bag-of-words is converted into a feature vector. 

3 Evaluation  

For evaluating the performance of our disambiguation method, we have built two 
corpora in which entities are manually annotated with Wikipedia titles using the Eng-
lish version of Wikipedia downloaded on 22 July 2011. The first corpus D1 contains 
2038 mentions that are NEs and the second corpus D2 contains 3898 mentions of both 
general concepts and NEs. We evaluate our methods against the methods of Milne 
and Witten [6] (denoted as M&W) and Ratinov et al. [3] (denoted as Wikifier) using a 
previously-employed “bag of titles” (BOT) evaluation presented in [3]. To this end, 
we run the disambiguation algorithms of M&W1 and Wikifier2 on our datasets respec-
tively and utilize BOT evaluation implemented in Wikifier. 

Table 1. The overall results on datasets after running M&W, Wikifier, ours Method 1&2 

Method Datasets Precision Recall F-Measure 

M&W 
D1 86.74% 27.95% 42.28% 

D2 86.75% 36.65% 51.53% 

Wikifier 
D1 83.72% 28.08% 42.06% 

D2 83.91% 36.02% 50.41% 

Method 1 
D1 84.21% 74.88% 79.27% 

D2 64.35% 57.02% 60.47% 

Method 2 
D1 73.28% 68.79% 70.97% 

D2 58.54% 60.46% 59.48% 

 
We combine the features by two ways to form two methods. The first one  

(henceforth Method 1) uses the features EM, LW, CW (only for NEs), and IDs of 
disambiguated entities to represent mentions. The second one (henceforth Method 2) 
uses the features EM in windows whose sizes are 55 tokens around the mention to be 

                                                           
1 Available at http://wikipedia-miner.sourceforge.net/ 
2 Available at http://cogcomp.cs.illinois.edu/page/download_view/Wikifier 
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disambiguated, LW, CW (only for NEs), IDs of disambiguated entities, and Ext to 
represent mentions. Both methods represent entities described in Wikipedia using the 
features presented above. 

Table 1 shows the results on datasets D1 and D2 after running the disambiguation 
algorithm of M&W, the disambiguation algorithm of Wikifier, and our Methods 1&2. 
The results on the table show that our methods achieve lower precision but higher 
recall as compared to M&W and Wikifier. However, they have a balance of the preci-
sion and recall measures, and achieve the F-measure higher than those of M&W and 
Wikifier on the same datasets. 

4 Conclusion 

In this paper, we propose a new method for Wikification of both named entities and 
general concepts. Our method combines some heuristics and a statistical model for 
Wikification in an incremental process where already disambiguated entities are ex-
ploited to disambiguate the remaining ones. We have explored diverse features from 
local to global ones in a text and Wikipedia for entity disambiguation. The experi-
mental results show that the proposed method achieves comparable performance, with 
balanced precision and recall, to the state-of-the-art methods.   
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Abstract. In this paper, we described a technique for identifying and presenting 
frequent pattern migrations in temporal network data. The migrations are identi-
fied using the concept of a Migration Matrix and presented using a visualisation 
tool. The technique has been built into the Pattern Migration Identification and 
Visualisation (PMIV) framework which is designed to operate using trend clus-
ters which have been extracted from “big” network data using a Self Organising 
Map technique.  

Keywords: Frequent Patterns, Trend Analysis, Pattern Clustering, Visualisa-
tion, Self Organising Maps. 

1 Introduction 

A Pattern Migration Identification and Visualisation (PMIV) framework is proposed 
directed at detecting and visualising changes in frequent pattern trends in social net-
work data. Given a set of frequent pattern trends collected over a sequence of tempor-
al episodes we can group the global set of trends into a set of clusters. In this paper, 
the trends are clustered using a Self Organising Map (SOM). Each cluster (SOM 
node) will contain frequent patterns that have similar trends associated with them. We 
refer to such clusters as trend clusters. Furthermore, we can detect changes in tempor-
al trend clusters. More specifically the changes in which particular frequent patterns 
associated with one type of trend may “migrate” to a different type of trend over a 
sequence of episodes. In addition we can identify communities of trend clusters that 
are connected with one another in terms of pattern migrations. To aid the proposed 
trend migration analysis a visualisation mechanism is also supported. The rest of the 
paper is organised as follows: Section 2 presents an overview of the proposed PMIV 
framework, Section 3 presents a demonstration of the operation of PMIV and the 
paper is concluded in Section 4. 
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2 The Pattern Migration Identification and Visualisation 
(PMIV) Framework 

The PMIV framework is directed at finding interesting pattern migrations between 
trend clusters and trend changes in social network data. In the context of this paper, 
trends are trend lines representing frequency counts associated with binary valued 
frequent patterns discovered using an appropriate frequent pattern trend mining  
algorithm (for example the TM-TFP algorithm [1, 2]). A trend is considered to be 
interesting if its “shape” changes significantly between episodes. The application of 
the proposed PMIV framework requires as input, a SOM map [3, 4], where each node 
represents a trend cluster. 

 
Fig. 1. Schematic illustrating the operation of the proposed framework 

Figure 1 gives a schematic of the PMIV framework. The input to the PMIV 
framework is a set of e SOM maps describing a sequence of Trend Cluster Configura-
tions (TC) such that TC = {SOM1, SOM2, …, SOMe} where e is the number of epi-
sodes. Each SOM then comprises m nodes describing m different trend clusters, Ti = 
{τ1, τ2, …,τm} (0 < i ≤ e). Each trend cluster comprises the identifiers for zero, one or 
more frequent patterns. Note the number of trends clusters (nodes), m, in each SOM is 
constant across the episodes, this is why it may be the case that for some applications 
a trend cluster (SOM node) τk is empty.  

The first stage in the PMIV process is to detect pattern migrations in the set of 
trend cluster configurations, TC, between sequential pairs of episodes Ej and Ej+1. 
This is achieved by generating a sequence of migration matrices for each SOM pair. 
A Migration Matrix (MM) is a two dimensional grid with m × m rows and columns 
(recall that m is the number of nodes, trend clusters, in a SOM map, and that the num-
ber of nodes is constant over an entire sequence of episodes). The rows represent the 
trend clusters associated with some episode Ej (SOMj) and the columns the trend clus-
ters associated with the next episode in the sequence Ej+1 (SOMj+1). Each cell in the 
MM holds a count of the number of frequent pattern trends that have moved from 
trend cluster τr (represented by row r) in episode Ej to trend cluster τc (represented by 
column c) in episode Ej+1. The leading diagonal therefore represents the number of 
frequent pattern trends that have stayed in the same cluster. The resulting migration 
matrix determines the number of migrations from one type of trend (trend cluster) to 
another, this information is then used in the visualization process. 

The second stage is to illustrate the identified pattern migrations using Visuset [5]. 
The aim of the visualisation of pattern migrations is to produce a “pattern migration 
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maps” using the Visuset software [5], which used the concept of a Spring Model [6]. 
Using this model the map to be depicted is conceptualised in terms of a physical sys-
tem where the links represent springs and the nodes objects connected by the springs 
(using spring values). In the context of the PMIV framework, network nodes are 
represented by the trend clusters in SOM E and the spring value defined in terms of a 
correlation coefficient (C). Visuset is also used to identify “communities” within 
networks using the Newman method [7]. The process starts with a number of clusters 
equivalent to the number of nodes. Iteratively, the trend clusters (nodes) with the 
greatest “similarity” are then combined to form a number of merged clusters. Best 
similarity is defined in terms of the Q-value. The C and Q-values are determined us-
ing information derived in MMs. More information can be found in [8]. 

3 Analysis of the PMIV Framework Using a Social Network 
Dataset 

The work described in this paper has been evaluated using the Cattle Tracing System 
(CTS) database in operation in Great Britain (GB). The CTS database can be inter-
preted as a social network, where each node represents a geographical location and 
the links the number of cattle moved between locations. The network comprises a set 
of n time stamped datasets D = {d1, d2, …, dn} partitioned into m episodes. Each data 
set di comprises a set of records such that each record describes a social network node 
paring indicating “traffic” between the two nodes. Each record description then con-
sists of some subset of a global set of attributes A that describes the network elements. 
The process for identifying the frequent patterns of interest is outside the scope of this 
paper. However, a pattern is considered frequent if its support count is above some 
support threshold σ. The trend line for a particular frequent pattern is then defined by 
the sequence of support counts obtained for the datasets making up an episode. 

Once the SOM maps had been generated the maps were processed so as to generate 
the associated migration matrices. A fragment of the migration matrix generated from 
the CTS dataset is given in Table 1. The table shows the number of CTS patterns that 
have migrated between episodes 2003 and 2004. For example in the case of node n1, 
71 trends have remained in the same node (self links), however 13 trends have mi-
grated from node n1 to node n2, and so on. The values held in the migration matrices 
are also used to determine the C and Q-values for the visualization process.  
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Figure 2 shows the CTS network pattern migration map for episodes 2003 and 
2004. 45 nodes, out of a total of 100, had a C-value greater than 0.2 and were therefore 
displayed. The islands indicate communities of pattern migrations. The nodes are la-
beled with the node number from SOMj, and the links with their C-value. The link 
direction shows the direction of migration from SOMj to SOMj+1. From the map we can 
identify that there are a 30 nodes with self-links. However, we can also deduce that (for 
example) patterns are migrating from node 34 to node 44, and from node 44 to 54 (thus 
indicating a trend change). The size of the nodes indicates how many patterns there are 
in each trend cluster, the bigger the node the large the number of patterns. 

4 Conclusions 

In this paper, the authors have described the PMIV framework for detecting changes 
in trend clusters within social network data. The PMIV framework then supports the 
analysis of trend clusters for the purpose of identifying pattern migrations between 
pairs of trend clusters found in a SOMj and a SOMj+1. The pattern migrations are 
detected using the concept of Migration Matrices and illustrated using an extension of 
Visuset. 
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Abstract. In this work, we observe that user consuming styles tend to
change regularly following some profiles. Therefore, we propose a con-
suming profile model to capture the user consuming styles, then apply it
to improve the Top-N recommendation. The basic idea is to model user
consuming styles by constructing a representative subspace. Then, a set
of candidate items can be estimated by measuring its reconstruction er-
ror from its projection on the representative subspace. The experiment
results show that the proposed model can improve the accuracy of Top-N
recommendations much better than the state-of-the-art algorithms.

1 Introduction

The Top-N recommendations are generally produced by two steps: firstly, the
system predicts ratings on all candidate items; secondly, it will sort those can-
didate items according to their predicted ratings, and recommend the Top-N
ranked items to the active user. Recently, Cremonesi et. al. argued that, for
the task of Top-N recommendation, it is not necessary to predict the exact
ratings. They proposed two new Top-N recommendation algorithms, PureSVD
and NNcosNgbr, that are designed to provide correct ranking of items to the
active user [3]. Their experiment results show that the PureSVD algorithm can
always perform better on the Top-N recommendation task than those latent fac-
tor models based on rating prediction, including the well-known SVD++ model
that played a key role in the winning of the Netflix progress award [5]. How-
ever, the research on Top-N recommendation is still underdeveloped, especially
compared with the rating prediction task.

In this paper, we argue that each user has a consuming profile that is different
from his/her rating profile that is pursued by most rating prediction methods.
In this work, we propose a consuming profile model to capture users’ consuming
styles. The idea is to construct a representative subspace for user consuming
profile, then estimate how well a candidate item matches the user’s consuming
style by measuring its reconstruction error from its projection on the repre-
sentative subspace. Due to the ability to model user consuming styles and their
temporal dynamics, the consuming profile model can generate Top-N recommen-
dations that can satisfy users’ various needs better, and provide more accurate
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recommendations than other Top-N recommendation methods, including those
blending/ensemble techniques.

The rest of the paper is organized as follows. we present the consuming profile
model in section 2, evaluate it in section 3, and summarize this paper in section 4.

2 The Consuming Profile

Let U = {u1, · · · , ux, · · · , um} denote a set of m users, T = {t1, · · · , tl, · · · , tn}
denote a set of n items, and C = {c1, · · · , cj , · · · , cq} denote a set of q cat-
egories. TN (ux) represents the list of Top-N recommendations to user ux. R
represents the m× n rating matrix, and rxl denote the rating on item tl by user
ux. P = {p1, · · · ,px, · · · ,pm} denotes the consuming profiles for m users, and
px denotes the consuming profile for user ux. Z = {z1, · · · , zx, · · · , zm} denotes
the projection of P , and zx denotes the projection of px. The active user is the
user for whom the recommendations are generated.

2.1 The Consuming Profile Model

We define that a consuming profile is a sequence of personal consuming styles.
By representing user consuming styles in this way, users’ various needs and their
dynamics are naturally integrated. Each consuming profile is created for one
user. The consuming style at a certain time is captured by the corresponding
consuming profile vector.

However, to make use of this consuming profile for Top-N recommendations,
there are two challenges: 1) the processing algorithm must have the ability to
deal with incomplete data, since there are lots of missing values. 2) in the rec-
ommendation step, the algorithm must be able to measure how well a set of
candidate items fit the user’s consuming profile, then to decide whether this
item will be recommended or not. In the following section, we will address these
two challenges by constructing a consuming profile subspace.

In this paper, we build up a representative subspace for consuming profiles by
information theory. In this work, we use Principal Component Analysis (PCA) to
construct a subspace to capture the main variance of the incomplete consuming
profiles in the data set. The projection from the subspace is given by:

zx =WT · (px − μ), (1)

where μ = 1
m

∑m
x=1 px, px ∈ P is the consuming profile for user ux, zx is the

projection of px on the subspace, and W is the orthogonal eigenvectors of the
covariance matrix of P . Due to the high incompleteness of consuming profiles,
we introduce an EM-like algorithm to learn the representative subspace from the
observed values in the consuming profiles P .

– E-Step: the missing values are replaced with corresponding values in μ, then
apply the standard PCA to calculate W . After that, zx can be estimated
by using the least squares solution with Wk

j and [px]
a, where [px]

a denotes
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the px in the current iteration step, but only have values on the positions
that correspond to pa

x, and Wk
j denotes the first k principal component

coefficients in the j-th iteration.
– M-Step: the reconstruction p̂x can be calculated as:

p̂x =W · zx + μ, (2)

where zx is the projection of px on the subspace.

2.2 The CPS Algorithm

When recommending a list of items to a user, it is actually trying to construct the
user’s consuming profile with minimum errors. Then, we apply the reconstruction
error to estimate how much of a set of items match a user’s consuming profile.

Given a set of items S(ux) to user ux at time i, all items can be temporar-
ily absorbed into ux’s consuming profile vector pxi, then a tentatively changed
consuming profile vector p̃xi is available. The reconstruction error for S(ux) is
defined by using the squared distance between this changed consuming profile
and the original one:

‖ p̃a
x − μa − [Wk · zx]a ‖2, (3)

The proposed CPS Algorithm can used implemented in two steps: 1) since there
is no item recommended to the active user, his/her corresponding consuming
profile is empty. We calculate the reconstruction error for each candidate item
with Eq. 3, then initialize the empty consuming profile by absorbing the item
with the minimum reconstruction error. 2) the algorithm will iteratively esti-
mate each remaining candidate item. Specifically, it tentatively absorbs each
remaining item into the current consuming profile, and take this one into the
recommendation list if the reconstruction error is greater than it was before
absorbing.

3 Experiment and Analysis

The data set used in this experiment is the MovieLens data set, which includes
around 1 million ratings collected from 6, 040 users on 3, 900 movies. The data
set is split into the training set and the test set. The test set only contains 5-star
ratings. Following literature [2, 3], we reasonably assume that the 5-star rated
items are relevant to the active user, and use a similar methodology to conduct
experiments. The quality of Top-N recommendations is measured by the Recall,
which is defined based on the overall number of hits. For the active user, if the
test item is in the Top-N recommendation list, we call this a hit.

To fully examine the performance of the proposed model, we compare the pro-
posed CPS algorithm with other 6 state-of-the-art Top-N recommendation algo-
rithms, including the Logistic Regression [1,6] and the Mean strategy, PureSVD
and NNcosNgbr, Top Popular (TopPop) and Movie Average (MovieAvg). For
these blending algorithms CPS, Logistic and Mean, they all blend the results
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Table 1. Recall at N on All-But-One data set

Items Algorithm N = 1 N = 5 N = 10 N = 15 N = 20
All Items CPS 0.3843 0.5715 0.6321 0.6825 0.7260

Logistic 0.2194 0.4697 0.5866 0.6556 0.7022
Mean 0.2010 0.4093 0.5298 0.6007 0.6543
PureSVD 0.2111 0.4593 0.5781 0.6460 0.6881
NNcosNgbr 0.1377 0.3240 0.4242 0.4886 0.5399
TopPop 0.0740 0.2123 0.3030 0.3568 0.3969
MovieAvg 0.0000 0.0217 0.0800 0.1306 0.1821

from PureSVD, NNcosNgbr, TopPop and MovieAvg for Top-N recommenda-
tions. For our CPS, the dimension of consuming profile subspace is set to 50, the
max iteration of training is set to 20, and the error threshold is set to 10−5.

Table 1 shows the performance of the algorithms on the All-But-One data set,
when N equals to 1, 5, 10, 15, and 20, respectively. It is clear that the proposed
CPS algorithm achieves significant better results than all the other algorithms.
So, the proposed CPS algorithm can discover much more items than any other
algorithms based on user rating estimation.

4 Conclusions

In this paper, a novel user consuming profile model is proposed to capture user
consuming styles. Based on this model, we introduce a CPS algorithm for Top-
N recommendations. Experiment results show that CPS performs significantly
better than other blending methods in the field of Top-N recommendations.
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Abstract. This paper uses brainwaves to recognize the computer activ-
ity of the user and provides music recommendation. Twenty-three (23)
hours of data collection was performed by asking the computer user to
wear a device that collects electroencephalogram (EEG) signals from his
brain as he performed whatever tasks he wanted to perform while listen-
ing to music. The features of the preferred song given the activity of the
user is used to provide songs for the user automatically. Activities were
classified as either academic or leisure. The music provision model was
able to predict the music features preferred by the user with accuracy of
76%.

Keywords: support provision, brain-computer interface, intention recog-
nition, behavior recognition.

1 Introduction

This presents a music provision system that automatically provides music for
a computer user given the computer activity of the person (i.e., academic or
leisurely). The music played while the computer user is engaged in an activity
helps his well-being however, the user may not have the time to preselect songs
that he or she would like to listen to. Thus, automating the music selection for
the user based on the activities performed offloads the user the task of having
to select his songs that matches his given activity. This research assumes that
the song features are indicators of the type of songs the user prefers to listen to
while performing an activity.

A more straightforward solution in providing music support for the computer
user is by looking at the applications that are being run. However, this is only
plausible if there is a complete listing of all the possible applications and websites
that can be used by the user and there is a corresponding annotation for each
that indicates which type of music is preferred given these applications. Hence,
this paper classifies the activity using the brainwaves of the computer user.

� This research would was funded by DOST-PCASTRD.
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2 Data Gathering Sessions

The researchers interviewed a group of students without revealing that the inter-
view is to find out whether they listen to music as they perform their activities.
Among the students interviewed, only one subject was selected based on how
the user plays music as he performs his computer activities.

The music database from [2] was used alongside the activity-music tracker
program in order to gather data. The researchers elicited data from the subjects
for a total of forty-six (46) sessions where each session lasted for thirty (30)
minutes. Twenty-three (23) hours of data gathering was performed.

The subject chose to listen to one hundred ninety-two (192) songs. The sub-
ject was seated in front of a computer while wearing the Emotiv EPOC Neuro-
headset EEG. The sessions were held in an isolated room where the subject is
accompanied only by one researcher.

The subject was given the free rein to choose whichever activity he wants to
perform. The Music Tracker software logged all the applications used as well
as the sites visited and music listened to by the user. Music that was skipped
by the user, meaning, the user did not finish the song (i.e., song is played for
less than 20 seconds), are considered to be inappropriate songs played given
the current context (i.e., activity type and specific activity of the user). This
approach was also applied in the works of [3] where it is assumed that if the user
cancels an action, the action is not preferred by the user. The music that is not
skipped by the user is assumed to be music that the user deems acceptable or
tolerable. After 30 minutes of data gathering, the subject was asked to annotate
the activities that were performed as academic or leisurely.

3 Music Provision System

The inputs for the Music Provision System are the EEG signals of the computer
user. The EEG signals of the computer user are segmented, and then bandpass
filtering and FFT are applied and feature extraction ensues. After the features
are extracted, these are then classified as academic activity or leisure activity
brainwaves based on the Brainwaves-Activity Model [1].

C4.5, the classifier used, generated a tree that makes use of the music features
to identify the activity type. The tree describes the type of music that is deemed to
be something that the user does not find to be distracting (i.e., music with features
that is similar to music that was not skipped the user before). The tree generated
gives the rules for music (i.e., features of music associated to the type of activity)
that can be played for a certain activity. Hence, the activity type can now be used
to find the matching features that are used for an activity type (song features for
activity type). The rules that were generated from the Music Features-Activity
Type Model[1] are then used to provide the music. There are however, many rules
that can be derived for a general activity, hence, the specific activity is also used
to extract rules (i.e., song features for a specific activity) from the Music Features-
Specific Activity[1]. This takes into account the specific activity of the user. From
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this specific activity, music rules are derived and these rules serve as basis for the
music that is provided. Each set of song features for general activity will be as-
sessed based on its similarity to the set of song features for the specific activity.
Similarity is measured using the Manhattan Distance.

A distance score is computed for each set of rule of the general activity. The
rule with the least value will be used as the best rule and its set of song features
will be used to get the suggested song. The distance score is computed as the
summation of the results of the Manhattan Distance discussed earlier between
the set of song features of the general activity rule and the sets of song features
of the specific activity rules.

After acquiring the best rule among the general activity rules, its set of song
features will be compared to every set of song features of every song in the
music repository to get the closest song to the rule. Another distance score is
assigned to each song in the music repository. Manhattan Distance Algorithm
will be used to compute the distance score of each song. The song with the least
distance score will be suggested to the user.

3.1 Static Rule Learning

In order for the system to know that a song was previously rejected by the user,
the distance score discussed previously is modified in a way that past events will
be considered in the calculation. The Distance Score will be updated so that
the new Distance Score will also consider the past feedback of the user. The
Learning Score ranges from 0 to 1, the Maximum Learning Score therefore is
1. This Learning Score will be used in calculating the new Distance Score of a
given rule. The new computation for the Distance Score is shown in Equation 1.
The function uses Learning Scores assigned to each rule of the General Activity
rules.

Distance Score = α (D Score)− (1− α)L Score (1)

where, D Score is the Distance Score and the L Score is the Learning Score. α
ranges from 0 < 1 inclusive. If α approaches 1, the Distance Score or the basis of
the song decision will be solely dependent on the Distance Score, therefore there
is no learning involved. If α = 0, the new Distance Score will be solely dependent
on the Learning Score, therefore this considers only the full learning. When a
song is rejected by the user, the system deducts 0.2 from the Learning Score
of its rule. Clicking the Next button in the system is interpreted as rejection of
the song provided for the user [3]. As seen from the Equation 1, having a lower
Learning Score lowers the chances of it being suggested. Initial value of Learning
Score is 1.

Tests were conducted where 4 exact copies of brainwaves were used as an
input to the system. Following the algorithm, the songs should vary if the user
continues to click next for all the four instances. The result of the tests shows
that if α > 0.6, the songs are not varying, therefore the system is not learning.
Learning here is the ability of the system to adapt. The system uses α = 0.6.
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This gives the Distance Score priority, so that the system will be using the right
rule given the situation, but is also closely considering the Learning Score which
covers the past feedbacks of the user.

3.2 Test Results for Static Rule Learning

To test the accuracy of the model, the model was evaluated according to the
correctness of its output compared to the actual song of the given instance in
the test set (2-hour unseen data). If the Manhattan Distance of the songs is below
the threshold 1, then the predicted song is close to the actual. If the distance
approaches 0, then the song features of the songs being compared become closer.
Refer to Equation 2.

Accuracy =
Accepted Comparisons

Total Instances
∗ 100% (2)

The Brainwave-Activity model is 54% accurate. Given that the accuracy of the
Brainwave-Activity model is such, the accuracy of the Static Rule Learning is
66%. If the Brainwave-Activity model is omitted and the activity is just manually
provided hence, this is 100% accurate, the accuracy of Static Rule Learning is
76%.

4 Conclusion

This paper presents the results for music provision using the user’s brainwaves,
specific activities and activity types. This paper shows that the music preference
of the user given the user’s activities may be provided automatically using the
features used in [2]. The experiment conducted shows that the model was able
to accurately provide the music preference of the user with the accuracy of 76%
given that the brainwaves were able to characterize the type of the activity
correctly.
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Abstract. We propose an approach for overlapping community discov-
ery via weighted line graphs of networks. For undirected connected net-
works without self-loops, we generalize previous weighted line graphs by:
1) defining weights of a line graph based on the weights in the original
network, and 2) removing self-loops in weighted line graphs, while sus-
taining their properties. By applying some off-the-shelf node partitioning
method to the weighted line graph, a node in the original network can
be assigned to more than one community based on the community la-
bels of its adjacent links. Various properties of the proposed weighted
line graphs are clarified. Furthermore, we propose a generalized quality
measure for soft assignment of nodes in overlapping communities.

1 Introduction

We propose an approach for overlapping community discovery via weighted line
graphs of networks. For undirected connected networks without self-loops, we
generalize previous weighted line graphs [3] by: 1) defining weights of a line
graph based on the weights in the original network, and 2) removing self-loops
in weighted line graphs, while sustaining their properties. After transforming the
original network into a weighted line graph, community discovery is conducted by
applying some off-the-shelf node partitioning method to the transformed graph.
The node in the original network can be assigned to more than one community
based on the community labels of its adjacent links.

2 Weighted Line Graphs of Networks

2.1 Previous Weighted Line Graphs

Definition 1 (line graph [2]). For a simple graph G=(V , E), the line graph
L(G) of G is the graph on E in which x, y ∈ E are adjacent as vertices if and
only if they are adjacent as edges in G.

P. Anthony, M. Ishizuka, and D. Lukose (Eds.): PRICAI 2012, LNAI 7458, pp. 895–898, 2012.
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For a simple graph G, the adjacency matrix C of the corresponding line graph
L(G) can be represented in terms of the incidence matrix B of G as:

C = BTB− 2Im (1)

where Im stands for the square identity matrix of size m 1.
Several kinds of weighted line graphs were proposed [3]. Among them, the

following weighted adjacency matrices were proposed as the recommended rep-
resentation matrices for their weighted line graphs:

E = BTD−1B (2)

E1 = BTD−1AD−1B (3)

where D is a diagonal matrix with Dii = ki
2. The diagonal matrix D is also

represented as diag(k) in this paper.

2.2 Weighted Line Graphs for Weighted Networks

Representation Matrices for Weighted Networks. Let Ã stands for a
weighted adjacency matrix of a network G where Ãij = wij . Based on Ã, we
define the following vector and matrix:

k̃ = Ã1n (4)

D̃ = diag(k̃) (5)

The vector k̃ in eq.(4) represents the sum of weights on links which are adja-
cent to each node in G. The matrix D̃ in eq.(5) corresponds to the weighted
counterpart of the diagonal matrix D in eq.(2) and eq.(3).

Finally, we define a weighted incidence matrix B̃ based on the weights in G.
For a link α=(i, j) which is adjacent to node i and node j in G, B̃iα and B̃jα

are set to the weight wij in G; other elements in the α-th column of B̃ are set

to zeros. Thus, as in the generalization from A to Ã, the standard 0-1 incidence
matrix B is generalized to B̃ based on the weights in G.

Weighted Line Graphs for Weighted Networks. Based on the above ma-
trices, we define the following representation matrices for weighted line graphs,
which are the generalization of the standard line graph as well as the ones in [3]:

C̃ = B̃
T
B̃− 2diag(w′) (6)

Ẽ = B̃
T
D̃

−1
B̃ (7)

Ẽ1 = B̃
T
D̃

−1
ÃD̃

−1
B̃ (8)

where w′ = w .w. Here, . stands for the Hadamard product.

1 We represent the number of nodes as n, the number of links as m.
2 The i-th diagonal element is set to the i-th element of k in D.
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Theorem 1. Following properties hold for the previous weighted line graphs and
the proposed weighted line graphs:

1T
mC = (k − 1n)

TB 1T
mC̃ = (k̃ − 1n)

T B̃ (9)

1T
mE = 21T

m 1T
mẼ = 2wT (10)

1T
mE1 = 21T

m 1T
mẼ1 = 2wT (11)

Proofs of other properties are omitted due to space shortage.

2.3 Weighted Line Graphs without Self-loops

According to Definition 1, for a simple network, the corresponding line graph
should also be simple network. However, previous representation matrices E and
E1 contain self-loops (i.e., diagonal elements are not zeros). Thus, the structural
correspondence of the original network and its transformed graph does not hold
in the previous approach.

Suppose M ∈ R�×�
+ is a (weighted) adjacency matrix for a network with non-

zero diagonal elements (i.e., with self-loops). The proposed method distributes
the diagonal elements of M into off-diagonal elements while sustaining some
properties of M. To realize this, we define the following matrices and vectors:

m = diag(M) (12)

DM = diag(m) (13)

Mwo = M−DM (14)

mwo = Mwo1� (15)

Based on the above matrices and vectors, our method transforms the matrix M
∈ R�×�

+ into the following matrix N ∈ R�×�
+ as:

N = Mwo +D
1/2
M diag(mwo)

−1/2 Mwo diag(mwo)
−1/2 D

1/2
M (16)

where diag(mwo) is a diagonal matrix with mwo (as DM in eq.(13)).
The following properties hold for the transformed matrix N:

Theorem 2. For a symmetric square matrix M with non-negative real values,
the following properties for the matrix N with eq.(16):

diag(N) = 0� (17)

NT = N (18)

N1� = M1� (19)

Proofs are omitted due to space shortage.

2.4 A Generalized Modularity for Overlapping Communities

The standard modularity for node partitioning [1] is based on the “hard” as-
signment of each node into a community, since it is based on node partitioning.
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We propose a generalized modulariy based on the “soft” assignment of nodes for
overlapping communities.

For overlapping communities, we generalize the 0-1 indicator matrix S ∈
{0, 1}n×c to S̃ ∈ Rn×c

+ . The matrix S̃ represents a soft assignment of nodes
into communities, and needs to satisfy the following:

S̃ij ≥ 0, ∀i, j (20)

S̃1c = 1n (21)

With S̃, we propose the following soft modularity Qs, we propose the following
function as a generalized modularity for overlapping communities:

Qs =
1

1T
nA1n

tr(S̃
T
(A−P)S̃) (22)

2.5 Soft Indicator Matrix for Link Partitioning

In link partitioning, each link is assigned to a community. Based on the commu-
nity labels of links, we define a matrix H̃ ∈ Rm×c

+ as:

H̃αk =

{
wα if link α (with weight wα) is assigned to community k
0 otherwise

(23)

Based on H̃ in eq.(23), we construct a soft indicator matrix S̃ as:

S̃ik =

∑
α adjacent to i H̃αk∑

k′
∑

α adjacent to i H̃αk′
(24)

3 Concluding Remarks

In this paper we proposed weighted line graphs of networks for overlapping
community discovery. Various properties of the proposed weighted line graphs
are clarified, and the properties indicate that the proposed weighted line graphs
are natural extensions of previous ones. Furthermore, we propose a generalized
quality measure for soft assignment of nodes in overlapping community discovery.
Evaluations of the proposed approach are left for future work.
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scientific research (No. 24300049) funded by MEXT, Japan, Casio Science Pro-
motion Foundation and Toyota Physical & Chemical Research Institute.
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Abstract. We propose community structure based node scores for net-
work immunization. Since epidemics (e.g, virus) are propagated among
groups of nodes (communities) in a network, network immunization has
often been conducted by removing nodes with large score (e.g., central-
ity) so that the major part of the network can be protected from the
contamination. Since communities are often interwoven through inter-
mediating nodes, we propose to identify such nodes based on the com-
munity structure of a network. By regarding the community structure in
terms of nodes, we construct a vector representation of each node based
on a quality measure of communities for node partitioning. Two types
of node score are proposed based on the direction and the norm of the
constructed node vectors.

1 Introduction

When a node is contaminated with some disease or virus, it is necessary to
remove (or, vaccinate) it in order to prevent the propagation of contamination
over the whole network; otherwise, contamination is propagated to other groups
of nodes (communities). However, compared with the whole size of a network, it
is often the case that the amount of available doze is limited. Thus, it is necessary
to selectively utilize the available doze for removing nodes. Since communities
are often interwoven through intermediating nodes, it is important to identify
such nodes for network immunization.

We propose community structure based node scores for network immuniza-
tion. Contrary to other approaches based on the graph cut of links in a net-
work [3], we consider the community structure in terms of nodes in a network.
Based on a quality measure of communities for node partitioning [1], a vector
representation of nodes in a network is constructed, and the community struc-
ture in terms of the distribution of node vectors is utilized for calculating node
scores. Two types of node score are proposed based on the direction and the
norm of the constructed node vectors.
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2 Network Immunization

Epidemics (e.g, virus) are often propagated through the interaction between
nodes (e.g., individuals, computers) in a network. If a contaminated node in-
teracts with other nodes, contamination can spread over the whole network. In
order to protect the nodes in the network as much as possible, it is necessary
to disconnect (or, remove) the contaminated node so that the major part of the
network, such as the largest connected component (LCC), can be prevented from
the contamination.

The standard approach for network immunization is to remove nodes which
play the major role in message propagation. Based on the assumption that such
nodes are in some sense “central” nodes in networks, removal of nodes with large
centrality has been widely used as a heuristic immunization strategy.

2.1 Node Centrality

Various notions of “node centrality” have been studied in social network analy-
sis [2,4]. Since nodes with many links can be considered as a hub in a network,
the degree (number of links) of a node is called degree centrality. On the other
hand, betweenness centrality focuses on the shortest path along which informa-
tion is propagated over a network. By enumerating the shortest paths between
each pair of nodes, betweenness centrality of a node is defined as the number of
shortest paths which go through the node.

Similar to the famous Page Rank, eigenvector centrality utilizes the leading
eigenvector of the adjacency matrix A of a network, and each element (value) of
the eigenvector is considered as the score of the corresponding node. Based on
the approximate calculation of eigenvector centrality via perturbation analysis,
another centrality (called dynamical importance) was also proposed in [5].

3 Community Structure Based Node Scores

3.1 Node Vectors

It was shown that the maximization of modularity, which has been widely utilized
as a quality measure of communities for node partitioning [1], can be sought by
finding the leading eigenvector of the following matrix [3]:

B = A−P (1)

By utilizing several eigenvectors of B in eq.(1) with the largest positive eigen-
values, the modularity matrix B can be approximately decomposed as:

B / UΛUT (2)

where U=[u1, · · · ,uq] are the eigenvectors of B with the descending order of
eigenvalues, and Λ is the diagonal matrix with the corresponding eigenvalues.
Based on eq.(2), the following data representation was proposed [3]:

X = UΛ1/2 (3)
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Each row ofX corresponds to the representation of a node in Rq (q is the number
of eigenvectors). Hereafter, the i-th node in a network is represented as a vector
xi ∈ Rq (i-th row of X in eq.(3)), and is called a node vector.

With this vector representation, community centrality was defined as [3] 1:

cc(xi) = xT
i xi (4)

3.2 Inverse Vector Density

We propose a node score in terms of the mutual angle between node vectors
in eq.(3). The number of “near-by” node vectors for each node is utilized for
identifying border nodes (which act as bridges between communities). To realize
this, we calculate angle θij between each pair of nodes (i, j), and count the
number of vectors which are inside the cone with angle θ for each node.

The above idea is formalized as follows:

D = diag(‖x1‖ , . . . , ‖xn‖) (5)

X1 = D−1X (6)

Θ = cos−1(X1X1
T ) (7)

f(Θij , θ) =

{
1 (Θij < θ)
0 (otherwise)

(8)

ivd(xi) =
1∑n

j f(Θij , θ)
(9)

where D in eq.(5) is a diagonal matrix with elements ‖x1‖ , . . . , ‖xn‖, and θ is
a threshold. The value of ivd(·) in eq.(9) corresponds to the node score.

By scaling the matrix X in eq.(3) with D−1, each row of X1 is normalized as
one in L2 norm. Thus, the angle of each pair of node vectors can be calculated
with respect to the normalized X1 in eq.(7). The function f in eq.(8) is an
indicator function and checks if the mutual angle θij is less than the threshold θ.
Finally, since border nodes have relatively small number of near-by node vectors
(as in Section ??), the node score is calculated by taking the inverse of the
number of vectors inside the cone with angle θ. We call this node score as IVD
(inverse vector density), since it is based on the inverse of the number of node
vectors over the base of a cone with radius one and angle θ.

3.3 Community Centrality Based Inverse Vector Density

As in other centrality based immunization methods, removal of hub nodes, which
act as mediators of information diffusion over the network, also seems effective
for network immunization. For instance, hub nodes have large centrality in terms
of degree centrality and eigenvector centrality in Section 2.1. However, since node

1 Both the square sum (xT
i xi) and the absolute sum (norm) (||xi||) were called com-

munity centrality in [3].
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vectors tend to concentrate around community centers, the node score of a hub
node gets rather small with IVD in Section 3.2, since it is based on the inverse
of the number of near-by node vectors.

One of the reasons is that, the direction of each node vector in eq.(3) is utilized
in IVD, but another property, namely its norm, is not utilized yet. The norm (or,
square norm) of a node vector was regarded to what extent the node is central to
a community [3], and was named as community centrality in eq.(4). We reflect
the community centrality on IVD and define another node score as:

ccivd(xi) = cc(xi)× ivd(xi) (10)

We call this node score as CCIVD (Community Centrality based Inverse Vector
Density).

4 Concluding Remarks

We proposed community structure based node scores for network immunization.
A vector representation of each node is constructed based on a quality measure
of communities, and the community structure in terms of the distribution of
node vectors is utilized for calculating node scores. Two types of node score
were proposed based on the direction and the norm of the constructed node
vectors. Evaluations of the proposed node scores are left for future work.
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scientific research (No. 24300049) funded by MEXT, Japan, Casio Science Pro-
motion Foundation and Toyota Physical & Chemical Research Institute.
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Podpečan, Vid 76, 625
Puurula, Antti 458

Qi, Guilin 15, 480

Rajapakse, Jayantha 826
Ramachandran, Raghav 480
Ren, Fenghui 229, 686
Ren, Yongli 887
Richards, Deborah 492
Rossi, Francesca 2
Rutko, Dmitrijs 504



Author Index 905

Sasano, Ryohei 746
Schwitter, Rolf 516
Seldon, Margaret A. 274
Senjyu, Tomonobu 3
Shang, Lin 528, 673
Shankaran, Rajan 850
Sharpanskykh, Alexei 540
Shen, Furao 411
Shen, Yuping 820
Shibahara, Kazutomo 866
Siew, Eu-Gene 372, 386
Sluban, Borut 76
Suarez, Merlin Teodosia 241, 728, 857,

891
Sunayama, Wataru 883
Surynek, Pavel 564
Syamsiah, Mashohor 470

Tadokoro, Katsutoshi 400
Takahashi, Jun 146, 789
Takamura, Hiroya 746
Takeyoshi, Tomoya 27
Tan, Chao 795
Tan, Kar Bin 801
Tan, Li Im 447
Tan, Sieow Yeek 552
Tan, Wooi-Haw 722
Tang, Ding 601
Tang, Hui 601
Tang, Tiong Yew 589
Tang, Xijin 710
Tay, Yong Haur 335
Teo, Jason 801
Thai, Le Hoang 613
Theeramunkong, Thanaruk 423
Thornton, John 480
Tilahun, Surafel Luleseged 577
Tomita, Kyohei 312
Tong, Endong 601
Tran, Anh 807
Trogo, Rhia 891
Truong, Tin 807

Ueda, Tsuguya 789
Uy, Gemilene 891
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