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LNCS Transactions on Computational Science

Computational science, an emerging and increasingly vital field, is now widely
recognized as an integral part of scientific and technical investigations, affecting
researchers and practitioners in areas ranging from aerospace and automotive re-
search to biochemistry, electronics, geosciences, mathematics, and physics. Com-
puter systems research and the exploitation of applied research naturally comple-
ment each other. The increased complexity of many challenges in computational
science demands the use of supercomputing, parallel processing, sophisticated
algorithms, and advanced system software and architecture. It is therefore in-
valuable to have input by systems research experts in applied computational
science research.

Transactions on Computational Science focuses on original high-quality re-
search in the realm of computational science in parallel and distributed en-
vironments, also encompassing the underlying theoretical foundations and the
applications of large-scale computation. The journal offers practitioners and re-
searchers the opportunity to share computational techniques and solutions in
this area, to identify new issues, and to shape future directions for research, and
it enables industrial users to apply leading-edge, large-scale, high-performance
computational methods.

In addition to addressing various research and application issues, the journal
aims to present material that is validated – crucial to the application and ad-
vancement of the research conducted in academic and industrial settings. In this
spirit, the journal focuses on publications that present results and computational
techniques that are verifiable.

Scope

The scope of the journal includes, but is not limited to, the following computa-
tional methods and applications:

• Aeronautics and Aerospace
• Astrophysics
• Bioinformatics
• Climate and Weather Modeling
• Communication and Data Networks
• Compilers and Operating Systems
• Computer Graphics
• Computational Biology
• Computational Chemistry
• Computational Finance and Econometrics
• Computational Fluid Dynamics
• Computational Geometry
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• Computational Number Theory
• Computational Physics
• Data Storage and Information Retrieval
• Data Mining and Data Warehousing
• Grid Computing
• Hardware/Software Co-design
• High-Energy Physics
• High-Performance Computing
• Numerical and Scientific Computing
• Parallel and Distributed Computing
• Reconfigurable Hardware
• Scientific Visualization
• Supercomputing
• System-on-Chip Design and Engineering



Editorial

The Transactions on Computational Science journal is part of the Springer series
Lecture Notes in Computer Science, and is devoted to the gamut of computa-
tional science issues, from theoretical aspects to application-dependent studies
and the validation of emerging technologies.

The journal focuses on original high-quality research in the realm of com-
putational science in parallel and distributed environments, encompassing the
facilitating theoretical foundations and the applications of large-scale computa-
tions and massive data processing. Practitioners and researchers share computa-
tional techniques and solutions in the area, identify new issues, and shape future
directions for research, as well as enable industrial users to apply the techniques
presented.

The current volume is devoted to the topic of cyberworlds. It is comprised
of eleven extended versions of selected papers from Cyberworlds 2011, held in
Banff, Alberta, Canada. The topics span areas of haptic modeling, shared vir-
tual worlds, virtual collaborative spaces, shape modeling, computer vision, aug-
mented and virtual reality, human-computer interfaces, e-learning in virtual col-
laborative spaces, multi-user web games, cybersecurity, social networking and
art and heritage in cyberspaces.

We would like to thank all of the authors for submitting their papers to the
issue and the associate editors and referees for their valuable work. We would
like to express our gratitude to the LNCS editorial staff of Springer, in particular
Alfred Hofmann, Ursula Barth and Anna Kramer, who supported us at every
stage of the project.

It is our hope that the fine collection of papers presented in this special issue
will be a valuable resource for Transactions on Computational Science readers
and will stimulate further research into the vibrant area of computational science
applications.

March 2012 Marina L. Gavrilova
C.J. Kenneth Tan
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Osvaldo Gervasi Università degli Studi di Perugia, Italy
Christopher Gold University of Glamorgan, UK
Rodolfo Haber Council for Scientific Research, Spain
Andres Iglesias University of Cantabria, Spain
Deok-Soo Kim Hanyang University, Korea
Ivana Kolingerova University of West Bohemia, Czech Republic
Vipin Kumar Army High Performance Computing Research Center, USA
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Function-Based Single and Dual Point Haptic  
Interaction in Cyberworlds 

Lei Wei1, Alexei Sourin2, Zoran Najdovski1, and Saeid Nahavandi1 

1 Centre for Intelligent System Research, Deakin University, Australia  
{lei.wei,zoran.najdovski,saeid.nahavandi}@deakin.edu.au 

2 Nanyang Technological University, Singapore 
assourin@ntu.edu.sg     

Abstract. Polygon and point based models dominate virtual reality. These mod-
els also affect haptic rendering algorithms, which are often based on collision 
with polygons. With application to dual point haptic devices for operations like 
grasping, complex polygon and point based models will make the collision de-
tection procedure slow. This results in the system not able to achieve interactivi-
ty for force rendering. To solve this issue, we use mathematical functions to  
define and implement geometry (curves, surfaces and solid objects), visual ap-
pearance (3D colours and geometric textures) and various tangible physical 
properties (elasticity, friction, viscosity, and force fields). The function defini-
tions are given as analytical formulas (explicit, implicit and parametric), function 
scripts and procedures. We proposed an algorithm for haptic rendering of virtual 
scenes including mutually penetrating objects with different sizes and arbitrary 
location of the observer without a prior knowledge of the scene to be rendered. 
The algorithm is based on casting multiple haptic rendering rays from the Haptic 
Interaction Point (HIP), and it builds a stack to keep track on all colliding objects 
with the HIP. The algorithm uses collision detection based on implicit function 
representation of the object surfaces. The proposed approach allows us to be 
flexible when choosing the actual rendering platform, while it can also be easily 
adopted for dual point haptic collision detection as well as force and torque ren-
dering. The function-defined objects and parts constituting them can be used  
together with other common definitions of virtual objects such as polygon mesh-
es, point sets, voxel volumes, etc. We implemented an extension of X3D and 
VRML as well as several standalone application examples to validate the pro-
posed methodology. Experiments show that our concern about fast, accurate ren-
dering as well as compact representation could be fulfilled in various application 
scenarios and on both single and dual point haptic devices.  

Keywords: Function-based approach, Haptic interaction, Dual-point haptic inte-
raction, Haptic collision detection, Haptic force rendering, Shared Virtual Spaces.  

1 Introduction  

Haptics refers to the incorporation of touch sense into computer programs by provid-
ing force feedback which is delivered by haptic devices. In visual rendering, the most 
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frequently used models are polygon-based and point-based models. In most applica-
tion scenarios, the haptic rendering pipeline is attended after the visual rendering 
pipeline. This also affects how the haptic rendering deals with model representations. 
Therefore, both visual and haptic rendering with polygons suffer from the same prob-
lem in polygon-based visualization–polygon complexity. After a certain number of 
polygons participated in the scene, haptic rendering cannot be performed with the 
required 1000 Hz frequency. Since visual rendering requires as low as 30 Hz for re-
freshing images, this imposes two orders of magnitude more demand of the process-
ing speed and reduces, respectively, the number of polygons which can be processed 
haptically. Things get even worse when collaborative haptic interaction is performed. 

There are efforts in solving this problem from several perspectives, such as hierar-
chies of bounding volumes [1], spatial partitioning [2], GPU-based acceleration [3], 
and a velocity driven haptic rendering approach [4]. Besides, there are efforts in solv-
ing this problem by using mathematical functions. For example, it is rather trivial for 
implicit functions to implement the collision with the contact point membership 
predicate. In [5, 6], we proposed an approach to haptically collide with implicit func-
tions, which does not need the primitive level input. In [7], another implicit function 
based approach was proposed for rendering large geometry models at 1000 Hz rate. 
However, it retrieves surface information from volumetric data for penalty-based 
force generation. In [8], a solution was proposed to haptically render the volume data 
using dynamic spline-based implicit functions. However, these approaches usually 
consider only one type of mathematical functions in haptic collision detection and 
force rendering, and therefore they have many restrictions and limitations. 

On the other hand, drawbacks and restrictions on using single point haptic interac-
tion have been widely identified. In [9], the authors declare that stylus point interaction 
is limited due to minimized haptic perception for object identification. To achieve 
haptic operations such as virtual object grasping and twisting, a dual point haptic inter-
face has to be involved [10, 11]. A dual point haptic interface will allow an operator to 
directly interact with virtual objects through finger contact rather than point interaction 
through a stylus. In [12] it demonstrates that the use of more than one single point of 
contact can increase a person’s ability to better discriminate the object being contacted. 
Various forms of dual point haptic interfaces exist. They range from the more 
straightforward approach utilizing multiple single point haptic interfaces [13], to the 
more elaborate utilizing a full hand exoskeleton [14]. Although the dual point haptic 
interface can greatly expand the usability of the typical desktop haptic devices, it  
literally doubles the requirement for interactive haptic collision detection and force 
rendering, which makes the polygonal-based approach even more unfeasible.  

With all abovementioned problems on haptic collision detection and force render-
ing, it is clear that a fast and accurate approach with compact representation for both 
single and dual point haptic interaction is in need. Motivated by these problems, in 
this paper, we seek to propose a function-based approach haptic interaction with ob-
jects containing various haptic properties, different geometric models, as well as  
different sizes and locations.  

We discuss the challenges and propose our solutions to existing haptic interaction 
problems in Section 2, and give implementation details for single point haptic interac-
tion in Section 3. In Section 4 we briefly introduce a dual point haptic device system  
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and apply our approach onto it to render force as well as torque. In Section 5, we  
discuss technical details and show several practical examples to illustrate our ap-
proach. Finally, in Section 6 we summarize the completed work. 

2 Literature Review 

We define geometry, visual appearance and physics properties of the objects using 
various function definitions given as analytical formulas, function scripts and proce-
dures. The functions in our approach serve both as elements of a descriptive language 
as well as core parts of the respective rendering algorithms. This approach allows us 
to be flexible when choosing the actual rendering platform. Mathematically, there are 
three ways of function definitions: explicit, implicit, and parametric. In our approach, 
we allow for mixing these three definitions to devise the most efficient representation 
of the objects. These function-defined objects and parts constituting them (geometry, 
appearance and physics) can be used together with other common definitions of ob-
jects such as polygon meshes, point sets, voxel volumes, etc. The approach allows us 
to enrich the existing models and open them to practically unlimited opportunities  
of defining their geometry, 3D colours, geometric textures, and tangible physical 
properties that can be rendered with haptic devices. 

Our work has roots in [15], where F-Rep representation of geometric objects was 
proposed. In [16, 17], the original idea was extended to solid texturing and hyper-
volumes. In [18, 19], the authors further expanded the problem scope to shared virtual 
spaces and metamorphoses. 

We propose to use functions to define and implement geometry, visual appearance 
(3D colours and geometric textures) and various tangible physical properties such as 
tension, friction, viscosity, and force fields. Since the defining functions are very 
small compared to polygon meshes and point sets, we can efficiently use them in 
collaborative virtual environments to exchange between the participating clients. 

Geometric curves can be conveniently defined by parametric functions as:  

( )
1

,x  f u|,t= ( )2
,y  f u|,t= ( )

3
.z  f u|,t=  Geometric surfaces can be defined by ei-

ther using implicit function f(x,y,z,t) = 0 or by parametric functions as: 

( )
1

,x  f u|,v|,t= ( )
2

,y  f u|,v|,t= ( )
3

.z  f u|,v|,t=  Solid geometry could be defined us-

ing explicit function g = f(x,y,z,t) ≥0, or defined by parametric functions 

( )
1

,x  f u|,v|,w|,t= ( )
2

,y  f u|,v|,w|,t= ( )
3

, .z  f u|,v|,w| t=  Addition of time t allows for 

definition of animated objects. 
3D colour can be defined as explicit functions g = f(x,y,z,t), followed by colour  

interpolation to get the respective RGB values or directly defined by parametric func-

tions ( )
1

|, ,r  u|,v w|,tϕ= ( )
2

,g  u|,v|,w|,tϕ= ( )
3

, .b  u|,v|,w| tϕ=  3D geometric texture 

can be defined by distance functions either explicitly as displacement d = f(x,y,z,t) or 

parametrically ( )
1

,x  f u|,v|,w|,t= ( )
2

,y  f u|,v|,w|,t= ( )
3

, .z  f u|,v|,w| t=       

Surface physical properties (including tension and friction), as well as density, can 
be defined as explicit functions g = f(x,y,z,t). For each point on the object surface and  
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inside the object, a corresponding tension, friction and density value will be calcu-
lated and rendered. Force field property can be defined using parametric functions 

( )
1

,x  f u|,v|,w|,t= ( )
2

,y  f u|,v|,w|,t= ( )
3

,z  f u|,v|,w| t= at each point inside the force 

field, a corresponding force vector [x y z] will be generated to push the haptic handle 
to a new point. 

3 Algorithm Details for Single Point Haptic Interaction 

Our algorithm is based on casting multiple haptic rendering rays from the HIP. Each 
haptic ray cast is tested for possible intersections with haptic containers. The containers 
can be represented either by commonly used polygon mesh-based surfaces or defined 
by mathematic functions (parametric and implicit). In case of polygon meshes, a trivial 
intersection of a parametrically defined ray with the polygons is performed (Fig. 1a). It 
can be accelerated by many commonly used ways. In case of parametrically defined 
surfaces of the containers, the polygon mesh is first calculated and then intersected 
with the rays. In case of implicitly defined surfaces, the haptic ray intersection can be 

performed at the level of function definitions. N is the approximated normal at currentP , 

T is the surface zone thickness at currentP , and D is the penetrated depth at currentP . 

This procedure is similar to that of ray tracing and is performed by iterative binary 
subdivision steps which eventually result in the coordinates of the intersection point on 
the surface of the container (Fig. 1b). Alternatively, the implicitly defined surface can 
be also polygonized first, however the direct evaluation method has a higher precision, 
requires less computation and hence provides for a higher performance. 

HIP position location assumes understanding of whether the HIP is inside or outside 
the haptic container, and, if inside, how far from the surface it is located. In case of 
polygonal representation of the containers, the inside/outside predicate is implemented 
as a dot product  

g=R·N                                          (1) 

of a haptic ray R and a normal vector N to the surface at the intersection point (Fig. 
2a). The HIP is inside the container if g>0 and outside if g<0. The distance to the sur-
face then is calculated as a minimum of distances to polygon planes for the rays cast 

N

NR ⋅
=D   (Fig. 2b). 

In case of implicitly defined surfaces of the container, the inside/outside predicate is 
evaluated by analysis of the surface defining function sign which changes on different 
sides of the surface (Fig. 3). Hence, using function definitions g=f(x,y,z)≥0 for the con-
tainers, HIP is inside if g>0 and outside if g<0. We also use a gradient to approximate 

the normal at currentP . Depending on the function definitions, there can be cases of de-

generated normal calculated at currentP . In that case we calculate gradient at Psurface  

(the intersection point of the haptic ray and haptic container) rather than currentP . 
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Fig. 1. a) Intersection test between multiple haptic rays and polygon-based haptic containers,  
b) Intersection test between multiple haptic rays and function-based haptic containers 
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Fig. 2. a) HIP position location for polygonal haptic container, b) HIP distance calculation for 
polygon-based haptic container 

 

Fig. 3. HIP location and distance calculation for implicit-based haptic containers 

The distance is then calculated using the same formula as for the polygonal  
representation. 

Surface properties rendering activates when the HIP is inside the container within its 
surface zone. Forces such as tension and friction generate in the direction opposite to 
the HIP movement.  

)Tension clipped Device_Max SurfaceZone=T * *f(D/LF F                    (2) 

where )SurfaceZonef(D/L represents different profile functions which are used for 

mapping penetrated distance into tension force magnitude (Fig. 4). These mapping 
profile functions enable users to fine tune the tension force on different object surfaces 
as well as on different parts of one object surface.  

(a)                                                                                       (b)

Polygonal surface Polygonal surface

N2

N1

R1

R2

HIP1

P l l f

HIP

HIP
R

D

N

currentP

ApproxN

prevP

and
Pr

0
evPf � 0

CurrentPf �
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2( *2.5)xe−

                                
41 / (100 * 1)t +  

Fig. 4. Various profile functions for mapping penetrated distance into tension force magnitude 

The surface friction is calculated after tension calculation: 

 F = - Friction FFriction current _ Pos Tension int erpolated* .* V
              (3)

 

where FTension  is the magnitude of the tension force and 
_Frictioncurrent Pos

is the  

friction value of the HIP.  
Inner properties rendering activates when the HIP is inside the haptic container but 

not within the surface zone. For density rendering, the force will generate in the direc-
tion opposite to the HIP movement and proportional to the density value. We obtain 
the velocity of HIP at the haptic frequency and interpolate it as follows: 

 int 1 2* *current erpolated previous currentV C V C V= +
                        (4)

 

where rp eviousV  is the velocity at 1/1000 sec before current haptic frame and C1 and 

C2 are interpolation coefficients.  
The feedback force is then calculated as follows:  

 int *current erpolatedF V L=
                                     (5)

 

where L is the function-defined density evaluated at the HIP. 
When a force field within a haptic container is defined, the forces there define the 

direction of the HIP movement (Fig. 5a). Since the haptic pipeline executes at 1000Hz, 
the HIP will be continuously guided to move from one point to another (Fig. 5b).  

We also proposed an algorithm for haptic rendering of virtual scenes including mu-
tually penetrating objects with different sizes and arbitrary location of the observer, as 
shown in Fig. 6. 

Typical haptic rendering is based on rigid objects, although there are also a number of 
research works on haptic interaction with deformable objects [20, 21]. The proposed 
stack-based algorithm is aimed at solving haptic rendering problems with mutually  
penetrating objects, and it could be applied to both rigid and deformable objects. In real 
life it corresponds to placement of one solid object inside another solid object, i.e. in 
medical applications it can be an implant or a lump surrounded by human body tissues. 
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Fig. 5. Changes of movement direction between haptic frames generate smooth HIP moving 
path 

In haptic rendering, most commonly used approaches are based on polygon-based 
models, which only have object surfaces defined. Therefore the situation of mutually 
penetrated objects does not need to be considered. On the other hand, function-based 
models could be defined as both surface and solid models. Since solid models have 
interior properties defined, the question is raised of how to correctly render haptic ef-
fects when two or more solid objects mutually penetrate, as their overlapping parts 
may contain different haptic effect definitions from several objects. Such a problem 
also exists in visual rendering when two solid objects with different colors mutually 
penetrate. The “correct” color for the overlapping part is questionable and usually is set 
by the programming system. 

Hence, mutually penetrating objects require a proper solution and we propose three 
options for it:  

1. The haptic effect for the overlapping part is determined by the last object the 
haptic handle has penetrated.  

2. The haptic effect for the overlapping part is determined by intersection operation 
of some or all of the involved objects.  

3. The haptic effect for the overlapping part is determined by union operation of 
some or all of the involved objects. 

Depending on the content creator’s intention, any of the three options could be 
adopted. We choose to adopt the first option but other options can also be easily incor-
porated into the existing function-based haptic interaction pipeline.  

The algorithm builds a stack to keep track on all the objects colliding with the HIP. 
When the HIP penetrates a new solid object, the object name will be pushed into the 
stack; when the HIP leaves the solid object, the object name will be removed from the 
stack. At any moment, the current rendering haptic effect will be retrieved from the top 
most object in the stack. This makes sense in most cases, however there can be some 
confusing exceptions. For example, if the HIP penetrates a series of objects twice from 
different directions, the last object the HIP penetrates may be different; therefore the 
rendering result for the most internal object may also vary.  

           
            (a)    Frame N                                                                          (b)     Frame N+1

HIP1

Dir1

HIP2

Dir2

HIP1

Dir1
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Fig. 6. Inclusion & Intersection graph and stack analysis 

In contrast to the commonly used predefined location of the haptic tool and prior 
knowledge of the scene and haptic effects to be rendered, the stack-based algorithm 
does not require such prior knowledge and could still identify HIP location and haptic 
effects to be rendered on the fly. In Fig. 6, there are three objects S1 (dashed line), S2 
(solid line) and S3 (dash-dot-dash line) defined with different haptic effects on their 
surfaces as well as inside them. S1 is the biggest object which includes mutually pene-
trating S2 and S3. The HIP moves along the direction indicated by the bold line from 
left to right and collides with the surfaces of the three objects six times. A stack is con-
structed to record collision history with all objects. A pointer which always points to 
the stack top is also used to indicate current haptic effects. While the HIP is at segment 
A, it has not collided with any of the objects, therefore the stack is empty and no haptic 
effects will be rendered. While the HIP is within segment B, it has penetrated S1 there-
fore S1 was put into stack. HIP is now inside S1 but still outside S2 and S3, and haptic 
effects of S1 should be rendered. While HIP is within segment C, it has penetrated S2 
and therefore S2 was put into the stack. Current HIP is within both S1 and S2 but S2 is 
the last penetrated object, therefore haptic effects of S2 interior will be rendered. While 
HIP is within segment D, it has penetrated all three objects and S3 is the last penetrated 
object, therefore haptic effects of S3 should be rendered. While HIP is within segment 
E, the HIP has already left S2 and therefore S2 was removed from the stack. While 
HIP is within segment F, the HIP has left S3, and S3 was removed from the stack. The 
pointer is now pointing to S1 with the haptic effects we need to render (the HIP is still 
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within S1). While HIP is within segment G, the HIP has left S1 and the stack was 
cleared, therefore no haptic effects will be rendered.  

Usually, most haptic scenes are still not as complicated as visual scenes. Typically, 
haptic scenes only have several objects with haptic effects at predefined positions. 
Therefore mutually penetrating objects were generally avoided or not specifically 
processed in most haptic collision and rendering algorithms and SDKs.  

4 Hardware and Algorithm Details for Dual Point Haptic 
Interaction 

4.1 Brief Introduction to Hardware Design  

The dexterity of a user’s hand requires a hand interface that will not restrict the natural 
motion of the fingers throughout any grasping procedure. The dual point haptic inter-
face was designed to follow the natural grasp closure of the operator’s hand. This is 
achieved by use of a serial link structure that allows each finger interface point to move 
around a central axis and also within a vertical motion as shown in Fig. 7. To aid in the 
design and analysis of the hand interface, the kinematic relationship between the joint 
angles and the position of the finger interaction points was determined. This allows for 
tracking the position of the operator’s fingertips in any possible pinch grasp configura-
tion or finger motion. 

 

Fig. 7. Dual point haptic interface attached to a Force Dimension haptic interface, where a) is 
the Finger attachment points, b) is the device holding position, and c) is the interfaces  
position for commercial haptic devices 

The haptic grasping hand interface acts as an extension of the attached haptic  
interface (Force Dimension haptic device), and consequently the kinematics of the 

a)

a)

b)

c)
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presented device is to be utilized with respect to that device’s position and orientation 
in the workspace.  

4.2 Algorithm Details for Dual Point Haptic Interaction 

We adopt the same collision detection and force rendering approach for single point 
haptic device here to both HIPs. Rays are cast from each of the HIPs and seek possible 
collisions with scenario objects defined in mathematical functions. As the user can 
only stretch a certain distance between his thumb and index finger, we also introduce 
one more parameter to control the scaling between the two figures and thus make it 
adapt to different sizes of application scenarios. The dual point interface is attached to 
the end-effector position of a commercial haptics device (main device), which enables 
the forces from the device to be incorporated into the grasping forces of the dual point 
interface. This leads to gravitational forces being applied to the user when they grasp 
an object, ultimately being able to feel the object’s mass. The approach taken to render 
grasp forces was achieved using two methods.  

We have proposed two approaches of mapping two HIPs to the original HIP as well 
as new end effectors. 

 

Fig. 8. a) Using original HIP with one new end effector as the second HIP, b) Using two new 
end effectors as HIPs with original HIP in the center 

The first approach (Fig. 8a) utilizes the original end effector on a single point haptic 
device and connects the second HIP to a newly added end effector, which is further 
connected to an added force motor. With this approach the main device avatar was 
used to track the position of the fingers in the virtual world, and also render collision 
forces that were made in a non-grasping scenario, for example, when the fingers con-
tacted an object without grasping it. When a grasping action was required, the main 
device’s forces were only generated for gravity effects and the grasp forces were solely 
produced by the dual point device.   

The second approach (Fig. 8b) considers two added force motors as the new HIPs, 
with the original HIP in the middle of them and on the axis of rotation. This approach 
resulted in less complexity for collision between scenario objects and the HIPs, as 

(a)                                                                    (b)

HIP1

HIP1

HIP2 HIP2
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switching between the main device force rendering and the dual point device force 
rendering was removed. This means that collision between the objects and the HIPs 
was simplified. Any collision that occurred that was not a grasping scenario resulted in 
the main device generating forces to the user to restrict them from penetrating the  
virtual object.  

We also developed an algorithm to render torque to the user’s wrist based on the ro-
tation movement from the grasped object. As the device’s finger points rotate centrally 
to the user’s hand, and each finger force can be generated bi-directionally, a torque was 
rendered as a component of the two independent finger forces. This was achieved in 
scenarios that required the user to rotate or twist the object, such as a screwdriver, or to 
feel the effect of inertia on the held object (Fig. 9).  

 

Fig. 9. 3D CAD model of the haptic grasping hand interface showing bi-directional finger force 
components, finger motion directions and torque generation 

5 Technical Details and Application Examples 

We implemented our algorithm as a plug-in to BS Contact VRML/X3D browser which 
works with MS Internet Explorer and Mozilla Firefox. A specially crafted string in the 
url field of the Script node of this browser allows it to automatically load and execute 
functions from a dynamic link library file. The library is written in C++, which gene-
rates native codes running on the machine. The parser module of the plug-in is imple-
mented using Yet Another Compiler Compiler (YACC) for C. The input file of YACC 
is a text file which contains the grammar definition of the programming language 
which is written in a form similar to Backus Naur Form (BNF). By running the YACC 
executable, the input file is converted into a C/C++ source file, which parses the 
grammar of the function definitions.  
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Fig. 11 illustrates an example of dual point haptic collision detection and force ren-
dering of a virtual assembly procedure. The assembly model is displayed with huge 
number of polygons for fine details. For haptic interaction, we create an invisible 
bounding box to trigger the function-based collision detection when the HIPs approach 
the assembly model. The model surface is defined with implicit functions to describe 
variant frictions across different sections. By adopting the previously described algo-
rithm to both HIPs, interactive force rendering on both figures could be achieved. 

Compared with traditional polygon-based haptic collision detection and force ren-
dering approach, our algorithm is much faster in haptic collision detection and interac-
tive force rendering (1000 HZ) procedures, while still maintaining better accuracy due 
to the nature of mathematical functions and procedures. These examples also show the 
advantages of defining various object properties (geometry, visual appearance and 
physical properties) in separate domains and then merged together to constitute one 
object. 

 

Fig. 11. Function-based collision detection and force rendering of haptic assembly scenario 

6 Conclusion 

We proposed a function-based approach to define various haptic effects in cyberworlds 
with mixed geometric models, including polygons meshes, point clouds, image-based 
billboards and layered textures, voxel models and especially functions-based models of 
surfaces and solids. We also proposed a way to identify the location of the haptic tool 
in such haptic scenes as well as consistently and seamlessly determine haptic effects 
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when the haptic tool moves in the scenes with objects having different sizes, locations, 
and mutual penetrations. We also used implicit function definitions for collision detec-
tion and force generation where polygon-based method fails to work. It permitted us to 
mix models for visual and haptic rendering to achieve the best performance. The pro-
posed haptic collision detection and force rendering algorithms has also been adopted 
and extended to dual point haptic devices to achieve interaction in complex scenarios.  
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Abstract. Visual perception of 3D space is a major source of infor-
mation for a person. The role of athletes visual perception and corre-
sponding psychomotor actions is very important for adequate actions
in sport. Taking into account our team specialization (the virtual envi-
ronment technology), we decided to investigate the impact of visual 3D
perception different parameters on sport results of alpine skiing athletes.

Keywords: virtual reality, human-computer interfaces, induced virtual
environment, 3D perception, binocular parallax, vision accommodation,
alpine skiing training system, motion parallax, motion parallax inversion.

1 Introduction

Factors influencing the visual perception process are investigated in many dif-
ferent sports, but more often they are studied in ”dynamic” sports in which an
athletes success depends on speed and adequate perception of rapidly changing
3D environment.

We investigated 3D visual perception of an alpine skiing athlete who can be
considered as a very suitable object for our research. Indeed, a skier is forced
to perform visual analysis in extreme conditions with rapidly changing 3D envi-
ronment and distances between the athlete and objects on the ski course. The
importance of the proper skill of “seeing the course” in professional alpine skiing
(“Toni” Sailer, http://en.wikipedia.org/wiki/Toni_Sailer) is well known.
3D visual perception is also very important for safety precautions in recreational
alpine skiing. In this work, we made an attempt to evaluate the impact of 3D
visual perception different factors on sport results in virtual alpine skiing.

2 Related Works

Problems of human 3D visual perception and human-computer interfaces have
been investigated for a long time. Two pioneer works in this field are the work
of Marr [1] and the work of Rauschenbusch [2]. The book [3] covers motion

M.L. Gavrilova and C.J.K. Tan (Eds.): Trans. on Comput. Sci. XVI, LNCS 7380, pp. 17–33, 2012.
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perception in terms of experimental psychology. In particular, neurophysiological
tasks of defining a trajectory and motion parameters are considered in this book.
One of the first overview books in visual perception and action in sports is [4].
The connection of visual perception and adequate actions of a sportsman has
been actively studied in sports psychology, biomechanics, and kinesiology. A
large number of works cover this topic for different kinds of sports (e.g. tennis
[5][6], table tennis [7], and cricket [8]).

Since recently some scientists use the virtual environment technology to in-
vestigate problems related to the perception-action connection. The Bunraku
(INRIA) team studies perception, decision and action of real and virtual hu-
mans in virtual environments. In this project, virtual reality can be defined as
a set of dedicated hardware and software techniques that allow one or several
users to interact in a natural way with numerical data sensed by the way of sen-
sory channels [9]. [10] covers the topic of using virtual reality to analyze sports
performance. The virtual environments technology was used for studying the
perception-action connection in the handball sport [11], in soccer [12], and in
other team ball sports [13]. In these works, virtual reality was used for experi-
ments and training sessions in team sports. We didn’t find any analogue works
for alpine skiing.

3 Methods

For all experiments we used the next-generation visual-force training complex
which is described in [14]; its improved version is described in [15]. The binocular
passive projection stereo system was used as the virtual reality visual system with
polarizing filters for splitting visual channels. We studied the following factors:

1. Disparity caused by binocular parallax
2. Accommodation
3. Factors hindering visual perception and influencing on skiing course visibility

— fog, snow, rain
4. Influence of myopia on perceiving a skiing course

Besides, we noticed that one more factor can possibly influence on dynamical
3D scenes perception. This factor can be called “inverse motion parallax”. It is
strange that inverse motion parallax is still ignored in developing of 3D visualiza-
tion equipment and mathematical justification. The training system functioning
is illustrated in Figures 1, 2.

Video of real alpine ski course descends and virtual models of these courses
were used to solve the problems of synchronization and to improve physical
adequacy and virtual 3D scene realism.

The mechanical part of our training system fails to reproduce the real downhill
skiing process realistically because the carriage with a ski binding is oriented
horizontally. That is why we decided to simplify the dynamical model of motion
using the approximate carving turn model. We used the results of P. Federolf
[16] for turn trajectory approximation. The motion model simplification is based
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Fig. 1. The training system

Fig. 2. Professional alpine skier testing the training system
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on the fact that the local turn curvature depends first of all on the edging angle
ϕ(t) cosine. Additionally it depends on the ski side cut and geometry, as well
as on the elastic constant tensor and rigidity of snow. All these dependences
were approximately represented by the empirical monotonous function f(x),
which is close to a linear dependence. A virtual skier on a skiing course moves
synchronically with a real skier-tester. This synchronization is provided through
the edging angle ϕ(t) and the right-left sign turn. These parameters are received
from the mechanical part of the training system. Consequently, the virtual skier
descending trajectory is defined as follows.

To calculate the new skier’s position, we used the following formula:

(
x

′

y
′

)
=

(
x
y

)
+ dt ·

(
Vx

Vy

)
, (1)

where

(
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′

y
′

)
is the new position,

(
x
y

)
is the previous position,

(
Vx

Vy

)
is the

skier’s velocity, dt represents a small interval of time.
The calculation (rotation) of the skier’s velocity new direction is the following:
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·
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where

(
V

′
x

V
′
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)
is the new direction,

(
Vx

Vy

)
is the previous direction, α is the

rotation angle, turn represents the sign of the right (1) or left (-1) turn.
The rotation angle is calculated as follows:

α = K · v · dt, (3)

where is the turn arc curvature and v is the velocity module.
The turn arc curvature depends on the skis edging angle (which is received

from the training system) and is given by:

K = f(
1

cosϕ(t)
), (4)

where f(x) is a monotonous function which binds the edging angle ϕ(t) with the
turn curvature.

4 Experiment Results

The main goal of our experiments was to investigate how visibility factors in-
fluence on skiers reactions in complex rapidly changing virtual scene. At the
same time, we tried to evaluate how the skiing testers sensation on a virtual
course corresponds to the sensation on a real skiing course in mountains. In the
conducted experiments, we estimated the impact of weather effects (fog, snow,
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rain) on ski course visibility and the point spread function (myopia) on skiers
descent time in a virtual environment. It was revealed that accommodation af-
fects visual 3D course perception greatly. Preliminary statistics is represented in
the following tables.

4.1 Influence of Fog on Virtual Skiing Descent Time

The following equation calculates the color of fog:

C = f · Cp + (1− f) · Cf , (5)

where Cp is the RGBA value of the processed pixel (fragment) color, Cf is the
RGBA value of the fog color, and f is calculated by the following rule:

f = e−d·z, (6)

where e is the Euler number, z is the distance from the point of view to the pixel
(fragment), d is the fog density factor. The rendered virtual ski course with fog
is illustrated in Figure 3, and the experimental results are represented in Table 1.

Fig. 3. The virtual ski course with fog density d = 0.10

Table 1. Influence of the fog density (d) on the relative time of virtual descent

d 0.01 0.05 0.10 0.15 0.18 >0.2

dT/T % 0.5 0.7 1.1 1.9 >2.5 DC
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– T is the descent time without visibility scattering affects
– T+dT is the descent time with a visibility scattering affect (fog, snow, rain)
– dT/T is the ratio (percentage)
– DC stands for disqualification (the skiing tester didn’t manage to finish the

course)

4.2 Influence of Snow on Virtual Skiing Descent Time

The snow was modeled using the system of virtual particles. Dependences of
snow particles’ parameters on the intensity parameter I are the following:

1. The particle velocity is V = −0.75− 0.25I
2. The particle size is s = 0.02 + 0.03I
3. The particle color is C = 0.85− 0.1I
4. The maximum density is D = 8.2I

The experimental results are represented in Table 2, and the virtual ski course
example with snow is shown in Figure 4.

Fig. 4. The virtual ski course with the snow intensity I = 1.5

Table 2. Influence of the snow intensity (I ) on the relative time of virtual descent

I 1.00 1.50 2.00 2.5 3.00 >3.4

dT/T % 0.6 0.9 1.8 1.9 >2.9 DC
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Fig. 5. The virtual course with the snow intensity I = 2.0 and the fog density
d = 0.08

4.3 Influence of Fog and Snow on Virtual Skiing Descent Time

Figure 5 shows the virtual scene with snow and fog. Table 3 illustrates the
experimental results with snow and fog.

Table 3. Influence of the fog density (d) and the snow intensity (I ) on the relative
time of virtual descent

d+I 0.01+1.00 0.08+1.20 0.08+1.5 0.15+>2.00

dT/T % 0.8 1.3 3.2 DC

4.4 Influence of Rain on Virtual Skiing Descent Time (It Is Actual
for SOCHI 2014)

Dependence of rain particles’ parameters on the intensity parameter Irain(I) are
the following:

V = −2.0− 5.0I, s = 0.01 + 0.02I, Crain = 0.6− 0.1I, D = 8.5I.
Figure 6 presents the virtual scene with rain. Table 4 shows the experimental

results of skiing on the training system in the rainy conditions.

Table 4. Influence of the rain intensity (I ) on the relative time of virtual descent

I 1.00 1.50 2.00 2.5 >3.00

dT/T % 0.7 1.1 2.1 2.5 DC
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Fig. 6. The virtual ski course with the rain intensity I = 2.5

4.5 Influence of Myopia on Virtual Ski Course Perception

The influence of myopia on visual perception [17] can be represented by the
well-known convolution equation [18]:

is(r) =

∫
i(ξ) · h(r − ξ)dξ, (7)

where r is the two-dimensional coordinate of a pixel, i(r) is the non-aberrated
image of the virtual course, h(r) is the point spread function which defines
characteristics of an eye with myopia, is(r) is the aberrated image of the virtual
course, ω is the two-dimensional spatial frequency, I(ω) is the Fourier transform
of the non-aberrated virtual course image, Is(ω) is the Fourier transform of the
aberrated virtual course image,H(ω) is the Fourier transform of the point spread
function (the transfer function),

F{g(r)} =

∫
g(r) · e−j2πωrdr, (8)

I(ω) = F{i(r)}, (9)

Is(ω) = F{is(r)}, (10)

H(ω) = F{h(r)}, (11)

Is(ω) = I(ω) ·H(ω), (12)

where F{g(r)} is the Fourier transform.
Figure 7 shows the non-aberrated virtual course image and the pixels intensity

distribution histogram. For this histogram, the mathematical average value m
is 176.474, and the standard deviation sigma is 44.415.
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Fig. 7. The non-aberrated virtual course image i(r) and the pixels intensity distribution
histogram (m = 176.474, sigma = 44.415)

Figure 8 illustrates the Fourier spectrum modulus of the non-aberrated virtual
course image and the spatial frequency distribution histogram. The histogram
parameters are m = 40.940 and sigma = 17.005.

Fig. 8. The Fourier spectrum modulus of the non-aberrated virtual course image |I(ω)|
and the distribution histogram with parameters m = 40.940 and sigma = 17.005

Figure 9 shows the aberrated virtual course image and the pixels intensity dis-
tribution histogram (m = 176.504, sigma = 42.773). The point spread function
effective width is 10 pixels.

Figure 10 illustrates the Fourier spectrum modulus of the aberrated virtual
course image and the spatial frequency distribution histogram. The histogram
parameters are m = 8.253 and sigma = 13.990.
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Fig. 9. The aberrated virtual course image is(r) and the pixels intensity distribution
histogram (m = 176.504, sigma = 42.773)

Fig. 10. The Fourier spectrum modulus of the aberrated virtual course image |Is(ω)|
and the distribution histogram (m = 8.253, sigma = 13.990)

If we compare figure 7 and figure 9, we will see that the intensity distribution
histograms of the non-aberrated and aberrated images are quite similar (m =
176.474, sigma = 44.415 and m = 176.504, sigma = 42.773 respectively). At
the same time, figures 8 and 10 show that the spatial frequency distribution his-
tograms differ considerably (m = 40.940, sigma = 17.005 for the non-aberrated
image, and m = 8.253, sigma = 13.990 for the aberrated image). Myopia leads
to the loss of high spatial frequencies in the image. The conducted experiments
showed that myopia affects perception of a rapidly changing surrounding envi-
ronment greatly. The skiing tester wasnt able to finish the virtual course.
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It means that clear boundaries of objects and, consequently, high spatial fre-
quencies play a very important role in the 3D perception of a rapidly changing
virtual scene.

During the training system testing, it became clear that the skier perceives
turning poles distances incorrectly. The visual ability to perceive the world in
three dimensions and distance of objects is provided by depth perception cues.
Depth perception cues are described in [19]. Our visual stereoscopic system al-
lows reproducing the following depth cues which are used in two-dimensional
images: perspective, texture gradient, details, occlusions, lighting and
shading, motion parallax.

There are other depth cues that are not enabled in 2D images:

– Binocular disparity. Binocular viewing of a scene creates two slightly differ-
ent images of the scene in the two eyes due to the eyes’ different positions
on the head. These differences, referred to as binocular disparity, provide
information that the brain can use to calculate depth in the visual scene.
Besides disparity (which is considered to be the main factor of stereoscopic
vision) there are two more very important depth cues:

– Vergence (the simultaneous inward movement of both eyes toward each
other, usually in an effort to maintain single binocular vision when view-
ing an object).

– Accommodation (the change of the eye lens optical power to maintain a clear
image on an object as its distance changes).

4.6 Joint Role of Disparity, Vergence and Accomodation

Three factors (disparity, vergence and accommodation) form the ”main triad” of
stereoscopic vision. In fact, there are many other depth cues. We should note one
very powerful depth cue. This factor is the reflex connection of accommodation
and vergence. This connection has been known for a long time. However, in recent
years much more attention is paid to the conflict of accommodation and vergence
in induced 3D virtual environments [20]. This conflict becomes apparent in the
near zone visualization (3-5 meters around the observer).

Developers of present virtual reality interface devices try to avoid or neutralize
the connection of accommodation and vergence in order to avoid the perception
conflict. For this purpose, the LEEP-optics is often used. This optical system
moves 3D virtual scene objects back from the observer. The drawback of this sys-
tem is that it distorts the visual perception constancy and the 3D-environment
kinesthetic image.

Full reproduction of all depth perception cues of 3D space is possible in holo-
graphic displays only by recording the wave front from an object and then re-
producing it. Nowadays, holographic displays are currently under development
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and far from being complete. However, it is possible to reproduce wave front
parameters which provide adequate visual perception of 3D objects with the
help of adaptive optics [21][22].

We intend to develop a “two channels” variant of the system which will com-
bine binocular perception and accommodation (other variants are possible). The
first channel will reproduce objects in the nearest to the observer zone (the near-
est turning pole) with the help of the active spherical mirror (OKOTECH) in
accordance with this object distance in the virtual scene. The second channel
will reproduce the virtual 3D scene without the nearest objects.

While performing a descent on a high speed, the skier focuses on the nearest
turning pole. Considering this fact, we developed geometrical parameters for the
optic-mechanical experimental setup for studying the adaptive optics system
functioning and its operation when the accommodation plane changes its depth.
A preliminary scheme of the experimental setup is shown in Figure 11. At the
present time, our team develops this experimental setup using all our experience
in virtual environments and astronomic adaptive optics.

Fig. 11. The experimental setup for testing the adaptive optics operation when ob-
serving virtual objects at different distances

Let us talk briefly about the optical phenomenon which we call inverse mo-
tion parallax. The motion parallax phenomenon has been known for about 3
centuries, but it still attracts a lot of attention [23][24][25]. The widely known
geometrical model of motion parallax is greatly simplified and is often consid-
ered in the conditions of fixed optic axes of visual sensors (in the special case,
the axes are parallel). In the most common model, the observer’s eyes are fo-
cused at infinity. With this condition, when the observer moves relative to the
3D space, he has a visual sensation that the space rotates around a point at
infinity (vanishing point).
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Fig. 12. Geometrical scheme of motion inverse parallax (a simplified model of an eye-
ball horizontal cut is used). Left — tracking point P, right — tracking point Q.

At the same time, the geometrical projection scheme analysis shows that
the image on the retina changes its behavior significantly when the point on
which the observer’s eyes are focused changes its depth as shown in Figure
12. This figure contains a horizontal cut of the spherical camera obscura with
different optic axes directions which correspond to different target points. Points
C1 and C2 show different positions of the camera obscura projection center which
corresponds to different optic axis’s positions. Points P, Q and R (P and Q are
the nearest and furthest target points correspondingly, R is the reference point)
are situated along a straight line which is orthogonal to the line of camera
obscura motion from left to right. The camera rotates counterclockwise around
its rotation center O and targets at point P first, then at point Q (as it shown
on fragments a and b correspondingly). Points r1 and r2 represent the reference
point projections’ positions, while points p1, p2 and q1, q2 represent positions
of the target points projections. The main conclusion is that the direction of
the reference point R projection movement depends on the depth of the camera
obscure target point.

You can see this phenomenon more clearly in Fig. 13 and Fig. 14 (consider
each vertical row separately). These figures contain the 3D scene screenshots
taken while a more habitual cubical camera obscura moved. In the first figure,
the camera was targeted at the object in the foreground (a blue pole in the left
vertical row of figures), and on the second figure at the object in the background
(a cyan pole in the right vertical row of figures). Note that the reference point
(a red pole) moves in opposite directions in Fig. 13 and Fig. 14.
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Fig. 13. The camera is targeted on the
nearest object (blue pole). The projection
of the reference object (red pole) moves
from left to right.

Fig. 14. The camera is targeted on the
furthest object (cyan pole). The projec-
tion of the reference object (red pole)
moves from right to left.
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5 Discussion

The role of the accommodation depth cue in 3D environment depth perception
is underestimated. To investigate the accommodation role, we propose a optic
system which visualize the nearest turning pole. The proposed system modulates
the wave front with the help of a spherical mirror or a flexible liquid-crystal
adaptive lens to bring into accord the power of accommodation and the target
object depth.

6 Conclusion

The main results of the work:

1. The designed visual-force training complex allows to study 3D visual per-
ception of the skiing course inside a laboratory.

2. We conducted several experiments to estimate the influence of weather effects
(fog, snow, rain) on skiing descent time.

3. We studied the impact of myopia on the virtual skiing course perception.
High spatial frequencies in an image play a very important role in the ade-
quate perception of complex rapidly changing virtual scenes.

4. The role of accommodation in 3D visualization of skiing courses was defined.
5. We proposed the new visualization system on the base of adaptive optics to

resolve the problem of vision accommodation.
6. We investigated conditions of the inverse motion parallax emergence.

In further studies, we intend to investigate the joint action of disparity, vergence
and accommodation in rapidly changing 3D scenes. In particular, it is interesting
to explore the hierarchical relationship between these three factors in extreme
high-speed conditions. It is also interesting to estimate the impact of the ac-
commodation ability of a skier on his athletic performance (including the role of
myopia and hyperopia).
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Abstract. We present a Hidden Markov Model (HMM) based stylis-
tic walk synthesizer, where the synthesized styles are combinations or
exaggerations of the walk styles present in the training database. Our
synthesizer is also capable of generating walk sequences with controlled
style transitions. In a first stage, Hidden Markov Models of eleven dif-
ferent gait styles are trained, using a database of motion capture walk
sequences. In a second stage, the probability density functions inside
the stylistic models are interpolated or extrapolated in order to synthe-
size walks with styles or style intensities that were not present in the
training database. A continuous model of the style parameter space is
thus constructed around the eleven original walk styles. Qualitative user
evaluation of the synthesized sequences showed that the naturalness of
motions is preserved after linear interpolation between styles and that
evaluators are sensitive to the interpolation factor.

Keywords: HMM, gait, style, control, synthesis, motion capture.

1 Introduction

The character animation field covers a lot of different domains, ranging from
the coarse motions seen in video games to the precise humanlike motions of the
last generation of 3D films, and including fields like virtual reality or character
animation for human-computer interactions. In the framework of character ani-
mation, several approaches are available to produce realistic humanlike motion.
There are currently three main kinds of techniques which are used for motion
production in the animation field: traditional keyframe animation, procedural
techniques in which a software based on a set of rules helps the animator for
motion production, and motion capture based approaches where the animator
uses real motions captured on an actor.

Producing natural looking animations of virtual humans is a very challenging
task as human eyes are natural experts of human motion and naturalness. This
is why motion capture, which consists in capturing human motion in the real
world to transfer it to the virtual world under a mathematical form usable by
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computers, is the only way to obtain truly realistic human motion [21]. Motion
capture opens a huge field of study and of potential applications, and has re-
ceived growing interest in the last years, especially since it is becoming more
affordable and reliable. However, this technology suffers from several drawbacks.
Motion capture data have a high dimensionality, the choice of the parameteriza-
tion is not straightforward and motion is highly variable in general. Furthermore,
motion capture is not very flexible. It is hard to reuse recorded motion capture
segments and it is also very difficult to modify natural motion without loos-
ing their naturalness, especially since the human eyes will be very sensitive to
any inconsistency in motions. In this article, we address this last problem, by
interpolating and extrapolating between and beyond the motion styles present
in our motion capture training database. Finally, natural looking transitions
are another challenge of motion capture sequences. For instance, generating a
smooth transition between two separate walk styles is not straightforward if the
transition has not been recorded. This issue is also addressed in this article, as
our model is capable of handling controllable and natural looking transitions
between distinct style models.

Two different approaches coexist about using motion capture data for pro-
ducing animations: the “template-based” and the “model-based” approaches. In
the “template-based” approach, a large database of motion sequences is built
and algorithms are developed to retrieve, edit and blend together motion parts,
to produce new sequences [8]. The “model-based” approach consists in training
models based on motion capture data. The models can later be used to synthesize
new motion sequences without resorting to the database initially used for train-
ing [9,1,31]. If the model is properly trained, the information contained in the
database is summarized in the model parameters. This model gives then more
freedom to the user for producing new plausible sequences, even if they were not
present in the training database. This approach has been used for years in speech
processing for example, first for recognition and more recently for synthesis [14].
Our work falls in the latter category, with the use of model-based techniques
and more precisely of Hidden Markov Models (HMMs) [25], for the modeling
and synthesis of humanlike motion. HMMs have been used for motion modeling
and more especially motion recognition for a long time. The statistical nature of
HMMs makes them perfect candidates for the modeling of spatio-temporal time
series like human motion where both the tempo and the space trajectory can
vary for several realizations of the same motion.

This approach is inscribed at the crossing between motion capture and proce-
dural methods, as we use statistical learning techniques to automatically extract
the underlying rules of human motion, without any prior knowledge, directly
from training on 3D motion data. The position of our current work in the char-
acter animation field is illustrated in Figure 1.

In addition to template- or model-based approaches, other distinctions can be
made between the methods applied to modify motion capture data. Parametric
motion synthesis is a method that can be applied to both approaches and which
consists in producing new motion by interpolating between motions that are
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Fig. 1. Position of the HMM-based motion synthesis in the character animation
hierarchy

visually similar and correspond to the same logical action [24]. In this article,
our approach is parametric and model-based as we aim not only to synthesize a
plausible human walk but also to take into account some kind of “style” compo-
nent. “Style” can refer to emotions, but also to speed, gender (male or female),
age (children or elderly,... ), specific contexts, etc. The “style” studied in this
paper consists of both emotions (like sadness for instance) or particular con-
texts (like “topmodel” walk). In this paper, style-specific models of walks are
first trained over a training motion capture database. The parameters of these
style-specific models are then used to produce new models corresponding to
style combinations or style exaggerations not present in the training database.
Furthermore, the parameters of the style-specific models can be used to build
style-transition models and generate a sequence of walk presenting a smooth
style transition, without jumps nor abrupt and disturbing changes.

The remainder of the paper is organized as follows. Section 2 presents related
work. The motion capture training databases are presented in Section 3. Section
4 describes how the style-specific HMM models of walk were trained, and how
these models can be used to synthesize new walk sequences. Section 5 explains
how new style characteristics can be obtained by interpolation and extrapolation
of the style-specific walk models. The results are presented in Section 6, and
Section 7 describes the qualitative user evaluation. Conclusion and future works
are addressed in Section 8.

2 Related Work

One of the main problems associated with the use of motion capture data to build
animations is that using only the recorded motions can be very limitative. Even if
the sequence of motion wanted by the animator can be found in the database, this
sequence might not present the required style. Recording a database with all the
style options for all the motions is impossible, and recording new motions each
time a new animation has to be produced is very costly and often not materially
possible. The goal is to find ways of parameterizing the style component of the
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motion independently from the functional part of the same motion, in order to
give the user some kind of interactive control on the style of the output motion.

This approach is similar to approaches encountered in other aspects of human
biometrical characteristics modeling or synthesis. Wecker et al. [42] for instance
decompose iris images into basic iris properties and individual biometric charac-
teristics, and use this decomposition in order to synthesize new plausible irises
images not present in the training database. Lu et al. [20] start from a generic
3D face model and project 2D images of real faces on it. From one single image
of each person, using their generic 3D model, their method generates new 2D
images of the same person with different expressions or lighting conditions.

People have taken several approaches to address this problem of decomposi-
tion into a functional basis and variable characteristics. We will focus the present
review of related work on research addressing 3D motion problems.

One approach is to use signal processing techniques to tackle the problem.
Bruderlin and Williams [2] use a multiresolution filtering that decomposes the
motion into several frequency bands whose amplitude can be modified in order
to change the motion style. Unuma et al. [37] apply Fourier transform on the
motion data and can modify the aspect of the motion by changing the weights of
the Fourier transform in the frequency domain. Unfortunately, these approaches
are not easy to use for style control, as changing the weights in the frequency
domain is not an intuitive way of controlling the style of a motion.

The underlying principle of most works, including ours, is to use statistical
learning techniques on a set of stylistic motion capture data. These techniques
separate automatically, without any prior knowledge, the style component from
the fundamental function of the motion. The statistical models can then give
the user some kind of control on the style parameter, and synthesize motion
according to the user’s commands. If the principle is the same, several statistical
approaches have been tested in the last years.

In [26], Rose et al. decompose motion into verb (fundamental of motion, like
“walking”) and adverb (which modifies the basic motion according to emotion,
gender, “uphill” or “downhill”, etc.). They propose a technique for real-time
interpolation of motion sequences, based on radial basis functions and low order
polynomials representation of the motion. Glardon et al. [9], Troje [36], Min
et al. [22] and Tilmanne et al. [31] all use principal component analysis (PCA)
not only for reducing the dimensionality of the problem, but to separate the
influence of style from the functional part of the motion. In a similar way, Shapiro
et al. [27] use Independent Component Analysis (ICA) for the same purpose.
Min et al. [23] conduct a multilinear motion analysis to extract separately style
and individuality variations, after time warping and PCA for dimensionality
reduction.

Another interesting approach is to use Hidden Markov Models (HMMs) to
synthesize motion, and to integrate a style variable into the HMM parameter-
ization. One of the advantages of using Hidden Markov Models is that they
exempt from using time warping procedures, needed in most approaches in or-
der to align sequences prior to analyze them or extract the style component
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among them. HMMs integrate directly in their modeling the time variability
of the motion. In their work, Wang et al. [41,40] present an HMM that can be
trained as a parametric HMM incorporating a “style” parameter in the probabil-
ity density functions (these densities are represented by SOMN (self organizing
mixture networks) in [41] and by mix-SDTG (stylized decomposable triangu-
lated graphs) in [40]). Brand and Hertzmann [1] include a style variable which is
automatically extracted during the training process of the HMM and that can
vary during the synthesis of a motion sequence. However, in their “Style Ma-
chine”, the style variable is not explicit, and changes some intrinsic style-related
parameters which can make it hard to use as a style controller. In a work closely
related to ours, Yamazaki et al. [46] model walk using a Hidden Semi-Markov
Model (HSMM). Their model takes into account speed and stride length as a
“style” variation using multiple regression. However, this method can only be
use to model quantitative variations, and is thus not suited to model emotions or
expressivity that can hardly be described by numerical values. In their approach,
the whole training has to be done again if one wants to add a new style in the
model.

3 Databases

In this work, two databases recorded with an inertial motion tracking system
(IGS-190 from Animazoo [15]) were used. Our two databases, respectively called
“eNTERFACE’08 3D” and “Mockey”, were recorded with the same motion cap-
ture suit but with different aims, subjects and settings.

The eNTERFACE’08 3D database is described in details in [33]. This database
contains, among others, three sequences of straight “free” walk for 41 different
subjects. In the “free” walk, subjects were invited to walk at their usual comfort
speed. In the present work, the three free walk sequences of the 41 subjects
were used to train our “neutral” walk model. In that database, the motion was
captured at a frame rate of 60 frames per second (fps).

The Mockey Database aims to study the “expressivity” of walk [31]. All the
different walks were performed by the same actor. He was given instructions
about the “walking style” he had to act before each walk sequence recording.
The eleven different acted styles were the following: proud, decided, sad, top-
model, drunk, cool, afraid, tiptoeing, heavy, in a hurry and manly. Our “style”
component consists thus in exaggerated variations that can be far from a plain
walk. In this second database, motion was recorded at a frame rate of 30 fps.
These eleven styles were arbitrarily chosen as they all have a recognizable influ-
ence on walk, as illustrated in Figure 2.

The walk sequences were manually segmented into left and right steps. The
boundaries of the steps were arbitrarily defined as the moment the heel touches
the ground. Depending on the style of walk performed and its corresponding
step length, a different number of walk steps was recorded for each style. Each
motion file contains two parts: the skeleton definition and the motion data. In the
motion data part, the first three values of each frame give the 3D position of the
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Fig. 2. Four example postures taken from the motion capture database (sad, afraid,
drunk and decided walks)

root of the skeleton. They were discarded, as they depend on the displacement
and orientation of the walk and can be recalculated given the foot contact with
the ground and the leg segments lengths. The pose of the skeleton at each frame
is then described by 18 tridimensional joint angles, which gives 54 values per
frame to describe the motion.

No dimensionality reduction was conducted on the original set of 54 param-
eters in order to build a generic style interpolation procedure in which any new
walk style could be added in the future without having anything to modify in
the previously trained models. This would not have been the case if principal
component analysis (PCA) had been used for dimensionality reduction for in-
stance, since the PCA space would depend on the styles present in the training
database. By keeping the 54 original motion observations, we avoid our model-
ing procedure from being dependent on the set of styles present in the training
database.

In this paper, our 3D angles were converted from their original Euler angle
representation into the exponential map angle parameterization which is locally
linear and where singularities can be avoided [11,16]. Exponential maps represent
each 3D rotation by 3 values.

4 Style Models Training

Our approach for stylistic model training is to start from a procedure originally
developed for speaker adaptation in speech synthesis and to adapt it to our
motion problem. This HMM-based procedure is presented in more details in [32]
and is based on functions originally implemented for speech within the “HMM-
based Speech Synthesis System” (HTS) framework, publicly available on the
HTS website [14]. The dynamical aspect of the data is taken into account by
integrating the first and second derivatives of our parameters both for reference
and stylistic model training and for synthesis [35]. By adding these derivatives to
our 54 original parameters, we obtain a 162 dimensional vector of observations
to model. The time spent in each state of the HMM is explicitly modeled in
duration probability density functions thanks to Hidden Semi-Markov Models
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Fig. 3. A three-states HSMM with no skips (with pi(d) representing the density
probability of the duration d of state i)

(HSMM) [47]. The schematic representation of the state duration modeling in a
three-states HSMM is represented in Figure 3.

The first stage of the procedure consists in the training of a multi-walkers
“reference” model, with the “neutral” walk sequences from the 41 subjects of
the “eNTERFACE’08 3D” database. That reference HSMM model is trained
using the HTS framework, with a procedure called SAT (for “speaker adaptive
training” as it was designed for speech processing [44]) that removes the influence
of the subject-specific variations in the final model.

Both steps (left or right) are modeled by separate left-right five-states HSMMs
with no skips. Furthermore, contextual factors related to the position of the step
in the whole walk sequence were taken into account during the training, thereby
multiplying the number of models to train. We made the contextual distinction
between five positions in the walk sequence for each step: the first, second, last,
last-but-one steps of the sequence, and all the other steps. The training began
thus with ten models to train (five for each step). These ten models can be
clustered using decision trees. The decision tree is a binary tree, and in each
of its nodes, a question splits contextual models into two groups. All possible
contextual combinations can be found by traversing the tree. Once the decision
tree is constructed, unseen contexts can be prepared and leave nodes containing
little or very similar data can be merged (for more information on how the trees
are built and used, please refer to [48]). After the decision tree clustering, six out
of the ten originally possible contextual HSMMs remained to model the reference
walk.

The reference model is used in the second stage of the training, as a basis from
which the adaptive training is conducted in order to adapt the reference model to
a specific style, using the stylistic walks from the Mockey database. The adaptive
training is a method from the latest results of the HMM speech synthesis field,
adapted to our motion synthesis problem [32]. Using this adaptation procedure
for each style of the Mockey database, we obtain eleven style-specific HSMM
models, with each stylistic walk model containing 6 contextual HSMMs.

Using these models, an HMM-based walk synthesis can be conducted and new
sequences of walk can be calculated for each one of our eleven walk styles. First
a model of the new sequence is obtained by concatenating HMMs corresponding
to the succession of steps to be synthesized. This complete model is then used to
calculate the corresponding optimal observation sequence, taking into account
the dynamics of the synthesized data (thanks to the first and second derivatives
of the parameters), which ensures the continuity of the synthesized sequence.
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The model gives us joint angles and the cartesian coordinates of the root of
the skeleton can then be computed. Using our knowledge of the boundaries of
the synthesized walk cycles and calculating the height of each foot thanks to
the known leg segment lengths, we determine which foot is in contact with the
ground. From that fixed 3D position, we calculate the position of the whole body
until the other foot becomes the reference, and so on for the whole sequence.
This method enables us to ensure that no foot sliding effect can occur, as the
displacement of the whole body is driven by the foot contact point with the
ground.

5 Interpolation

Once our eleven style-dependent HSMM models are built, we can synthesize
as many stylistic walk sequences as we want, for each one of the eleven styles.
So far, each style is modeled separately, and in the synthesis step, the user’s
control on the output sequence is only the choice of one among the eleven pos-
sible styles. In this work, we want to go further in the style modeling and study
how the styles can be controlled with more freedom and how the models behave
outside of the styles trained from the database. In the model training stage pre-
sented in Section 4, each stylistic walk is modeled by six five-states HSMMs,
and each HSMM model contains both state duration and 162-dimensional ob-
servation modeling. For each state of each HSMM, duration is modeled by one
Gaussian probability density function (mean and variance) and observations
are modeled by single Gaussian probability density functions (multidimensional
Gaussian with diagonal covariance matrix). The set of parameters of one whole
style model consists thus in 9780 parameters for 4890 probability density func-
tions (pdfs), as each pdf consists in a Gaussian model (mean + variance) and
( 162 (observation parameters) + 1 (duration of one state) )
∗ 5 (number of states) ∗ 6 (number of HSMMs) = 4890 pdfs.

Among these 4890 probability density functions, 4860 pdfs model the obser-
vations and 30 pdfs model the state durations.

In this work, we use these model parameters as a basis for obtaining new
or exaggerated styles by extrapolation or interpolation. To do so, a simple pro-
cedure was applied. New models were obtained by linear combinations of the
means of the probability density functions of each style-specific model. The 4890-
dimensional model pdfs space is thus considered as a continuous space in which
new styles can be produced by taking points in the space between two existing
styles or slightly beyond these styles. Since the new style is obtained through a
simple linear interpolation between two vectors, the high dimensionality of the
model parameters is not an issue. The known styles are used as landmarks in
the continuous model parameter space, around which new style possibilities can
be produced by going further away or coming closer to another known style.

In this continuous space, combinations of styles can be obtained, but the
intensity of the eleven styles can also be controlled in a continuous manner,
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even though no control was available in the eleven style models themselves.
An average walk model was calculated by taking the mean model parameters
over the eleven style models, and used as a basis for controlling the intensity of
each style separately. This average model corresponds to some kind of “neutral”
style for the actor recorded in the stylistic database. Figure 4 illustrates the
linear operations in the 4890-dimensional model space. In our previous work
[32], eleven separate style models were obtained and could be used separately
(Figure 4.A). In this work, we generalize the motion space by interpolating and
extrapolating between two styles (Figure 4.B) or by continuously controlling the
amplitude of a given style by interpolation and extrapolation with respect to the
average style (mean of our eleven styles, (Figure 4.C)).

a b c 

Fig. 4. Schematic representation of the interpolation/extrapolation procedure in the
4890-dimensional model space. Green dots represent the separate stylistic models, red
lines the interpolation between models and the red dot is the averaged style model.

6 Results

Our first approach in building new models consists in linearly interpolating the
whole set of 9780 parameters between two styles:

pdfnew = pdfstyle1 + interp ∗ (pdfstyle2 − pdfstyle1). (1)

Where pdf is the 4890-dimensional vector of the probability density function
means (i.e. the parameters of the model), and interp is a scalar value that
gives the interpolation ratio between style 1 and style 2. The difference between
style 2 and the reference style 1 is thus multiplied by a factor interp before
being added to style 1. Figure 5 shows an example of interpolation between the
original sad and decided walks, and illustrates that both postures and durations
are interpolated. This approach can easily be generalized to a linear combination
of any number of original styles.

The second approach aims at controlling the intensity of expression for each
style separately. Style interpolation and exaggeration were obtained by using the
averaged walk model as a reference (style 1 in equation 1), and the style whose
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Synthesized proud walk

 

 

Synthesized 0.75 proud walk and 0.25 sad walk style 

 

 

Synthesized 0.5 proud walk and 0.5 sad walk style

 

 

Synthesized 0.25 proud walk and 0.75 sad walk style

 

 

Synthesized sad walk

Fig. 5. Synthesized left step for original proud walk (first subfigure, interp = 1), 0.75
proud and 0.25 sad walk (second subfigure, interp = 0.75), half sad/half proud walk
(third subfigure, interp = 0.5), 0.25 proud and 0.75 sad walk (fourth subfigure, interp
= 0.25), original sad walk (last subfigure, interp = 0), . Synthesized skeleton poses are
displayed every 0.1 second.

intensity we want to control (style 2) as an interpolation direction. The strength
of the style can be diminished by decreasing the interp value from 1 to 0. For
values of interp greater than 1, the style is exaggerated. Our synthesized walk
sequences remained natural for values of interp lower than 2. For values around
2 and above, the quality of the synthesized walk depended on the original style as
some exaggerated styles were affected by impossible movements (knees bending
backwards or awkward bending of the spine for instance). These problems could
be avoided in future studies by adding constraints to the joint angles so that
they cannot take values beyond what is physically possible for a human being.

Another interesting result is obtained by giving negative values to the interp
parameter. The difference between the controlled style and the average walk
model is substracted to that average walk instead of being added. The obtained
style then presents characteristics at the opposite of the controlled style. For
instance the sad walk which is slower than the average model and where the
pose of the character tends to bend inwards with respect to the average posture
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will give an opposite model where the character walks faster and looks much
more “open” by its posture. We are thus able to synthesize styles that do not
appear in our database but that show style characteristics that are opposite
to the ones of recorded styles. A left step synthesized with the original sad
walk model and with three new style intensities obtained by interpolation or
extrapolation is illustrated in Figure 6. The figure shows that both poses and
durations are affected by the interpolation process.

Synthesized sad walk

Synthesized opposite of sad style walk

Synthesized half intensity sad walk

Synthesized exaggerated sad walk

Fig. 6. Synthesized left step for original sad walk (first subfigure, interp = 1), inter-
polated opposite model (second subfigure, interp = -1), half sadness intensity (third
subfigure, interp = 0.5) and exaggerated sad walk (last subfigure, interp = 2). Syn-
thesized skeleton poses are displayed every 0.1 second.

In the first two approaches presented, a new model is calculated by interpo-
lation of the original style models. The interpolated model represents a single
new style and is used to synthesize a sequence of walk with a style not present
in the original database. The HMM model takes into account the dynamics of
the data, and the continuity between the steps of the walk sequence is hence
ensured. But it also enables us to synthesize a sequence presenting style tran-
sitions. During the synthesis process, step models are concatenated in order to
form a complete model of the entire walk sequence. If the concatenated step
models represent different walks, the resulting synthesized sequence will display
the corresponding style change. As the synthesis process takes into account the
dynamics of the data to calculate the optimal parameter sequence corresponding



Continuous Control of Style and Style Transitions 45

to the concatenated walk model, the style transition will occur without abrupt
jerks. This result is similar to the blending procedures applied to smooth the
transition between two different mocap files over a few frames as it is usually
done in pure mocap approaches. However, even if no jerks are present in the
angle data and that the motion continues smoothly when the character goes
from a step with style A to a step with style B, the transition will not appear
as “natural” for all style transitions. If they are not surprised by something,
humans do not abruptly change the style of their walk from one step to the next
one. The change will rather occur continuously over a few steps.

Rather than concatenating directly a sequence of “style 1” step models to
“style 2” step models, our interpolation procedure is able to produce step models
corresponding to styles between style 1 and style 2. The style transition can thus
be distributed over as many steps as the user wants. The steps concatenated in
the whole sequence correspond to gradual interpolations, starting from style 1
and going to style 2. The walk sequence produced this way is thus a smooth and
gradual transition between style 1 and style 2, transiting by in-between styles
that were not present in the original database. The resulting transition looks
more natural than a brutal style change occurring between one step and the
next one, as illustrated in Figure 7.

 

 

Synthesized walk sequence with brutal style change

 

 

Synthesized walk sequence with gradual style transition

Fig. 7. Synthesized walk sequence with abrupt proud to sad style transition (first
subfigure), and synthesized walk sequence with gradual proud to sad style transition
(second subfigure). Synthesized skeleton poses are displayed every 0.5 second.

7 User Evaluation

Evaluating the quality of motion sequences is an open problem common to the
whole character animation field, independently from the studied approach. Re-
sults are often illustrated with a video displaying some motion examples, but
most works are presented without any kind of subjective evaluation by the user.
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In [32], we proposed three tests to assess the quality of the synthesis results.
These tests evaluated the naturalness of the synthesized motion, the style recog-
nition of our eleven original styles and the comparison between original motion
capture and synthesized examples. In one of the tests, users were asked to clas-
sify the original walk styles (without any modification) among 11 possibilities,
and the results showed that the styles were correctly perceived most of the time,
even if some close styles were sometimes switched. In this paper, a similar eval-
uation approach was chosen. Our evaluation consisted in two tests, evaluating
respectively the quality of the interpolation between two styles (Section 7.1) and
the style intensity control (Section 7.2).

Participants accessed to the evaluation tests through a web browser. They
were presented one video at a time and asked to evaluate its content. Once their
answer was selected and saved, they could not come back to previous videos. If
they did not complete the test thoroughly, they could come back later, but the
participant’s results were saved even if the two tests were not completely finished.
They had to start the video themselves by clicking on it, and could watch it as
many times as they wanted. In the video sequences, motion was performed by a
basic blue stick-figure character as shown in the previous figures.

Fifty-two naive evaluators took part in the evaluation, 22 females and 30
males, from 16 to 66 years old, with an average and standard deviation of 32
and 11 years, respectively. Every evaluator was presented a set of 10 videos
or couples of videos for each test. Those videos were randomly picked by the
evaluation program, and the evaluated set was thus different for each evaluator.
The result of each test for each evaluator were taken into account only if the user
completed all the evaluations of the given test. The final number of evaluators
taken into account is not the same for both test as some users dropped the
evaluation after taking the first test.

7.1 Style Interpolation Evaluation

In the first test, the evaluator was presented one video displaying three walk
sequences with different styles, in a row. In the video, the first sequence was
a walk with style A, the second one was a walk with style B, and the third
sequence was an interpolation between styles A and B. The evaluation sequences
corresponded to five possible pairs of A and B styles, and to five interpolation
factors (0, 0.25, 0.5, 0.75 or 1) for each A and B pair. The set of evaluation
videos for this first test thus contained 25 videos from which ten were randomly
picked for each user to evaluate.

The user was asked to position the interpolated walk between style A and
style B, by choosing between five possible answers:

– identical to style A (100% A + 0% B)
– close to style A (75% A + 25% B)
– in the middle between style A and style B (50% A + 50% B)
– close to style B (25% A + 75% B)
– identical to style B (0% A + 100% B)
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Table 1. Confusion matrix of interpolation factor recognition test. The recognition
rate is expressed in percents of the actual interpolation factor sequences presented to
the evaluators, rounded to the unit.

Evaluators classification (%)
of interpolation factor

0 0.25 0.5 0.75 1

Actual interpolation factor

0 31 47 17 3 2
0.25 3 48 39 8 2
0.5 2 13 41 39 5
0.75 3 5 22 46 24
1 1 1 8 43 47

He was also asked to assess the naturalness of the interpolated walk by choosing
if it seemed “Real”, “Synthetic”, or “I don’t know”.

Fifty-two participants completed this first test. Table 1 presents the confusion
matrix of the interpolation factor recognition.

The interpolation factor was properly recognized by the evaluator in 42.7%
of the cases, much higher than the 20% of mere chance. And in 46% of the
cases, the interpolation factor was misidentified for one of its direct neighbors
(for instance 0.5 or 0 instead of 0.25). In 60.6% of the cases, the evaluator
was not capable of recognizing that the same file was displayed twice (when
interp = 0 or 1), which demonstrates that even if the evaluators were capable
of recognizing the trend (more like A or more like B), he is not very good at
assessing small style variations. This poor recognition of the original styles can
also be explained by the fact that even if the answers “identical to style A
(or B)” were proposed to the evaluators, our formulation of the question asked
to position the interpolated walk “between” styles A and B which might have
mislead some people.

The mean value of the interpolation factor evaluated by the user for each
one of the actual interpolation factor is presented in Figure 8, along with a 95%
confidence interval. It can be observed that the confidence interval of the different
interpolation factors do not overlap. Even if the exact interpolation factor was
not always recognized, especially at the extremities (interp = 0 or 1), the global
trend of the interpolation is very clear to the user who can make the distinction
between each one of the interpolation factors even if he does not evaluate them
at their exact value.

Figure 9 presents the results of the naturalness evaluation of the interpolated
sequence. It can be observed that the value of the interpolation factor did not
influence the naturalness of the sequence as perceived by the user, and our
interpolated style models were seen in the same way as models of the original
style (interp = 0 or 1).
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Fig. 8. Mean value of the evaluated interpolation factor (with .95 confidence intervals)
for each one of the actual interpolation factor

7.2 Style Intensity Control Evaluation

In this second test, the displayed video contained two walk sequences in a row.
The first sequence was a walk with style A, and the second sequence was a walk
presenting a variation of style A. The evaluation sequences corresponded to five
possible “A” styles, and to five interpolation factors between the style and the
averaged style (-1, 0, 0.5, 1 or 2). The set of evaluation videos contained thus
25 files, from which ten were randomly picked for each user. The evaluator was
asked to position the gradation of the style intensity of the interpolated walk in
comparison to the original style A. The five possible answers he had to choose
from were:

– Opposite of style A
– Neutral style
– Half intensity of style A
– Identical to style A
– Exaggeration of style A

The participant was also asked to assess the naturalness of the style intensity
variation sequence, in the same manner as in the first test.

Forty-one users completed this second test. Table 2 presents the confusion
matrix of the style intensity factor recognition.

The style intensity factor was properly recognized by the evaluator in 69% of
the cases, which is much higher than the 20% of mere chance and even better
than the result obtained in the first evaluation test. These results show that it
was easier for the evaluator to quantify the intensity of a given single style than
to evaluate the interpolation factor between two styles that might have been an
improbable mix. In 27% of the cases, the interpolation factor was misidentified
for one of its direct neighbors (for instance 0.5 or -1 instead of 0). Figure 10
presents the average intensity factor evaluated by the participants for each one of
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Fig. 9. Results of the naturalness test comparing the perception (real, synthetic or I
dont know) of interpolated style sequences with each interpolation factor

Table 2. Confusion matrix of style intensity factor recognition test. The recognition
rate is expressed in percents of the actual intensity factor sequences presented to the
evaluators, rounded to the unit.

Evaluators classification (%)
of interpolation factor

-1 0 0.5 1 2

Actual interpolation factor

-1 92 6 0 0 2
0 16 31 47 4 2
0.5 0 4 52 45 0
1 0 0 5 89 6
2 11 0 3 4 82

the actual style intensities. It can be noticed that even if the exact interpolation
factor was not always recognized, the global trend of the interpolation is very
clear to the user, as it was also observed in the first test.

Figure 11 presents the results of the naturalness evaluation of the style inten-
sity control. It can be observed that as long as the style intensity factor stayed in
the 1 to 0 range, it did not influence the naturalness of the sequence as perceived
by the user. Our averaged sequence (corresponding to interp = 0) seems thus
as natural to the user as styles from the original database. However, the per-
ceived naturalness decreases dramatically when we exaggerate the style or when
we take its opposite. This can easily be explained as, by taking styles outside
of the range of value of the walk present in our database (which were already
exaggerated styles performed by an actor), the synthesis gives angles values that
are outside of the range of possible humans movements and completely ruin the
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Fig. 10. Mean value of the evaluated style intensity factor (with .95 confidence
intervals) for each one of the actual style intensity factors
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Fig. 11. Results of the naturalness test comparing the perception (real, synthetic or I
dont know) of interpolated style sequences with each style intensity factor

naturalness of the motion. This issue will have to be further investigated in the
future, and adding rules that constrain the angle values to stay in a plausible
human range might be a way of dealing with this problem.

8 Conclusion

In this work, a set of eleven stylistic walk models based on Hidden Semi Markov
Models was used as a basis for style interpolation and extrapolation, giving the
user continuous control on the style of the synthesized motion while preserv-
ing its naturalness. New walk styles not present in the original database could
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be synthesized by interpolating the model parameters between different original
styles. An average style model was also calculated by computing the mean of the
parameters of the eleven style models. By taking this average model as a refer-
ence and changing the values of the interpolation factor, we were able to control
the intensity of the style expression (values of interp between zero and one), to
exaggerate the controlled style (values of interp greater than one), and to obtain
new styles with characteristics at the opposite of the controlled style (values of
interp lower than zero). Our model also enabled us to synthesize smooth and
natural looking transitions between two different styles by progressive interpo-
lation. Some examples of walk sequences synthesized with our method can be
found at http://tcts.fpms.ac.be/~tilmanne. Qualitative user evaluation as-
sessed that the trend of the interpolation factor was perceived by the user and
that the naturalness of the motion was preserved for styles between the original
styles.

In future works, constraints on the range of variation of the angles should also
be added for style extrapolation, so that the synthesized styles remain physically
plausible. The interpolation and extrapolation was conducted on 4890 parame-
ters without any feature selection, but the influence of these parameters on the
stylistic variations could be investigated, as some of them might be of lesser or
greater influence than others on the perceived style. Our next step will be to
implement our continuous style control and HMM synthesis procedure into a
real-time framework, giving the user the possibility to control the synthesized
walk in real time. We will also study how the style characteristics could be added
directly on plain motion capture walk sequences.
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Abstract. One of the major components of Agent Based Crowd Sim-
ulation is motion planning. There have been various motion planning
algorithms developed and they’ve become increasingly better and more
efficient at calculating the most optimal path. We believe that this opti-
mality is coming at the price of realism. Certain factors like social norms,
limitations to human computation capabilities, etc. prevent humans from
following their optimal path. One aspect of natural movement is related
to perception and the manner in which humans process information. In
this paper we propose two additions to general motion planning algo-
rithms: (1) Group sensing for motion planning which results in agents
avoiding clusters of other agents when choosing their collision free path.
(2) Filtering of percepts based on interestingness to model limited infor-
mation processing capabilities of human beings.

Keywords: Agent-Based Model, Sensing, Crowd Simulation, Motion
Planning, Visual Cognition, Group Based Perception, Information,
Collision Avoidance.

1 Introduction

Crowd simulation is a field that has recently been gaining significant atten-
tion because of its usefulness in various applications, ranging from simulation of
emergency evacuation to animation of large crowds in movies and games. There
are a number of different approaches which are typically applied to modeling
of human crowds. These include: flow models [21], force-based models [12] and
agent-based models [23]. All models offer different ways of describing human
motion and make different assumptions about how interacting individuals affect
one anothers motion.

In this paper we focus on agent-based models of crowds; one key aspect of
which is navigation. Navigation is defined as the process or activity of accurately
ascertaining one’s position and planning and following a route. In the context of
crowd simulation, navigation is generally considered to be the process of planning
a route towards a destination and following this route. We refer to the former as
path planning and the latter as motion planning. The higher level path planning
is typically done using A-star or other similar algorithms and deals with the
static aspects of the environment. Motion planning is a term borrowed from
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robotics which originally means detailing a task into discrete motions. In the
context of crowd simulation, we use the term motion planning to refer to the
task of finding a collision free velocity to get from the current point to the next
waypoint in a planned path.

There are a number of existing motion planning methods that can effectively
and efficiently calculate trajectories that avoid all collisions for agents, even in
very dense environments. For robots and computer games, this might be the
ideal goal: perfect, smooth and efficient motion. However, for applications like
simulation of emergency evacuations the goal is obtaining realistic motion and
not smooth and efficient motion. While we all thrive to be mechanically efficient,
this is hardly always the case. There exist, among other things, social norms and
limits to mental processing capabilities that prevent individuals from following
their ideal preferred path. Also, humans do not necessarily use optimality (in
any sense) to determine their preferred path. Our approach is a more naturalistic
one [19] in that we feel the navigation models should explicitly consider and
model human inadequacies and limitations.

The agent-based models (ABMs) we consider, consist of large numbers of
heterogeneous, autonomous entities inhabiting a spatially explicit, partially ob-
servable environment; macro-level dynamics are said to emerge through the
asynchronous interactions among these entities [2,6]. Each of these individual
entities will iterate through a sense-think-act cycle, where agents obtain informa-
tion from their environment through sensing, make a decision through thinking
and finally carry out their decision by acting. In many application areas in which
ABMs have been applied, including crowd simulation, the emphasis is generally
on describing thought processes accurately via rules. However, sensing is a crit-
ical aspect in the modeling process and can greatly impact both the individual
and emergent properties of the system. The terms perception and sensing are of-
ten used interchangeably in the simulation literature. For clarity in explanation
we use the term perception to define the complete process of obtaining a set of
(possibly filtered) percepts from the environment. Sensing, on the other hand,
we define as the process of obtaining raw information from the environment. In
this definition, and in our model, sensing is a part of perception.

Miller’s seminal work [24] on human cognition revealed two important charac-
teristics of human cognition: 1. Humans constantly group together similar data
into chunks of information. 2. At any given time, a human can only process
a limited amount of information. In this paper, we make the assumption that
this limited capacity results in humans being attracted towards certain kinds
of information, e.g. a bright light or a celebrity; this, in turn, results in other
information in the environment being unnoticed. By organizing information into
chunks, humans are able to use their limited information processing capability
more efficiently. This ability can manifest itself in different ways. We assume that
during motion planning, humans will process a group of people coming towards
them as a single obstacle rather than many individuals. This grouping not only
helps the person make use of his limited information processing capacity more
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efficiently, it also helps him/ her conform to social norms that instruct him/ her
that walking through a group of interacting people would be rude.

In this paper, we propose an alternative information based naturalistic percep-
tion system, which does not focus on explicit vision, but rather treats the entire
human perception system as an information processing entity. We do eventually
plan to extend the use of this information based perception for higher level path
planning and decision making. However, this is beyond the scope of this paper.
The remainder of this paper is organized as follows: Sect. 2 gives an overview
of the existing work; the theoretical basis of the proposed model is explained in
Sect. 3; in Sect. 4, we show some simulation results that illustrate the effects of
implementing the proposed theory; and finally, Sect. 5 concludes this article and
gives a brief overview of possible future directions of work.

2 Related Work

This section of the paper is divided into two parts: In the first section, we present
some of the existing work in motion planning for virtual crowds and in the
following section, we present some of the work on whose basis the presented
limited information model for agents was developed.

2.1 Motion Planning

There are various different approaches to motion planning in agent based models
with non-discrete space. The earliest agent based approach to collision avoidance
was proposed in Reynolds’ seminal paper [29] on a model of the flocking behavior
of birds. There are various simple approaches to modeling human motion like
Klein and Köster’s [20] use of an electric potential based model; positive charges
are assigned to goals and negative charges to obstacles and agents. Okazaki
and Matsushita [25] uses a similar approach of using magnetic poles instead
of columbic charges. There are also slightly more complicated approaches like
the one proposed by Pettré et al [28] which considers the effect of errors in
perception on motion planning. In this section, only two of the most popular
models for motion planning and collision avoidance used in agent based models,
viz. the Social Forces model and the Reciprocal Velocity Obstacle (RVO) model
are presented.

The social forces model was first introduced in Helbing’s paper [13]. In this
model, each agent is modeled as a particle that has multiple forces acting on it.
Repulsive forces help in collision avoidance and attractive forces model goal di-
rected and grouping behavior. Over the years, this model has been extended and
combined with other higher level behavior models. For example, in [17]more com-
plicated group movement was modeled with an underlying social forces model
for collision avoidance. In his thesis, Still [31] criticized the heavily mathematical
approach which, according to him, is too complicated to be the natural way in
which humans try to avoid crowds.
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Another ABM that is increasingly becoming popular for collision avoidance is
based on the idea of using the relative motion of objects to determine their time
to collision. A velocity is then selected which maximizes this time. This algo-
rithm, based on Reciprocal Velocity Obstacles (RVO) was first extended for use
with multi agent systems in [1]. Since then there have been several modifications
and improvements to the system but the underlying algorithm still remained the
same. CLEARPATH [10] which mathematically optimized RVO was the first to
introduce a change in the underlying algorithm. Later, Guy et al. [8] introduced
an entirely new approach to RVO that was based on computational geometry
and linear programming. They called this new approach RVO2. This method
further improved the efficiency and smoothness of the system. In [11], the intro-
duction of a personal space factor and an observation delay made the algorithm
more appropriate for virtual humans.

In[9], Guy et al. introduced an extension to RVO in the form of a higher level
navigation based on the principle of least effort. While it is obvious that rational
humans would prefer taking the path of least effort, as was explained in Sect. 1,
humans do not have perfect knowledge or perfect calculation. Also, it is arguable
whether humans are always rational enough to choose least effort as their goal.
Another important optimization that was introduced in this paper was using the
idea of clustering very distant objects into KD-trees to reduce computational
cost. While this might sound similar to the idea that is suggested in our paper,
there are two fundamental reasons why this is different from our algorithm:
Firstly, we use multiple levels of clustering which will be explained in more detail
in Sect. 3.1. Secondly, the motivation and hence design is significantly different:
we use clustering as a reflection of how agents perceive their environment and
not an optimization for collision avoidance.

2.2 Limits of Human Perception

Most motion planning systems focus on optimality of motion. This is either
in terms of selecting a path which attempts to avoid collisions with minimal
deviation, or in the sense that they are capable of obtaining accurate information
about the environmental state. While certain extensions have been previously
suggested for making models more realistic, there hasn’t been any approach
to bring about a human like perception system in multi agent based crowd
simulation.

Miller [24] proposed the idea that humans process 7 ± 2 chunks of informa-
tion. Cowan [5] argued that humans can actually only cognitively process 4± 1
chunks at any given time. Also, others [15] have shown that humans try to
group together similar information so that information can be encoded in the
simplest possible format. This is called the simplicity principle [15]. Based on
these ideas, we propose a method that will emulate how humans perceive groups
whenever possible and propose a system in which the agents avoid groups rather
than individuals. We refer to this perception system as Group Based Perception
(GBP). We have done this using the Evolving Clustering Method (ECM) [30] and
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computational geometry based RVO2 [8]. But our approach can, in principle,
use almost any clustering and collision avoidance algorithms.

Some studies[16,26,32] have shown that humans only pay attention to cer-
tain salient features in the objects that they perceive. This results in them not
noticing changes in items that are not of interest to them. In[26], the authors
classify elements as either central interest or marginal interest elements and prove
that the internal representation of the visual world is rather sparse and essen-
tially contains only central interest information and not information of objects
of marginal interest. The factors that influence how interesting a particular ob-
ject is is extensively discussed in[16]. In the present paper, we do not propose to
model all the complexities of human perception and visual cognition, we would
rather like to propose an agent based model for crowds which can not only show
a basic implementation of these ideas but can be easily extended when required,
to model more complicated visual cognition.

Broadbent [3] has extensively discussed the idea of using information theory
for modeling human perception. He introduced various studies that indicate
that humans have an upper bound on their capacity for holding information for
perception. For a single dimension, this limit is roughly estimated to be about 5-
6 percepts. For more than one dimension, the number of discernible alternatives
is larger but not as large as would be expected if each dimension was completely
independent. The idea of humans being able to process only a limited amount
of information is not new to computer animation either. Hill [14] was one of
the first to introduce the importance of cognition in sensing. Courty et al. [4]
used a saliency map based approach and Kim et al[18] used cost-benefit analysis
in a decision theory based approach to determining the interest points. Grillon
and Thalmann [7] automated this process of interest point determination. They
used criteria like proximity, relative speed, relative orientation and periphery
to determine the interestingness of various features. Similar criteria are used in
this paper. However, our application being particularly collision avoidance, the
information which the agents perceive are dynamic obstacles, i.e. other agents
or groups of agents. The proposed Group Based Perception system for humans
differs from traditional perception systems in that, rather than using a level
of perception limited by distance or occlusion of sight, we limit the amount of
information, or number of obstacles, which the agents can cognitively process.

3 The Theory

This section explains the agent perception system that is proposed in this paper.
The sense-think-act cycle of agents was introduced in Sect. 1. Figure 1 illustrates
how motion planning works in an agent in terms of this sense-think-act cycle.
An agent’s perception can be described by a function f : Env → p∗, where
p∗ is the set of percepts. Each percept p is then processed by the agent in its
decision making process, which in turn will determine an appropriate action
for collision avoidance. In our case, the motion planning module is passed a
set of percepts which consists of neighboring agents and static obstacles which it
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Fig. 1. An agent perceives and then acts

processes to find the optimal or most appropriate velocity for reaching the goal.
Typically, this list of neighbors is a set of agents within some cone of vision or
some distance away from the agent. In this paper we propose a modification
to the perception procedure such that it takes place in three phases: clustering,
sensing and filtering. Figure 2 gives an overview of the complete process that is
detailed in the following subsections.

3.1 Clustering

Central to our information based perception system is the definition of infor-
mation units. In traditional crowd simulation each individual agent or obstacle
is considered as a percept, i.e. as an entity which should be processed by the
motion planning system. The first assumption of our approach is that percepts
can be both individuals and groups of other pedestrians. Whether an individ-
ual considers a group or individual is related to the coherence of the group and
also the distance of the perceiving agent from the group. In order to achieve
this, we perform a global clustering across the entire environment of agents. We
create nl layers within the environment, each layer identifies and stores groups
of a particular size, with increasing layer numbers storing groups of increasing
size. The criteria which determines what actually constitutes a group is itself
unknown and probably highly dependent on the individual. We make the as-
sumption that only the proximity of the individuals to one another determine
whether a collection of people is perceived as a group.

For reasons of efficiency we simplify things by performing a single clustering
(for each level) for all agents at every time-step, the consequence is that we are
implicitly assuming all agents have the same notion of what constitutes a group.
In reality this assumption may be too strong, different people may have different
criteria for what they perceive as groups.

While there are various clustering techniques that could be used for grouping
agents, we chose to use ECM [30] because: 1. It does not require the number of
clusters to be predefined and 2. It can restrict the maximum radius of a cluster.
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Fig. 2. Perception in agents takes place through three stages: 1. Clustering is done at
a global level. The dotted line indicates this separation. Agents a0···n form m clusters
ci,0···mi in layer i where m ≤ n and i ≤ K where K is the predetermined number of
layers. 2. Sensing is the process by which the agents perceive only a subset (c0···l) of
these clusters (c0,0···m0 , . . . , cK,0···mK ). 3. Filtering further reduces the size of this list
and models human visual cognition.

It is also important to remember that this clustering is done dynamically at each
step and not as a one time calculation of groups.

First the number of clustering layers iInteresting and well written paper on
navigation and optimality,taking into account cognitive aspects. While the main
premises on which the paper is based might be somewhat schematic, the work is
very sounds decided. In the Fig 3, we illustrate information based perception using
two layers. The algorithm starts by initializing a single agent as the first cluster,
the maximum clustering radius for layer i, rimax is fixed (3 and 4). Each subse-
quent agent is then compared with every existing cluster to assess its suitability
for addition to that cluster. Suitability is determined by the distance of the agent
from the cluster. If the agent lies within an existing cluster, it is simply added to
that cluster without updating either the radius or the cluster center. Otherwise,
the cluster whose center is closest to the agent is determined. If the agent can be
added to this cluster, without exceeding the maximum allowed radius for the clus-
ter, then the agent is added to the cluster and the cluster’s radius, center and ve-
locity are updated. On the other hand, if adding the agent violates the maximum
radius criteria, then a new cluster is created at the location of the agent.



62 V. Viswanathan and M. Lees

Once this process is completed for layer i, the process is repeated for layer
i + 1 until the clusters for all the layers are determined. This process is illus-
trated figuratively in Fig. 2. The clustering function for layer i, cfi allocates
one and only one cluster for each agent in each later. This can be represented
mathematically as shown below:

∀ak∈A ∃j ∈ [1,m] cfi : ak→Cij where 1≤m≤n (1)

∀aj ∈ A C0j = aj (2)

r1max = 2α ∗ ar (3)

∀i ≥ 2 rimax = 2α ∗ ri−1
max (4)

Here ar is the average radius of an agent1 in A which is the set of all agents; Cij

indicates cluster j in layer i; m is the number of clusters and n is the number
of agents. α is a parameter that determines the size of clusters and the range
of each region (Fig. 3). Through experimentation we found the most pleasing
results with α = 2.

To correct certain undesirable behavior produced by ECM clustering, a mod-
ification was made to the algorithm. With large values of rmax, there is a chance
that distant agents might be grouped into sparse clusters. To counter this prob-
lem, we define a checking circle as a circle of radius 2αar. If there are no agents
within this checking circle, then the cluster is considered sparse and the cluster
is removed. The sparseness check is done five times. First with the circle centered
at the center of the cluster and subsequently with the checking circles centered
at a distance equal to half the distance from the center of the cluster along each
of the coordinate axes.

3.2 Sensing

Once the agents have been clustered, the next step is to make use of these
clusters for motion planning. As previously explained, existing motion planning
algorithms need a list of nearby agents and obstacles to determine the most
appropriate velocity. The sensing module of our proposed perception mechanism
uses the set of nl layers created in the clustering module. The list of things to
avoid will now consist of agents, obstacles and groups of agents. This list of
nearby objects is now calculated from the multiple clustering layers as shown in
Fig. 3.

From each cluster layer (explained in Sect. 3.1) a ring shaped perception region
pri is defined for each agent. This region can be considered as a modification of
the sensor range which is used in most ABM. In the first region (pr0), imme-
diately surrounding the agent performing the sensing, the agent perceives other
individual agents from the clustering layer 0. This region extends to a distance
rpr0 = 2α∗ar from the agent’s current location. For each subsequent region, the

1 In the experiments in this paper, it is assumed that all agents have the same radius.
Hence, the radius of every agent is the same as the average radius.
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Fig. 3. The figure illustrates how the opaque agent senses objects using 2 clustering
layers. The bottom layer is the original environment and the two planes above show
the two clustering layers. Clusters in layer 2 are generally bigger than in layer 1. Solid
lined circles indicate the normal agents and the clustered agents. The dotted lines show
the regions of perception.

ring shaped region of sensing is from the boundary of the previous layer’s region
to the boundary of a circle of radius 2α times the radius of the preceding region.
So for region pr1 the agent perceives groups of maximum size r1max (Fig. 3). If
the nearest edge of their minimum enclosing circle is within a distance d, such
that rpr0 < d ≤ rpr1 . The result is a list of obstacles which consists of clusters
of various sizes and individual agents.

3.3 Filtering

As explained in Sections 1 and 2.2, a human being does not cognitively process
every single object or obstacle that is within its vision. In other words, an agent
can only process a limited amount of information. The information that is pro-
cessed will be that which is deemed most interesting or important to the agent.
So each object in the list obtained from perception is assigned an interestingness
score of between 0 and 1 (1.5 for exceptional cases). During the sensing process
each agent is given an information limit aIL, indicating the total amount of
information that can be processed by the agent. This limit is a parameter than
can change as the stress level or other characteristics of the agent changes [27].
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Fig. 4. This graph shows the variation of distance score with distance (in metres) used
in experiments. A score of 1.5 if a collision has already occured, a score of 1 if it is
within 7m and an exponentially decreasing score beyond that distance.

For this paper we assume that interestingness of an object depends on two
criteria: 1. The distance of the object from the agent. 2. The angle that the
object currently forms with the direction of motion of the agent. A third factor
indicating the innate interestingness of the object being perceived can also be
used; this can represent a lot of other properties related to interestingness. For
example, an object’s speed, color, action or something more subjective, i.e. it is
of interest only to this agent because of certain properties of the agent. For e.g.,
for a thirsty agent, a water cooler would be interesting whereas it is unlikely to
catch the attention of someone else. A more exact definition of interestingness is
not the focus of this paper, but the general model here should be able to adapt
to more sophisticated definitions.

Based on these criteria, a score is given to each agent. A distance score of 1.5
is given if the distance between two agents is less than or equal to zero. This is
to ensure that in high density scenarios where a collision does occur, a collision
recovery mechanism is forced on the objects regardless of what angle or how
interesting the object is. For other distances the following equation is used to
calculate the score for a distance d. γ and k are parameters which were fixed at
5.0 and 1.11 respectively to get a curve as in Fig 4.

Sd = max(min(1.0, eγ/d − k), 0.1) (5)

An angle score of 1.0 is given to all objects forming an angle of less than amin

with the agent’s direction. For all agents that form an angle of more than amax
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with the agent’s direction, a score of (1 − β) is given. For our experiments a β
value of 0.9 was used and this is illustrated in Fig. 5. For all angles in between,
the angle score linearly decreases to (1 − β) from 1. This is assigned based on
the following equation (Fig. 5). All angles are in radians:

Sθ = 1.0− (β ∗ (a− amin)/(amax − amin)) (6)

The final score for the object is calculated as the product of the Sθ and Sd

(as long as distance score is not 1.5). This list of objects is then sorted on the
basis of the score that is determined. Objects are then removed from the head
of this list in turn and added to the final list of perceived objects as long as the
cumulative score of all the perceived objects does not exceed the information
limit for the agent, aIL. All the remaining objects are dropped from the list of
objects sensed and the final list of percepts p∗ is obtained. In case two objects
have the same score, the objects that are moving towards the perceiving agent
are given precedence, subsequently closer objects are given preference.

For the implementation in this paper we pass the shortened neighbor list to
RVO2 [8] for calculating the velocity at each time step. Our hypothesis is that the
3-step perception process proposed by us in this paper provides an improvement
in two ways: Firstly, there are fewer neighbors and hence, fewer constraints for
a given sensor range. Secondly and more importantly, more human like results
can be obtained as will be illustrated in Sect. 4.

Within 140 
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Fig. 5. This graph shows the variation of angle score with the angle(in radians) formed
by the object with the agent used in experiments. For objects forming an angle of less
than 70◦ (viewing angle 140◦, a score of 1 is given. For objects forming an angle of up to
90◦, the score linearly decreases to 0.1 which is the angle score for all remaining obstacles.
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4 Results

We are currently working towards gathering real world data that would ideally be
used for validation of the proposed model. Nevertheless, in the following sections,
we use the ideas introduced in Sects. 1 and 2.2 as the basis for validating different
aspects of the proposed model. Two quantitative measurements are used to
analyze the model: Effort Expended and Inconvenience Cost. In proposing their
least effort based approach to motion planning [9], Guy et al. used a measure
of effort expended to demonstrate the usefulness of their model. This effort was
calculated as follows:

E = m

∫
(es + ew|v|2) dt2 (7)

In this paper, we use the same measure of effort to analyze and validate our
model. For simplicity, we take all agents to have the same average mass of 70 Kg.
However, this only measures the mechanical effort involved. To measure the
amount of effort spent in decision making, we introduce inconvenience cost. The
inconvenience cost is the number of time steps in which the agent chose a velocity
other than its preferred velocity i.e., the number of times they have to avoid a
collision.

We consider four different scenarios which we consider to be a good way to
evaluate the overall performance. First, we simply demonstrate the effects that
Group Based Perception can have on the trajectory of an agent both in visual
and in quantitative terms. Next, we present the benefits of using a multiple
layers of clustering. Following this, we conduct an experiment to demonstrate
how group based perception is essential if we are to model a human being’s
information processing limits. In the final experiment we analyze the effects

4.1 Group Based Perception

In this experiment we compare the results of using RVO2 with a traditional
simple circular sensor range against RVO2 with a Group Based Perception sys-
tem. The intention is to show the effect of perceiving agents as groups. Our
hypothesis is that by perceiving groups as obstacles the simulation will generate
more visually natural motion. In Fig. 6, there is a single black agent moving to-
wards the right, and a number of groups of red agents moving towards the left.
The black trail shows the path that is taken by the black agent. It can be seen
that in Fig. 6a where GBP was not used, the agent walked through other groups.
Since RVO2 enforces each agent to do half the work to avoid collision, the agents
within the group individually give way through its center for the oncoming agent
to pass.

At present we base our argument on the discussion in Sects. 1 and 2.2, due to
social norms and the human tendency to group information together people gen-
erally try to move around an entire group rather than walking directly through

2 es = 2.23 J
Kgs

and ew = 1.26 Js
Kgm2 for an average human [33].
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(a) Traditional Circular Sensor Range

(b) Group Based Perception

Fig. 6. Experiment 1: The effect of Group Based Perception

Table 1. Quantitative analysis of Group Based Perception

Agent Considered
Effort (∗105) Inconvenience Cost

Without GBP With GBP Without GBP With GBP

Black Agent 71730 71726 120 148
All other agents

(average)
1884 1880 14.28 6.56

a group. As shown in Fig 6b our perception algorithm is capable of generating
motion which avoids entire groups.

An analysis of the effort expended and the inconvenience cost gives some
interesting results. Since the simulation is executed for a given number of time
steps, the effort expended is normalized with the progress towards the agent’s
goal. This is to avoid slow or stationary agents from being considered to be
more efficient despite traveling a lesser distance. On comparing the normalized
effort in the two scenarios of the black agent, it is found that despite having a
much longer path, the GBP enabled agent expends slightly lesser (practically
the same) amount of effort than the other. This is because the non-GBP agent
has to slow down to wait for the other agents to give way before it can proceed
and thus progresses less towards the goal.

The inconvenience cost comparison gives another interesting, though not sur-
prising, result. The inconvenience cost to the black agent of using Group Based
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(a) Using traditional sensing (b) Using Group Based Perception

Fig. 7. Experiment 2: Effect of multi layered clustering

Perception is higher because of the more indirect path that it has to take. How-
ever, the average inconvenience caused to all the other agents is significantly
lesser. This conforms with the general human reluctance to inconvenience oth-
ers. It also gives the interesting idea that even if the same amount of mechanical
effort is expended in following two different paths, the amount of decision making
required for each path might be significantly different.

4.2 Effects of Multi Layered Clustering

In this experiment, we studied the simple scenario where a single (black) agent
had to get past a big group of agents to get to its goal. The same experiment
was performed by keeping the agent at different distances from the group. The
objective of this experiment is two-fold. Firstly, it demonstrates the importance
and the working of the multi-layered clustering (Sect. 3.2) used. Secondly, it
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demonstrates that when agents are very close to each other, where RVO2 al-
ready performs well, the Group Based Perception does not interfere with RVO2’s
functioning.

To recap, the multiple layers are used to describe groups of varying size at
varying ranges of perception. This means agents will perceive other agents as
groups or individuals depending on the distance; as an agent moves towards a
group it will start to perceive the group as individual agents.

When GBP isn’t used, the path followed does not change significantly with
distance. The agents in the path of the black agent, give way to the agent, and
the black agent just proceeds straight through the center of the large group (Path
A in Fig. 7a). In the last few cases (Paths B and C), the path is slightly different
because the black agent does not have enough time to plan for a smooth, straight
path and hence there is a slight deviation. Also, similar to the experiment in
Sect. 4.1 it is forced to slow down in the process.

The result produced when GBP is used is more varied. Four distinctly different
paths (labeled D, E, F and G in Fig. 7b) are produced based on how far the
oncoming black agent is from the big group. At distances between x-y m away,
the agent has enough time to perceive the group and avoid it completely (Path
D). At distances between y-z m away, due to the size of the group, the agent
gets too close to the group such that it then perceives the group as individuals.
At this time (as described in Fig. 3) the agent performs motion planning on all
the individual agents and as a consequence moves through the group, shown by
path E. Path F is obtained in a similar fashion; however, the black agent is too
close to the group to discern the effect of GBP. At distances closer than this,
the path followed by the agent (Path G) is exactly the same as that followed
by the agent not using Group Based Perception (Path C). We argue that this
type of flexibility in the perception of groups is critical to creating more natural
behavior, humans will adapt what they perceive based on success or failure of
their attempt to avoid larger groups.

Figures 8a and 9a show a comparison of the effort expended by the black agent
and the average effort expended by all the remaining agents while using a tradi-
tional sensor range and Group Based Perception. As in the previous experiment
(Sect. 4.1) there is hardly any difference in the effort expended in both scenarios
(except for a slight increase for trail E). However, an interesting pattern can be
observed in the inconvenience measurement. Firstly, the inconvenience for the
rest of the group, is always lesser when GBP is used and almost the same for
the black agent when path D is followed. However, when path E or F is followed
there is a spike in the inconvenience curve. This can be explained by considering
the fact that in both path E and F, the black agent changes its planned path
suddenly and decides to go through the group, thus not only increasing its own
inconvenience but also the inconvenience caused to others in the group who have
to move to give way to the agent. Finally, when path G is followed both the effort
and inconvenience count are exactly the same as for path C.
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(a) Black Agent- Effort

(b) Black Agent- Inconvenience

Fig. 8. Experiment 2: Quantitative Analysis - Black Agent

4.3 Filtering Necessitates Group Based Perception

In Sects. 1 and 2.2, the fact that humans have limited information processing ca-
pacity was explained. In this experiment, we demonstrate that if we are to model
a human being’s limited information processing capability, it is also necessary to
use Group Based Perception. This is done by observing the simple scenario of an
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(a) Remaining Agents- Effort

(b) Remaining Agents- Inconvenience

Fig. 9. Experiment 2: Quantitative Analysis - Remaining Agents

agent moving towards two groups of other agents (Fig. 10). When no information
limit is imposed on the agent, and a normal circular sensor range is used, the
agent, as expected, follows a nice straight path through the center of the group.
However, when an information limit of aIL = 4 is imposed on the agent, the
black agent, does not perceive all the individual agents in the group and as a
result it is forced to reconsider its path mid-route. As a result, the irregular
trail shown in Fig. 10c is obtained. However, in the same situation, when Group
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(a) Initial Scenario

(b) Complete knowledge, without GBP (c) Info limit of 4, without GBP

(d) Info limit of 4, with GBP (e) Info limit of 1, with GBP

Fig. 10. Experiment 3: The necessity of Group Based Perception

Based Perception is used, the agent smoothly avoids the whole group (Fig. 10d).
In fact, this smooth path is obtained for as low a limit as aIL = 1 (Fig. 10e).

4.4 Effect of Filtering of Percept Information

The final experiment (Fig. 11) demonstrates the effect of filtering, i.e. having
limits on the information processing capabilities of the agents. The scenario
consists of an agent moving towards a collection of individuals (moving towards
the agent) followed by a group of agents behind the set of individuals. In the
first case we set an information limit of aIL = 5 so that the agent is continually
capable of perceiving a larger number of other agents and groups. In the second
scenario we use a lower limit of aIL = 3 such that the agent isn’t initially
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(a) Initial Scenario

(b) InfoLimit 3: Step 1 (c) InfoLimit 5: Step 1

(d) InfoLimit 3: Step 2 (e) InfoLimit 5: Step 2

Fig. 11. Experiment 4: Effect of filtering of percept information

capable of perceiving the group behind the individuals. Figure 11c shows how
agents perceive the cluster that is farther away, even when there is an immediate
collision to avoid. Figure 11e shows that the agent manages to move around this
group because it had a head start in planning - i.e. , it considered the group
early when avoiding collisions. In the second scenario we gave a much lower
information limit, such that it could process a maximum of 3 or 4 percepts at
any given time. Due to this, as seen in Fig. 11b, the agent cannot see beyond the
immediate obstacles in front and does not prepare in advance to avoid the larger
group. Once the agent finally perceives this group, it is too late to move around
this group as it perceives the group as individuals and then moves through the
group as in Fig 11d.
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This experiment illustrates how small differences in the information limit can
generate different forms of behavior in the agents3. Clearly the value of the limit
is critical to behavior, we also propose that this limit will change with personal
characteristics and the emotional state of the agents. In fact we feel that this
varying limit of perception is an important factor for collisions in crowds, this
is especially relevant in emergency egress scenarios where stress and collisions
are critically important to safety planning. We plan to attempt to quantify this
information limit through experimentation in future work.

5 Conclusion

In this paper, we have proposed a model of perception based on perceived infor-
mation rather than spatial distance. We argue that this is a more appropriate
model of human perception for crowd and egress simulation. We have illustrated
the behavior of this system through experiments and have shown and argued
that this creates more realistic group avoidance behavior. We also presented a
perception model which incorporated the idea that humans have limited per-
ception capacity such that they only process certain obstacles more relevant to
collision avoidance, which in turn will result in a reduction in efficiency of colli-
sion avoidance. Critical to the model is the quantification of information limits
and appropriate definitions of interest; we plan to conduct real world experiments
to attempt to quantify these parameters.

A more naturalistic system like this is essential for the development of an
accurate model of crowd evacuation in emergencies. In emergency situations,
according to [27], humans start perceiving cues in the environment differently.
In the future, we plan to extend this model by first adding more features to the
measure of interestingness score and also by modeling different cues and their
effect on the agent’s information processing capabilities as suggested in [22]. The
third criteria which we mentioned in section 3, i.e. the inherent interestingness
of the object has not been elaborated on in this paper. Also, in this paper
we have not implemented any memory for the agent. To accurately simulate
virtual humans’ and their motion, the fact that they can remember the positions
of objects should also be taken into consideration. Virtual humans can also
extrapolate the movement of agents that they have perceived previously but are
not in their field of vision at the current time. In this paper, we have considered
the effect that perception can have on cognition. However, as mentioned in papers
like [14] there is also a reciprocal effect of cognition on perception where agents
would turn towards objects of more interest, we plan to incorporate this in future
versions of the model.

Acknowledgment. This research has been funded by the NTU SU Grant
M58020019.

3 Interestingly, the info limit of 3 and 5 correspond to Cowan’s [5] finding that all
humans can cognitively process only 3-5 chunks of information at any given time.



Modeling Human Cognitive Limits in Crowd Simulation 75

References

1. van den Berg, J., Patil, S., Sewall, J., Manocha, D., Lin, M.: Interactive navigation
of multiple agents in crowded environments. In: 2008 Symposium on Interactive
3D Graphics and Games. University of North Carolina (2008)

2. Bonabeau, E.: Agent-based modeling methods and techniques for simulating hu-
man systems. In: Arthur M. Sackier Colloquium of the National Academy of Sci-
ences, pp. 7280–7287. Icosystem Corporation, 545 Concord Avenue (2002)

3. Broadbent, D.E.: Applications of Information Theory and Decision Theory to Hu-
man Perception and Reaction. Progress in Brain Research 17, 309–320 (1965)

4. Courty, N., Marchand, E., Arnaldi, B.: A New Application for Saliency Maps:
Synthetic Vision of Autonomous Actors. In: Proceedings of the 2003 International
Conference on Image Processing, ICIP 2003 (2003)

5. Cowan, N.: The magical number 4 in short-term memory: A reconsideration of
mental storage capacity. Behavioral and Brain Sciences 24(01), 87–114 (2001)

6. Epstein, J.M.: Agent-based computational models and generative social science.
Complexity 4(5), 41–60 (1999)

7. Grillon, H., Thalmann, D.: Simulating gaze attention behaviors for crowds. Com-
puter Animation and Virtual Worlds 20(2-3), 111–119 (2009)

8. Guy, S., van den Berg, J., Lin, M.: Geometric methods for multi-agent collision
avoidance. In: Proceedings of the 2010 Annual Symposium on Computational Ge-
ometry, pp. 115–116. University of North Carolina, Utah (2010)

9. Guy, S.J., Chhugani, J., Curtis, S., Dubey, P., Lin, M., Manocha, D.: PLEdes-
trians: a least-effort approach to crowd simulation. In: SCA 2010: Proceedings of
the 2010 ACM SIGGRAPH/Eurographics Symposium on Computer Animation.
Eurographics Association, University of North Carolina (July 2010)

10. Guy, S.J., Chhugani, J., Kim, C., Satish, N., Lin, M., Manocha, D., Dubey, P.:
ClearPath: highly parallel collision avoidance for multi-agent simulation. In: SCA
2009: Proceedings of the 2009 ACM SIGGRAPH/Eurographics Symposium on
Computer Animation. ACM Request Permissions (August 2009)

11. Guy, S.J., Lin, M.C., Manocha, D.: Modelling Collision Avoidance Behavior for
Virtual Humans. In: 9th Int. Conf. on Autonomous Agents and Multiagent Systems
(AAMAS 2010), Toronto, Canada, pp. 575–582 (May 2010)

12. Helbing, D., Farkas, I., Vicsek, T.: Simulating Dynamical Features of Escape Panic.
Physical Review E cond-mat.stat-mech (September 2000)

13. Helbing, D., Molnar, P.: Social Force Model for Pedestrian Dynamics. Physical
Review E cond-mat.stat-mech, 4282–4286 (1995)

14. Hill, R.W.: Modeling Perceptual Attention in Virtual Humans. In: Computer Gen-
erated Forces and Behavioral Representation, Orlando, pp. 1–11 (May 1999)

15. Hochberg, J., McAlister, E.: A quantitative approach, to figural ”goodness”. Jour-
nal of Experimental Psychology 46(5), 361–364 (1953)

16. Itti, L., Koch, C.: Computational modeling of visual attention. Nature 2, 194–203
(2001)

17. Kamphuis, A., Overmars, M.H.: Finding paths for coherent groups using clear-
ance. In: Proceedings of the 2004 ACM SIGGRAPH Symposium on Computer
Animation, Utrecht University (2004)

18. Kim, Y., van Velsen, M., Hill Jr., R.W.: Modeling Dynamic Perceptual Attention
in Complex Virtual Environments. In: Panayiotopoulos, T., Gratch, J., Aylett,
R.S., Ballin, D., Olivier, P., Rist, T. (eds.) IVA 2005. LNCS (LNAI), vol. 3661, pp.
266–277. Springer, Heidelberg (2005)



76 V. Viswanathan and M. Lees
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Abstract. The Artimetrics, a field of study that identifies, classifies and 
authenticates virtual reality avatars and intelligent software agents, has been 
proposed as a tool for fighting crimes taking place in virtual reality communities 
and in multiplayer game worlds. Forensic investigators are interested in developing 
tools for accurate and automated tracking and recognition of avatar faces. In this 
paper, we evaluate state of the art academic and commercial algorithms developed 
for human face recognition in the new domain of avatar recognition. While the 
obtained results are encouraging, ranging from 53.57% to 79.9% on different 
systems, the paper clearly demonstrated that there is room for improvement and 
presents avatar face recognition as an open problem to the pattern recognition and 
biometric communities.  

Keywords: artimetrics, avatar, biometric, face, recognition, robot, synthesis. 

1 Introduction 

Quick investigation of the Second Life (SL) virtual world shows that it is populated 
by organizations posing security risks, including international terrorist groups 
associated with al-Qaeda and local groups of radicals such as Second Life Liberation 
Army [28]. Similar to the 9/11 terrorists who practised flying planes on simulators in 
preparation for their deadly attack on civilian buildings and the Pentagon, security 
experts believe some of the people behind the SL virtual terror campaign are real-
world terrorists who are rehearsing for future strikes against non-virtual targets [22, 
16]. Terrorist organizations are well known for sending their recruits to training 
camps in Pakistan and Afghanistan, but with the US forces present on the ground in 
those countries new training options being investigated by the terrorist networks 
include training in virtual worlds. Virtual worlds can be used to create an exact replica 
of a real world target and utilized to rehearse an entire attack online, including 

                                                           
* This paper is based on a previous conference report “Evaluation of Face Detection and 

Recognition Algorithms on Avatar Face Datasets” presented at International Conference on 
Cyberworlds (CW2011), Banff, Alberta, Canada. October 4-6, 2011 by Roman V. 
Yampolskiy, Gyuchoon Cho, Richard Rosenthal and Marina L. Gavrilova. 
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monitoring the response and ramifications [28]. Additionally, virtual worlds are 
extremely attractive for the run-of-the-mill criminals interested in conducting identity 
theft, fraud, tax evasion, illegal gambling and other traditional crimes in the new 
“Wild Wild West” known as the World Wide Web. As the economies of virtual 
communities continue to grow into billions of real dollars, any instability or terrorist 
activity in virtual communities may have a direct impact on the real world economy, 
similar to the aftershock created by the 9/11 attack [22, 16].  

This makes researchers and officials very concerned over the unprecedented 
growth of online virtual communities populated by avatars. Such communities are 
creating security vulnerabilities which “offer the opportunity for religious/political 
extremists to recruit, rehearse, transfer money, and ultimately engage in information 
warfare or worse with impunity” [29]. The seriousness of the situation is such that the 
U.S. Congress has held hearings about the potential use of virtual worlds for money 
laundering operations by Al-Qaida and other terrorist groups [33]. The government's 
growing concerns are likely to make online virtual worlds the next frontier in the 
battle over the limits on the government's right to improve security via data collection 
and analysis and the surveillance of commercial computer systems [29]. The wide 
availability of virtual worlds has created new challenges for government surveillance 
because commercial services do not have to keep records of communications among 
virtual world avatars, or even record their true identities [22, 16]. As more people join 
virtual communities and create avatars, it will become more difficult to identify 
potential criminals and terrorists [22]. According to R. O'Harrow: “As in the real 
world, one of the central difficulties is establishing the identity of individuals” [29].  

It is worth spending a few moments to motivate our work by analyzing news reports 
of crimes reported to have been committed in the virtual communities. The examples 
given are by no means exhaustive as any type of real crime has a virtual equivalent [22]:  

 
Virtual Rape – “Brussels police have begun an investigation into a citizen's 

allegations of rape in Second Life” [24]. 
Theft of Virtual Property – “Netherlands Teen Sentenced for Stealing Virtual 

Goods” [13]. 
Virtual Prostitution, Strip Clubs and Pornography – “Escorts, the Second Life 

equivalent of phone-sex operators or prostitutes, are quite common in Second Life”  
[42]. 

Virtual Gambling – “FBI checks gambling in Second Life virtual world” [31]. 
Virtual Money Laundering – “Second Life and Other Online Sites Targeted by 

Criminals” [38].  
Virtual Fraud – “…the “bank” vanished, and depositors say their money did, too” 

[40]. 
Identity Theft – “Second Life charges for real names, increases identity theft risk” 

[41]. 
Illegal Content (Child Porn) – “Second Life 'child abuse' claim” [4]. 
Virtual Murder – “Woman arrested after virtual murder” [23]. 
Virtual Counterfeit Goods and Intellectual Property – “As … more companies 

open virtual stores, the problem of trademark violations and counterfeit products takes 
on a whole new form” [1].   
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Stalking, Cyber Bullying and Harassment – “People who are bullied at work or 
in school may not be able to escape their tormentors in the virtual world, researchers 
warned today” [25]. 

Due to the growing number of virtual crimes, avatar tracking and recognition is 
becoming an important problem which security professionals and forensic 
investigators face every day. To address that problem authors have proposed a new 
field of research: Artimetrics – a field of study that identifies, classifies and 
authenticates virtual reality avatars, robots and intelligent software agents [45, 49, 48, 
16, 22, 46, 50, 2, 7, 17, 47, 12, 3, 26].  

2 Survey of Robots and Avatars 

This section presents a quick overview of different types of robots and avatars and 
identifies those which are in the domain of artimetrics research. Here we are 
interested in robots which could be placed into the following general categories [32]:   

 
• Industrial Robots: Robots optimized for repetitiveness, accuracy, endurance, 

speed, and reliability and utilized on fully automated production lines. 
• Mobile Robots: They are used for transporting material in hospitals, container 

ports, or warehouses. 
• Tele Robots: Robots which are remotely controlled by a human operator. 

Many military and space exploration  robots fall under this category. 
• Service Robots: Robots used for professional tasks such as underwater 

exploration or cleaning up hazardous waste. 
• Personal Robots: Automated caregivers for disabled and the elderly, pet 

robots, house cleaning and entertainment robots. 

In the context of artimetrics we are most interested in humanoid and socially 
interactive robots [14], [36] as subcategory of embodied robots. Social robots are said 
to exhibit the following human-like characteristics [14]: express and perceive 
emotions, communicate via high-level language, recognize model of other agents, 
establish social relationships, use natural cues such as gaze or gestures, exhibit 
distinctive personality traits, and ability to develop social competencies. All of the 
above characteristics can be used in the context of behavioral artimetrics [6, 39].  

From the robots’ body design point of view, four broad categories of hardware 
robots exist [14]: 

• Anthropomorphic – human like;  
• Zoomorphic – animal like;  
• Caricatured – cartoon character like;  
• Functional – optimized for a specific task (ex. handle bars, cargo space, wheels, 

etc.)   

In case of identically built industrial or service robots, focusing on individual facial 
features or body parts is not helpful in recognition task, however behavioral profiling 
is still possible by a) individual observation of robot actions and interactions with 
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humans, other robots or physical environment, or by covert observation of combined 
behavior of team of industrial robots – looking for anomalies, operational delays,  
abnormal behavior etc. with the goal of recognizing faulty, compromised or malicious 
identity. For industrial robots recognizing “normal” expected behavior could be 
extremely simple: such a robot might perform a simple sequence of elementary 
operations, repeated with specific time interval. Thus behavior can be classified as 
NORMAL or ABNORMAL. For a personal household robot (such as Rumba, for 
example) behavior could be more complex, and depend on physical space boundaries, 
environment, operational settings etc. For social robots the range of interactions, 
activities and patterns can be very complex and resemble humans - thus  behavioral 
biometric models used in human recognition (gait, voice, speech pattern, etc.) can be 
used in this case [20, 19]. 

Now, let us look at avatar classification. According to [37], the following types of 
avatars exist based on preferences and behavior of its human creator: 

Odd/shocking avatars are unusual, strange, or bizarre; Abstract avatars may be 
represented by abstract art; Billboard avatars are announcements of some kind; 
Lifestyle avatars depict a significant aspect of a person's life; Matching avatars are 
designed to accompany each other; Clan avatars are worn by members of the same 
social group; Animated avatars contain motion; Animal avatars are typically 
associated with person’s pets or self-association with nature; Cartoon avatars are 
based on famous drawn characters; Celebrity avatars tend to follow trends in popular 
culture; Evil avatars are scary looking; Real Face avatars are uploaded pictures of the 
actual users; Idiosyncratic avatars are strongly associated with a specific user; 
Positional avatars are designed by the member to be placed into specific locations; 
Power avatars are symbols of omnipotence; Seductive avatars are scantily clothed 
figures.  

Identification of such avatars can be carried out through analysis of their 
appearance, attributes, behavioral patterns, frequency and type of changes, using a 
combination of traditional image pattern recognition techniques and biometric 
behavioral identifiers. Classifying further the types of behaviors that avatars might 
exhibit as well as drawing parallels between avatar and human behavior are mainly 
unexplored problems solving which can assist significantly in the task of avatar 
authentication. 

Robot and avatar “faces”, on the other hand, represent the fundamental physical 
artimetric trait. Robot facial development and research have a relatively long history 
and are approaching human-like representations coupled with facial expression and 
realistic emotion representation [6, 39]. While the variety of different robot “faces” is 
truly astonishing as can be seen from Figure 14 [37], only those robots with a face 
very similar to human faces would be recognizable by the state of the art face 
recognition systems without a complete modification of the algorithm. Consequently, 
it is extremely important to design and develop systems capable of recognizing faces 
corresponding to more types of robots which will likely begin to appear in ever 
greater numbers in our workplaces, homes and public locations such as museums, 
libraries and government buildings. Comparing variability of emotions that can be 
exhibited by robot faces to human faces is at present another open area of research.      
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In this paper, in order to establish a baseline for future research in avatar face 
recognition we conducted experiments aimed at the evaluation of current academic 
and commercial software for human face recognition on avatar face datasets. The 
paper also proposes some improvements to the current models.  

We begin our analysis by looking at VeriLook SDK released by NeuroTechnology 
which is intended for biometric systems developers. It allows quick production of 
biometric software using functions available in the VeriLook library [27]. We 
conclude our experiments with testing and analysis of Picasa, a state-of-the-art 
commercial software from Google [43]. 

3 Advanced Face Localization 

The utilized algorithm implements Advanced Face Localization (AFL). It was tested 
on a PC with Intel Core 2 processor running at 2.66 GHz. VeriLook SDK enables 
both one-to-one and one-to-many matching modes, for processing and identification, 
with a comparison speed of 100,000 faces per second [27]. The algorithm also has 
built in tolerance for variations in roll, pitch and yaw (see Figure 1 and Table 1). Head 
roll (tilt) is within ±180 degrees (configurable); ±15 degrees are recommended as the 
fastest setting which is usually sufficient for most near-frontal face images [27]. Both 
head pitch (nod) and head yaw (bobble) are within ±15 degrees from frontal position. 
All face templates need to be loaded into the computer’s RAM before identification 
can begin; consequently, the maximum face template database size is restricted by the 
amount of available RAM [27]. 

 

Fig. 1. Tolerances of Roll, Pitch, and Yaw 
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Table 1. Res

Reliability Test Using FRGC database 
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Experiment 1 and Experiment 2 were performed according to the FRGC protocol. 
Experiment 1 measured performance of the recognition of frontal facial images taken 
under controlled illumination. The biometric samples in the target and query sets 
consist of a single controlled still image at high resolution. Experiment 2 is designed 
to examine the effect of multiple still images on performance (see Figure 2). The 
biometric samples in the target and query sets are composed of the four controlled 
images of each subject. 

4 Color Structure Descriptor 

Color Structure Descriptor (CSD) is based on color histogram but, the main goal of 
CSD is image to image matching [9]. In some cases when our system recognizes an 
avatar’s face it is actually a false positive. This descriptor is used to overcome false 
results by using pair-wise distance between query image and a set of similar images. 
The CSD is implemented in Matlab 2009. CSD in our research is used only for still 
image retrieval, in order to rearrange queried images. CSD obtains a local color 
structure by utilizing a structuring element based on several image sub-samples [9]. 
The CSD is a generalization of the color histogram that captures the color distribution 
characteristics of an image. It is defined in the Hue Max Min Diff (HMMD) color 
space using non-uniform color quantization to up to 256 colors [21]. When our 
system extracts an avatar’s face image, the CSD will quantize the image using a 
median-cut algorithm. The structuring element, 8 x 8 in Figure 3, calculates values of 
each pixel by visiting all locations of the image, then incrementing each color value in 
CSD’s bin. 

 

Fig. 3. Color structure descriptor 

HMMD is based on hue, shade, tone, tint and brightness of color, along with a 
quantizing method (see Figure 4) [21]. The HMMD model treats the colors  
adjacent to a given color as the neighboring colors, and suses the indices of those 
neighboring colors as the partial values according to their respective distances in color 
space [21].  
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Edges in the sub-images can be grouped into five types: vertical, horizontal, 45 
degree diagonal, 135 degree diagonal and non-directional edges, like the one shown 
in Figure 6 [44]. The histogram for each sub-image represents the relative frequency 
of occurrence of the five types of edges in the corresponding sub-image [44]. EHD 
produces 80 bins because there are 16 sub-images in the input image and 5 edge types.  

 

Fig. 6. Five types of edge bins for sub-image and its histogram [44] 

The similarity matching is computed for the two image histograms by using the 
following formula [44]: 

D A, B |A i B i | (1) 

6 VeriLook Results 

The system searches avatar faces and enrolls them into a database using SQLite. We 
used 700 avatar images with each avatar represented by ten different head shots. Then 
given a query image our system retrieves highest matched images from the dataset, with 
CSD and EHD utilized to improve the accuracy. An avatar face is considered to be 
correctly recognized if one of the other nine head shots for this avatar is returned by the 
system as a top match. The percentage of successfully recognized face images is 79.9%; 
559 out of 700. Total processing time is 1259.33 seconds. The diagram in Figure 7 shows 
the overall system’s work flow.  
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Fig. 7. System’s work flow 

 

Fig. 8. Query image 

Without descriptors, some query image (see Figure 8) may lead to retrieval of 
incorrect images, based on a higher matching score. For example the second image,  
SL-058c (in Figure 10, second from left in the top row) was an incorrect match. However, 
CSD improves image retrieval based on query image’s color (see Figure 11). 
Theoretically, we expected that EHD would return results based on face shape similarity, 
but since most avatars have similar face shapes, EHD could not improve results 
compared to CSD (see Figure 12). Overall, using a descriptor can improve results, but it 
may require more processing time. If an avatar’s face has a unique shape, it may be 
reliably recognized without a need for use of special descriptors, as seen in Figure 13.  
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Fig. 9. Results without descriptors 

 

Fig. 10. Results using CSD with 64 bits 

 

Fig. 11. Results using EHD with 80 bins 

 

Fig. 12. Query results without descriptors on a uniqe face 
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7 Picasa Experiments and Results 

Picasa is an image editor and viewer, originally created by Idealab in 2002 and purchased 
by Google in 2004. It features an automated face recognition and classification software 
allowing, for automated sorting of pictures “by person.” The face recognition software 
was originally developed by Neven Vision and acquired by Google in 2006. Neven 
Vision’s face recognition algorithm was among the top finalists in FERET 1997 and 
FRVT 2002 independent tests comparing face recognition software [43]. 

We have chosen to use Picasa because it utilizes state-of-the-art face recognition 
software produced by one of the industry leaders. In order to perform the experiment to 
establish baseline capability of Picasa in recognizing avatar faces a group of avatars was 
collected from the virtual community - Second Life [30].  There were 22 avatars in the 
set, and 20 pictures of each.  These were then divided into a control and experiment 
group – 60% (12 of each avatar) of the images were put into the control group, and the 
other 40% (8 of each avatar) were put into the test group.  Then the program was 
“trained” on the control group – this process consisted of loading the images into Picasa, 
letting it run its facial recognition comparisons on them, naming the groups it found, 
confirming or denying its “suggested faces,” until each of the 22 avatar’s had its own 
named group with its designated 12 pictures (see Figure 9). During this process, 
however, it was found that Picasa was not able to recognize all of the faces.  Out of the 
whole control group of 251 images, it was only able to recognize 209 (83.27%). This was 
most likely due to the camera angle of the pictures.  

 

Fig. 13. Picasa software classifying avatar faces 
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The next step was to add in the test group images. Once loaded into Picasa, it ran 
its facial recognition algorithms on the faces.  As with the control group, not all of 
the faces were recognized, however it still managed to find 95.24% of the faces. It 
was then recorded whether or not the images from the experiment group were 
assigned to the correct name groups created from the control set. Only counting the 
number of faces it correctly matched, Picasa had an overall accuracy rate of 59.92%; 
that is, it correctly grouped 50 out of the 84 faces in the test group.  There were very 
few false positives; only five incorrect guesses.  Subtracting the number incorrect 
from the number it got correct, it comes to an accuracy rate of 53.57%. Some of the 
test-set’s images were not fully rendered, specifically, 5 of the 84 faces.  However, it 
doesn’t seem to have impacted the results, as 4 out of the 5 improperly rendered 
images were correctly recognized and grouped, despite the problem.  

 

Fig. 14. A visual survey of robots by Frank Hegel (reproduced with permission) [18] 
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8 Future Directions: Multimodal Artimetrics 

Biometric system based solely on a single biometric may not always identify the 
entity (human or robot) in the most optimal or precise way. The problem is common 
for human and robot authentication: some robots might not possess certain trait that is 
being recognized, i.e. industrial robots might have similar facial features but different 
voice, gait or behavior.  Thus, multibiometric system research is emerging as a trend 
which helps to overcome limitations of a single biometric solution [35]. This is 
especially useful in the presence of complex patterns, conflicting or misleading 
behavior, abnormal data samples, intended or accidental mischief etc. A reliable and 
successful multibiometric system normally utilizes an effective fusion scheme to 
combine the information presented by multiple matchers. 

Over the last decade, researchers tried different biometric traits with sensor, feature, 
decision, and match score level fusion approaches to enhance the security of a biometric 
system [35], thus enhancing security and performance of authentication system. 
Multimodal biometric approaches improve overall system accuracy and address issues of 
non-universality, spoofing, noise, and fault tolerance. Multimodal biometrics or 
Multibiometrics can referrer to a number of different approaches such as [34]: 
 

• Multi-Sensor – employ multiple sensors to capture a single biometric trait. 
• Multi-Algorithm – utilize a number of feature extraction or matching 

algorithms on the same data. 
• Multi-Instance – utilize data from multiple instances of the same trait such 

as multiple fingerprints or two irises 
• Multi-Sample – collect multiple instances of the same trait via a single 

sensor. 
• Multi-Modal – utilize multiple biometric traits (ex. face and fingerprint and 

voice).  
 
Most common approach in multibiometrics currently relies on multi-modal system, 
where numerous strategies for decisions making are employed. The most successful 
ones are based on rank-level, decision level and match score level fusion [15]. Other 
approaches (multi-sensor, multi-algorithm, multi-instance, multi-sample) are not as 
popular due to overhead associated with either multiple devices, multiple samples 
stored in database or extra time required to run different algorithms.  

First paper combining face and fingerprint human identification as a true multi-
modal system was based on match level fusion introduced by A. Jain. Authors of this 
article postulate that in a similar manner, combining behavioral and physical 
artimetrics in robot authentication or in the virtual worlds can be utilized as a part of a 
Physoemotional Artimetric system which is a multimodal system. In addition, another 
concept of Multi-Dimensional system, crossing over between virtual and real world, 
can be explored. The multi-dimensional authentication is the visual authentication of 
avatar through its creator authentication, and vice versa. Research in this domain is 
emerging, with a number of projects being conducted at BTLab, University of 
Calgary. No final published results however are available at the time of this article 
preparation. 



 Experiments in Artimetrics: Avatar Face Recognition 91 

While multi-modal system research became very popular over last few years, it 
carries certain challenges. One is amount of information that needs to be processed 
and as such associated technological and management challenges of obtaining, 
securely storing and accessing multiple databases. Another is increased cost of 
developing and maintaining such a system and slightly increased processing time, 
mainly due to the addition of a fusion module. Finally, in the presence of multi-source 
data processing and decision making, certain dimensionality reduction techniques are 
necessary to ensure real-time system performance.  

9 Conclusions 

This paper represents one of the first contributions in the domain of Artimetrics – 
recognition of non-biological agents. Specifically, we report results of evaluating 
state-of-the-art academic and commercial algorithms developed for human face 
recognition in the new domain of avatar recognition. Obtained accuracy rates range 
from 53.57% (Picasa) to 79.9% (VeriLook) and clearly demonstrate that the room for 
improvement exists. Consequently, the recognition of avatar faces is an open problem 
for the pattern recognition and biometric communities.  

Potential directions for future Artimetrics research include the investigation of 
other visual and behavioral approaches to avatar security based, on the appearance of 
new characteristics and abilities in the virtual characters of tomorrow [16]. Even 
today it is possible to expand artimetrics beyond faces and vocabulary to intelligent 
software agents which mimic higher order human intelligence such as composing 
inspiring music [11], drawing beautiful paintings [10], and writing poetry [8]. As 
artificial intelligence and virtual reality research progresses, it will in turn stimulate 
creation of new security solutions to identity management across both human and 
artificial entity worlds [16].   

The difficulties faced by artimetrics researchers are similar to those in the field of 
biometrics such as: chaotic and noisy environments, varied lighting conditions, subject 
occlusion, system spoofing by well-trained adversaries, etc. These are mainly unexplored 
areas of research. Improving system accuracy and authenticating both biological (human 
being) and non-biological entities (robots) are key future research directions, with the 
goal of providing a complete security solution to identity management. 
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Abstract. Visualization plays an important role to understand com-
plicated phenomena. Joinery is complicated combination of woods. The
mechanism of joinery, in particular the difference between the tenon-
mortise and lap joints, is analyzed using homotopy theory. Then, design-
ing a simple house is visually described using the incrementally modular
abstraction hierarchy that starts from the homotopy level and ends at
the physical level. At the cellular structured level that plays an important
role in design, the frame represented by a fundamental group of homo-
topy theory is transformed into CW-complex consisting of cells, where
the concept model is transferred to the physical model. Visualization of
designing joinery is realized at each level of the abstraction hierarchy to
help a designer understand joinery intuitively.

Keywords: joinery, woodworking, attaching map, homotopy, homotopy
lifting properties.

1 Introduction

Joinery [8], which is a part of woodworking that involves jointing together pieces
of woods, is sophisticated work. As the pieces of woods that have been man-
ufactured to construct a house, furniture and toys have complicated shapes, a
considerable amount of time and effort is necessary to recognize how these pieces
are jointed together. Visualization and animation help us understand the com-
plicated process of joining pieces of woods if the jointing shape is not complex.
Otherwise, visualized deformation without losing generality is useful. Homotopy
theory [1], [9], [10], which is the most modern mathematics and belongs to the
field of topology, is a useful tool for deformation as well as visualization since it
combines algebra with geometry.

Jointing and disjointing are the essential concept in cyberworlds. These phe-
nomena are observed in many cases. A mobile telephone, which is a key tool
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in cyberworlds, dynamically changes its base stations when it is moving. Merg-
ing and separation of companies also characterize the industrial activities in
cyberworld age. Therefore, jointing and disjointing are worthwhile events to de-
scribe cyberworlds. However, set theory accommodating intersection and union
as binary operations cannot describe the property of jointing and disjointing
accurately since set theory does not have capability of attaching.

An attaching map, which accommodates disjoint union of two entities with
the feature of identifying an attaching area where a piece of wood attaches
another piece, gives a mathematical tool for visualizing the process of jointing
together pieces of woods [6]. The paper introduces a virtual attaching space to
connect indirectly one piece of a wood with another one. By introducing a virtual
attaching space, it is avoided to consider the complex relation of two pieces and
focused on considering the attaching area of each piece by deformation while
preserving essential properties. As the attaching area dynamically changes its
shape in the process of jointing, the attaching map also varies continuously.
Homotopy theory, introduced to visualizing and modeling cyberworlds in this
paper, explains the continuous and dynamic change of attaching maps.

Homotopy theory has been applied to software development [5], an accounting
system [4], kaleidoscope behavior [3] and logical thinking [7]. The research mainly
treats the methodologies of design, analysis and implement by applying two
important properties of homotopy to top-down and bottom-up approaches. On
the other hand, this paper emphasizes visualization to which homotopy theory
is applied.

Jointing process consists of three situations: before-joining, under-joining and
after-joining. As homotopy theory describes changes of shapes, the situation of
under-joining, which increases the attaching area continuously, can be described
completely. However, transition from the situation of before-joining to one of
under-joining and from the situation of under-joining to one of after-joining are
discontinuous, which are reflected in homotopy theory in the form of changing
from one fundamental group to another different one. These transitions are de-
formed to the abstract level of homotopy and visualized to understand easily
what is happening in jointing together pieces of woods.

Joinery has many different techniques to joint pieces of woods. The difference
in jointing techniques appears as difference in fundamental groups. The paper
describes two different basic techniques of the lap and tenon-mortise joints and
explains how these techniques are different in the visual abstract level. Through
visualization, essential properties of each techniques are clarified, which is very
important to analyze, model and implement cyberworlds.

Finally, a simple house utilizing tenon-mortise and lap joints is designed using
the incrementally modular abstraction hierarchy. The modular abstraction hier-
archy is a methodology for designing, modeling and testing. Using this hierarchy,
the house is designed from the homotopy level to the physical level by providing
a visualization method at each level.
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2 Joint Classification

Many types of jointing techniques are used in joinery. Among them, the lap and
tenon-mortise joints are typical techniques. The lap joint attaches two pieces of
woods by overlapping each other and the tenon-mortise joint by fitting a tenon
tightly into a mortise hole. Fig. 1 shows difference in an essential property at the
abstract level of homotopy theory between two joint techniques. The top of this
figure shows the most abstract description of joining two pieces of woods. Two
pieces are attached together by an attaching map f , which will be explained in
the following section. Then, jointing structures are classified in accordance with
joint techniques. In this figure, it is divided into two groups for the tenon-mortise
and lap joints. The figure shows how two pieces are connected in each technique.
Then, attaching areas are shown in case of under-jointing and after-jointing for
the two techniques. In the case of the tenon-mortise joint, the attaching area of
under-jointing is the shape of a cylinder, which is homotopy equivalent to a ring.
On the other hand, the attaching area of the lap joint is one of a rectangular,
which is homotopy equivalent to a point. Therefore, the tenon-mortise joint is
different from the lap joint in at the most abstract level. The difference is also
visualized. After joining, the attaching area for the tenon-mortise joint is the
shape of a hat, which is homotopy equivalent to a point, and the lap-joint is one
of a chair, which is also homotopy equivalent to a point. Therefore, two pieces
are completely attached, so that the two techniques give the same results at the
homotopy level. The final results at the most abstract level are also visualized.

3 Attaching Maps

As attaching maps are main tools in this paper, the property of attaching map
is described at first. When explaining attaching maps, equivalence relations play
important roles to identify entities. Equivalence relations are defined as follows.

3.1 Equivalence Relations

For a binary relation R ⊆ X ×X on a set X , if R is :
1 reflexive if (∀x ∈ X)[xRx]: reflexivity,
2 symmetric if (∀x, y ∈ X)[xRy ⇒ yRx]: symmetry, and
3 transitive if (∀x, y, z ∈ X)[[xRy ⇒ yRz] ⇒ xRz]: transitivity,
R is called an equivalence relation (in a notation ∼).
Given x ∈ X , a subset of X defined by

x/ ∼ = {y ∈ X : x ∼ y} (1)

is called the equivalence class of x. Here a class actually means a set; it is a
tradition, and hard to be changed at this stage. The set of all the equivalence
classes X/ ∼ is called the quotient space or the identification space of X .

X/ ∼ = {x/ ∼ ∈ 2X |x ∈ X} ⊆ 2X . (2)
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Fig. 1. Joint classification

From the transitivity, for each x ∈ X, x/ ∼ �= φ, the followings hold:

x ∼ y ⇔ x/ ∼ = y/ ∼, (3)

x ∼/ y ⇔ x/ ∼ ∩ y/ ∼ = φ. (4)

This means a set X is partitioned (also called decomposed) into non-empty and
disjoint equivalence classes. This property plays a central role to make them
modular.

When an equivalence relation is introduced, the elements that are defined as
the same construct a class, which is called a quotient space. A quotient space is
defined as follows.

3.2 A Quotient Space

Let X be a topological space. Let f be a surjective (onto) and continuous map-
ping called a quotient map (often also called an identification map) that maps
each point x ∈ X to a subset (an equivalence class x/ ∼ ∈ X/ ∼) containing
x. Then, f : X → X/ ∼. X/ ∼ is called a quotient space (or an identification
space) by a quotient map (or an identification map) f . There is a reason why
a quotient space is also called an identification space. It is because, as stated
before, a quotient space is obtained by identifying each element (an equivalence
class) x/ ∼ ∈ X/ ∼ with a point x ∈ X that is contained in x/ ∼.
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An attaching map shows mathematically how two spaces are merged. It is
defined as follows.

3.3 An Attaching Space

Let us start with a topological space X and attach another topological space Y
to it. Then,

Yf = Y �f X = Y �X/ ∼ (5)

is an attaching space (an adjunction space, or an adjoining space) obtained
by attaching (gluing, adjuncting, or adjoining) Y to X by an attaching map
(an adjunction map, or an adjoining map) f (or by identifying each point y ∈
Y0|Y0 ⊆ Y with its image f(y) ∈ X by a continuous map f). � denotes a disjoint
union (another name is an ”exclusive or” and often a + symbol is used instead.
Attaching map f is a continuous map such that f : Y0 → X , where Y0 ⊆ Y .
Thus, the attaching space Yf = Y �X/ ∼ is a case of quotient spaces

Y �X/ ∼= Y �f X = Y �X/(x ∼ f(y)|∀y ∈ Y0). (6)

The identification map g in this case is

g : Y �X → Y �f X = Yf = Y �X/ ∼= (Y �X − Y0) � Y0. (7)

A continuous function, which appears in the previous sentence, is important
concept in mathematics. It is defined as follows.

3.4 A Continuous Function

A function f : X → Y , where X and Y are topological spaces, is continuous if
and only if the inverse image

f (−1)(V ) = {x ∈ X |f(x) ∈ V } (8)

is open for every open set V ⊆ Y .
A matchmaking party gives a good example to explain how separate groups

are merged together using an attaching map. There are a group of girls, which
is represented by a set

G = {Betty,Michel, Alice, Chelsea, Jackie}, (9)

and another group of boys described by a set

B = {Tom,Mike, Peter, Jack,Alex}. (10)

A member of girls has never met a member of the boy group. Suppose that these
groups have a matching party. The situation before the meeting is represented
by the disjoint union of two groups. The situation after the meeting is described
using an attaching map, which describes new partners that have been made at
the party.
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The disjoint union of these two sets is represented by

G �B = {(Betty, f), (Michel, f), (Alice, f), (Chelsea, f), (Jackie, f),

(Tom,m), (Mike,m), (Peter,m), (Jack,m), (Alex,m)}. (11)

At the meeting, Betty and Mike like each other and become a partner. Also,
Chelsea and Peter become another partner as shown in Fig. 2. If a partner is
considered to be identical by an attaching map f , then,

G �f B = {{(Betty, f), (Mike,m)}, (Michel, f), (Alice, f),

{(Chelsea, f), (Peter,m)}, (Jackie, f), (Tom,m), (Jack,m), (Alex,m)},(12)

where f : G0 → B and G0 = {(Betty, f), (Chelsea, f)}.

Fig. 2. A matching party

4 How to Employ Homotopy in Cyberworlds

Homotopy is defined in mathematics as follows.

4.1 Homotopy

A homotopy between two continuous functions f and g from a topological space
X to a topological space Y is defined to be a continuous function H : X×[0, 1] →
Y from the product of the space X with the unit interval [0, 1] to Y such that,
if x ∈ X then H(x, 0) = f(x) and H(x, 1) = g(x). If the second parameter of
H is considered as time then H describes a continuous deformation of f into g
where we have the function f at time 0 and the function g at time 1.

As cyberworlds are often employed in the set of discrete elements, mathe-
matical terms have to be interpreted to adjust discrete characteristics of cyber-
worlds. The set of discrete elements is transformed into a topological space by
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introducing the trivial space or the discrete space. When the unit interval is
discrete, the elements of the unit interval are treated as the components of a
totally ordered set.

Fig. 3 is an example of homotopy in cyberworlds. X and Y are the sets
of discrete elements. Y is divided into the subset of {Y0, Y1, Y2, Y3, Y4}. It is
considered that X is mapped to Yi at time ti. This example can be used to
describe how a certain area has changed in history or how the financial state
of a company has changed in recent years. Now, we will introduce topological
spaces to X and Y and define a homotopy H . The topological space (X,Tx) is
defined by introducing the subset Tx = {φ,X} of X . The interval is defined as
follows.

ti ∈ I, TI = {[ti, tj ]|ti, tj ∈ I, i ≤ j}. (13)

I is a totally ordered set. The topological space (Y, Ty) is also defined by intro-
ducing the power set Ty of {Y0, Y1, Y2, Y3, Y4}. Then, the homotopy H is defined
by

H(x, ti) : x ∈ X, ti ∈ I → y ∈ Y. (14)

Fig. 3. Homotopy employed in cyberworlds

5 The Homotopy Lifting Property in a Discrete Space

5.1 The Homotopy Lifting Homotopy

The homotopy lifting property is defined as follows. Given any commutative
diagram of continuous maps as shown in Fig. 4, the map p : E → B has the
homotopy lifting property if there is a continuous map Ĥ : Y × I → E such that
p ◦ Ĥ = H . The homotopy Ĥ thus lifts H through p.

Fig. 4 also includes an example of the homotopy lifting property. E is the
surface of a grove and B is the projected space of B. X is a line which is
mapped to E. However, the mapped lines are continuously changed along the
time interval I as shown in Fig. 4.
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Fig. 4. The homotopy lifting property

5.2 A Fiber Bundle

A fiber bundle is a quadruple ξ = (E,B, F, p) consisting of a total space E, a
base space B, a fiber F , and a bundle projection that is a continuous surjection
called F−bundle p : E → B such that there exists an open covering U = {U} of
B and, for each U ∈ U , a homeomorphism called a coordinate chart

ϕU : U × F → p−1(U) (15)

exists such that the composite

U × F → p−1(U) → U (16)

is the projection to the first factor U . Thus the bundle projection p : E → B and
the projection pB : B × F → B are locally equivalent. The fiber over b ∈ B is
defined to be equal to p−1(b), and it is noted that F is homeomorphic to p−1(b)
for every b ∈ B, namely ∀b ∈ B,F ∼= p−1(b).

A Mobius strip gives a good example to explain a fiber bundle as shown in Fig.
5. If a Mobius strip and its center circle described by the dot line are considered
as E and B of a fiber bundle and any point of E is projected to the intersection
of the center circle with the perpendicular line from the point of E to the center
circle, then, F is a straight line segment vertical to the center circle.

Though a cylinder is different from a Mobius strip in shape, these objects are
alike in homotopy. When constructing a fiber bundle for a cylinder, the cylinder
has the same B and H as a Mobius strip. B of the cylinder is also a circle.
The fibers are also straight line segments vertical to the center circle. However,
the fibers of the Mobius strip are rotating along the center circle. On the other
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Fig. 5. A mobius strip

hand, the fibers of the cylinder are always straight, which causes the difference
in shape. B is considered as a common property or invariant among similar
objects in homotopy. A cylinder is deformed to the circle by moving any point
perpendicularity to the point of the center circle. A Mobius strip is also deformed
to the circle by the same moving. In the abstract level, a cylinder and a Mobius
strip are the same. The invariance of two objects is explicitly represented by B.

6 Describing the Process of Jointing Two Pieces of
Woods by the Homotopy Lifting Property

The process of jointing together pieces of woods consists of three situations: 1)
before-jointing; 2) under-jointing; and 3) after-jointing as shown in Fig. 6. As
was shown in the previous section, two pieces are completely attached together
after joining them regardless of joint techniques. As a result, the attaching area
after jointing is homotopy equivalent to a point. However, while jointing together
pieces of woods, the abstract description of an attaching area is different in joint
technique.

The visual abstract model for the tenon-mortise joint is described using the
homotopy lifting property.

Fig. 6. The process of jointing together pieces of woods
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Fig. 7. The subspaces for two pieces of woods

Let’s consider to define the process of jointing woods in the abstract level.
Suppose that two pieces A and B of woods are provided and their subspaces are
named as shown in Fig. 7 so that A = {A1, A2, A3, A4} and B = {B1, B2, B3}.
Before joining, two pieces A and B of woods are separated. Under joining, parts
of two pieces of woods are attached. In this case, part of A2 is attached to part
of B2. After jointing, the jointing areas of both woods are completely attached.
In Fig. 7, the whole area of A2 is attached to the whole area of B2. In addition,
A1 is completely attached to B1 and A3 to part of B3.

Time is given to each situation so that 1) t ≤ 0 for before jointing, 2) 0 < t < 1
for under jointing, and 3) t ≥ 1 for after jointing. For t < 0, the relation of A and
B is represented by {A,B|A�B}. At t = 0, two woods are prepared for jointing
so that the boundary of A2 is slightly touched to the boundary of B2. A virtual
attaching space Y2, which is homotopy equivalent to a cylinder, is provided so
that Y2 is attached to the boundary of A and also to one of B. As a result,
both boundaries of A and B are indirectly attached together through Y2. This
relation is represented by {A,B|Y2 �f0 ∂A2, Y2 �g0 ∂B2} where ∂ is a boundary.

As jointing process advances, that is, for 0 < t < 1, the attaching areas of
A2 and B2 are increasing. This phenomenon is explained using homotopy maps.
The attaching areas of A2 and B2 through Y2 are described by homotopy maps
from Y2 to A2 and B2 so that

Ĥ1(y, t) = ft(y), (17)

Ĥ1(y, 0) = f0(y), (18)

Ĥ1(y, 1) = f1(y), (19)

Ĥ2(y, t) = gt(y), (20)

Ĥ2(y, 0) = g0(y), (21)

Ĥ2(y, 1) = g1(y) (22)

and y ∈ Y2 as shown in Fig. 8.
These relations are represented by two diagrams of the homotopy lifting prop-

erties. For Y2 and A, A is assigned to E of the diagram, Y2 to X , and t to I as
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Fig. 8. An attaching map

an element as shown in Fig. 9. B is a ring that is homotopy equivalent to Y2. Ĥ1

is assigned to Ĥ of the diagram. If F is the topological space of a line segment,
then (E,B, F, p) constitutes a fiber bundle.

In the same way, the other diagram is defined for Y2 and piece B of the other
wood.

At t = 1, A1 and A3 are attached to the part of B1 and the whole area of B3,
respectively. In the same way as t = 0, virtual attaching spaces Y1 and Y3 are
provided. The attaching maps h11: Y1 → A1, h12: Y3 → A3, h21: Y2 → B1 and
h22: Y3 → B3 are defined. The relation of A,B is described by

{A,B|Y2 �f1 A2, Y2 �g1 B2, Y1 �h11 A1,

Y1 �h21 B1, Y3 �h12 A3, Y3 �h22 B3}. (23)

For t > 1, the relation of A,B is the same as at t = 1.
The jointing process is visualized and formalized by homotopy theory and

attaching maps.

7 Hierarchical Construction of a House

Lets consider constructing a simple house using an incrementally modular ab-
straction hierarchy.

7.1 An Incrementally Modular Abstraction Hierarchy

The incrementally modular abstraction hierarchy (IMAH) gives a designer a
design methodology to construct a system according to different abstraction
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Fig. 9. The homotopy lifting property for the tenon-mortise joint

levels. A designer can design a system by climbing down abstraction hierarchy
in a bottom-up way or by climbing up abstraction hierarchy in a top-down way.
Or a designed can climb up and down abstraction hierarchy for a developing a
system by an error-and-trial approach. IMAH consists of the following levels. 1.
The homotopy (including fiber bundles) level; 2. The set theoretical level; 3. The
topological space level; 4. The adjunction space level; 5. The cellular structured
space level; 6. The presentation (including geometry) level; 7. The view (also
called projection) level.

At the most abstract level, the most important properties are defined. These
properties, called invariants, are kept while climbing down the abstraction hier-
archy. At the second most abstract level, the second most important properties
are defined and added to the most important properties. By climbing down, new
properties are added lineally while keeping original properties. In the top down
method of the IMAH, as the invariants defined at a general level is kept at a
specific level, design faults and errors are avoided. On the contrary, when climb-
ing up abstraction hierarchy, more important properties are extracted. By the
bottom-up method, the ideas are put together.

7.2 The Homotopy Level

According to the IMAH, lets consider to design a simple wooden house that
is composed of four posts, four roof beams and four floor beams, which is the
simplest form of a Japanese house shown in Fig. 10. At the homotopy level,
the implementation procedure for a house is defined using the homotopy lifting
property as shown in Fig. 11. The model of the house is defined by X× I. X is a
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Fig. 10. A typical Japanese house

Fig. 11. A homotopy lifting property for constructing a house

space describing the model. I is a sequence of implementation steps. t ∈ I is the
tth step in implementation. The sequence of implementation is represented in E.
In Fig. 11, the constructing house at the first, third and final steps are depicted.
The homotopy fundamental group of the house is described in B. In any case, the
constructing house has to be homotopy equivalence to this fundamental group.
Otherwise, a different house from the model will be constructed. B is a disk with
five holes, which is homotopically equivalent to a four post house.
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Fig. 12. A corner attached by lap and tenon-mortise joints

7.3 The Set Theoretical and Topological Space Levels

Asa four post houseH consists of four post p1, p2, p3, p4, four roof beams r1, r2, r3, r4
and four floor beams f1, f2, f3, f4, the house is described as a set of woods.

H = {p1, p2, p3, p4, r1, r2, r3, r4, f1, f2, f3, f4}. (24)

The topological space is induced to the set as the discrete topology on H , which
is the power set of H .

7.4 The Adjunction Space Level

At this level, it is defined how the components for the whole is connected using
an attaching map. To construct a house, posts are connected to beams. At each
corner of the four post house, one post and two beams have to be connected.
Suppose that at each corner, two beams are attached by a lap joint and a post
and the two beams are attached by a tenon-mortise joint as shown in Fig. 12.

As a beam has two holes for a tenon-mortise joint, it is homotopy equivalent
to a two connected rings or a disk with two holes, which is described as S1∨S1. As
a post has no holes, it is homotopy equivalent to a disk described as D1. Suppose
that two beams are firstly attached and a post is then connected to them. This
process is described using attaching map. Suppose that r2 is attached to r3 using
an attaching map f1. As one ring of r2 is attached to one of r2, the connected
beams have three rings and are homotopy equivalent to S1∨S1∨S1. Then, a post
is connected to the beams by an attaching map f2, so that the ring connecting
the beams is closed by the post. Therefore, the following result is obtained for
the connected woods,

r2 �f1 r3 �f2 p1 ∼ S1 ∨ S1 (25)
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Fig. 13. Attaching process using attaching maps

The attaching process for the woods is shown in Fig. 13.

7.5 The Cellular Structured Space Level

At the homotopy level, no dimension is defined. However, a house and woods
has dimensions. At a concrete level, dimension is introduced. At the cellular
structured space level, woods are represented a set of cells with a dimension for
constructing CW-complex.

Fig. 14 shows cell construction for a beam. At first, a tree-dimensional close
ball B is prepared. To make a hole, two boundaries of the ball is attached together
using an attaching map g1 : ∂B → ∂B. Then, another hole is configured by
attaching map g2 : ∂B → ∂B, so that the ball with two holes are provided. To
obtain a beam, the ball with two holes is transformed while keeping topological
equivalence to the ball. The process obtaining a beam is depicted in Fig. 14.
From the final result, cells are provided. Before describing this process, filtration
has to be discussed.

A Filtration Space. A filtration space is a sequence of cells used to represent
a topological space. It is defined as follows. For any topological space X , we can
obtain a finite or infinite sequence of skeletons Xp, where p is an integer, such
that

X = ∪p∈ZX
p, (26)

X0 ⊂ X1 ⊂ .... ⊂ Xp.... ⊂ X. (27)

A skeleton Xp consists of cells whose dimensions do not exceed n. A cell is a
topological space, homeomorphic to an n-dimensional open ball IntBn, where n
is an arbitrary integer. A sequence of skeletons is called a filtration. If it is finite,
it becomes a CW-complex.
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Fig. 14. Topological deformation from a ball to a wood

Using the filtration space, a topological space is constructed as a CW-complex
or a cellular structured space. A skeleton Xp is obtained from the skeleton
Xp−1 by attaching �iBp

i to Xp−1 through an attaching map f where Bp
i is

a p-dimensional closed ball. The attaching map is a surjective and continuous
function.

f : �i∂Bp
i → Xp−1, (28)

Xp = Xp−1 � (�iBp
i )/(x ∼ f(x)|x ∈ �i∂Bp

i ). (29)
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The Cellular Structured Space for a Tetrahedron. Before constructing
the cellular structured space of the tenon-mortise joint, it is shown how a cellular
structured space is organized using the filtration space [2]. A function F , called
a continuous function, is introduced to transfer an internal space of a closed ball
into a cell, which is an open set, of a cellular structured space. If a filtration
space is represented by using polygons, then

Xp = F(�iBp
i ). (30)

If IntBp
i is transformed to a cell epi and Xp is attached to Xp−1 by an attaching

map f , then

Xp = F(�iBp
i ) (31)

= F((Int �i Bp
i ) � (∂ �i Bp

i )) (32)

= {ep1, ep1, , epn, Xp−1}, (33)

where f : ∂ �i Bp
i → Xp−1 and ∂B is the boundary of B.

Fig. 15. The cellular structure model of a tetrahedron

The filtration space of the tetrahedron of Fig. 15 is obtained as follows. As
the tetrahedron has four vertexes, it is represented by four 0-dimensional cells
as follows,
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X0 = F(�iB0
i ) (34)

= {e01, e02, e03, e04}. (35)

The tetrahedron has six edges. The boundary of each edge is connected to two
vertexes. Each edge is represented by a 1-dimensional cell as follows,

X1 = F(�iB1
i ) (36)

= F((Int �i B1
i ) � (∂ �i B1

i )) (37)

= {e11, e12, e13, e14, e15, e16, X0}. (38)

where f : ∂ �i B1
i → X0 means that the boundary of e11is attached to e01 and e02,

e12 to e02 and e03, and so on.
The tetrahedron has four surfaces, each of which is represented by a

2-dimensional cell. The boundary of a surface is attached to three edges and
three vertexes as follows,

X2 = F(�iB1
i ) (39)

= F((Int �i B2
i ) � (∂ �i B2

i )) (40)

= {e21, e22, e23, e24, X1} (41)

where f : ∂ �i B2
i → X1 means that the boundary of e21 is attached to e01,

e11, e
0
2, e

1
2, e

0
3 and e15, and so on.

X3 = F(B3
1) (42)

= F(IntB3
i � ∂B3

i ) (43)

= {e31, X2} (44)

where f : ∂(B3
1) → X2 means that the boundary of e31 is attached to all elements

of X2.

The Cellular Structured Space for a House. The cellular structured space
for a beam is obtained in the same way as a tetrahedron as shown in Fig. 16 and
Fig. 17. At first, the 0-dimensional cells are obtained as follows,

X0 = {e01, e02, ...} (45)

where e01, e
0
2, e

0
3, e

0
4 are attached points when a hole is constructed.

Then, the 1-dimensiona cells are provided as follows,

X1 = {e11, e12, ...} (46)

where e11, e
1
2, e

1
3, e

1
4 are attached lines when a hole is constructed.

In the same way, X2, X3 is constructed.
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Fig. 16. 0-dimensional cells

Fig. 17. 1-dimensional cells

7.6 The Presentation and View Level

Each cell composing the house is instantiated by giving position, length, area
and volume. The designed house will be described precisely using CAD software
and observed.

8 Conclusions

Visualization is a very important tool for understanding complicated and sophis-
ticated phenomena. The jointing of pieces of woods is one example of such cases.
We have succeeded in visualizing the process of jointing using homotopy theory
and attaching maps. Attaching maps have been used to describe how entities
are attached. Though the paper does not describe how two jointing entities are
disjointed, it can be easily realized by the inverse map of an attaching map.
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Two pieces of woods are jointed together by changing the structure or relation
of them, which may change the fundamental group that the two pieces of woods
belong to. The joining structure depends on a jointing technique. The paper has
showed that the tenon-mortise joint gives the fundamental group of Z equivalent
to a ring and the lap joint does 0 to a point. These properties as invariants should
be kept through implementing an animation form the abstract model in homotopy
to the specific models in the cellular structured level and the physical presentation
one.

The changes of an attaching area have been successfully described using the
homotopy lifting property. In using the property, two pieces of woods are indi-
rectly attached through a virtual attaching space. As the relation of two pieces is
sometimes very complicated, the unnecessary description of this relation should
be avoided. The virtual attaching space is effective to describe the process of
jointing. The virtual attaching space guarantees the appropriate attaching of
two pieces by equivalence relation.

Joinery plays an important role when building a wooden house. The paper
describes how the incrementally modular abstraction hierarchy is applied for
designing a house in a top-down way so that the invariants defined at an abstract
level are preserved at a concrete level so that design faults and errors are avoided.

As homotopy theory combines algebra and geometry, the application area for
visualization is not limited in joinery but is expanded wide areas of cyberworlds.
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Abstract. In the era of cloud computing, data is processed in a “Cloud”, and 
data and its dependencies between systems or functions progress and change 
constantly within the cloud, as a user’s requirements change. Such information 
worlds are called cyberworlds. We need a more powerful mathematical 
background which can model the cyberworlds in the "cloud" as they are. We 
consider the Incrementally Modular Abstraction Hierarchy (IMAH) to be 
appropriate for modeling the dynamically changing cyberworlds by descending 
from the most abstract homotopy level to the most specific view level, while 
preserving invariants. We have developed a data processing system called the 
Cellular Data System (CDS) based on IMAH. In this paper, we introduce 
numerical value calculation, exponential calculation and the processing maps 
on the presentation level of IMAH into CDS. This function is quite effective in 
business application development because numerical values and exponential 
identifiers can be put into formulas and be calculated. We show its effectiveness 
through examples of a calculate system for 1. cellular phone charges, and 2. 
BOMs (bills of materials) used in manufacturing. 

Keywords: incrementally modular abstraction hierarchy, formula expression, 
numerical value calculation, exponential calculation. 

1 Introduction 

Cyberworlds are information worlds formed in a cloud either intentionally or 
spontaneously, with or without design. As information worlds, they are either virtual or 
real, and can be both. In terms of information modeling, the theoretical ground for the 
cyberworlds is far above the level of integrating spatial database models and temporal 
database models. They are more complicated and fluid than any other previous worlds 
in our history, and are constantly evolving. The number of organizations that conduct 
business in a cloud is increasing and the market is growing remarkably. On the other 
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hand, in general business application system, as the scale of systems becomes larger 
and the specifications of systems changes more frequently, development and 
maintenance becomes more difficult, leading to higher costs and delays. In some cases, 
a huge system as the mainstay system in a large company, where the number of 
program steps is the hundreds of millions, needs several years to develop. Increases in 
development and maintenance cost squeeze management. Such situations arise because 
of combinatorial explosions. The era of cloud computing requires a more powerful 
mathematical background to model the cyberworlds and to prevent combinatorial 
explosions. In the cloud, every business object and business logic should be expressed 
in a unified form to eliminate discontinuity between systems or functions and to meet 
changes in user requirements. The needed mathematical mechanisms are: 1. disjoint 
union of spaces by an equivalence relation; 2. change in spaces to preserve invariants; 
3. attachment of different spaces by an equivalence relation; 4.space with dimensions 
as a special case. We consider the Incrementally Modular Abstraction Hierarchy 
(IMAH) that one of the authors (T. L. Kunii) proposes able to satisfy the above 
requirements, as it models the architecture and the dynamic changes of cyberworlds 
from a general level (the homotopy level) to a specific one (the view level), preserving 
invariants while preventing combinatorial explosion [1]. It also benefits the reuse of 
information, guaranteeing modularity of information based on the mechanism of 
disjoint union. Unlike IMAH, other leading data models do not support the disjoint 
union or the attaching function by equivalence relation. In this research, one of the 
authors (Y. Seki) proposed a finite automaton called Formula Expression as a 
development tool to design spaces in IMAH. One of authors (T. Kodama) has actually 
designed spaces and implemented the data processing system called the Cellular Data 
System (CDS) using Formula Expression. In this paper, first, we design numerical 
value and exponential calculations to put numerical values and exponential identifiers 
in topological spaces on the presentation level, and next implemented them. Using this 
new design and processing, numerical values are written and calculated in a formula 
with the other functions of Formula Expression. We demonstrate the effectiveness of 
the functions by developing general business applications for core processing of 
calculation system for cellular phone charges and BOMs used in manufacturing, there 
by abbreviating the process of developing application programs. 

2 Literature Review 

The distinctive features of our research are the application of the concept of 
topological process, which deals with a subset as an element, and that the cellular 
space extends the topological space, as seen in Section 2. Relational OWL as a 
method of data and schema representation is useful when representing the schema and 
data of a database [2][5], but it is limited to representation of an object that has 
attributes. Our method can represent both objects: one that has attributes as a cellular 
space and one that does not have them as a set or a topological space. 

Many works applying other models to XML schema have been done. The motives 
of most of them are similar to ours. The approach in [8] aims at minimizing document  
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revalidation in an XML schema evolution, based in part on the graph theory. The  
X-Entity model [9] is an extension of the Entity Relationship (ER) model and 
converts XML schema to a schema of the ER model. In the approach of [6], the 
conceptual and logical levels are represented using a standard UML class and the 
XML represents the physical level. XUML [10] is a conceptual model for XML 
schema, based on the UML2 standard. This application research concerning XML 
schema is needed because there are differences in the expression capability of the data 
model between XML and other models. On the other hand, objects and their relations 
in XML schema and the above models can be expressed consistently by CDS, which 
is based on the cellular model. That is because the tree structure, on which the XML 
model is based, and the graph structure [3][4][7], on which the UML and ER models 
are based, are special cases of a topological structure mathematically. Entity in the 
models can be expressed as the formula for a cellular space in CDS. Moreover, the 
relation between subsets cannot in general be expressed by XML. 

3 IMAH and Formula Expression 

3.1 The Incrementally Modular Abstraction Hierarchy 

The following list is the Incrementally Modular Abstraction Hierarchy to be used for 
defining the architecture of cyberworlds and their modeling: 

 1. The homotopy (including fiber bundles) level 
 2. The set theoretical level 
 3. The topological space level 
 4. The adjunction space level 
 5. The cellular space level 
 6. The presentation (including geometry) level 
 7. The view (also called projection) level 

In modeling cyberworlds in cyberspaces, we define general properties of cyberworlds 
at the higher level and add more specific properties step by step while climbing down 
the Incrementally Modular Abstraction Hierarchy. The properties defined at the 
homotopy level are invariants of continuous changes of functions. The properties that 
do not change by continuous modifications in time and space are expressed at this 
level. At the set theoretical level, the elements of a cyberspace are defined, and a 
collection of elements constitutes a set with logical calculations. When we define a 
function in a cyberspace, we need domains that guarantee continuity such that the 
neighbors are mapped to a nearby place. Therefore, a topology is introduced into a 
cyberspace through the concept of neighborhood. Cyberworlds are dynamic. 
Sometimes cyberspaces are attached together, an exclusive union of two cyberspaces 
where attached areas of two cyberspaces are equivalent. It may happen that an 
attached space is obtained. These attached spaces can be regarded as a set of 
equivalent spaces called a quotient space that is another invariant. At the cellular 
structured level, an inductive dimension is introduced into each cyberspace. At the 
presentation level, each space is represented in a form which may be imagined before 
designing cyberworlds. At the view level, the cyberworlds are projected onto view 
screens. An example of an adjunction space level is shown in Fig. 1. 
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Fig. 1. An example of e-manufacturing on an adjunction space level 

3.2 Formula Expression 

Outline. Formula Expression is a finite automaton as a communication tool that has 
been developed in order to guarantee universality in communication between subjects 
by expressing states of things in a formula. This is very effective in solving the 
frequent problems arising from misunderstandings between providers and suppliers in 
business application system development. Formula Expression was invented over a 
number of years by pursuing the greatest simplicity possible. As a result, spaces could 
be designed on each level of the cellular model using Formula Expression, as shown in 
the previous paper [9], while this was not possible using other tools. It is thought that 
Formula Expression, by following the levels of the cellular model, can reflect any 
space that humans create and their operations. In other words, it reflects human 
thought. 
 
The Definition. Formula Expression in the alphabet is the result of finite times 
application of the following (1)-(7). 
 

(1)  a (e Σ*) is Formula Expression 
(2) unit element ε is Formula Expression 
(3) zero element φ is Formula Expression 
(4) when r and s are Formula Expression, addition of r+s is also Formula 

Expression 
(5) when r and s are Formula Expression, multiplication of r×s is also Formula 

Expression 
(6) when r is Formula Expression, (r) is also Formula Expression 
(7) when r is Formula Expression, {r} is also Formula Expression 

 
Strength of combination is the order of (4) and (5). If there is no confusion, ×, (), {} 
can be abbreviated. Unit element ε is expressed as “()” and zero element φ as “{}” in  
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Formula Expression, but the characters ε and φ are used in this paper to prevent 
misunderstandings.  
 
The Generating Grammar. The grammar which generates Formula Expression is 
the following. 
 
We assume that ΣL is a set of ideograms and its element is w (e ΣL). 

G = ({E, T, F, id}, ΣL»{ε, φ, +, ×, (, ), {, }}, P, E), 
P = {E → T|E+T, T → F|T×F, F → (E)|{E}|id, id → w} 

 
Here, E is called a formula, T is called a term, F is called a factor, id is called an 
identifier; + is called a separator, which creates a disjoint union (= addition 
operation) and is expressed as Σ specifically, and × is called a connecter which 
creates a direct product (= multiplication operation) and is also expressed as Π. The 
Parentheses () mean a set where an order of elements is not preserved and braces {} 
an ordered set where the order of elements is preserved. In short, you can say "a 
formula consists of an addition of terms, a term consists of a multiplication of factors, 
and if () or {} is added to a formula, it becomes recursively the factor". 
 
The Meaning of Formula Expression. The language L(r) (e Σ*) that Formula 
Expression r expresses is defined as: 
 

(1) L(a) = {a} (a e Σ*) 
(2) L(ε) = {ε} 
(3) L(φ) = ∅ 
(4) L(r+s) = L(r)»L(s) 
(5) L(r×s) = L(r)×L(s) 

 
The Algebraic Structure of Formula Expression. Formula Expression r, s, t, u 
follow the following algebraic structure. 
 

(1) r+(s+t) = (r+s)+t, r×(s×t) = (r×s)×t 
(2) r+s = s+r 
(3) r×ε = ε×r = r 
(4) r×φ = φ×r = φ, r+φ = r 
(5) r×(s+t) = r×s+r×t, (r+s)×t = r×t+s×t 

 
The Examples. Simple examples of spaces created by Formula Expression in the 
topological space, the adjunction space and the cellular space level, which are more 
characteristic in the cellular model, are shown with their images in Fig. 2. The spaces 
of a tree structure, an inverted tree and a graph are a kind of a topological space which 
deals with a subset as an element. 
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Fig. 2. Spaces on the topological space level 

Next, in the adjunction space level, the adjunction space is created after attaching 
topological spaces by an equivalence relation. Fig. 3 shows that the two spaces in  
Fig. 2 are attached to create an adjunction space by the equivalent identifier “a”. 

 

Fig. 3. A space on the adjunction space level 

Lastly, in the cellular space level, dimension information, such as the fields of an 
object or the columns of a table, is designed in the space. The space of a nested table 
in Fig. 4 is a cellular space. 

 

Fig. 4. An example of a space on the cellular space level 
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3.3 The Condition Formula Processing Map 

In Formula Expression, several basic maps were defined in the previous paper [9]. A 
function for specifying conditions defining a condition formula utilizing basic maps is 
supported in CDS. This is one of the main functions, and the map is called a condition 
formula processing map. A formula created from these is called a condition formula. 
"!" is a special factor which means negation. Recursivity by () in Formula Expression 
is supported, so that the recursive search condition of a user is expressed by a 
condition formula. The condition formula processing map f is a map that gets a 
disjoint union of terms that satisfies a condition formula from a formula. When 
condition formula processing is considered, the concept of a remainder of spaces is 
inevitable. A remainder acquisition map g is a map that has a term that doesn’t 
include a specified factor. Fig. 5 shows each image by the condition formula 
processing map f. 

 

 

Fig. 5. Images by the condition formula processing map f 

4 Numerical Value Calculation and Exponential Calculation on the 
Presentation Level 

4.1 The Properties of Numerical Value Calculation and Exponential Calculation 

If we assume that p, q, r are arbitrary numerical factors, and that s, t, u are arbitrary 
factors, the numerical value calculation in Formula Expression has the following 
properties: 
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(1) s×1 = s 
(2) s×0 = φ 
(3) ps = s×p 
(4) s×p+s×q = s×(p+q) 
(5) s×p×t×q = s×t×(p*q) 
(6) s×p = p×s 
(7) s×p (t×q+u×r) = s×t×(p*q)+s×u×(p*r) 
(8) (s×p+t×q)u×r = s×u×(p*r)+t×u×(q*r) 

 
And the exponential calculation in Formula Expression has the following properties: 
 

(1) s0 = ε 
(2) s1 = s 
(3) /sq = s-q 
(4) sp×sq = s(p+q) 

(5) (sp)q = sp×q 

4.2 The Numerical Value and Exponential Calculation Map 

The numerical value and exponential calculation map f is defined based on the above 
mentioned properties. If you assume the entire set of formulas, including the numerical 
factors, to be A, f: A → A and f is the followings: 
 

f: s → s×1 
f: ps → s×p 
f: s×p+s×q → s×(p+q) 
f: s×p×t×q → s×v×(p*q) 
f: s×p (t×q+u×r) → s×t×(p*q)+s×u×(p*r) 
f: (s×p+t×q)u×r → s×u×(p*r)+t×u×(q*r) 
f: u×p+v×q → u×p+v×q 
f: s0 → ε 
f: s1 → s 
f: /sq → s-q 
f: sp×sq → s(p+q) 

f: (sp)q → sp×q 

 
And if we assume that T is an arbitrary term, and that E is an arbitrary formula, f is: 
 

f(T*T) = f(T)*f(T) 
f(T+T) = f(T)+f(T) 
f((E)) = (f(E)) 

 
An example of the map f is shown below. 
 

f (cat+dog+rabit+dog+cat+rabit+dog+rabit+mouse) 
= cat×2+dog×2+rabit×3+mouse×1 
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As a further example, when three boxes of cigarettes (which are $5 per box) are 
bought, the formula for calculation and processing by the map f is: 

f(cigarette×$5×/(1box) ×3×box) 
= cigarette×$×5×1×box-1 ×3×box1 

= cigarette×15×$ 

4.3 Implementation 

This system is a web application developed using JSP and Tomcat 5.0 as a Web server. 
The client and the server are the same machine. (OS: Windows XP; CPU: Intel 
Pentium 3, 1.2GHz; RAM: 1.1Gbyte; HD: 20GB) The following is the coding for the 
calculation of numerical value and exponential calculation. The focus is the recursive 
process (line 7, in bold) that is done if a coming numerical calculation is of the type (). 
The explanation is abbreviated due to space limitations. 
 

1 term = null; factor = null; 
2 while(factor is not null){  
3    term = getTerm(factor); 
4   while(term is not null){ 
5   factor = getFactor(term) 
6   if(factor is of the type ()){ 
7    factor = calculate(the contents);  
   } 
8   factor = getNumericalFactor(factor); 
9   LetteFactor = getLetteFactor(factor); 
10   newNF = newNF×NumericalFactor; 
11   newLF = newLF×LetteFactor; 
   } 

12  newTerm = newNF + newLF; 
13  newFormula = newFormula + newTerm; 

 } 
14 return newFormula; 

5 Development of a Cellular Phone Charge Calculation System 

5.1 Outline 

We take up the simple example of a cellular phone charge calculation system to 
secure generality, because charge calculation systems are generally developed in most 
industries. The most important thing with a charge calculation system is to be able to 
deal with unexpected changes of users’ charge plans or of user contract data. If a 
cellular phone company is going to introduce new charge plans for the cellular phone 
to further their strategy of gaining more cellular phone subscribers, the development 
of an application program to calculate charges will cost a lot and take a lot of time, 
because the program needs to be consistent with previous data/programs, and user 
contract data will change according to the new charge plans. To solve these 
difficulties, we apply CDS to the development of core processing of the cellular 



124 T. Kodama, Y. Seki, and T.L. Kunii 

phone charge calculation system. Firstly, each formula for contract data and plan type 
data is designed as a topological space. Secondly, formulas from January to 
December of a year, where basic charges or discount rates are expressed using 
numerical values and exponential calculation, are created according to the design. 
Every time charge plan or user contract data is changed over time, another topological 
space is created and added, forming a disjoint union of topological spaces. Thirdly, 
each charge for use of the cellular phone can be calculated using the maps of CDS, 
such as the condition formula processing map (3.3) or the numerical value and 
exponential calculation map (4.1,4.2). In these designs, numerical value calculation, 
exponential calculation, and the calculation map are used to express unit price per 
month, duration of use, discount rates and the calculations among them. Here, actual 
data and functions are simplified to focus on verifying development of core 
processing without losing generality. 

5.2 The Design of Topological Spaces 

We design a formula for topological spaces for (1) the user contract data, and (2) the 
charge plan data. Numerical value identifiers are used to express unit price per month, 
duration of use, and discount rates. The formulas for (1) and (2) are designed as 
follows: 
 

(1)  CONTRACT{Σ user idi}{Σ charge plan typej}(Σ monthk) 
 

user idi: a factor which identifies a cellular phone user 
charge plan typej: a factor which shows a charge plan type of a cellular phone 
monthk: a factor which shows a month of use of a cellular phone 

 
(2)  PLAN{Σ charge plan typei}{Σ unit pricej per month}(Σ monthk) 

 
unit pricej per month: a factor which shows unit price per month of charge 

5.3 Data Input According to the Design 

-January to March of the Year- 
First, for the period January–March, assume that seven users (Tom, Mike, Joy, Alice, 
Jack, Nancy, John) sign contracts for the use of cellular phones and that there are two 
plan types: 1. “adult” whose basic fee is “3000yen” per month and 2. “child” whose 
basic fee is “2000yen” per month, as seen in Fig. 6. You create the following formula 
for the topological space (formula C-1), according to the above design in B, and add it 
to data storage. 
 

formula C-1: 
CONTRACT{Tom+Mike+Joy+Alice+Jack+Nancy+John}{adult+adult+adult+chi
ld+child+adult+adult}(Jan+Feb+March)+PLAN{adult+child}{3000yen/m+2000y
en/m}(Jan+Feb+March) 
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Fig. 6. User contract data and charge plan data from January through March 

 
-From April through June- 
Next, for the period April-June, assume that a cellular phone operator introduces a 
new charge plan type, “student”, whose basic fee is 30% off the “adult” fee, and that 
Tom and Nancy qualify as students, as seen in Fig. 7. Moreover, assume that a special 
discount (1000yen off per month) for earthquake victims is offered, and that Tom and 
John qualify. You create the following formula for the topological space (formula  
C-2), according to the above design, and add it to the previous formula. 
 

formula C-2: 
(formulaC-1)+CONTRACT{Tom×0.5+Mike+Joy+Alice+Jack+Nancy+John×0.5}
{student+adult+adult+child+child+student+adult}(April+May+June)+PLAN{adult+
child+student}{3000 yen /m+2000 yen /m+3000yen/m×0.7}(April+May+June) 

 

Fig. 7. User contract data and charge plan data from April through June 
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-From July through September- 
Next, for the period July-September, assume that cellular phone operator introduces a 
new charge plan type, “aged”, for elderly people, whose basic fee is 50% off the 
“adult” fee, that John qualifies for the plan, and that the fee for the “child” plan 
changes from “2000yen/m” to “1000yen/m” , as seen in Fig. 8. You create the 
following formula for the topological space (formula C-3), according to the design, and 
add it to the previous formula. 

 
formula C-3: 
(formula C-2)+CONTRACT{Tom+Mike+Joy+Alice+Jack+Nancy+John}{studen
t+adult+adult+child+child+student+aged}(July+August+September)+PLAN{adul
t+child+student+aged}{3000yen/m+1000yen/m+3000yen/m×0.7+3000yen/m×0.
5}(July+August+September) 
 

 

Fig. 8. User contract data and charge plan data from June through September 

 
-From October through December- 
Finally, for the period October-December, assume that a cellular phone operator adds 
an extra charge for all users, as seen in Fig. 9, and that Alice and John cancel their 
contracts. You create the following formula for the topological space (formula C-4), 
according to the design, and add it to the previous formula. 
 

formula C-4: 
formula C-3)+CONTRACT{Tom+Mike+Joy+Jack+Nancy}{student+adult+adult
+child+student}(Oct+Nov+Dec)+PLAN{adult+child+student+aged}{(3000yen/m
+500yen/m)+(1000yen/m+100yen/m)+(3000yen/m×0.7+300yen/m)+(3000yen/m
×0.5+100yen/m)}(Oct+Nov+Dec) 
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Fig. 9. User contract data and charge plan data from October through December 

5.4 Data Output 

If a user wants to answer the question “How much does Tom pay in fees during the 
year?”, firstly you can get the image of formula C-4 by 
“CONTRACT×Tom×(Jan+Feb+Mar+Apr+May+Jun+July+Aug+Sep+Oct+Nov+Dec)” 
through the condition formula processing map f . The result is below. 
 

formula D-1: 
CONTRACT×Tom(adult×(Jan+Feb+Mar)+(student+earthquake victim)× 
(Apr+May+Jun)+student×(July+Aug+Sep)+student×(Oct+Nov+Dec)) 

 
Secondly, from the result, you make the following condition formula. 

 
“Plan×(adult×(Jan+Feb+Mar)+(student+earthquake victim)×(Apr+May+Jun)+
student×(July+Aug+Sep)+student×(Oct+Nov+Dec))”  

 
And you get the image of formula C-4 by the condition formula through the map f 
again. The result is below. 

 
formula D-2: 
PLAN(adult×3000yen/m×(Jan+Feb+Mar)+(student×3000yen/m×0.7+earthquake 
victim×-1000yen/m)×(Apr+May+Jun)+student×3000yen/m×0.7(July+Aug+Sep)+
student×(3000yen/m×0.7+300yen/m)(Oct+Nov+Dec)) 
 

Thirdly, you replace “(Jan+Feb+Mar)”, “(Apr+May+Jun)”, “(July+Aug+Sep)” and 
“(Oct+Nov+Dec)” by “3×m”, which means "three months", in formula D-1, and 
calculate it by the numerical value and exponential calculation map g. 

 
g(PLAN(adult×3000yen/m×3×m+(student×3000yen/m×0.7+earthquake victim

×-1000yen/m)×3×m+student×3000yen/m×0.7×3×m+student×(3000yen/m×0.
7+300yen/m)×3×m)) 
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=PLAN(adult×yen×9000+(student×yen×6300+the earthquake victim×yen×-30
00)+student×yen×6300+student×yen×7200)) 

=PLAN{adult+(student+earthquake victim)+student+student}{yen×9000+ 
(yen×6300+yen×-3000)+yen×6300+yen×7200} 

=PLAN{adult+(student+earthquake victim)+student+student}×yen×25800 
 
From the result, you can know that the answer is 25,800yen. 

Next, if a user wants to answer the question “How much do all users pay in fees in 
July?”, firstly you can get the image of formula C-4 by “CONTRACT×Jul” through 
the map f. The result is below. 

 
formula D-3: 
CONTRACT{Tom+Mike+Joy+Alice+Jack+Nancy+John}{student+adult+adult+chi
ld+child+student+aged}July 

 
Secondly, in the same way, from the result you make the following condition formula. 

 
“Plan×(student+adult+adult+child+child+student+aged)July” 

 
And you get the image of formula D-3 by the condition formula through the map f 
again. The result is below. 

 
formula D-4: 
PLAN(student×3000yen/m×0.7+adult×3000yen/m+adult×3000yen/m+child×1000
yen/m+child×1000yen/m+student×3000yen/m×0.7+aged×3000yen/m×0.5)×July 

 
Thirdly, in the same way, you replace “July” by “1×m”, which means "one month", in 
formula D-4, and calculate it by the map g. 

 
g(PLAN(student×3000yen/m×0.7+adult×3000yen/m+adult×3000yen/m+child×10

00yen/m+child×1000yen/m+student×3000yen/m×0.7+aged×3000yen/m×0.5)× 
(1×m)) 

=PLAN(student×ye×3000×0.7×2+adult×yen×3000×2+child×yen×1000×2+aged×
yen×3000×0.5) 

=PLAN{student+adult+child+aged}{yen×3000×0.7×2+yen×3000×2+yen×1000×
2+yen×3000×0.5} 

=PLAN{student+adult+child+aged}×yen×13700 
 
From the result, you can know that the answer is 13,700yen. 

5.5 Considerations 

In general, it costs a lot to develop and maintain application programs for the cellular 
phone charge calculation system because of the complexity and frequent changes in 
the business services. This example shows that every time the service changes, if you 
only have to create new formulas for the user contract data and the charge plan data 
according to the formula design, you can get the output using the processing map, 
thereby reducing the amount of application development and maintenance. This is 
mainly because of: 
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1. the mechanism of the topological processing function of CDS, which deals with 
subsets as an element 

In the above example, from April through June, some users can belong to multiple 
plan types (Tom qualifies for two plan types, “the earthquake victim” and “student”, 
and John also qualifies for two plan types, “the earthquake victim” and “adult”). 

2. numerical values and exponential identifiers that can be put into formulas and 
calculated according to the definition of numerical and exponential calculation 

In the above example, unit price per month and duration of use are calculated using 
numerical and exponential calculations. 

6 Development of a Core Calculation System of BOM (Bill of 
Materials) in Manufacturing 

6.1 Outline 

We take up an example of a core calculation system of BOM (Bill of Materials). A BOM 
is a list of the parts or components that are required to build a product in manufacturing. 
When the component configuration of a product changes frequently, such as division of a 
part, integration of parts or changes in the name of a part, it is difficult to manage 
configuration information consistently. This is because the application programs of a 
system have to be developed every time the component configuration changes. To solve 
the difficulties, we have applied CDS to the development of a core calculation system for 
BOMs. Firstly we make a general design of a topological space for one part of a product 
and the changes using CDS. Secondly, formulas for the parts in each phase are created. 
Thirdly, the formulas are processed by the maps of CDS to meet user requirements. Here, 
data is also simplified without losing generality. 

6.2 The Design of a Formula for a Topological Space for Parts  

We design a formula for topological spaces for one part of a product Pn,m in phasen. Pn,m 
is defined as the multiplication of a part id (idn,m), the disjoint union of topological spaces 
for the subordinate parts (ΣPi,m-1) and the quantity of the part numn,m where a numerical 
value identifier is used. The formula for P1, m is designed as follows: 

P1, m = a part id1 ×(Σ Pi,m-1) ×numn 
where P1,0 = a part idi 
 
a part idn: a factor which identifies one part of a product 
num n: a factor which shows the quantity of a part 

We take up a simple example of P1, 2 (the 1st phase and 2 layers), whose part id is A 
and which consists of the subordinate nodes of three B parts, two C parts, and five D 
parts, as seen in Fig. 10. The formula is as follows: 
 

P1, 2 = A(B×3+C×2+D×5)×1 
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Fig. 10. A component configuration example of a product 

Next, we assume that the phase of a product proceeds to the next phase when the 
configuration of the parts in the produce changes. We define the formula for a topological 
space for the product Pn+1, m, removing old nodes and adding new nodes when the nodes 
(old nodes) in Pn change to others (new nodes). The formula is as follows: 

Pn+1,m = Pn,m+(old nodes×-1+new nodes×1)×o 

We take up a simple example of P2, 2 (the 2st phase and 2 layers), in which the name of 
the part C in Fig. 10 changes to E, as seen in Fig. 11. The formula is as follows: 

P2, 2 = A(B×3+C×2+D×5)×1+(A×C×-1+A×E×1)×2 

 

Fig. 11. A change example of a component configuration 

6.3 Data Input According to the Design 

In phase 1, we assume the component configuration of a product as seen in Fig. 12. 
According to the above design, the formula for P1 is created as follows: 

P1,3=A(B(E1×o+(E2+E3×2)×p)×n+C(E1×r+E2×s+E3×2s)×l+D×m)×1 

 

Fig. 12. Component configuration of a product in phase 1 
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Next, we assume that the parts E2 and E3 are integrated into parts F in phase 2 as seen 
in Fig. 13. In the same way, the formula for P2 is created as follows: 

 
P2,3=(A(B(E1×o+(E2+E3×2)×p)×n+C(E1×r+E2×s+E3×2s)×l+D×m))+

(A×B×(E2+E3×2)×-1+A×B×F×1)×p×n 

 

Fig. 13. Component configuration of a product in phase 2 

Thirdly, we assume that the parts of F are divided into parts G1, G2 and G3 in phase 3 
as seen in Fig. 14. In the same way, the formula for P3 is created as follows: 

 
P3,3=(A(B(E1×o+(E2+E3×2)×p)×n+C(E1×r+E2×s+E3×2s)×l+D×m))+(A

×B×(E2+E3×3)×-1+A×B×F×1)×p×n+(A×B×F×-1+A×B×(G1+G2+
G3)×1)×p×n 

 

Fig. 14. Component configuration of a product in phase 3 

6.4 Data Output 

If a user wants to answer the question “What is the structure of parts in phase 3?”, you 
calculate P3 using calculation map g (4.2) and get the image of it. The result is below. 
 

A(B(E1×o+(G1+G2+G3)×p)×n+C(E1×r+E2×s+E3×2s)×l+D×m) 
 
From the result, you know the structure of parts in phase 3. 
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Next, if a user wants to answer the question “How many pieces of E2 are there in 
the phase 2?”, you cut the last term of P3 to be returned to P2 and get the image of P2 
by the factor “E2” through condition formula processing map f (3.3). Lastly, you 
calculate it using calculation map g (4.2). The result is below. 
 

A×C×E2×(s*l) 
 
From the result, you can know that there are (s*l) pieces of E2 in phase 2. 

6.5 Considerations 

In this example, the changes in component configuration are generally designed as a 
disjoint union of topological spaces using numerical value factors in addition to the 
design of a topological space for parts using CDS. Therefore, information about the 
parts in a phase is expressed as the union of information about changes in the parts 
from an initial value of parts, such that Pn is accumulated information about change 
information from P1. The information can then be processed consistently by the maps 
of CDS, such as the condition formula processing map or the calculation map, 
according to user requirements. This modeling can reduce the amount of development 
of application programs and system maintenance. 

7 Conclusions 

We have developed a data processing system called the Cellular Data System (CDS) 
based on IMAH. In this paper, we introduced numerical value and exponential 
calculation and the processing maps on the presentation level of CDS. Using the 
function in business application development, you can put numerical values and 
exponential identifiers into formulas as identifiers, and they can be calculated based on 
definition, so that system development become simpler, business processes more 
visible, and business applications more flexible to changes in business conditions, as 
shown in section 5. As a result, use of CDS can make developers more creative, 
preventing from frequent troubles between the customer side and the supplier side, 
while preventing combinatorial explosions. 

The fruits of this research have already been put to practical use in many 
companies, and further strides are being made every day. We are sure that CDS has 
possibilities to bring great social impact in the era of cloud computing. 
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Analysis of Inverse Snyder Optimizations
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Abstract. Modern area preserving projections employed by cartogra-
phers and geographers have closed forms when transitioning between the
sphere and the plane. Inversions - from the planar map to the spherical
approximation of the Earth - are slower, requiring iterative root finding
approaches or entirely undetermined. Recent optimizations of the com-
mon Inverse Snyder Equal Area Polyhedral projection have been fairly
successful, however the work herein improves it further by adjusting the
approximating polynomial. An evaluation against the original and im-
proved optimizations is provided, along with a previously unexplored
real-time analysis.

Keywords: equal area, projection, optimization, Snyder projection.

1 Introduction

The construction of maps which preserve area has long been discussed within
the cartographic community. Such a property is particularly desirable for the sci-
entific community. Researchers exploring migratory or meteorological patterns,
disease proliferation and control, and many other fields of study rely on accu-
rate areal and regional information. Even business analysts, exploring optimal
market demographics and product distribution benefit from area preserving rep-
resentations of the Earth. These digital environments act as models, or virtual
cyberworlds, upon which important analysis may be performed. As such, when
representing their spatially-aware data, it is imperative to preserve area when
translating between the spherical and planar maps these cyberworlds maintain.

Traditionally projections transform a point p on the Earth, to a point p′ on
the map (Figure 1), often preserving a variety of properties. Due to the spheric-
ity of the Earth, area and angle - or shape - are unable to be simultaneously
preserved [2]. The objective, then, becomes the absolute preservation of area,
while reducing shape distortion. In this way, the resultant data appears to be
of the correct form, but guarantees accurate regional calculations. Through the
novel use of a polyhedral surface, rather than a flat map, Snyder’s [14] polyhe-
dral projection is extremely successful at reducing angular distortion, and has
been recommended for equal area projections [8].

The inverse process - transforming from the planar representation to the
sphere - is of particular important, especially when working within a digital
environment. The visualization process tends to work with the planar maps and
images, but prefers a spherical visualization - as is the case for Google Earth [4].
As a result, the inverse projection becomes particularly important.

M.L. Gavrilova and C.J.K. Tan (Eds.): Trans. on Comput. Sci. XVI, LNCS 7380, pp. 134–148, 2012.
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Efficiency of both the forward and inverse projection is of extreme impor-
tance. For the visualization of a single lake, for example, a thousand points may
require projection. If hundreds of lakes are evaluated, over a million points must
be transformed. Park boundaries, roads and cities may also be projected - often
simultaneously - to meet the needs of businesses, military planners, and scien-
tific researchers. An efficient approach must be taken to meet their real-time
needs as motivated by geoscience visualization companies [12]. Consequently, an
operationally effective and memory efficient approach for an inverse projection
is desired.

Fig. 1. Projection from the Earth to Planar Map and Inverse (Right: Blue Marble,
NASA [11], Left: Mercator Projection, Google Maps [5])

Snyder’s equal area approach defines both a forward and inverse projection.
His unique approach - employing a polyhedron - and its resultant reduced angular
distortion, makes it highly desirable within the modern visualization community.
Area is maintained by applying the Lambert Azimuthal Equal Area projection [9]
to each of the respective faces, and then adjusted slightly to ensure accurate
edge matching. Through a collection of trigonometric equations, function F (p)
is defined. Its inverse, F−1(p), is computed by Snyder as a direct reversal of the
forward projection. Unfortunately, due to the trigonometric equations, a non-
linear system must be solved. Since neither Snyder nor traditional evaluations are
able to construct an analytical or closed form, numerical technique is employed.

As a consequence of this non-linear system, the computational time of solv-
ing this non-linear system is a large bottleneck. While the closed form of the
forward projection has a reliable computation time by calculating each of the
equations only once, the numerical technique for finding solutions for the inver-
sion causes an indeterminate number of repeated calculations before converging
to a desirable solution. Since these iterations are applied for each of the poten-
tially millions of inverse projection calls, the visualization and analysis process
can be immensely impeded.
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Few other approaches preserve area, while reducing shape distortion as suc-
cessfully as Snyder does. Leeuwen et al.’s Slice and Dice projection [10] offer a
potential alternative, however it does not define an inverse process, let along a
computationally efficient one.

Harrison et al. [7] were able to improve Snyder’s inverse process by reducing
the iterations to a one dimensional approximating curve. This improved initial
estimate reduced the convergence time, while still retaining precise area. An
alternative direct replacement of the iterative process with this approximating
curve resulted in a 45% faster calculation, with a displacement error of 5.9m, and
areal error of 0.7 km2. Expanding on this success, we have evaluated alternative
approximating curves, and analyzed the real-time improvements.

We start with a brief discussion of the Snyder equal area polyhedral projection,
and its inversion. The optimizations from Harrison et al. are reviewed. Our
expansions are then discussed. The different polynomial approximating curves
are evaluated, a real-time analysis is explored, and finally results are presented
accordingly.

2 Background

As computers have improved in power over the years, they have increasingly
been incorporated into different fields of study. As late as 1998, former US Vice
President, Al Gore proposed a Digital Earth framework [6]. The objective has
been to harness the capabilities of computing power to visualize and analyze the
Earth’s surface directly upon a 3D spherical representation. Consequently, pla-
nar input, such as satellite imagery, field surveys and other such 2D data must
be transformed into their respective spherical coordinates. While one way to
accomplish this is through the employment of accurate Geographic Information
System protocol, this is not applicable to large regional input, such as satel-
lite photography. Instead, data must be projected to the appropriate position.
These projections, between the planar map and the Earth, range in shape and
style, objective and aesthetic, developed continuously over the last two thousand
years [15].

These cartographic projections are thereby tasked with overcoming the prob-
lems faced with spherical to planar transference. In particular, the inability to
simultaneously preserve angle and area results in projections constructed and
employed based on the desired qualities of the specific task [2]. Projections are
often selected based on the need for preservation of area, preservation of shape,
distance and positional accuracy, and an ease of computation [13]. With the
prevalence of computers, this ease of computation becomes less critical to cartog-
raphers. However, within a Digital Earth framework, requiring immense quantity
of data, and a desired real-time analysis, computational complexity remains of
high importance.

Researchers and analysts exploring regional-based information, require preser-
vation of area. Equal area projections have been documented since Ptolemy’s
Geographia manuscripts in the second century [15], often incorporating other de-
sirable characteristics. The Werner projection of the 16th century, for example,
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is able to preserve a collection of longitudinal distances, at the expense of se-
vere shape distortion [15]. The Lambert Equal-Area projections - azimuthal and
cylindrical - present the Earth’s surface in a less distorted rectangular format.
While still employed today [3,16], it is unable to achieve the distance preservance
of Werner’s. The Mollweide projection retained areal equivalence while reducing
the angular distortion within the interior through its ellipsoidal shape [15]. Un-
fortunately, distortion is still exhibited along the boundaries and non-uniform
across the projection.

Fig. 2. Icosahedral Mapping Using Snyder Equal Area Projection [14]

As a result of employing a polyhedral surface for his projection, at the expense
of a discontinuous flattened map (Figure 2), Snyder [14] was able to reduce the
angular distortion due to the polyhedron’s close approximation to a sphere.
For example, an icosahedron achieves an angular deformation of less than 17.3o

and a scale variation of less than 16.3%. Furthermore, the employment of a
polyhedron more readily facilitates its visualization since a polyhedron, or mesh-
based, approach is commonly employed within computer visualization.

Alternative approaches have been presented. Leeuwen et al. [10], for exam-
ple, later demonstrated an alternative equal areal polyhedral projection, more
uniformly distributing the angular deformation across the surface. Their Slice
and Dice approach is initially constructed comparably to Snyder’s, but instead
of employing a modified Lambert Azimuthal equal area projection, they par-
tition the surfaces so as to preserve areal ratios. As a result, the distortion is
less noticeable, eliminating discontinuities and reducing cusps. Unfortunately, an
inverse projection is neither presented nor readily determined - a necessity for
computational visualization.

In order to guarantee a real-time visualization, it is important to discuss what
it means for a visualization to be real-time. For an interactive system, which
responds readily to an individual’s input, a visualization must redraw itself at
a minimum rate of 24 frames per second (fps). For 24 fps, this corresponds
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to 0.04167 seconds of screen time per frame. For items that are drawn on the
screen, it then becomes a matter of how many items, and for what intensity of
computational processing are we able to achieve within the 0.04167 seconds. A
review of the original Snyder inversion process is explored, and the number of
inverse calls possible within the 0.04167 seconds is determined.

3 Snyder’s Polyhedral Projection

An initial discussion of Snyder’s polyhedral projection is presented. This is fol-
lowed by the inversion and its drawbacks.

3.1 Snyder Projection

Snyder’s projection defines a function F mapping the spherical point p and
computing its position on the polyhedron. To do so, the Lambert Azimuthal
Equal-Area projection is centered upon each of the respective faces. In this
Lambert Azimuthal Equal-Area projection, a plane is set tangent to the sphere,
and points are projected along radial arcs down to this plane. For the Snyder
projection, it must be modified for the polyhedral employment to ensure precise
edge matching. F is construct by first decomposing the polyhedral faces into
their smallest symmetric region - always a right triangle (Figure 3). Then, the
area on the plane and on the sphere are made equivalent through a scaling factor
between the radius of the sphere, and the radius of the polyhedron’s inscribing
sphere. The third step defines a triangle on the polyhedron whose area exactly
matches that of a spherical triangle bounded by point P . Finally, the new point
P ′ is positioned along this triangle’s edge while maintaining areal scale.

Figure 3 visualizes the triangles and their variables. As illustrated, the main
face is divided into three subtriangles, and then further halved into right trian-
gles. Such a division may be applied to any regular polygon, and Snyder includes
the equations for alternative sphere-circumscribing polyhedra.

Figure 3 additionally illustrates several angles and vertices used through the
projection of point P to point P ′. Spherical triangle �ABC and polyhedral
triangle �A′B′C′ are constructed from the underlying polyhedral face with A,
A′ the centroids, B, B′ the vertices, and C, C′ each edge’s midpoint. During
area preservation, radius R of the spherical polyhedron is associated with radius
R′ of the sphere circumscribing the polyhedron. D is defined using a great circle
arc from A through P , intersecting BC. The resulting �ABD, with angles � G,
� H and � Az, determine �A′B′D′ with the same area. Angle or azimuth � Az′ is
used to determine �A′B′D′, which in turn computes point D′. In the final step,
the ratios between arc length q = AD and edge length d′ = A′D′ fix P ′ in place.
It should be noted that angles � Θ and � G are fixed for a given polyhedron.
These values are listed in Snyder’s paper [14].

Having defined these variables, they can then be used to more precisely recre-
ate the Snyder projection. The initial formulation of Snyder’s scaling based on
the radius R and R′ is well discussed by both Snyder [14] and Harrison et al. [7].
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Fig. 3. Spherical and Planar Icosahedron with Symmetric Decomposition (Red line
indicates the radius)

The subsequent step ensures the point retains area during throughout the pro-
jection, and therefore must position it precisely within the planar triangle. To do
so, we must position point D - which may be represented through the calculation
of � H - from the Spherical Law of Sines and Cosines as follows:

� H = arccos(sinAz sinG cos g − cosAz cosG), (1)

where g is the arclength between AB. Consequently, the area of �ABD is:

AABD =
(Az +G+H − 180o)πR2

180o
. (2)

To associate triangle �A′B′D′ with its circumscribing radius, and angles of
interest, Snyder defines the area as:

AA′B′D′ =
(R′ tan g)2 tanAz′

2(tanAz′ cotΘ + 1)
. (3)

Since we need AABD = AA′B′D′ , we transform equations 2 and 3 to define our
planar azimuth, Az′:

Az′ = arctan(2AABDR′2 tan2 g − 2AABD cotΘ).
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The final step positions point P ′ along this calculated azimuth, Az′ so that it
preserves areal scale. The proportionality factor is described in detail by Sny-
der [14] and Harrison et al. [7]. At this stage, the planar triangle coordinates
(x, y) for our projected point is determined.

It should be mentioned that the calculations presented by Snyder are strongly
tied to the specific layout of the flattened polyhedron. A visualization of the
layout, along with a table of offset coordinates are provided within his paper.

Though this forward projection requires several trigonometric calls, it is oth-
erwise a straightforward closed form.

3.2 Inverse Snyder Projection

The inversion reverses the forward projection, finding the spherical coordinates
of P given the coordinates of P ′ on the polyhedron. From the forward projection,
symmetric extraction and radius scaling requires nominal modification. The final
reversal of the forward projection - positioning P along great circle arc AD -
is also straightforward. The complexity resides within the calculation of Az. In
matching the areas of �ABD and �A′B′D′, we have Az′ and must compute
Az. Thus, we can define the area of �A′B′D′ as:

AA′B′D′ =
R′2 tan2 g

2(cotAz′ + cotΘ)
.

Setting this equal to the area of �ABD, from equation 2, it can be noted that
Az is involved linearly and trigonometrically, through the reliance of � H on
the arccos of sinAz and cosAz by equation 1. Solving for Az results in a non-
linear equation. Since a closed form is neither proposed nor easily determined,
Snyder suggests the Newton-Raphson iterative approach to deduce an adequate
value [14]. This approach computes the derivative and uses it to iteratively find
an improved approximate solution. Consequently, the following equations are
used:

g(Az) =
180oAA′B′D′

πR2
−G−H −Az + 180o (4)

g′(Az) =
cosAz sinG cos g + sinAz cosG

sinH
− 1 (5)

ΔAz = − g(Az)

g′(Az)
. (6)

On each iteration,ΔAz is added toAz untilΔAz goes below some pre-determined
threshold, ε.

These calculations are specified in Algorithm 1.
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Algorithm 1. Inverse Snyder Calculation

Require: face, Az′

lat ← 0
lon ← 0
// Convert Az′to symmetric subregion (not shown)
// Determine initial estimate for Az
Az ← Az′

AG ← R′2 tan2 g
cotAz′+cotΘ

δ ← 1
// Iterate using Newton-Raphson
while δ > ε, ε ∼ 0 do

F (Az) ← 180oAG
πR2 −G−H − Az + 180o

F ′(Az) ← cosAz sinG cos g+sinAz cosG
sinH

− 1

δ ← F (Az)
F ′(Az)

Az ← Az + δ
end while
// Unwrap Az, so it falls in the correct symmetric region of the face (not shown)

Due to the non-linear equation, the inverse projection requires a number of
iterations to converge on a value within a required accuracy. Furthermore, com-
putations within the iteration process are often repeated and therefore redun-
dant within a formal implementation. These repetitions have been identified and
removed by the previous body of optimization work.

4 Optimizations

With the lack of closed form, and resulting indeterminate iterations required for
root-finding, numerous optimizations were applied by Harrison et al. [7], to speed
up the process. In a graphical application where inversion calls occur millions of
times within a single screen of information, slow implementations impede real-
time requirements. While an order of magnitude in reduction is preferred, even
a constant reduction is beneficial.

These optimizations continue to be applied to an icosahedron. Application to
other sphere circumscribing regular polyhedra is possible, but beyond the focus
of the work.

Three types of optimizations were performed: operation reduction, curve fit-
ting and, lastly, iteration removal. The operation reductions employed common
computer science approaches, involving the identification and temporary storage
of repeated calculations. Furthermore, the simultaneous calculation of sin and
cos for angles which undergo both processes is improved through sincos direc-
tives. Such directives are capable of performing both computations in the time it
takes to evaluate one separately. The improvements were classified as trivial, and
were not, and continue not to be evaluated for improvements in optimization.
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Fig. 4. Azimuth Before Against Azimuth After Iterative Newton Raphson

The more insightful optimization involved the application of a curve fitting
approach. In this way, the Netwon Raphson iterations were initiated with a more
reliable estimate. It was observed that the formulae applied to Newton Raphson
were entirely dependant upon the input azimuth. When six thousand evenly
distributed values within the possible range of the azimuth (up to 60o on an
equilateral icosahedron face) were plotted against Newton Raphson’s resulting
azimuthal value, a smooth curve was constructed (Figure 4). To emphasize its
non-linear form, the exponential of its difference is also plotted: y = e5(f(x)−x).

Consequently the data is well suited for applying a polynomial approxima-
tion to for curve fitting. While higher degree polynomials were evaluated for the
resulting residuals (against the data, Table 1), only a cubic polynomial was con-
sidered for analysis. The assumption was that as the degree of the polynomial
increased, the operational requirements would offset the benefits of the improved
initial estimate. Within this work, the higher degree polynomials are more thor-
oughly evaluated, and constructed using Horner’s rule [1]. It should be noted
that when finding higher degree polynomials, coefficients must be non-zero. For
many of the even degree polynomials, this resulted in a close to zero coefficient
for the dominant term. The operation count, which is reduced through Horner’s
rule, is included within Table 1.

This improved estimate, through the use of a cubic approximating polynomial,
resulted in a 25% reduction in iterations, and a 15% reduction in computational
time. These improvements are possible while still ensuring the solution converges
to an accurate value.

Upon acquisition of such this improved estimate for the Newton Raphson it-
erative approach, an evaluation of eliminating iterations entirely was explored.
To this end, the result of the polynomial function was directly employed, and its
results evaluated. As expected, due to the lack of precision within the framework,
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Table 1. Polynomial Approximating Azimuthal Shift

Polynomial Sum of Squares Variance Operation
of Residuals of Residuals Count

Degree 1 1.19e+00 2.02e-04 2

Degree 2 9.27e-01 1.66e-04 4

Degree 3 2.30e-04 3.92e-08 6

Degree 4 2.06e-04 3.51e-08 8

Degree 5 2.51e-05 4.28e-09 10

Degree 6 2.20e-05 3.75e-09 12

Degree 7 9.06e-07 1.55e-10 14

Degree 8 7.90e-07 1.34e-10 16

Degree 9 4.79e-08 8.18e-12 18

Degree 10 4.61e-08 7.87e-12 20

positional and areal error was generated, though nominally. The elimination of
iterations resulted in a 45% reduction in computational time, at the expense of
0.7km2 areal error, and a displacement of 5.9 m. Consequently, for a visualiza-
tion, or analysis requirement, wherein such errors are negligible for visibility or
tolerance, the eliminated approach offers a viable alternative.

5 Supplemental Analysis

Lacking within the analysis of Harrison et al. is the briefly discussed polynomial
approximations. While it is assumed that a cubic polynomial is sufficient, evi-
dence is not provided to attest to this situation. As the polynomial improves the
estimation of the curve fitted data, it increases the possibility for a reduction in
iterations. Furthermore, the additional operational expense, for this improved
estimation enables a reduction in errors when iterations are eliminated and the
polynomial directly applied.

As such, different polynomial degrees are tested, and evaluated for their ability
to support improved estimations. Further evaluation of the resulting real-time
support is also explored.

6 Results

Implementation and testing occurred using Qt/C++ on an Intel i7 quad core
processor under Ubuntu 10.05.

The original implementation was contrasted against approaches described us-
ing a fitted polynomial. Polynomials of degrees one through ten are evaluated. It
was observed that a polynomial at degree ten no longer exhibits a time improve-
ment over the original, and as such, higher degrees are not considered. As with
Harrison et al., operation reduction is not considered for comparison. Instead,
the reduction of iterations through an improved initial estimate, and the elimi-
nation of iterations by full use of the polynomial approximation are evaluated.
An error analysis for the latter is also provided.
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For each of the three approaches - the original, improved polynomial approxi-
mation, and iteration elimination - profiling, using gprof (v2.17), was performed
100 times for a high resolution, or quality level. A resolution refers to the number
of times an icosahedron face is initially divided prior to vertex projection. For
example, the 100 × 100 resolution level employed for the tests herein will split
the face into 10,000 subtriangles. The vertices of these faces are then projected
through the respective inversions.

Numerical results are presented in Table 2. The ”Method” column indicates
the version explored - the original inverse projection, the improved polynomial
approximation, or the eliminated iterations variant. The average iteration reflects
the improved estimate reducing the iterative convergence. This is also visualized
in Figure 5, where the distribution of iterations across the surface of the sphere
coloured accordingly. As the approximation improves, it requires less iterations
to converge. The percent time improvement compares the improved and elimi-
nated approaches against the original. Iteration improvement over the original
is presented for the improved but not the eliminated approach as no iterations
occur.

Error analysis for the elimination approach can be found in Table 3. Here,
distance is an absolute value, and the average distance converted to metres.
Similarly, the average and maximal error - as a percentage - are presented. The
average area error is also converted into m2, based on the surface area of the
Earth being 510,072,000 km2. The distribution of area error is visualized in
Figure 6. Blue indicates an increase in area, whereas purple indicates a decrease.

(a) Original (b) Poly. Degree 1 (c) Poly. Degree 5 (d) Poly. Degree 8

Fig. 5. Iteration Distribution. Blue = 4, Green = 3, Red = 2

Analyzing the real-time support for the optimizations involves exploring how
many points may be projected within the aforementioned 0.04167 seconds. If we
assume that the only time consumption during the duration is the projection
of points, we observe - based on the average time per call that approximately
240,000 points may be mapped through the original inverse Snyder projection. If
we employ the improved iteration technique, this increases to 270,000. Due to the
large reduction in time for the eliminated approach, we observe approximately
440,000 points that may be projected in the same time frame. This corresponds
to the approximately 44% decrease in computational time. Of course, visualiza-
tion involves more than just the projection of points, however the values provided
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Table 2. Profiling Results

Poly. Method Avg Avg Std Dev. Time Iter
Degree Iter. Time (s) Improv. Improv.

Original 3.82 0.1019 0.0288

1 Improved 3.82 0.1003 0.0322 1.57% 0.00%

1 Eliminated 0 0.0531 0.0238 47.89%

2 Improved 2.75 0.0997 0.0302 0.99% 1.70%

2 Eliminated 0 0.0562 0.0226 44.19%

3 Improved 2.92 0.0939 0.0323 6.38% 23.56%

3 Eliminated 0 0.0550 0.0203 45.16%

4 Improved 3.26 0.0963 0.0322 3.51% 14.51%

4 Eliminated 0 0.0579 0.0240 41.98%

5 Improved 2.89 0.0915 0.0299 7.76% 24.19%

5 Eliminated 0 0.0553 0.0248 44.25%

6 Improved 2.85 0.0944 0.0334 5.22% 25.43%

6 Eliminated 0 0.0577 0.0251 42.07%

7 Improved 2.43 0.0854 0.0270 13.12% 36.27%

7 Eliminated 0 0.0579 0.0224 41.10%

8 Improved 2.31 0.0855 0.0293 15.09% 39.57%

8 Eliminated 0 0.0576 0.0230 42.80%

9 Improved 2.29 0.0830 0.0258 17.17% 40.13%

9 Eliminated 0 0.0558 0.0240 44.31%

10 Improved 3.74 0.0999 0.0308 4.31% 1.85%

10 Eliminated 0 0.0580 0.0227 44.44%

Table 3. Error Analysis of Elimination Approach

Poly. Avg Dist. Max Dist. Avg Dist. Avg Area Max Area Avg Area
Degree Error Error Error (m) Error (%) Error (%) Error (m2)

1 4.856e-03 2.193e-02 3.093e+02 -6.665e-04 9.754e-01 -1.700e+04

2 5.121e-03 3.451e-02 3.262e+02 -7.862e-04 9.690e-01 -2.005e+04

3 9.490e-05 6.193e-04 6.044e+00 1.758e-06 1.596e-02 4.485e+01

4 1.538e-03 1.223e-02 9.796e+01 -4.911e-05 9.876e-01 -1.253e+03

5 2.167e-04 1.640e-03 1.380e+01 2.428e-06 1.596e-01 6.193e+01

6 2.456e-05 2.831e-04 1.564e+00 2.237e-06 7.625e-03 5.705e+01

7 5.709e-06 6.889e-05 3.636e-01 5.883e-07 1.813e-03 1.500e+01

8 4.667e-06 6.842e-05 2.973e-01 7.744e-07 2.302e-03 1.975e+01

9 8.099e-06 7.995e-05 5.158e-01 1.366e-07 7.884e-03 3.485e-02

10 1.717e-01 1.820e+00 1.093e+04 -7.657e+00 7.670e-01 -1.953e+08
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(a) Poly. Degree 1 (b) Poly. Degree 5 (c) Poly. Degree 8

Fig. 6. Eliminated Distortion - Area Change. Blue - growth, Purple - reduction.

represent a maximal potential given the optimizations. The different quantity of
points that may be projected are visualized in the graph of Figure 7. The fig-
ure illustrates how the decrease in processing time for the iteration elimination
approach increases the number of projected points. Further, the number of pro-
jected points for the improved approach gradually increases, over the original,
as the degree, and consequently, the accuracy of the polynomial improves. This
increase reaches a peak when employing a polynomial of degree 9, whereas the
additional calculations for degree 10 begin to inhibit the improved approximation
thereby reducing the points that may be projected in real-time.

Fig. 7. Number of Points Projected in Real-Time (24 fps)

7 Discussion

Based on the error comparison between the original projection and the elimi-
nated approach, as illustrated in Table 3, distance and areal errors are improved
upon as the degree of the approximating polynomial increases. This corresponds
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to a better approximation for the fitted curve. For example, with a degree of
3, an average area error of 45 m2 occurs. A polynomial of degree 9, on the
other hand, has an average areal error corresponding to 3.5 m2. This reduction
in error increases the resolution upon which the system may employ the faster
elimination approach before this error becomes apparent.

The achievement of almost a half a million points, which may be projected
within the 24 fps requirement, is a great improvement over the quarter million
previously possible. This is particularly important when coupled with a visual-
ization system that exploits level of detail visualization techniques, and therefore
have the ability to employ the eliminated approach with simultaneous precision
at the high levels of detail.

8 Conclusion

With visualization systems requiring real-time accurate and equal area informa-
tion of large quantities of data, an effective projection mechanism is imperative.
With much data acquired through planar means, area preservation during spher-
ical conversion is important. Such an area preserving quality provides researchers
and businesses with accurate analysis of their data. Such analysis, along with the
visualization, relies on underlying feature outlines which may span thousands
or even millions of points for a single region. The conversion of these feature
points to their spherical coordinates requires both accuracy and efficiency. The
repeated employment of the inverse Snyder projection, as occurs in industry, can
be extremely time consuming - greatly limiting the number of points available
for display within a real-time framework. The speeds ups provided by Harrison
et al greatly reduce time taken for the iterative root-finding for the non-linear
calculations, however an improved approximating polynomial is able to further
improve these results.

Whereas Harrison et al found a 25% iteration reduction with a cubic poly-
nomial, upwards of 40% is possible with a degree 9. Furthermore, while the
higher degree doesn’t significantly improve the speed of the eliminated iteration
approach - roughly 45% - it reduces the error ten fold. This improvement in-
creases the amount of data that may be visualized until this erroneous threshold
is reached.

Finally, the real-time qualities of these optimizations are obvious and demon-
strate the need for their employment. Whereas the original Snyder inversion only
supported a quarter million points for projection, the optimized elimination ap-
proach supports almost one half million points. This increase in visualization
data lends itself to improved visualization, processing and analysis time.

If we consider the Earth as a perfect sphere, it remains of worth to expand on
this work further by analyzing the different sphere circumscribing polyhedron.
Snyder discovered his projection resulted in the least amount of distortion when
projecting with the truncated icosahedron. While the hexagons constructed are
challenging to incorporate into a computer graphics visualization, it may be
of worth to attempt to work around them to support a representation with
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reduced shape distortion. In the meanwhile, icosahedral support is employed
within industrial applications, and we have demonstrated further optimizations
which will benefit the community.
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novation and NSERC. We would like to thank Idan Shatz for his thoughtful
discussions.

References
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Abstract. Point cloud simplification has become a vital step in any point-based
surface processing pipeline. This paper describes a fast and effective algorithm
for point cloud simplification with feature preservation. First, feature points are
extracted by thresholding curvatures; Second, for non-feature points, they are
covered by distinct balls, the points in each ball are substituted by an optimized
point. Thus, the simplified point cloud consists of extracted feature points and
optimized points. This algorithm is able to produce coarse-to-fine models by con-
trolling a general error level. But the error level of each ball may be adaptively
adjusted according to the local curvature and density that can avoid holes gen-
eration during the simplification process. Finally, the simplified points are trian-
gulated by Cocone algorithm for surface reconstruction. This algorithm has been
applied to a set of large scanned models. Experimental results demonstrate that it
can generate high-quality surface approximation with feature preservation.

Keywords: Point Cloud Simplification, Surface Reconstruction, Quadric Error
Metrics.

1 Introduction

Due to recent advances in point cloud acquisition techniques, 3D object boundary sur-
faces are now commonly acquired with sub-millimeter accuracy. The initial output of
acquisition devices such as laser range scanners therefore generally consists of point
clouds of considerable redundancy. Unfortunately, the huge numbers of point clouds
will bring us a great deal of trouble in the downstream processing and the data storage,
transmission and rendering. By simplifying the point set first, the surface reconstruction
from simplified point cloud is accelerated significantly and the mesh simplification step
is avoided altogether. Furthermore, with the increasing availability of powerful point-
based modelling[1] and visualisation[2] techniques, the simplification of dense point
clouds for subsequent point-based rather than polygonal mesh-based processing plays
a rather important role by itself. In either case, point cloud simplification represents a
vital step in point-based surface processing pipeline.

Obviously the efficiency of point cloud simplification algorithm is essential for the
large scale input data. Meanwhile, to guarantee the quality of simplification result for
following geometric processing, we must take geometric features into account during
simplification process. Generally, clustering method may achieve high efficiency while
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a b c d e

Fig. 1a-e. Simplification and reconstruction of a Buddha model(543652 points). From a raw scan
with significant point-sampled data, our algorithm extracts the feature points, and calculates the
optimized points for the non-feature points. Those two kinds of points are then blended to produce
a simplified version for surface reconstruction. a Scanned Model, b Input Scan, c Feature Points,
d Coverage Balls, e Reconstruction

losing a lot original features, contrarily, particle simulation method could obtain satis-
fied result while losing some efficiency[12]. So we have to hold the tradeoff carefully
between quality and efficiency of simplification.

Our algorithm is an improved version of the algorithm proposed by Othake [20].
In our implementation, we sufficiently consider the feature preservation and can deal
with the non-uniform point cloud. We first extract the feature points by thresholding
curvatures, and then simplify the non-feature points by solving a collection of error
functions. The feature points and optimized points are assembled to reconstruct mesh
surface using Cocone [21] algorithm. Fig. 1a-e illustrates the pipeline of our approach.
Experimental results demonstrate that our method could reserve enough original feature
without loss of efficiency. In the rest of this paper, it is organized as follows. Section
2 gives a brief summary of related work and section 3 and 4 detail the preprocessing
and the algorithm. Experimental results and analysis are given in Section 5, followed
by concluding remarks in Section 6.

2 Related Work

In recent years, many researchers have focused on how to simplify redundant point
clouds efficiently and effectively. The re-sampling method calculates a set of new sam-
ples from the original point cloud based on certain rules. Dey et al. [3] present a point
cloud simplification approach, and adopt local curvature to detect the redundancy in
the input point cloud and to ensure relevant point densities; This is accomplished by
exploiting a 3D Voronoi diagram. Alexa et al. [4] uniformly reduce point cloud redun-
dancy by estimating a point’s contribution to the moving least squares (MLS) represen-
tation of the underlying surface. Those points contributing the least are subsequently
removed. This method does not guarantee the absence of insufficiently dense output
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point sets. Scheidegger et al. [5] extended the MLS approach to simplify point set sur-
faces and constructing a high-quality triangulation. Kalaiah and Varshney [6] get rid of
redundancy through measuring the redundancy of each individual point based on the
local geometric properties derived from the surrounding points. Lee et al. [7]presented
a simplification method that reduces the number of points using part geometry infor-
mation. In their work, the points are removed based on their normal vector values us-
ing 3D grids. Miao et al. [8] proposed a curvature-aware adaptive sampling method.
An adaptive mean-shift clustering scheme is designed to generate non-uniformly dis-
tributed sampling points. Bossonnat et al. [9] describe a coarse-to-fine point simplifi-
cation algorithm that randomly calculates a point subset and constructs a 3D Delaunay
triangulation. Moenning et al. [10] propose an intrinsic coarse-to-fine point simplifica-
tion algorithm that guarantees uniform or feature-sensitive distribution. However, their
method requires many computations and a large memory. Wu et al. [11] present a new
sub-sampling technique for dense point clouds which is specially adjusted to the partic-
ular geometric properties of circular or elliptical surface splats. A global optimization
scheme computes an approximately minimal set of splats that covers the entire surface
while staying below a globally prescribed maximum error tolerance.

Generally, re-sampling methods can produce high quality of output models while the
computation complexity is high. Clustering methods split the point cloud into a number
of sub-sets, each of which is replaced by one representative sample. Pauly [12] proposes
two types of clustering simplification algorithms. One type of the algorithms are based
on incremental region-growing starts from a random seed point and a cluster is built by
successively adding nearest neighbors. Such incremental region-growing is terminated
when the size of the cluster reaches a maximum bound. The other type of the algorithms
are hierarchical clusterings which compute the set of clusters recursively splits the point
cloud using a binary space partition. Yu et al. [13] present an Adaptive Simplification
Method (ASM) which is an efficient technique for simplifying point-based complex 3D
models based upon hierarchical cluster tree structure. Shi et al. [14] also present an
ASM by employing the k-means clustering algorithm to gather similar points together
in the spatial domain and uses the maximum normal vector deviation as a measure of
cluster scatter to partition the gathered point sets into a series of sub-clusters in the
feature field. However, the proposed method may generate uniformly distributed sparse
sampling points in the flat areas and necessary higher density in the high curvature
regions.

The clustering methods usually are simple and fast, however, the simplified mod-
els are not satisfied without optimization processing. Another important simplification
strategy for point-based surfaces is iterative reducing the number of points using an
atomic decimation operator. Decimation operations are usually arranged in a priority
queue according to an error metric that quantifies the error caused by the decimation
[12]. This kind of method is similar to mesh-based simplification methods mentioned
in [16]. Quadric error metrics is applied in [16] to measure the error caused by the mesh
contraction. Iterative method can obtain both satisfied quality and speed except a larger
memory consumption. In [17], a geometry-images-based simplification algorithm for
point-sampled surfaces is proposed and the point set surfaces are simplified accord-
ing to the curvature and simplified density fastly. Lee et al. [18] adopt discrete shape



152 Y. Li et al.

operator to find the weight of the features of the 3D model and extract the relevant
points for a dense input point set. Jong et al. [19] present a novel rapid and effective
point simplification algorithm using local coplanar analysis on the basis of an octree
data structure. By using the octree data structure, it proposes some hierarchical simpli-
fications and renderings for the base model to suit user demand.

3 Preprocessing

Assuming a piecewise smooth surface Φ that is approximated by a set of sampled points
P = {p1, · · · , pN}, our goal is to fast and effectively simplify it and create a high-
quality surface approximation. Typically, raw point cloud data are obtained by encoding
a group of overlapped range images and the local density is higher at the regions that
correspond to the overlapped regions of the range images. Thus, appropriate weights
are assigned to the points for compensating density irregularities. We assign to each
point pi ∈ P a weight ai defined by

ai =
1

K

K∑
j=1

‖pi − pj‖2 (1)

where {pj}Kj=1 ∈ P are the K nearest neighbors of pi. This weight scheme is sufficient
to compensate the density irregularities.

To extract the feature points, calculate the optimized points and compute the 2D
convex hull, we need to estimate the unit normals ℵ = {n1, · · · , nN} at the points of
P . Generally, unit normals can be directly acquired via photometric stereo [22][23].
If the point cloud data provide no normal information, we employ a method relied on
covariance analysis [24] to estimate them. The 3× 3 covariance matrix C for a sample
pi is given by

C =

⎡
⎣ pi,1 − p

· · ·
pi,K − p

⎤
⎦
T

·
⎡
⎣ pi,1 − p

· · ·
pi,K − p

⎤
⎦ , p =

K∑
j=1

pi,j (2)

where {pi,1, · · · , pi,K} is the K nearest neighbors of the point pi in P . Since C is sym-
metric and positive semi-definite, all eigenvalues are real-values and all eigenvectors
form an orthogonal frame [25]. The eigenvector corresponding to the smallest eigen-
value is taken as the normal vector of the point pi.

4 Point Simplification Algorithm

To simplify the point cloud, we first extract the feature points P f = {p1, · · · , pm}(0 ≤
m ≤ N), by thresholding point curvature, and then generate a collection of balls
centered at {c1, · · · , cn} with adaptive radius {r1, · · · , rn} covering the non-feature
points. The ball generation used in this paper is an improved version of the approach
proposed by Ohtake [20] for creating an approximately minimal set of spheres to cover
the whole point-sampled surface. The algorithm is described as follows:
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1. Extract the feature points according to curvature; The feature points are protected
and do not participate the following processing.

2. Set all non-feature points as uncovered.
3. Select point c from the set of uncovered points without regard to the order of the

selection and label this point as covered.
4. For the selected point c, evaluate r, the radius of ball centered at c, and an optimized

point v.
5. Calculate local curvature cur and density dens at point c. According to the local

properties, adjust the error threshold, and repeat step 4.
6. Project the non-feature set {‖p− c‖ < r} onto the plane tangent to c. Compute the

2D convex hull of the projections of P r
c . Label the points of P r

c which are projected
strictly inside the convex hull as covered.

7. Terminate the process if there are no more uncovered points. Otherwise return to
step 3.

4.1 Feature Points Extraction

Feature points describe the basic shape of the object and have a significant influence
on the quality of surface reconstruction. Thus, in order to avoid geometric information
lost, before simplifying the point cloud, we extract the feature points by thresholding
curvature. In further simplification process, those feature points will not be dealt with.

There are many kinds of feature points, we mainly focus on silhouettes and corners,
and extract them, because they are important visual cues for shape perception [26] and
are very effective at conveying shapes [27][28]. More precisely, silhouettes are those
points positioned at convex or concave boundaries, and corners are located at sharp
regions. If point p is a feature point, the curvature at this point is higher, i.e., the sum
of the distances from the k nearest neighbors of p to the tangent plane at p is higher.
Otherwise if point p is a non-feature point, the curvature is lower, i.e., the sum of the
distances from the k nearest neighbors of p to the tangent plane at p is lower. As seen
in Fig. 2, hollow points refer to the k nearest neighbors of point p, the distance sum is
higher which means the curvature at point p is higher, thus point p in the left image is a
feature point. In contrast, point p in the right image is a non-feature point.

Based on the analysis described above, we construct the measurement function as
follows:

measure(p) =
1

K

K∑
j=1

|(p− pj) · np| (3)

where {pj} are the k nearest neighbors of point p, np is the unit normal at p, (p −
pj) · np refers to the distance from the jth nearest neighbor to the tangent plane at p. If
measure(p) is higher than a threshold δ, this means point p is considered as a feature
point; Otherwise it is a non-feature point. To distinguish feature points and non-feature
points, we set threshold δ as follows:

δ =
α

N

N∑
i=1

measure(pi) (4)
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where N is the number of points, α is the adjustment factor. If measure(p) is higher
than δ, point p is set as a feature point. Otherwise it is a non-feature point. Fig. 3 and
Fig. 4 demonstrate the extracted quality of setting different α for the same models and
same α for different models.

Fig. 2. Measuring feature and non-feature points by curvature

4.2 Point Cloud Density

The extraction methods of point cloud characteristics can be roughly classified into two
categories: based on the point-to-point distance method and based on the clustering
method. We adopt the method based on point-to-point distance to analyze the density
distribution of the point cloud. For non-feature point set P ′ = {p′1, · · · , p′M}(0 < M <
N), we denote the distance between point p′i and p′j by dis(p′i, p

′
j), local density at point

p′i can be defined by

densi = min(dis(p′i, p
′
j)), (1 ≤ j ≤ M, i �= j) (5)

The average density of non-feature point set P ′ is given by

densi =
1

M

M∑
i=1

densi (6)

where M is the number of non-feature points. Thus, when we decrease densi, the al-
gorithm selects more points locally. From the magnified fragment of the left image of
Fig. 5, the density is changing in this region, thus, in the process of simplification, we
will sufficiently consider such region.

4.3 Curvature Estimation

In order to preserve more details, when simplifying the point cloud, we will sufficiently
consider the curvatures of the point cloud. There are many approaches to estimate the
curvatures on discrete points, such as Paraboloid Fitting approach, Circular Fitting ap-
proach, Guass-Bonnet approach and so on. The paraboloid fitting approach is used
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(a) Bunny model (35292points) with α from left to right assigned to 4.5 (278points), 3.5
(702points) and 2.5 (1086points), respectively.

(b) Hand model (39325points) with α from left to right assigned to 4.5 (372points), 3.5
(880points) and 2.5 (2228points), respectively.

Fig. 3. Different parameter values for the same models

in this paper to estimate the mean curvature, because it is more robust when using
paraboloid in the local neighborhood of a point to estimate the curvature, and can result
in most optimized results. Assuming paraboloid equation is

z = ax2 + bxy + cy2 (7)

For each non-feature point p, we fit a paraboloid by least square method using point p
and its k nearest neighbors. The coefficients a, b and c can be computed by solving a
linear equation, i.e., Ax = b, where matrix

A =

⎡
⎢⎣

x2
1 x1y1 y21
...

...
...

x2
K+1 xK+1yK+1 y2K+1

⎤
⎥⎦ , (8)
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(a) Chair model (212634points) and its extracted feature points
(4329points).

(b) Car model (30024) and its extracted feature points (1855).

Fig. 4. Same parameter value (α = 3.0) for different models

x = {a, b, c}T , (9)

b = {z1, z2, · · · , zK+1}T . (10)

This overdetermined equation can be solved by householder transformation to obtain
coefficients. Thus, the mean curvature at p is

Hi = a+ c, (11)

and the mean curvature of the non-feature point set is

H = (

M∑
i=1

Hi)/M. (12)

The right image of Fig. 5 shows the mean curvature visualization.

4.4 Ball Radius and Optimized Point

The core of the algorithm is computing a set of coverage balls with adaptive radius
{r1, · · · , rm} and optimized points {v1, · · · , vm} in each ball. The optimized points
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Fig. 5. Face model with varying local density (magnified fragment) and mean curvature
visualization using different colors

Fig. 6. Lucy model (262909 points) with different initial Terr. From left to right, original
model, extracted feature points (264 points with α = 3.5), coverage balls with Terr =
10−4(4646points), 10−5(21347points), 10−6(91019points), respectively.

will substitute the non-feature points in each ball for simplification. The approach is
based on local quadric error minimization strategy, and is an improved version of the
approach described by Ohtake[20] which set a fixed error threshold. In contrast, our
approach will adjust the error threshold according to local curvature and density.

For each selected ball centered at c, we calculate the adaptive radius r and an op-
timized point v in it. According to[20][16][11], we define a quadric error function for
each point c as follows:

Q(c, r, x) =
∑
j

wjGR(‖pj − c‖)(nj · (x− pj))
2 (13)

where weights {wj} are defined by (1), pj is a non-feature point within a bounding
sphere centered at c with radius R, nj is the unit normal at point pj , x is the potential
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Fig. 7. Children model (724742 points) and simplified model with different error values Terr.
From left to right, original model, models with Terr = 10−4, 10−5 and 10−6, respectively.

optimized point (we need further judge whether x is an optimized point ), nj(x − pj)
denotes the distance from point x to the tangent plane at point pj , r is the radius of
coveraged ball, GR(‖ · · · ‖) is a Gaussian-like function as defined by

Gσ(ρ) =

⎧⎨
⎩

exp(−8(ρ− σ)2) if |ρ| ≤ σ/2,
16/e2(1− |ρ|/σ)4 ifσ/2 < |ρ| ≤ σ,
0 ifσ < |ρ|.

In practice, we set R = 2r. FunctionQ(c, r, x) computes a weighted sum of the squared
distances from point x to the tangent planes at {pj} within spherical region ‖pj − c‖ ≤
R. If r in (13) is fixed, point xmin = xmin(r), the minimizer of Q(c, r, x) is easily
found by solving a system of linear equations. Thus we set error function

E(r) =
1

L

√
Q(c, r, xmin) (14)

where L is the length of a main diagonal of the bounding box of the point cloud. As
proved in [29], the error function E(r) weighs the curved degree of the reconstructed
surface inside sphere ‖x− c‖ < R. We get r by solving the following equation

E(r) = Terr (15)

where Terr is a user-controlled accuracy. E(r) is monotonically decreasing as r → 0,
thus, we can use bisection method to solve (14).

Once r is fixed, we check whether xmin lies inside or outside of region ‖x− c‖ < r.
If xmin is within this region, we use it as the optimized point v associated with the ball
centered at c. Otherwise, we set v = c, because the surface curvature in this region is
large and c there must be a sharp feature.

As seen, for each center c, the above-mentioned error threshold Terr is unaltered.
Actually, adjusting Terr for different center c will be more desirable according to the
local curvature and density. Thus, we compute the local curvature and density at point
c for regulating the accuracy Terr as follows:

1. If mean curvature Hi at ci is smaller than H and densi is larger than dens, this
fact means that this region is relatively flatter, we can increasingly augment Terr for
extending r to simplify more points.
2. If mean curvature Hi at ci is larger than H and densi is smaller than dens, which
indicates that this region contains more features, we decrease Terr for shrinking r to
save more points.
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Fig. 8. The reconstruction results produced by Cocone algorithm using the simplified points com-
pared with the original models are demonstrated. As seen, controlling different Terr can generate
different levels of detail.

As shown in Fig. 6, the error Terr controls the approximation accuracy, large Terr

results in large radius of coverage balls and simplify more points. Otherwise, small Terr

preserves more points. Fig. 7 demonstrates how different errors Terr control the final
simplified results.

5 Results and Analysis

5.1 Parameter Settings

To use our method, one must set two parameters beforehand, one is adjustment factor
α which determines the number of feature points. If α is larger, the threshold becomes
larger simultaneously, the number of feature points will naturally decrease. Otherwise
if α becomes smaller, there will be more points considered as feature points. Thus,
in the implementation, user can select different factors for different models. The other
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Fig. 9. The execution time of simplification with different error values Terr for different models.
The digital 4, 5, 6 on the abscissa refer to Terr = 10−4, 10−5 and 10−6, respectively.

Fig. 10. Time measurements of three main stages of the suface reconstruction process for the
models considered in Fig. 8

parameter is initial error Terr which controls the approximation accuracy. It determines
the tolerance of the optimized point and the size of radius of coveraged ball. See Fig. 8
for more details.

5.2 Timing and Computational Complexity

The execution time of experimental results is measured on a Pentium 4 (2.99GHz) PC
with 2GB of main memory. In the statistical data shown in Fig. 9 and Fig. 10, our
simplification is fast in obtaining the preferable results. Since we use kd− tree to find
nearest neighbors, the computational complexity is O(NlogN ), where N is the number
of points.

5.3 Simplification Quality

The algorithm first extracts the feature points in the original model, and then gener-
ates adaptive balls covered the non-feature points. We use Cocone algorithm to produce
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meshes, which takes the simplification results as input. Our error-controllable simplifi-
cation algorithm can produce levels-of-detail results with feature preservation, and the
simplification results can be used to generate high-quality meshes using Cocone algo-
rithm.

5.4 Limitations

The proposed algorithm is lack of strict theoretic proof and is basically an application
issue. In addition, this algorithm may not be to handle the sparse-point-set case.

6 Conclusions

We present a fast and robust algorithm for point cloud simplification. The algorithm
is an improved version of Ohtake’s approach. Our algorithm can reconstruct surfaces
from uniform and non-uniform point clouds. In the simplification process, we enable
the local properties to adjust the error threshold. The simplification results can ensure
the surface reconstruction results by using Cocone algorithm.
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Abstract. Based on our previous research, this paper integrated four aspects of 
the haptic rendering for virtual hand interaction, which included the contact, 
static grasp, movement, and collision of virtual hand. We presented a method of 
contact force rendering of virtual hand based on the human fingers’ force 
characteristics. A physically-based static grasp force rendering method was 
used to calculate the grasp force for virtual hand holding objects. Then, we 
deduced the algorithms to generate the realistic action force of the virtual hand 
grasping an object and moving in virtual environments. The algorithms were 
based on the kinematics and dynamics of the robot theory. With the impulse 
theorem and coefficient of elastic recovery, we analyzed the collision force with 
friction for virtual hand interaction. A special series of experimental results 
showed that the physically-based haptic rendering approaches for virtual hand 
interaction were computationally efficient while retaining a good level of 
realism. 

Keywords: Haptic rendering, Virtual hand, Interaction, Physically-based.  

1 Introduction 

The virtual hand is a better interactive mode than traditional interactive modes in 
virtual environments [1]. While virtual hands operating virtual objects, users hope the 
virtual reality systems could not only provide vivid visual scenes but also render 
realistic interaction force, which would improve the immersion and authenticity of the 
virtual environments. The realistic haptic rendering of virtual hand interaction has 
various applications [2], such as virtual surgery training [3], virtual assembly [4], 
virtual museums [5] and so on.  

We divide the interaction force of virtual hand into three types: contact force[6], 
grasp force[7],[8] and collision force[9]. Once one or more virtual fingertips touch a 
virtual object, the contact force of virtual hand is generated. It is useful to evaluate the 
virtual objects’ rigidity and viscosity. When two or more virtual fingers grasp an 
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object to keep its static equilibrium, the static grasp force of virtual hand is generated. 
It is useful to evaluate the virtual objects’ weight or motion state etc.  

Further, the static grasp force is different when the posture or motion state of the 
grasped object is changed, even if the grasp positions of the fingers keep fixed. For 
examples, the static grasp force of the fingers positive holding a basketball is less than 
upending the basketball at the same grasp positions. It’s more strenuous to lift a shot 
with accelerated motion than with homogeneous velocity motion. So, it is necessary 
to generate the realistic action force of the virtual hand statically grasping an object 
and moving in virtual environments. For the collision force of virtual hand, that 
means when a virtual object grasped by the virtual hand collided with other objects, 
the realistic impulse force should be acted on the virtual hand.  

Based on our previous research, this paper integrates these four aspects of the 
haptic rendering for virtual hand interaction, which includes the contact, static grasp, 
movement, and collision of virtual hand. 

Haptic rendering algorithms simulating point-contact, such as the proxy [10] and 
the god-object [11], had been popular for a decade thanks to their computational 
efficiency. An alternative way of distinguishing the existing haptic rendering 
techniques was based on the type of haptic interaction: point-based or ray-based. In 
point-based haptic interactions [11],[12],[13], only the end point of the haptic device, 
also known as the haptic interface point (HIP) or avatar of a virtual finger, interacted 
with objects. Each time the user moved the generic probe of the haptic device, the 
collision detection algorithms checked to see if the end point was inside the virtual 
object. If so, the depth of indentation was calculated as the distance between the 
current HIP and a surface point, such as the nearest surface point. Then according to 
the linear spring law, kxF = , where k  was the stiffness of the object and x was the 
depth of indentation, the contact force was calculated. In ray-based haptic interactions 
[14], the generic probe of the haptic device was modeled as a finite ray whose 
orientation was taken into account, and the collisions were checked between the ray 
and the objects. The collision detection algorithms returned the collision point, which 
was the intersection point between the ray and surface of the object. The distance 
between the collision point and the HIP along the surface normal at the collision point 
was taken to be the depth of indentation. Then the contact force was also calculated 
using the linear spring law. 

Borst et al. presented a spring model for virtual grasping that couples tracked hand 
configuration to a virtual hand model controlled by physical simulation, and also 
presented a new force rendering equation that uses the forces and torques of the 
spring model to render forces (or intensity levels) for haptic feedback gloves [15]. 
Popescu et al. applied a point-based algorithm [16] to grid points of meshes placed on 
virtual fingertips, summing mesh forces and applying a force mapping step that 
mapped resulting force to an actuator’s line of action [17]. Bergamasco et al. 
introduced physically-based object response by applying a force vector that included 
components of static friction, dynamic friction, normal contact forces, and external 
forces. The calculations were based on grids of control points placed on palmar sides 
of the virtual hand’s phalanges and palm [18]. Tzafestas investigated problems related 
particularly to the haptic interaction between the human operator and a virtual 
environment, and proposed a method to render interaction force, which was based on  
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the use of a weighted pseudo-inverse for the solution of the nonlinear optimization 
problem and the computation of feedback forces (or torques) to be applied on 
individual fingers/phalanges (or joints) of the human hand [19]. 

Iwata’s system transmitted maximum available torque to fingers that contacted a 
rigid object, and computed force and moment for palm feedback based on virtual 
palm and object configurations[20]. For the glove-mounted CyberGrasp system, 
Immersion developed the VirtualHand software toolkit. Details of its rendering 
method were not known [21].  

These algorithms were useful to render the haptic and interact with objects for virtual 
hands, but the authenticity of the interaction force had limited their applications. This 
paper focuses on the topic of realistic haptic rendering for virtual hand interaction, and 
discusses four aspects: 1) contact force generation with human fingers’ force 
characteristics; 2) physically-based static grasp force generation for virtual hand holding 
objects; 3) realistic action force generation for virtual hand grasping and moving an 
object in virtual environments; 4) realistic collision force with friction generation for 
virtual hand interaction in virtual environments. 

2 Contact Force Generation with Human Fingers’ Force 
Characteristics 

Both point-based [11] and ray-based [14] techniques didn’t take into account the real 
haptic characteristics of the human finger pad. We presented a realistic contact force 
rendering method with the human fingertip characteristics [6]. The method had 5 
steps. The first step was to measure the human finger pads’ contact force and contact 
area respectively by a force measuring apparatus. The second step was to analyze the 
intrinsic relationship between them, and deduced a contact force model to describe the 
real contact force properties of the human fingertips. The third was to build a virtual 
hand model by emulating the human fingers’ physiological tissues. And then an 
algorithm to calculate the virtual fingertips’ contact area was proposed in the fourth 
step. Based on the contact force model, the virtual contact areas algorithm and the 
virtual hand model, the fifth was to calculate the contact force while one or more 
virtual fingertips touching a virtual object suface. 

We achieved the contact force model to render the contact force for virtual hand 
interaction in virtual environments.  

SbbF 10lnln +=  or SbebF 1
0=                     (1) 

Here, F was the dependent variable of the fingertips’ contact force, S was the 

variable of the fingertips’ contact area, 0b was a constant and 1b  was a regression 

coefficient.  
The architecture of contact force rendering with human fingers’ force 

characteristics was illustrated in Fig. 1.  
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Fig. 1. Architecture of contact force rendering 

3 Physically-Based Grasp Force Generation for Virtual Hand 
Statically Grasping Objects 

Based on the theory of robot’s hand grasp, a physically-based general force model of 
virtual hand grasp was deduced. To overcome the solution uncertainty of the general 
force model, we proposed a minimum force spiral optimized model to solve the 
realistic grasp force screw [7]. 

 

Fig. 2. Coordinate systems of virtual hand interaction 

3.1 Coordinate System of Virtual Hand Interaction 

There were many elements in a virtual reality system with virtual hand interaction, 
such as virtual space, virtual objects, virtual hands etc. For laconic and efficient 
maintaining the virtual reality system, the coordinate systems for virtual hand 
interaction must be constructed to describe, analyze, and calculate the relationships 
among virtual environments, virtual hand, and virtual objects etc. 

The coordinate systems of virtual hand interaction included the world coordinate 
system, the virtual object coordinate system, the virtual object initial coordinate 
system, the virtual hand grasp coordinate system, and collision coordinate system etc. 
(see Fig.2 and Fig.3). Based on the Cartesian coordinate right-hand rule, the world 
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coordinate system xyzw was static, one and only one in the virtual environment. The 

virtual object coordinate system ozyx was dynamic, its reference frame was xyzw , 

its origin of coordinate was the mass center of the virtual object. The virtual object 
initial coordinate system xyzo was a posture fixed and position changeable 

coordinate system, its origin of coordinate was the mass center of the virtual object, 
its posture always kept the same as xyzw , and its position moved with the grasped 

object together. The virtual hand grasp coordinate system ixyzc was temporary 

constructed when the virtual hand grasped an object, and deleted when the virtual 
hand released an object. 

During the virtual hand interacted with the virtual environment, we accomplished 
the laconic description and highly efficient management of the virtual reality system 
by constructing, maintaining, modifying, deleting these coordinate systems. 

3.2 Minimum Force Spiral Optimized Model 

Virtual hand statically grasping object means the force screw equilibrium between the 
virtual finger force screw and the outside force screw acting on the grasped object. In 
the 6 D force space, the resultant force screw of the virtual fingers oF  must be equal 

to the other outside force screw
eF ),,,,,( z
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e MMMFFF . So, the physically-

based general force model for virtual hand grasp was listed: 

0=+ eo FF  or  ec FGf −=                           (2) 
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Unfortunately, the virtual finger force screw cf  in the general force model can only 

be solved in theory. It is because the general force model (Formula 2) in generalized 
force space has only 6 equations of equilibrium as shown in Formula 3, which can 
most solve 6 variables, however,  least 2 virtual finger force screws, each has 4 

variables ( x
if , y

if , z
if , z

im ) , need to be solved for virtual hand grasping an object. 

So, we proposed the minimum force spiral optimized model to solve the cf .  
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Optimized aim function: 
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Constrain conditions: 

ec FGf −= , z
ci

y
ci

x
ci fff μ≤+ 22 )()( , 0≥z

cif , and z
ci

z
ci fm γ≤  

Here: 0>γ  was friction factor of moment, μ was frictional coefficient , and 

Nkki ∈= ,.....3,2,1 . 

The minimum aim function meant the resultant force of the virtual fingers should be 
minimum, and at the same time should keep the static equilibrium of the grasped 
object. 

4 Grasp Force Rendering for Virtual Hand Moving Objects 

Referencing the manipulation theory of the dexterous robot hands [22], this session 
presents a realistic static grasp force rendering method for virtual hand moving 
objects. The method had 2 parts. The first part was to track the “ghost” point of the 
grasped object, which was used to judge whether or not the posture change of the 
grasped object. If the grasped object posture was changed, an algorithm was used to 
calculate the distribution of the external force imposed on the grasped object in the 
new posture, and the static grasp force of the virtual hand was regenerated according 
to the minimum force spiral optimized model [7]. If not, the static grasp force kept the 
previous value. Based on the kinematics theory, the second part was to track the mass 
center of the grasped object, which was used to judge whether or not the motion state 
change of the grasped object. If the grasped object motion state was changed, the 
resultant force which caused the motion state change of the grasped object could be 
achieved by the dynamics theory, and the static grasp force of the virtual hand was 
regenerated according to the minimum force spiral optimized model in the new 
motion state. If not, the static grasp force kept the previous value. Even the posture 
and motion state of the grasped virtual object were changed at the same time, the 
static grasp force of the virtual hand could also be regenerated by the proposed 
method. 

4.1 Judgment for the Posture Change of Grasped Object 

We proposed a way to judge whether or not the posture change of the grasped object. 
If the grasped object posture was changed, an algorithm was used to calculate the 
distribution of the external force imposed on the grasped object in the new posture, 
and the grasp force of the virtual hand was regenerated in real time.  

Along the coordinate axis oz of the initial coordinate system xyzo  of the grasped 

object, we selected a “ghost point” T in the grasped object. Vector ),,( TTTwT zyxP was 
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the “ghost point” T referenced to the world coordinate system. 
Vector ),,( ooowo zyxP was the mass center o of the grasped object referenced to the 

world coordinate system. Vector ),,( TTT zyxT ΔΔΔΔ  was the difference between 
wTP  

and
woP : 

wowT PPT −=Δ                                         (5) 

When the virtual hand moved the object from time t  to time tt Δ+ , the virtual reality 
system recorded the vector ),,( t

T
t
T

t
T

t zyxT ΔΔΔΔ at time t  and 

),,( tt
T

tt
T

tt
T

tt zyxT Δ+Δ+Δ+Δ+ ΔΔΔΔ at time tt Δ+  respectively. If ttt TT Δ+Δ≠Δ , it meant the 

grasped object’s posture was changed, else the grasped object kept the previous 
posture (see Fig. 3). 
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Fig. 3. Posture change of the grasped object 

4.2 Calculation of the Grasp Force for Grasped Object in Arbitrary Posture 

Without loss of generality, an algorithm was discussed to calculate the static grasp 
force, when the grasped object’s posture changed from the initial posture to an 
arbitrary posture. The key of this algorithm was to realize the transform of the 
external force screws acting on the grasped object. All external force screws, except 
the static grasp force screws, was referenced to the virtual object initial coordinate 
system xyzo . In the arbitrary posture of the grasped object, the external force screws 

must be transformed to the corresponding virtual object coordinate system ozyx . 

A transformation relation between the xyzo and the ozyx was deduced to realize 

the external force screw ),,,,,( z
ei

y
ei

x
ei

z
ei

y
ei

x
eiei MMMFFFF referenced the 

xyzo transforming to ),,,,,( z
ei

y
ei

x
ei

z
ei

y
ei

x
eiei MMMFFFF  referenced to the ozyx [8]. 

So, the force screw equilibrium constraint condition of the grasped object in 
arbitrary posture was represented as: 
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Equation 6 displaced the corresponding constrain condition of the minimum force 
spiral optimized model. Calculating the optimization model, the realistic static grasp 
force of the virtual hand at arbitrary posture was rendered in real time. 

4.3 Grasp Force Generation for the Motion State Change 

The motion states of the grasped object can be divided into 5 types in virtual 
environments: 1) Translation with homogeneous velocity, both posture and motion 
state keep stabilization, and the static grasp force screws are invariable. 2) Translation 
with variable velocity, its posture keeps stable, its motion state is variable, and the 
static grasp force screws are variable. 3) Rotation with homogeneous velocity, its 
posture is variable, its motion state keeps stable, and the static grasp force screws are 
variable. 4) Rotation with variable velocity, its posture and motion state are variable, 
and the static grasp force screws are variable. 5) Compound motion, which is the 
combination of above 4 motion states. 

An algorithm was proposed to analyze the static grasp force screw for the 
translation state change of the grasped object. The translation acceleration of the 
grasped object was calculated by tracking the mass center of the grasped object, and 
the resultant force which caused the translation state change could be obtained by the 
dynamics theory. Transforming the resultant force to the corresponding virtual object 
coordinate system, the grasp force of the virtual hand was regenerated according to the 
minimum force spiral optimized model in the new motion state.  

During the variable velocity translation of the grasped object, the position 
information was sampled in real time. Referencing the world coordinate 
system, ),,( oooo zyxP was the position vector of the mass center of the grasped object in 

t  time. In the movement interval
att Δ+ , the variable velocity translation was divided 

into two periods (initial movement period and end movement period). In the initial 
movement period (the interval was

vtΔ ), we got ),,( osososos zyxP , ),,( osososos zyxP ′′′′  as the 

starting location and the end location. In the end movement period (the interval 
was

vtΔ ), we got ),,( oeoeoeoe zyxP 、 ),,( oeoeoeoe zyxP ′′′′ as the starting location and the end 

location. Here, 
va tt Δ≥Δ 2 .Thus, the grasped object moved from ),,( osososos zyxP  

to ),,( oeoeoeoe zyxP ′′′′ , and its average translation velocity and acceleration were obtained 

by the follow equations: 
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By the dynamics theory, the resultant force ),,( z
a

y
a

x
aa FFFF  producing the translation 

acceleration was calculated: 
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It’s obvious the resultant force ),,( z
a

y
a

x
aa FFFF  was referenced to the world coordinate 

system. If the posture of the variable velocity translation grasped object was the same 
as its initial coordinate system, ),,( z

a
y

a
x

aa FFFF could be added to the force screw 

equilibrium constraint condition directly.  
If the posture of the variable velocity translation grasped object was changed, it’s 

necessary to transform the ),,( z
a

y
a

x
aa FFFF to ),,( z

a
y

a
x

aa FFFF , then added to the force 

screw equilibrium constraint condition as equation 13. 
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Equation 13 displaced the corresponding constrain condition of the minimum force 
spiral optimized model. Calculating the optimization model, the realistic static grasp 
force of the virtual hand in new motion state was rendered in real time. 
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5 Collision Force Rendering for Virtual Hand Interaction 

When a virtual object grasped by virtual hand collided with other objects, impulsive 
forces should act on the virtual hand. Based on the impulse theorem and the 
coefficient of elastic recovery, we discussed the collision force rendering for virtual 
hand interaction in virtual environments. Once a virtual object grasped by virtual hand 
collided with other objects, we calculated the collection force with the coulomb’s 
friction model in 3D space. Then, the collection force was transferred to the virtual 
hand by the minimum force spiral optimized model. So, realistic impulsive force 
acting on the virtual fingers could be rendered [9].  

Referring to the physical collision, two assumptions were adopted to simulate the 
virtual collision.  

 1) Collision force was larger than general force, such as gravity, spring force.        
 2) Displacement was not be happened after collision. 

Based on the impulsive theorem and physical means of restitution coefficient, the 
collision forces were calculated [9]: 
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The collision force moment were calculated: 
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Equation 14-17 displaced the corresponding constrain condition of the minimum 
force spiral optimized model. Calculating the optimization model, the realistic 
collision force was rendered in real time. 

6 Experiments 

A three-layer virtual hand model to handle the motion as well as the deformation was 
adopted. The virtual hand model was consisted of the skeleton layer, the muscle layer 
and the skin layer [23]. The skin layer was the polygonal mesh used for displaying, 
the skeleton model was built based on the anatomic structure of the human hand, and 
the muscle layer simulated the function of the human hand muscle. For strengthening 
visual realism, we mapped the images captured from real human hand as textures to 
the skin layer. 



 Physically-Based Haptic Rendering for Virtual Hand Interaction 173 

We had implemented the physically-based haptic rendering for virtual hand 
interaction in a CAVE-based virtual environment using the CAVELib™. The 
CAVELib™ was a powerful API that provided the cornerstone for creating robust 
interactive three-dimensional environments [24]. An ascension 6 degrees of freedom 
(DOF) tracking sensor was used for tracking user’s hand position. The CyberGlove® 
and the CyberGrasp® [16] were used to capture finger motions and provided force 
feedback respectively. The program ran on an SGI Onxy2 (with 4 CPUs and 2 IR4 
graphic pipelines). High-resolution stereo images were projected onto four imaging 
surfaces of the CAVE by four projectors. CrystalEyes shutter glasses and emitters 
were used to obtain stereoscopic view. And the arithmetic solver was LINDO  
API 3.0 [25]. 

6.1 Grasp Force Rendering for the Grasped Ball 

The virtual hand static grasped a 30 N ball, its radius was 2 cm , the frictional 
coefficient μ was 0.6, and the moment friction factorγ was 60 cm . Except the grasp 

force, only the gravity acted on the ball. The center of mass and the origin of 
coordinate were on the mass centre of the ball.  
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Fig. 4. Three fingers symmetric grasping a ball 

Referenced to the ball coordinate system, the grasp positions 
were )( 5.0,97.0,67.1 − , )( 5.0,97.0,67.1 −− , )( 5.0,93.1,0 −− , and the inner normal vectors 

were { }5.0,97.0,67.11 −−=n , { }5.0,97.0,67.12 −=n , { }5.0,93.1,03 =n   respectively (see 

Fig 4.). For testifying our proposed algorithms, the grasp positions and values were 
specially chosen. At this grasp posture, oy axis was the symmetry axis for the 

location of the index finger and middle finger. Three fingers static grasp the ball little 
below its max diameter, and equally located on the same horizontal level. 

In this case, the three finger force screws 
( )z
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z
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z
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y
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x
cc mfffmfffmffff 333322221111 ,,,,,,,,,,,=  were solved by the minimum force 

spiral optimized model,  ( )54.0,04.12,0,22.7,27.0,04.12,0,22.7,27.0,04.12,0,22.7 −−−−=cf . 

Namely, the resultant force of the thumb, index finger and middle finger 
NFFF ccc 04.14321 === . 



174 Y. Wenzhen, P. Zhigen, and C. Wenhua 

6.2 Grasp Force Rendering for the Ball Rotating a Circle around the 
wx Axis 

When the virtual hand grasping the ball rotated around the wx axis, The values of the 
grasp force were calculated to prove the correctness and feasibility of the proposed 
methods. 

Figure 5 showed the partial scenes of the virtual hand grasping the ball rotating a 
whole circle around the wx axis. Figure 6 showed each finger’s grasp force curve of 
this experiment respectively. Figure 7 displayed the resultant grasp force for this 
experiment. Partial values of the grasp force of the ball rotating around the wx axis 
were listed on table1. 

 

Fig. 5. A ball rotating around the wx axis 

Observing figure 6 and figure 7, we discovered some interesting phenomena: 1) 
The grasp forces of the index finger and middle finger were always the same. 2) 
When the ball rotated around the wx axis from 0o to 90o, the grasp force of the thumb 
was continuous increment, but the grasp forces of the index finger and middle finger 
were continuous decrement. 3) Nearby the 90o grasp position, the grasp force of the 
thumb almost equated the ball weight, and the grasp forces of the index finger and 
middle finger approximated to zero. 4) Nearby the 240o grasp position and the 300o 
grasp position, the grasp force of the thumb was same and almost least, but there 
existed the distinctive discrepancy of the grasp forces of the index finger and middle 
finger at the two grasp positions, one was NFF cc 69.2521 == , another was 

NFF cc 71.1621 == . 

These interesting phenomena were analyzed elaborately as follows: 1) The same 
grasp forces of the index finger and middle finger were caused by their grasp 
positions which were symmetrical with the oy  axis. 2) When the ball rotated around 

the wx axis from 0o to 90o, the change trend of the grasp force (increment of the 
thumb and decrement of the index finger and middle finger) was quite accordant as 
the daily experiences. 3) Nearby the 90o grasp position but absolute not at the 90o, the 
thumb almost could hold the ball solely without the help of other fingers. It’s decided 
by the grasp position of the thumb. 4) Nearby the 240o grasp position and the 300o 
grasp position, the action of the thumb was trifling, and the ball kept equilibrium with 
the index finger and middle finger. Nearby the 240o grasp position, the action of the 
index and middle finger was to avoid the ball falling down, but nearby the 300o grasp 
position, the index and middle finger was to lift the ball. It’s obvious that the index 
and middle finger was more laborious to avoid the ball falling down than to lift the 
ball. 
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Fig. 6. Static grasp force curve of each finger (rotating around the wxaxis) 
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Fig. 7. Curves of the resultant grasp force (rotating around the wx axis) 
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Table 1. Partial values of the grasp force for rotating around the wx axis (Unit: N ) 

Rotation angle Index finger (
1cF ) Middle finger (

2cF ) Thumb (
3cF ) 

0 o 14.04 14.04 14.04 
30 o 8.264 8.264 22.946 
60 o 14.904 14.904 27.984 
90 o 0.912 0.912 29.95 
120 o 10.257 10.257 34.47 
150 o 22.38 22.38 39.745 
180 o 35.254 35.254 35.254 
210 o 35.06 35.06 21.823 
240 o 25.69 25.69 3.39 
270 o 10.35 10.35 12.27 
300 o 16.71 16.71 3.38 
330 o 16.74 16.74 5.678 
360 o 14.04 14.04 14.04 

6.3 Collision Force Rendering for Virtual Hand Interaction 

We had also carried the experiments to render the collision force. Experiment results 
showed that using our collision force generation method, the user could sense realistic 
impulsive forces via the CyberGrasp data glove caused by virtual collision [9]. 

7 Conclusions 

The realistic haptic rendering is a complex phenomenon which is difficult to be 
emulated accurately in virtual environments. The physically-based haptic rendering 
for virtual hand interaction was introduced in this paper. 

According to the interaction manners of virtual hand (the contact, static grasp, 
movement, and collision of virtual hand), three type forces (contact force, grasp force 
and collision force) were generated with physically-based methods. Our experiments 
showed that we could “reasonably” emulate the action force for virtual hand 
interaction in a virtual environment. 

Many applications require the dynamic grasp force generation in virtual 
environments. The method is therefore being developed for the dynamic manipulations 
of virtual hand whilst trying to keep the algorithm clear and efficient. 
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The Advanced Open Metaplastic Platform for Cyber Art 
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Abstract. This paper introduces an open and conceptual platform of metaplastic 
discipline for the realization of new media and interdisciplinary methodologies 
of Cyber Arts between reality and virtual realities. It explains the theoretical 
and artistic background of metaplastic metaspace and virtual worlds evolutions. 

Keywords: Metaplastic, Virtual Worlds, Digital Art, Virtual Reality. 

1 Introduction 

The research is related to the previously published work about the term of Digital 
Metaplasticity that describes plastic qualities of the metaplastic media configurations 
and its expressions through the applications of abstract art languages and 
methodologies to virtual worlds. This paper re-defines the Metaplastic Metaspace 
model through enhanced social communications and creative possibilities of cultural 
production offered within the new virtual media. 

1.1 Designing Poetics in Imaginary Space 

The conceptual activity of designing Metaplastic Virtual Environments (VE) poses a 
number of problems to solve in different ways, through direct relations between the 
visitors' psychological being and both the embodying interface and the mediated 
content. The design’s process complexity involves several fields of knowledge like 
technical and scientific information, social, cultural and psychological factors. The 
abstraction levels and the construction of meaning for multidisciplinary analysis 
requires the development of a multidimensional knowledge system[17]. “The medium 
of ‘immersive virtual space’,or virtual reality as it is generally known has intriguing 
potential as an arena for constructing metaphors about our existential being-in the 
world and for exploring consciousness as it is experienced subjectively,as it is 
felt”[8]. The research about the human hybridization with the virtual space has been 
developed in various artistic currents like the Body Art, Fluxus and the most recently 
NetArt. From these analyses, emerge the need for suitable communication space. 
Canadian artist Davies realized it with her work a new kind of spaces. “Through 
which our minds may float among three-dimensionally extended yet virtual forms in a 
paradoxical combination of the ephemerally immaterial with what is perceived and 
bodily felt to be real”[8]. The philosopher Gaston Bachelard in his book “The poetics 
of space” examines the potential of psychological transformation of “real” places like 
deserts, valleys and deep sea, open spaces different from urban spaces to which we 
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have used to: “By changing space,by leaving the space of one’s usual sensibilities, 
one enters into communication with a space that is psychically innovating. For we do 
not change place, we change our nature”[2].  

Other significant examples could be found in the work of artists as Jeffrey Shaw 
and Petra Gemeinboek with “Uzume” and many others. Open virtual environments 
offer individual and collective access with different types of experience construction 
which stimulate emotions, introspection, reflection and consideration on surrounding 
space.  

Virtual reality immersive systems need new definitions of concepts and space 
movements, with logical tests and aesthetic values defined within user's interactions. 
Planning of dynamic processes within virtual environment requires a particular 
sensibility for dialog construction between user's extended senses and his surrounding 
immaterial space. This metaphysical space is a metaphor of the post-modern society 
which is completely immersed into globalized information fluxus. Metaplasticity tries 
to give an opportunity of redefinition of "user-human scale" condition, becoming an 
independent actor of its personal political and social knowledge dimension.  

2 Ars Metaplastica 

Nowadays interactive media contain dialogs with their spectators that are more than 
simply observers, they have an acting function. The interactive media is created with two 
actors. The first actor that originates or defines programming rules for (user's)spectator's 
conditions and the second actor-spectator that introduces the progress of artwork with the 
goal of acting in its potentiality, differently from the traditional spectator(user) that has 
no possibility of interaction. The media-work is therefore, constituted of two different 
semiotic objects: the Actor that is the computer program and the other object, the 
Spectator(user) with the role of co-authoring or co-acting. The Plasticity, concept in 
opposition with Elasticity, in digital media terms is a characteristic of the user's activities 
that within its own interaction process can create,modify and perform every form and 
content of  the newer virtual media. The increased plasticity of the post Web 2.0 digital 
media include the social dimension as another level of potentiality to extend human 
communicative and creative possibility for  the new virtual  communities. The term 
metaplasticity is defined within the neuroscience or in an algorithmic sense of plasticity 
which are different points of view from a definition that would be given in the metaplastic 
discipline. The Metaplastic discipline is composed with different transdisciplinary fields  
coming form Art,Design, Architecture, Cybernetics, Psychology, Semiotics, Artificial 
Intelligence and Computer Sciences. Metaplastic discipline defines proper goals 
characteristics with derivation from their originary disciplines as[17]:  

-Interdisciplinarity of existing relations between Art, Design, Science and 
Technology; 

- Dematerialization of artworks and its processes from their disciplines;  
-Hybridization between Aesthetics and Technology(hybridization type1) 

becomes  re-definition  of sensible forms production practices;it becomes in 
socialization through artworks and in different levels of interaction modalities: 
between artwork, author and spectator(hybridization type 3) and between  
society,science and technology (hybridization type 2); 
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-Interactivity as a fundamental paradigm of dynamic relations occurred among 
author,spectator and  artwork; 

- Synaesthetic immersivity of spectator through his sensorial and psychological 
involvement coordinated in the interactive representation; 

- Communication of Wisdom as a cultural goal to be obtained through the 
creation of new  metaplastic media.    

The Metaplastic Media, one of discipline's objects[17], within its own aesthetic 
and semantic codes define a new culture of the representation. Interaction 
processes defined with metaplastic codes, trace behaviors and plastic 
multisensorial qualities.  

Metaplastic languages or codes are methodologies based on abstract art 
languages rules applied to digital symbolic systems needed for the construction 
of Metaplastic media Entities. The following definitions introduce some other 
necessary levels of theoretical definitions: 

- Metaplastic Entities, also called Metaplastic Machines, are complex objects of 
any present and future typology, which directly act and interact within the 
applied metaplastic metalanguage rule configurations; 

- Metaplastic Virtual Worlds are digital spaces typology of Metaplastic Entities;  
- Metaplastic Metaspace(Open Metaplastic Platform) is a cyberspace composed 

with a network of Metaplastic Virtual Worlds [17] linked between themselves 
with elements called Balances. Some other new symbolic elements are added 
to the set of every metaplastic language. They are named as: Arrow, 
VisualTag, Cube Switcher, Cross sign, Plus sign and Minus sign. 

3 The MetaPlastic Virtual Medium 

The development of a theoretical meta-model for virtual media definition is based on  
the metaplastic ontology. This model is a conceptual map described within three 
fundamental study fields: the information field for the "Construction of knowledge"; 
the sensorial field for "Emotional involvement" and the area of "Social Participation". 
Every field mentioned before, was defined with more subfields. The parameters were 
placed on the conceptual map axis, each for every field through a qualitative 
evaluation to define a digital communication media. The two external zones were 
defined, respectively, as the "Private space" and the "Social space", within the use of 
media and its cultural content. The internal circle's width, visually indicated the 
conditions of being part of the media included or not included in the social spaces. 
Defining that media property, we defined different reality conditions: virtual reality, 
extended reality or mixed reality.  

The level that described the "emotional involvement" area, indicated which conditions 
had improved to create an immersive reality. The application of the methodology to the 
laboratory projects, defined their quality and made it visible for different categories and 
various relations levels. The resultant models of the virtual media, offered useful 
indications about the shared informations; the definition of the user's activity; the 
interaction modalities with the information and with other connected users. The visual 
language model had confirmed the importance of the aesthetic value as a meaning 
element and to emphasize the emotional intensity of the medium. 
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Fig. 1. MetaPlastic Ontology schema 

Metaplastic Metaspace properties: 

- Name: Name identification or Argument; 
- Type: node typology identification; 
- Url: node web address or hyperlink; 
- World position (GPS or Absolute local coordinates); 
- World angles rotation(GPS or Absolute local coordinates); 
- Nodes List (Visual/Textual configurations description). 

4 MetaSpace Structure Description 

The dynamic relations between each network nodes and the user  establish the 
metaspace meaning representation through its shapes and behaviours. The Metaspace 
acquires knowledge during its processes from every element. At the same time, some 
part of the ontological knowledge base is shared between the entities. The structure of  
elements are described in term of group and individual roles hierarchy. Every virtual 
world (node) has its own node name, type,web address(URL) and a hyperlink 
network(Node List) that refers to other virtual worlds (subnodes) connected to the 
previous one and all between each other. ”The visual language is made of related 
meaning and events dynamics within the metaspace. The movement is determined 
from the qualitative relations and quantitative elements between the environment, its 



 The Advanced Open Metaplastic Platform for Cyber Art 183 

own network nodes and the user. These dynamic relations establish the equilibrium of 
the virtual space determining the meaning representation through its shapes and 
spatial relations”[17]. The Metaspace  includes a different kind of symbolic visual 
elements. Each of these elements have their specific and necessary role.They are 
described in the following part. 

4.1 The Balance 

It is a  particular element of the structure that links every node to each other of the 
metaplastic metaspace (artwork). It rules the dynamics of the plastic space and their 
elements within its own regulation.There are different kind of balances for: Form, 
Movements and Chromatic elements. The balance function is computed between the x 
and y state values of the linked space elements as: 

 

Fig. 2. The Balance 

State gradient value (x,y)    [0..1] scale;                (1) 
Balance f(x,y) = y*(gradient x(0)+gradient x(0.5)-gradient x(0/0.5));                   (2) 

The sum of balances establish the dynamic forming of the complex network of  the 
metaspace [17]. 

 

Fig. 3. The metaspace results as a complex balanced structure 

4.2 Other MetaSpace Elements 

The Arrow It is a sign of movement direction (hyperlink) that guides to another 
location as a webspace or a local information address. It is visualized as a cone with 
vertices that indicate the destination versus. 
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The Visual Tag. It is a  sign of static information visualized as a square that contains 
static or animated interactive multimedia contents (text,image,video,web page,etc.). 

This sign could be assigned with an arrow that leads to a specific web location of 
information. 

The Cube Switcher. By Touching or Proximity this sign causes an information state 
change. It could be assigned to both of the previous kind of signs or directly to 
metaspace balances or its own properties of  form,color or movement. 

The Cross. It is a  sign for deletion of every current selected element of the metaspace  
environment.  

The Plus. It is a  sign for adding a new element of the current selected type in the  
metaspace  environment.  

The Minus. It is a  sign for subtracting the current selected element from the  
metaspace  environment.  

 

Fig. 4. Set of Metaplastic Visual Interaction Signs 

5 The MetaSpace Interaction Processes 

The cyberartist can interact with the Metaspace(FSM fuzzy system)and its own 
interactive elements  through  the pointing, relocation, clicking, proximity and remote 
touch functions available from the input system devices. The Virtual environment is 
driven by previously defined abstract art rule relations that transform sequences of 
user's sensory inputs,which produce feedback and send it as a response to the output 
of the system. The sensorial result is a fuzzy truth value [17] that activates the 
decision making process[17] of the metaplastic space. The artist during his own cyber 
performance, differ his emotional states with the virtual environment,which change 
continuosly from “Sensing” to “Feeling” states through recursive cycles of feedback. 
This interactive process is called Metaplastic Dialog System or Extended Senses[17]. 
The cyberperformer's immersive experience is produced by the Metaspace 
simultaneously in three ways: the absorption of the input device into the artist's body 
image; the integration of the screen interface into the artist's extended body 
boundaries; and the activation of surrounding space through multisensory and haptic 
feedback. The state transitions of the metaspace elements are activated generally by 
proximity through their threshold sensor that defines its own interactive zone with the 
cyber performer. In the same case, for example if there is a Cube Switcher, it can act 
independently from their interactive zone. The cyberperformer's five Senses 
defuzzified values can be used as an expression of the user's stimulation and its new 
emotional state caused by external environmental inputs and output system values. 
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The behaviors of the Metaspace environment system are in their processes on the  
visual rules matrix of relations among dynamic elements. The interaction within the 
dynamic cycles unifies sensorial states of the virtual environment,creating complex 
behaviors between itself and its own elements, by assigning meaning through 
movement codification of interactive forms in the “Red and Black”[17] semantic 
metaspace.  

FSM Act i =1-f(interp(Si(w)vision,Si(w)hearing,Si(w)touch,Si(w)body mov.))t ;  (3) 
 
Metaspace RhytmForm= Σ i( fActi *f(interp(Entityk statei,Entity k+1 statei)) t  ;    (4) 
 
where: Act = Interaction state graduation; S = Senses function; w = Emotional state 
weight [0..1]; i = dialogue state;  t = action time; interp=interpolation function;  
Entity state = Metaspace Entity state. 
 
Rule 1: if sign value - and  intensity -100  then  w = 0.0   
[Relaxed emotional state]; 
 
Rule 2: if sign value +/- and  intensity 0  then  w = 0.20   
[Mildly interested emotional state]; 
 
Rule 3: if sign value + and  intensity 50 then  w = 0.50 
[Interested emotional state]; 
 
Rule 4: if sign value + and  intensity 100   then  w =  0.75   
[Involved emotional state]; 
 
Rule 5: if sign value + and  intensity 150   then  w =  0.85   
[High involved emotional state]. 
 
The resulting w value from the previous function is used to obtain final Act state 
graduation for different output channels interaction processes results(vision,body, 
hearing,touch). 

6 Human-Interaction with Real and Virtual Spaces 

The Metaplastic Open Metaspace interactive media is a modality that unifies the 
user's interaction processes within mixed realities spaces. The Multi-plasticity of 
multi-sensorial and multi-directional communications properties are driven by their 
own  dialog system. The system includes the whole body interaction through the 
production of multisensorial feedback within both the metaplastic virtual spaces and  
physical interactive devices. The human haptic interaction in the shared virtual space 
produces the sensation of tele-presence within the system while the mediated physical 
feedback with the objects enforce the feeling of  extended body senses. 
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Fig. 5. The Metaspace different realities schema 

7 As a Living Art System  

The same methodology described above can be useful in applying it to the metaplastic 
virtual worlds as a living artworks system. Fluid immersive multidimensional space 
is,in fact, a landscape of knowledge where the user could make his abstract 
surrounding experience. The interactor or virtual performer redefines his role within 
its abstract space immersion. This enables him to interact with the environment and 
make new forms of data creations,also with other connected users. The user in his 
relation with the synthetic environment realizes different level of 
participation/inclusion within the system, which changes his role from spectator to 
interactor and at the end “immersant”,defined with Char Davies's words in her 
installation “Osmose”[8]. The volume forms develop into a system maps and have a 
route orientation function.The orientation in the system is possible through signs 
which indicate to users the possible options. The remote presence of the user's body 
and his extended senses are indicated within the Klee's man as a virtual pointer of 
analogue/opposite field polarity in the immaterial-materiality of sound,light,form and 
colour that produce various space aesthetic effects. The user in these new metaplastic 
space could explore and interact with the artwork and contribute to change,delete or 
recreate it in different conceptual landscapes. User's results give important 
information about the conceptual expression of his artwork and the resulting 
knowledge map and their dynamics within the virtual environments. Interactions in 
performance produce aesthetic effects of the virtual environment with transforming 
the entire system into a new artwork. 
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Fig. 6. The Living CyberArt System in action 

In this example the picture background is from Paul Klee painting. 

 

Fig. 7. The virtual performance system schema 

8 The MetaPlastic Platform System 

The Metaplastic Open Platform system[1] is used as digital environments with 
different usage, for  example: Web 3d, interactive games, virtual museums, digital 
archives, interface systems, mobile applications, virtual art platform and installations. 
It is an open source software development environment for creating and deploying  
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deeply collaborative virtual worlds on multiple operating systems and devices. It is, in 
fact, a multi-platform system that is available for Windows and Java locally, online 
and mobile uses. The Metaplastic Platform shares its virtual worlds in different 
typologies for any kind of application through its own SDK. The complete system is 
available in different configurations for Personal Computers, PDAs, Mobile Phones 
and other mobile devices. The Platform is shared with the public in an open format in 
order to use all of its own features.  

It is easy to configure with its own 3d interface functions or within simple XML 
configuration files. Some user's interaction choices or environment settings are 
possible also to modify with textual scripts during the software running. The user can 
interact with the system with different external devices as mouse,keyboard,gloves, 
touch-screens, GPR satellite world localization functions and environmental sensors. 
The metaplastic system enhance the performance and offers a multi-server 
architecture with containing the network and every other proper entity's state and 
characteristics. Entities send their messages to the server regarding their states 
evaluations.The server computes every network interaction state and decides what 
message should be sent and to which entity. This process continues from and to every 
connected server in the network.The network system cooperates online for 
simultaneous and distributed execution of each of its own metaspace_node between 
the client and the server through its own software applications. The software engine is 
a 3d graphic environment based on a specific graphic library that guides the system 
capabilities to draw the virtual space contents in real-time mode. The scene control 
uses different low-level functions of the system to properly combine virtual space 
elements with the user inputs. The Metaplastic Virtual Platform system is suitable for 
the main operating systems(Windows,Linux and Java) as a stand-alone executable or 
embedded on web browsers or within mobile devices  in single or multi-users  
interactive environments. It runs with the following step process:  

-A. The scene control begins with the user sensorial input analyses through the 
proximity function of the fuzzy dialog control system; 

-B. The Fuzzy state machine (FSM) makes the evaluations, previously defined 
from membership sets and fuzzy rules; 

-C. The Balance function makes its evaluation with previously calculated 
values.The Balance results activate all interaction processes and behaviours 
of the entire system; 

-D.The resulting values compose the semantic codification of virtual space; 
-E. This step provides the 3d calculations to build up the virtual space model; 
-F. The virtual space scene is visualized with the system drawing functions.  

 
Within this phase, the system communicates with the web server to update the system 
states and gives the resulting feedback to the Fuzzy sensorial decision-making process 
(A phase). Finally, all the output results are combined with the user inputs into a new 
interaction cycle. 
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Fig. 8. Metaspace real-time rendering and Network System 

9 Conclusion and Future Works  

In conclusion, the virtual semantic system of the metaplastic virtual worlds opens a 
possibility for a profound analysis of numerous applications that emerge into social 
communities and networks on the Web. The metaplastic vision already contains its 
Klee's original sense and social ethics indicated by Stendhal's homonymous literature 
masterpiece. The metaplastic virtual world is proposed as a conceptual tool of 
Contemporary society and  indicate the opportunity for social content evaluation on 
the Net by underlining problems and contradictions through the Red and Black 
semantics.Within actual globalized panorama the tensions of sustainability, economy 
and development, is where this semiotic model offers a new possibility of social 
topics representation and explanation from virtuality to reality.  

The practical applications of this theory, its evolutions and new advances,include 
an open digital platform for different usage(web3d environments, interactive games, 
virtual museums, digital archives, interface systems, mobile applications, virtual art 
platform and installations). 

References 

1. Artsmachine, The Virtual Metaplasticity platform project, 
http://www.artsmachine.com 

2. Bachelard, G.: The poetics of space, p. 203. Beacon Press, Boston (1966) 
3. Barfield, W., Zelter, D., Sheridan, T.B., Slater, M.: Presence and Performance within 

Virtual Environments. In: Barfield, W., Furness, T.A. (eds.) Virtual Environments and 
Advanced Interface Design. Oxford University Press, Oxford (1995) 



190 G. Mura 

4. Benedict, M. (ed.): Cyberspace First Step. MIT Press, Cambridge (1991) 
5. Bru, C.: L’estetique de l’abstraction. Presses Universitaries de France, Paris (1955) 
6. Chomsky, N.: Three models for the description of language in Information and Control, on 

certain formal properties of grammars. IRE Transactions on Information Theory 2 (1959) 
7. Coates, G.: A virtual Show. A multimedia performance work, San Francisco, USA (1992)  
8. Davies, C.: Multimedia: from Wagner to Virtual Reality, pp. 293–300. W.W. Norton & 

Company, New York (2001) 
9. Eco, U., Munari, B.: Arte Programmata (Olivetti catalogue), Milano, Italy, Olivetti (1962) 

10. Fink, C.A.: Searching for the most powerful behavioral theory: the whole of the Behavior 
Systems Research Institute and the Behavioral Model Analysis Center. Fink, Falls Church 
(1979) 

11. Goodman, N.: Languages of Art. An approach to a Theory of Symbols. Bobbs-Merril, 
Indianapolis (1988) 

12. Grau, O.: Virtual Art. MIT Press, Cambridge (2003) 
13. Greimas, A.J., Courtés, J.: Semiotics and Language: An Analytical Dictionary. Indiana 

University Press, Bloomington (1982) 
14. Holtzman, S.R.: Digital Mantras. MIT Press, Cambridge (1995) 
15. Laurel, B.: The Art of Human-Computer Interface Design. Addison-Wesley, Reading 

(1990) 
16. Moles, A.A.: Art et Ordinateur. Blusson, Paris (1990) 
17. Mura, G.: MetaPlasticity in Virtual Worlds:Aesthetics and Semantics Concepts. IGI-

Global, USA (2010) 
18. Mura, G.: Multiplasticity of new media in Multiple Sensorial Media Advances and 

Applications: new development in MulSe-Media. In: Ghinea, G., Gulliver, S.R., Andres, F. 
(eds.) IGI-Global, USA (2011) 

19. Mura, G.: The Metaplastic Constructor in CAC 2 Computer Art. Europia, Paris (2008) 
20. Perrot, X., Mura, G.: Workshop Virtuality in Arts and Design: Virtual exhibition projects, 

Archives and Museum Informatics (2005), http://www.archimuse.com  
21. Thürlemann, F.: Paul Klee. Analyse sémiotique de trois peintures. L’Age d’Homme, 

Lausanne (1982) 
22. Wiener, N.: The Human Use of Human Beings: Cybernetics and Society. Da Capo Press, 

Cambridge (1988) 
23. Zadeh, L.: Biological application of the theory of fuzzy sets and systems. In: The 

Proceedings of an International Symposium on BioCybernetics of the Central Nervous 
System, pp. 199–206. Little Brown, Boston (1969) 



Author Index

Afanasiev, Valery 17
Aleshin, Vladimir 17

Bobkov, Alexander 17

Cho, Gyuchoon 77

Dutoit, Thierry 34

Gavrilova, Marina L. 77

Harrison, Erika 134

Klimenko, Stanislav 17
Kodama, Toshio 115
Kuliev, Vitaly 17
Kunii, Tosiyasu L. 95, 115

Lees, Michael 55
Li, Yichen 149

Mahdavi-Amiri, Ali 134
Mura, Gianluca 179

Nahavandi, Saeid 1
Najdovski, Zoran 1
Novgorodtsev, Dmitry 17

Ohmori, Kenji 95

Pang, Mingyong 149

Rosenthal, Richard 77

Samavati, Faramarz 134
Seki, Yoichi 115
Sourin, Alexei 1

Tilmanne, Joëlle 34
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