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Abstract. Novelty search is a recent and promising evolutionary tech-
nique. The main idea behind it is to reward novel solutions instead of
progress towards a fixed goal, in order to avoid premature convergence
and deception. In this paper, we use novelty search together with NEAT,
to evolve neuro-controllers for a swarm of simulated robots that should
perform an aggregation task. In the past, novelty search has been ap-
plied to single robot systems. We demonstrate that novelty search can
be applied successfully to multirobot systems, and we discuss the chal-
lenges introduced when moving from a single robot setup to a multirobot
setup. Our results show that novelty search can outperform the fitness-
based evolution in swarm robotic systems, finding (i) a more diverse set
of successful solutions to an aggregation task, (ii) solutions with higher
fitness scores earlier in the evolutionary runs, and (iii) simpler solutions
in terms of the topological complexity of the evolved neural networks.

1 Introduction

Novelty search [10] is a divergent evolutionary technique. In traditional evolu-
tionary computation, candidate solutions are scored by an objective function
that has been derived directly from the task or problem for which a solution is
sought. Novelty search does not drive the evolutionary process toward a fixed
goal. In novelty search, candidate solutions are scored based on how different
they are from solutions seen so far and the evolutionary process is therefore con-
tinuously driven towards novelty. As a result, novelty search has the potential to
overcome deception [4]. Deception can be a challenging problem in evolutionary
computation and occurs when the evolutionary process converges prematurely to
a local optimum because the objective function fails to reward the intermediate
steps needed to achieve the final goal. Lehman and Stanley [10] have shown that,
although novelty search does not pursue a goal directly, it may be able to find
the goal faster and more consistently than traditional fitness-based evolution.
Novelty search has also proven to be able to find a greater diversity of solutions
to a problem than traditional fitness-based evolution [11].

Novelty search has been successfully applied to many domains, including non-
collective evolutionary robotics in tasks such as maze navigation [10,13], T-maze
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tasks that require lifetime learning [14], biped walking [10], and the deceptive
tartarus problem [3]. There are many motivations behind the use of evolution-
ary techniques for the design of a control system for a robot [5]. In a multirobot
domain in particular, the dynamical interactions among robots and the environ-
ment make it difficult to hand-design a control system for the robots that yields
the desired macroscopic swarm behaviours. However, artificial evolution has been
shown capable of exploiting these dynamic features and synthesise self-organised
behaviours [18].

In this paper, we use novelty search to evolve neural controllers for swarm
robotic systems, where fitness-based evolutionary approaches has been previ-
ously used. Our motivation for applying novelty search to swarm robotic systems
is their high level of complexity, resulting from the intricate dynamics between
many interacting units. As the complexity of a task or a system increases, artifi-
cial evolution is more likely to get affected by deception [19], and novelty search
has been shown capable of overcoming deception [10]. The drive of novelty search
towards behavioural diversity is also valuable because it can generate a diversity
of solutions in a single evolutionary run, as opposed to fitness-based evolution,
in which a particular run often converges to a single solution.

There are many works that describe the evolution of robot swarms with neu-
roevolution methods that optimise only the weights of the neural network. How-
ever, the evolution of the network topology along with the weights has proved to
be beneficial in other domains [19,16]. In this paper, we use NEAT (NeuroEvolu-
tion of Augmenting Topologies) [17] to evolve the neural controllers used by the
robots in a swarm. NEAT is a method that evolves both the network topology
and weights, allowing solutions to become gradually more complex as they be-
come better [17]. The use of novelty search together with NEAT is motivated by
the complexifying nature of NEAT, which imposes some order in the exploration
of the behaviour space, because simple controllers are explored before moving
on to more complex ones.

We use an aggregation task for the experiments in this study. In this task,
the robots should move around in an environment to search for each other and
ultimately form a single aggregate. Aggregation is of particular interest since it
stands as a prerequisite for other forms of cooperation in swarm robotics sys-
tems [18]. This task has been used in previous works in evolutionary swarm
robotics [2,18,1]. In our experiments, the domain was made challenging by in-
creasing the size of the arena and by reducing the sensors capabilities, compared
to the previous studies on aggregation in robots.

2 Background

In this section, we review the related work on aggregation in evolutionary robotics,
the NEAT neuroevolution method used in our experiments, and the novelty
search method.
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2.1 Evolution of Aggregation Behaviours

Several works describe the evolution of aggregation behaviours in swarms of
robots, where neural networks with fixed topologies are evolved via evolutionary
algorithms guided by fitness. Baldassarre et al. [2] successfully evolved controllers
for a swarm of robots to aggregate and move towards a light source in a clus-
tered formation. Trianni et al. [18] describe the evolution of a swarm of simple
robots to perform aggregation in a square arena. In this experiment, two differ-
ent behaviours were evolved: a static clustering which forms compact and stable
aggregates and a dynamic clustering which creates loose but moving aggregates.
Bahgeçi et al. [1] used a similar experimental setup as [18], and studied how
some parameters of the evolutionary methods affect the performance and the
scalability of the behaviours in swarm robotic systems.

In these studies, the robots used directional sound sensors and sound signalling
to identify other robots in the environment. Sound signalling enabled robots to
follow sound gradients in order to aggregate. In fact, these works show that
neural networks without any hidden neurons are sufficient to successfully solve
the task. In our work, we make the aggregation task more challenging: we remove
the sound gradient, decrease the range of the sensors, and increase the size of the
arena. These modifications increase the difficulty of the task and may require
quite different strategies for aggregation because it is harder for the robots to
find each other [15].

2.2 NEAT

NEAT [17] is a neuroevolution method that optimises both the weighting pa-
rameters and the structure of artificial neural networks. It begins the evolu-
tion with a population of small, simple networks and complexifies the network
topology into diverse species over generations, potentially leading to increasingly
sophisticated behaviour. A key feature in NEAT is its distinctive approach to
maintaining a healthy diversity of growing structures simultaneously. Unique
historical markings are assigned to each new structural component. During
crossover, genes with the same historical markings are aligned, producing valid
offspring efficiently, without having to rely on complex topological comparisons.
Speciation in NEAT protects new structural innovations by reducing competition
between differing networks, giving time for newer and more complex structures
to have their weights optimised. Networks are assigned to species based on the
extent to which they share historical markings. Complexification is thus sup-
ported by both historical markings and speciation, allowing NEAT to establish
high-level features early in evolution and then later elaborate on them. In effect,
NEAT searches for a compact, appropriate network topology by incrementally
complexifying existing structures.

2.3 Novelty Search

In novelty search [10], individuals in an evolving population are selected based
exclusively on how different their behaviour is when compared to the other
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behaviours discovered so far. Implementing novelty search requires little change
to any evolutionary algorithm aside from replacing the fitness function with a
domain dependent novelty metric. This metric measures how different an indi-
vidual is from the other individuals with respect to their behaviour. The use of
a novelty measure creates a constant pressure to evolve individuals with novel
behaviour features.

The novelty of a newly generated individual is computed with respect to the
behaviours of an archive of past individuals and to the current population, giving
a comprehensive sample of where the search has been and where it currently is.
However, the archive does not contain all of the behaviours previously explored,
in order to minimise the impact in the algorithm’s computational complexity.
The archive is initially empty, and behaviours are added to it if they are sig-
nificantly different from the ones already there, i.e., if their novelty is above
some threshold. The purpose of the archive is to allow the penalisation of future
individuals that exhibit previously explored behaviours.

The novelty metric characterises how far away the new individual is from the
rest of the population and its predecessors in behaviour space, determining the
sparseness at any point in that space. A simple measure of sparseness at a point
is the average distance to the k-nearest neighbours of that point, where k is a
fixed parameter empirically determined. The sparseness ρ at point x is given by

ρ(x) =
1

k

k∑

i=1

dist(x, μi) (1)

where μi the ith-nearest neighbour of x with respect to the distance metric
dist, which is a domain-dependent measure of behavioural difference between
two individuals in the search space. Candidates from more sparse regions of the
behaviour space thus receive higher novelty scores, guiding the search towards
what is new, with no other explicit objective.

3 Aggregation Experiments

In this section, we apply novelty search to the aggregation task and compare it
with fitness-based evolution. Three experiments were performed using different
novelty measures: one highly correlated with the fitness function, an alternative
measure only weakly correlated, and finally a combination of the two. In each
experiment, the performance of novelty search was compared to the performance
of traditional fitness-based evolution. NEAT with random selection is used as a
baseline for performance comparisons.

3.1 Experimental Setup

The simulated environment is modelled in a customised version of the Simbad 3d
Robot Simulator [7]. The environment is a 5m by 5m square arena bounded by
walls. The robots are modelled based on the the e-puck educational robot [12],
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but do not strictly follow its specification. Each simulated robot has 8 IR sensors
evenly distributed around its chassis for the detection of obstacles (walls or other
robots) within a range of 10 cm, and 8 sensors dedicated to the detection of
other robots within 25 cm range. An additional sensor calculates the percentage
of nearby robots, relative to the size of the swarm, within a radius of 25 cm.

The swarm is homogeneous and the controllers of the robots are time recurrent
neural networks. For fitness-based evolution, we used the NEAT implementation
available in the Encog 3.0.1 library [6]. For novelty search, we extended the same
NEAT implementation following the description and parameters in [10], with a k
value of 15 and a dynamic archive threshold [9]. This dynamic threshold ensures
a constant and reasonable flow of individuals to the archive, at an average rate
of 2 individuals per generation. The NEAT parameters were the same in both
evolutionary methods: the crossover rate was 25%, the mutation rate 10%, the
population size 200, and each evolution runs for 250 generations. The rest of the
parameters were the default of the Encog implementation.

To evaluate each controller, 10 simulations are run with it, varying the number
of robots and their starting positions and orientations. The starting positions and
orientations are random but ensure a minimum distance between the robots. The
group size varies from 3 to 10, with each controller being run at least once with
every group size. Each simulation lasts for 500 s of simulated time.

The fitness function that evaluates each simulation is based on the average
distance to the centre of mass, also used in [18]. The average distance is sampled
throughout the simulation at regular intervals of 10 s. The samples are then
combined in a single fitness value using a weighted average, with linearly more
weight towards the end of the simulation. The fitness F of a simulation with T
time steps and N robots is defined as:

F = 1− 1∑
t
T

T∑

t=1

t

T

N∑

i=1

dist(Rt, rit)

N
(2)

where Rt is the centre of mass at each instant, and rit is the position of each
robot. The fitness values obtained in each of the 10 simulations are combined in
a single value using the harmonic mean, which gives more weight to the lower
values, as advocated in [1].

As mentioned above, the novelty measure characterises the distance between
one controller and the others in behaviour space. We use the Euclidian distance
between vectors that represent the level of aggregation along time. These vectors
are built by measuring behaviour features at regular intervals throughout the
simulation (every 10 s). We devised three ways of measuring the group behaviour,
which will be explained in the next sections. As 10 simulations are conducted
to evaluate each controller, its behaviour vector is the average of the vectors
obtained in each of the simulations. In order to compare novelty search with
the fitness-based evolution, the controllers evolved by novelty search were also
evaluated with the fitness function F . It is important to note that the fitness
scores did not have any influence in the novelty search experiments.
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3.2 The First Experiment

The first behaviour measure uses the same metric as the fitness function; a
vector is built with the average distance to centre of mass, sampled throughout
the simulation. Considering a simulation with N robots and T temporal samples,
the behaviour vector bcm that characterises a controller is given by:

bcm =
1

N

[
N∑

i=1

dist(R1, ri1), · · · ,
N∑

i=1

dist(RT , riT )

]
. (3)

In our experiments, the sampling rate was 10 s and the simulation time 500 s,
resulting in a behaviour vector of length 50.

The fitness scores of the highest scoring individuals evolved using novelty search
and fitness driven evolution, respectively, are listed in Table 1. There is not a signif-
icant difference between the fitness of the controllers evolved in these experiments,
but both methods are significantly better than the random evolution (Student’s t-
testwith p-value< 0.05). If we look at the behaviours of the best controllers evolved
by both methods, significant differences are found, despite the similar fitness val-
ues. In the fitness-based evolution, the highest scoring controllers were always very
similar, displaying only one distinctive behaviour: the robots explore the environ-
ment in large circles, and form static clusters when they encounter one another. If
the cluster is small, the robots abandon it after a while and start exploring again.

Novelty search, on the other hand, found several distinct high-scoring controllers
that could perform the aggregation task: (1) The robots go straight forward until
they hit the wall, and then, depending on the impact angle, they stay there for a
while or start moving along the wall until they find other robots; (2) Similar to (1),
but when they meet each other they continue to follow the wall until they hit a cor-
ner, aggregating there; (3) Similar to the behaviour evolved by fitness, but without
splitting the small clusters; (4) Similar to (3) but navigating in the environment
only in straight trajectories instead of curves. It is important to note that each
evolutionary run of novelty search could evolve several different solutions, finding
many (if not all) of the solutions described above and variants of them.

The main difference between the behaviours was that novelty search evolved
controllers that exploited the wall to achieve better solutions, while in the
fitness-based evolution robots always avoided navigating near the walls. Our
hypothesis is that learning to navigate along the walls requires going against the

Table 1. Highest fitness found with each evolutionary method. The values were ob-
tained with 10 runs for each experiment. Individuals with fitness value over 0.8 are
considered to be solutions to the task. Note that in practice the minimum fitness value
is not 0, since an initial random population has an average fitness of around 0.6.

Evolutionary Setup Average Max. Min.

Fitness-based NEAT 0.863 0.892 0.826
NEAT with novelty search 0.864 0.906 0.828
NEAT with random selection 0.725 0.752 0.706
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fitness gradient. If the robots go towards the walls, they will often end up in
different ones, and staying there will result in a low fitness because the centre of
mass will be in the centre of the arena, far from the robots. On the other hand,
avoiding the walls results in better fitness because they will be on average closer
to the centre. If the fitness evolution misses the stepping stone of being close to
the walls, it will hardly be able to reach behaviours that require the use of walls
to achieve aggregation. This is an important result because it demonstrates that
the fitness function is preventing the evolution of certain types of solutions.

To confirm our hypothesis, we analysed the behaviour space explored in novelty
search and in fitness evolution.To facilitate this analysis, all the individuals evolved
in fitness evolution were also evaluated with the same behaviour measure that was
used in novelty search. Since each behaviour description is a long vector, we ap-
plied a dimensionality reduction method in order to visualise the behaviour space.
We used a Kohonen self-organising map [8], a type of neural network trained us-
ing unsupervised learning to produce a two-dimensional discretisation of the input
space of the training samples, preserving the topological relations. The map was
trained with all the behaviours found both in novelty search and in fitness evolu-
tion, and then the behaviours found by each method were mapped individually to
the trained map. The resulting maps can be seen in Figure 1.

As it can be seen in the maps, the fitness-based evolution avoids the zones
where the average distance to the centre of mass rises beyond the initial value,
preventing the evolution of good solutions that might require traits found only
in those behaviour zones. The evolution is much more focused in behaviours
that express a monotonic fall of the average distance to the centre of mass,
which is consistent with the observable performances of the best controllers. On
the other hand, novelty search is not subject to this fitness pressure, and can
therefore explore and discover a wide range of solutions to the task.

Fig. 1. Kohonen maps representing the explored behaviour space in fitness evolution
(left) and in novelty search (right). Each circle is a neuron that is characterised by
the vector depicted by the line inside (the average distance to the centre of mass
over time). Each behaviour vector is mapped to the most similar neuron. The darker
the background of a neuron is, the more behaviours were mapped to it. The neurons
corresponding to the best behaviours have a bold circle.
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3.3 The Alternative Novelty Measure

We devised a new behaviour description, based on the metric used in [1], in
order to determine how the novelty measure influences the evolved solutions.
The new description consists of measuring the number of robot clusters along the
simulation. Two robots belong to the same cluster if the distance between them
is less than 30 cm. Applying this iteratively we can obtain the number of clusters.
The number of samples was the same as in our previous experiments (50). The
behaviour vector bcl is described by:

bcl =
1

N
[clustersCount(1), · · · , clustersCount(T )] . (4)

The best fitness found in each evolutionary run was 0.83 on average, which is
significantly lower (p-value < 0.05) than the novelty search with the centre of
mass behaviour measure (0.864 on average). This might be explained by the use
of a novelty measure that is less related to the fitness function. But again, we have
to look at the evolved behaviours to determine the significant differences. The
following distinct successful behaviours were evolved: (1) The robots go towards
walls, navigate along it and when they find another one, they form a single
file, keeping a fixed distance; (2) They navigate in circles in the environment,
forming a static cluster when they meet each other; (3) Similar to (2), but they
randomly abandon their respective clusters; (4) They navigate in circles and
when two robots meet at some distance, one tries to follow the other. When
robots collide, they form a cluster and remain aggregated.

Most behaviours were quite different from the ones found in the previous ex-
periment. The reason the previous experiment did not find these behaviours (and
vice-versa) is conflation (see [10]). Conflation occurs when individuals with distinct
observable behaviours have very similar behaviour descriptions. The consequence
is that an individual with a distinct observable behaviour might not be considered
novel by the novelty measure, thus eventually disappearing from the population.
Conflationcanrepresentbothanadvantagebecause it reduces the searchspace, and
a disadvantage, when different successful solutions or important stepping stones
are dismissed. In our experiments, what happens is that the centre of mass novelty
measure is conflating some solutions that are not conflated in the clusters measure
and vice-versa, thus evolving different solutions in both the experiments.

Two examples of behaviours that can be conflated are shown in Figure 2.
When the centre of mass measure is used, for example, the clustering of the
robots is irrelevant. The search will therefore avoid behaviours that have an
already explored centre of mass progression but differ in the clustering of the
robots, possibly bypassing interesting solutions. This effect can also be seen in the
evolved behaviours: with the centre of mass measure, there were more solutions
that exploited the use of the walls, because navigating near them has a great
impact in that novelty measure; while with the number of clusters measure, the
solutions focused on the interactions between the agents and clusters, including
following each other and leaving the cluster.
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Fig. 2. An illustration of conflation in the centre of mass measure (left) and in the
number of clusters measure (right). In both cases, if the robots evolved from the
left configuration to the right, that change would not be captured by the respective
behaviour description, despite potentially being relevant.

3.4 Combining Novelty Measures

In order to reduce conflation, we setup a new experiment with a richer behaviour
description, by combining the novelty measures proposed in the two previous
experiments. To combine the two behaviour descriptions presented before in
Equations 3 and 4, we simply concatenate the two vectors. But as the novelty
measure is based on the Euclidean distance between the vectors, caution must
be displayed to ensure that both components have similar contributions to this
distance. Namely, we want the vectors to have the same length and the items in
the vectors to have the same range, which can be achieved by normalising each
of the components. The new behaviour description bcomb is thus defined as:

bcomb = (bcm,bcl) . (5)

The fitness performance of the search with this new measure was improved,
evolving individuals with high fitness scores much sooner than in the other ex-
periments, as seen in Figure 3. The fitness values in novelty search were higher
than fitness-based evolution until generation 150. It is also interesting to look
at the explored behaviour space (Figure 4). We can see that there was a greater
diversity of solutions, exploring many combinations of the progression of the
number of clusters and the distance to the centre of mass. Observing the best
controllers in action, we notice that this combined measure evolved all the be-
haviours that were generated using the previous two measures independently.

To determine why novelty search with the combined measure was faster than
fitness-based evolution in finding good individuals, we evaluated the network
complexity of the solutions. On average, novelty search finds the first good in-
dividual (with fitness value over 0.8) at the generation 33 with a network of 1
hidden neuron and 39 links, while the fitness evolution finds the first good in-
dividual at the generation 83 with a network of 4 hidden neurons and 44 links.
Looking at the early solutions found by novelty search, we discovered that in
some cases they are the ones that the fitness-based evolution could not evolve
at all (behaviours that used the wall). In other cases, they were apparently the
same solutions that the fitness-based evolution would find in later generations
with more complex networks. Due to the incremental nature of NEAT, more
complex networks take more generations to evolve. If fitness starts to converge
to more complex structures, it takes more time to evolve effective controllers.
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Fig. 3. Fitness value of the best individual found so far in each generation. The values
are averaged over 10 evolutionary runs for each experiment. Individuals with fitness
value over 0.8 are considered to be solutions to the task. The evolution was tested with
more generations but there is no change in the fitness values after the 250th generation.

Fig. 4. The explored behaviour space in novelty search with the combined novelty mea-
sure and in the fitness-based evolution. In each neuron, the left half is the number of
clusters measure and the right half is the centre of mass. The darker the neuron back-
ground is, the more behaviours were mapped to it. Neurons with the best behaviours
have a bold circle.

4 Discussion

Our experiments revealed that novelty search could outperform fitness-based
evolution in respect to the fitness values of the evolved individuals. Other works
have shown that novelty search can perform better than fitness-based evolution
in deceptive tasks, but fails to be better as the task gets less deceptive [10,13].
Our results suggest that the task is not notably deceptive, as fitness evolution can
always find high-scoring solutions. Still, novelty search managed to outperform
the fitness-based evolution.

Looking beyond the fitness of the solutions, we showed that the diversity found
by novelty search can produce many different solutions to the same task. This
can be used to provide a range of different solutions to the experimenter that is
using the evolutionary process. This is especially relevant in the swarm robotics
domain, because there are many behaviour possibilities and non-obvious rela-
tions between the agents that might be revealed. Another advantage of novelty
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search was that it found solutions with simpler neural networks than the ones
found by fitness evolution, confirming the results reported in [10].

The Kohonen maps proved to be useful in the visualisation of the behaviour
search space. They allow the understanding of the behaviour zones that were
explored by novelty search and the zones where the fitness-based evolution gets
stuck. We verified that controllers mapped to different neurons typically have dif-
ferent observable behaviours. This suggests that analysing the differences in the
behaviour vectors might be a way of automatically identifying distinct solutions.

The biggest challenge in using novelty search in the domain of swarm robotics
was the definition of the novelty measure. Our experiments suggest that confla-
tion can be a serious issue when evolving collective behaviours with novelty
search. While in single robot systems, conflation can be mitigated by describing
the full behaviour of the robot, for example its position in space over time [10],
in swarm robotics that is not possible. Describing the behaviour of all the robots
individually would open the search space too much. It would also introduce scal-
ability issues, for example if the number of robots varies or if the swarm is very
large. It is necessary to devise measures that evaluate the swarm as whole. Con-
flation is essential to cope with the greater diversity of collective behaviours, but
caution must be displayed in order not to conflate aspects of the swarm that are
relevant to the solution. Our last experiment showed that by combining different
novelty measures, we can reduce conflation and improve the performance of nov-
elty search. This combination can simply be the concatenation of the behaviour
vectors associated with each measure, which was effective in our case.

5 Conclusion

This study showed that novelty search is a promising technique for evolving
controllers for swarm robotic systems. Compared to the fitness-based evolution,
novelty search could find a greater diversity of solutions, solutions with higher
fitness earlier in the evolution, and solutions based on simpler neural networks.
We studied the impact of the novelty measure in the evolved behaviours and
showed how conflation can be mitigated by combining different novelty measures.
In future research, we will use other novelty search variants that combine the
fitness value and the novelty measure [3,9] to investigate if our results can be
further improved. We will also use novelty search to evolve controllers for other
swarm robotics tasks, to evaluate if the results presented in this paper generalise.
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