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Preface

These proceedings contain the papers presented at ANTS 2012, the 8th Inter-
national Conference on Swarm Intelligence, held at IRIDIA, Université Libre de
Bruxelles, Brussels, Belgium, during September 12–14, 2012. The ANTS series
started in 1998 with the First International Workshop on Ant Colony Optimiza-
tion (ANTS 1998), which attracted more than 50 participants. Since then ANTS,
which is held bi-annually, has gradually become an international forum for re-
searchers in the wider field of swarm intelligence. In 2004, this development was
acknowledged by the inclusion of the term “Swarm Intelligence” (next to “Ant
Colony Optimization”) in the conference title. Since 2010, the ANTS conference
is officially devoted to the field of swarm intelligence as a whole, without any bias
toward specific research directions. This is reflected in the title of the conference:
“International Conference on Swarm Intelligence.”

This volume contains the best papers selected out of 81 submissions. Of these,
15 were accepted as full-length papers, while 20 were accepted as short papers.
This corresponds to an overall acceptance rate of 43%. Also included in this
volume are seven extended abstracts.

All the contributions were presented as posters. The full-length papers were
also presented orally in a plenary session. Extended versions of the best papers
presented at the conference will be published in a special issue of the Swarm
Intelligence journal.

We take this opportunity to thank the large number of people that were in-
volved in making this conference a success. We express our gratitude to the au-
thors who contributed their work, to the members of the International Program
Committee, to the additional referees for their qualified and detailed reviews,
and to the staff at IRIDIA for helping with organizational matters. We thank
Nigel R. Franks, Vijay Kumar, and Dirk Helbing for their inspiring keynote talks.
Finally, we thank AntOptima, ECCAI–the European Coordinating Committee
for Artificial Intelligence, the European Research Council, the French Commu-
nity of Belgium (through the ARC research project META-X), and the Fund for
Scientific Research–FNRS for their gracious support.

We hope the reader will find this volume useful both as a reference to current
research in swarm intelligence and as a starting point for future work.

July 2012 Marco Dorigo
Mauro Birattari
Christian Blum

Anders Lyhne Christensen
Andries P. Engelbrecht

Roderich Groß
Thomas Stützle
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Italy
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Alexandre Campo Université Libre de Bruxelles, Belgium
Cyrille Bertelle University of Le Havre, France
Nikolaus Correll University of Colorado Boulder, USA
Melvin Gauci The University of Sheffield, UK
Carlos Gershenson IIMAS, UNAM, Mexico
Jane Hillston The University of Edinburgh, UK
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A Particle Swarm Embedding Algorithm

for Nonlinear Dimensionality Reduction

Oliver Kramer

University of Oldenburg, Germany
oliver.kramer@uni-oldenburg.de

Abstract. To cope with high-dimensional data dimensionality reduc-
tion has become an increasingly important problem class. In this paper
we propose an iterative particle swarm embedding algorithm (PSEA)
that learns embeddings of low-dimensional representations for high-di-
mensional input patterns. The iterative method seeks for the best latent
position with a particle swarm-inspired approach. The construction can
be accelerated with k-d-trees. The quality of the embedding is evaluated
with the nearest neighbor data space reconstruction error, and a co-
ranking matrix based measure. Experimental studies show that PSEA
achieves competitive or even better embeddings like the related methods
locally linear embedding, and ISOMAP.

1 Introduction

The world is high-dimensional. Efficient and robust dimensionality reduction
(DR) methods are required to process high-dimensional patterns, e.g., for visu-
alization or post processing with symbolic algorithms. With increasing data sets
DR becomes an important problem class in machine learning, and a variety of
methods has been introduced. Surprisingly, not many swarm-based algorithms
for DR are known. DR methods compute a mapping from high-dimensional data
space to a latent space of lower dimensionality. Latents point in this space should
preserve the topological characteristics of their high-dimensional pendants like
neighborhood and distance relations.

In this work we present a novel iterative swarm-inspired approach for DR
tasks, a popular problem class in machine learning. First, this paper combines
the iterative construction of solutions with particle swarm movement equations.
Second, it shows that particle swarm optimization (PSO) approaches can be effi-
cient methods for data mining tasks. PSO is inspired by the movement of swarms
in nature like fish schools or flocks of birds, and simulates the movement of can-
didate solutions using flocking-like equations with locations and velocities [7,17].
The paper is structured as follows. In Section 2 related work is presented. Sec-
tion 3 introduces the swarm-inspired iterative embedding approach, which is
experimentally analyzed and compared to locally linear embedding (LLE) and
ISOMAP in Section 4. Conclusions are drawn in Section 5.

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 1–12, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 O. Kramer

2 Related Work

2.1 Dimensionality Reduction

The idea of DR methods is to learn low-dimensional representations of high-
dimensional patterns losing as little information as possible. Many DR meth-
ods seek for a mapping F : R

d → R
q from a high-dimensional data space

R
d to a latent space of lower dimensionality R

q with q < d. Non-parametric
dimensionality reduction methods compute a set of low-dimensional represen-
tations X = (x1, . . . ,xN ) ∈ R

q×N for N high-dimensional observed patterns
Y = (y1, . . . ,yN ) ∈ R

d×N .
The decision, which information can be lost, and which has to be preserved

in the mapping F depends on the purpose of the DR process, and the error
function defined for the employed method. Many DR methods use an implicit
definition of the optimization problem they solve. However, the problem to learn
the functional model F can be a hard optimization problem, because the latent
variables X are unknown. Learning a reconstruction mapping f : R

q → R
d

back from latent to data space can also be desirable. Some methods learn this
mapping automatically. Famous DR methods are PCA [5] that is restricted to
linear manifolds. Locally linear embedding (LLE) [16], and ISOMAP [20] are
famous for non-linear dimensionality reduction.

2.2 Unsupervised Regression

The framework for unsupervised regression has been introduced by Meinicke [13].
It is based on optimizing latent variables to reconstruct high-dimensional data.
Unsupervised regression has first been applied to kernel density regression [14],
and later to radial basis function networks (RBFs) [18], Gaussian processes [11],
and neural networks [19]. Recently, we fitted nearest neighbor regression to the
unsupervised regression framework [9], and introduced extensions w.r.t. robust
loss functions [10]. Unsupervised nearest neighbors (UNN) is a fast approach
that allows to iteratively construct low-dimensional embeddings in O(N2), and
has been introduced for latent sorting [9,10]. The approach we introduce in
this work extends UNN with a PSO-like mechanism to handle arbitrary latent
dimensionalities, i.e., 1 ≤ q < d. An introduction to UNN will be given in
Section 3.

2.3 Swarm Intelligence and Unsupervised Learning

In nature systems can be observed, in which comparatively simple units orga-
nize in groups. This form of collective and coordinated organization is known
as swarm intelligence. The disadvantage of simple behaviors is compensated by
their large number, and massive parallelism. Swarms consist of a large num-
ber of simple entities that cooperate to act goal-oriented. Natural and artificial
system have shown to implement successful solution strategies. To the best of
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our knowledge no swarm-based methods have yet been proposed for embedding
of patterns in low-dimensional latent spaces. But related work in other fields
of unsupervised learning with swarm methods has been published, e.g., meth-
ods for PSO and ant colony optimization-based clustering. Kao and Cheng [6]
have introduced an ACO algorithm for clustering that employs pheromones,
and distances between elements as heuristic clustering information. The combi-
nation of population-based search and stochastic elements allows to overcome
local optima, and find optimal clustering results. Further methods for swarm-
based clustering can be found in the book by Abraham et al. [1]. O’Neill and
Brabazon [15] have introduced a hybrid approach of PSO, and self-organizing
maps (SOMs) by Kohonen [8] that control the weights of a SOM employing a
PSO-similar update rule. Also ant colony optimization has been employed to
improve the topographic SOM mapping [4].

3 Iterative Particle Swarm Embeddings

The iterative particle swarm embedding algorithm is introduced in the following.
It is based on K-nearest neighbor regression, and the concept of unsupervised
regression.

3.1 Nearest Neighbors

Functional regression models map patterns to continuous labels, i.e., to a sub-
space of Rd. The problem is to predict output values y ∈ R

d of given input values
x ∈ R

q based on sets of N input-output examples (x1,y1), . . . , (xN ,yN ). The
goal is to learn a functional model f : Rq → R

d known as regression function.
We assume a data set consisting of observed pairs (xi,yi) ∈ X×Y is given. For
a novel pattern x′ K-nearest neighbors (KNN) for regression computes the mean
of the function values of its K-nearest patterns:

fKNN (x′) :=
1

K

∑
i∈NK(x′)

yi (1)

with set NK(x′) containing the indices of the K-nearest neighbors of x′. The
idea of KNN is based on the assumption of locality in data space: In local
neighborhoods of x patterns are expected to have similar label information f(x)
like observed patterns y. Consequently, for an unknown x′ the label must be
similar to the labels of the closest patterns, which is modeled by the average
of the output value of the K nearest samples. KNN has been proven well in
various applications, e.g., in the detection of quasars based on spectroscopic
data [3]. We define the output of function fKNN given the pattern matrix X as
a matrix fKNN (X) = (fKNN (x1), . . . , fKNN (xN )), collecting all KNN mappings
from patterns in X to R

d.
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3.2 Unsupervised Nearest Neighbors

The idea in unsupervised regression [13] is to reverse the regression approach:
we map from latent space to data space, and the latent variables are the free
parameters we want to optimize to optimally reconstruct the observed patterns
in data space, i.e., the objective is to minimize the data space reconstruction
error (DSRE):

minimize E(X) =
1

N
‖Y − fKNN (X)‖2F , (2)

with Frobenius norm ‖ · ‖2F . We define e(x,y,X) as the contribution of latent
position x′ to the DSRE.

e(x′,y,X) = ‖y − fKNN (x′)‖2 (3)

As functional model fKNN we employ KNN regression. The question comes up
how to optimize the functional model. In [9] and [10] we have introduced a latent
sorting approach for embedding high-dimensional patterns on a line.

Figure 1(a) illustrates the UNN variant we proposed for sorting high-di-
mensional data [9,10]. It shows the N̂ +1 possible embeddings of a data sample
into an existing order of points in latent space (yellow/bright circles). The posi-
tion of element x3 results in a lower DSRE (cf. Section 3.2) with K = 2 than the

x

y

y

1

2

latent space

data space

x x x x x
1 2 3 4 5 6

f(x )
3

f(x )
5y

(a) (b)

Fig. 1. Left: Illustration of UNN embedding of a low-dimensional point to a fixed latent
space topology testing all N̂ +1 positions [9]. Right: Example of UNN result of a 3D-S
before (upper right) and after embedding (lower right) with UNN and K = 10 [9,10].
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position of x5, as the mean of the two nearest neighbors of x3 is closer to y than
the mean of the two nearest neighbors of x5. Figure 1(b) shows an example of a
UNN embedding of the 3D-S (upper part shows colorization of the unsorted S,
lower part after UNN embedding), similar colors correspond to neighbored po-
sitions in latent space, i.e., a meaningful neighborhood preserving embedding
has been computed. In the following, we extend the approach to arbitrary la-
tent dimensionalities, in which the latent variables can be placed in latent space
without geometric constraints.

3.3 Particle Swarm Embedding Algorithm

There are two reasons to employ a direct search method to solve the UNN
optimization problem. First, the problem is highly multimodal, second, E(X) is
not steady, and not differentiable due to the employment of KNN. To illustrate
the search for optimal latent positions, we visualize the DSRE space in Figure 2.
It shows the DSRE w.r.t. the first pattern y1 for two neighborhood sizes, i.e.,
K = 5 (left), and K = 30 (right) after a run of UNN with N = 300. Bright
areas represent parts of latent space with low errors, while dark colors represent
a large DSRE. The comparison of both figures shows that in case of increasing
neighborhood sizes the problem has larger, but less areas with similar fitness. The
number of local optima decreases, and the optimization problem becomes easier.
In the experimental section we will observe that the variance of the outcome of
multiple experiments is smaller for large neighborhood sizes.

The PSEA optimization approach is based on the following two ideas:

1. Iteratively construct a solution (an embedding X) to cope with the large
number of free parameters, and

2. perform PSO-like blackbox search steps in each iteration to embed the latent
point at an optimal position.

(a) (b)

Fig. 2. Visualization of DSRE space e(·,y1,X) w.r.t. the first pattern y1 for K = 5,
and K = 30 after a run of UNN with N = 300 embedded patterns
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Note that the approach does not treat the latent points as swarm, and does
not evolve them freely in latent space. As the problem to minimize E(X) scales
linearly with the number of patterns N , which may be a very large number in
practice, the iterative solution construction is the key concept for efficiently learn
the manifold. The approach is described in the following (cf. Algorithm 1.1). In

Algorithm 1.1. Particle Swarm Embedding Algorithm

1: input: Y, K, κ
2: repeat
3: choose y ∈ Y
4: look for closest pattern y∗ with latent position x∗

5: for i = 1 to κ do
6: update velocity (cf. Equation 5)
7: update latent position (cf. Equation 4)
8: evaluate E(X) or e(x′,y,X)
9: update best position x̃
10: end for
11: embed x̃
12: Y = Y\y
13: until Y = ∅

each step the pattern that has to be embedded is randomly chosen y ∈ Y. In
the particle swarm step we seek for the optimal position, where the particle x
should be embedded. For this reason, a loop of PSO-like steps is repeated for κ
iterations:

x′ = x+ v′ (4)

with velocity
v′ = v + c1r1(x̃− x) + c2r2(x

∗ − x) (5)

Here, x̃ is the best position w.r.t. the DSRE the latent particle has found so far,
and x∗ is the latent position of the embedded pattern y∗ ∈ Ŷ that is closest to
the pattern y that we want to embed:

x∗ = arg min
i=1,...,|Ŷ|

δ(y,yi), (6)

with distance measure δ(·), for which we will employ the Euclidean distance in
the experimental part. The parameters c1, c2 ∈ [0, 1] are constants that define
the orientation to the best latent particle, and the closest already embedded
one. Variables r1, r2 ∈ [0, 1] are uniform random values. Figure 3 illustrates the
particle swarm embedding step. The new candidate latent point x′ is generated
with velocity v′, and the two scaled vectors.

In the following, we analyze the PSEA variant that takes into account the
reconstruction error e(·,y,X) (cf. Equation 3) of the pattern y that has to be
embedded. A greedy, but slower variant of PSEA is possible that employs the
overall DSRE (cf. Equation 2) for each latent position.
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v

Fig. 3. Illustration of particle swarm embedding: The new candidate latent point x′ is
generated with velocity v′, and the two scaled vectors x̃− x and x∗ − x

3.4 Runtime

The embedding has a complexity of O(N2), but can be accelerated with k-
d-trees [2] in data and latent space. A k-d-tree allows efficient neighborhood
queries: not N elements have to be considered, but O(logN) steps are sufficient
to reach the closest pattern. A k-d-tree is a space partitioning data structure
for a k-dimensional data space based on axis-aligned splitting planes. The basic
k-d-tree cycles through the coordinate axes. Employing k-d-trees in data and
latent space allows the PSEA to constructs a solution in O(N logN) time, if
we assume that the PSO-based search in each step takes constant time. The
search for the closest pattern y∗ of y takes O(log N̂) (if N̂ is the increasing
number of embedded patterns when y is being embedded) employing a k-d-tree
in data space. The search for the optimal embedding takes κ ·K-neighborhood
computations in latent space, i.e. O(κ · K · log N̂) = O(log N̂). Insertion of
x to the latent space k-d-tree, and y to the data space k-d-tree each take
O(log N̂). Hence, the overall runtime of the approach can be accelerated to
O(N logN).

4 Experimental Analysis

In this section we analyze the results of the novel PSEA experimentally. To eval-
uate the quality of the embeddings we employ the DSRE and a co-ranking matrix
measure introduced by Lee and Verleysen [12]. It is based on the comparison of
ranks (sorting w.r.t. distances from patterns) in data space and latent space. It
defines a co-ranking matrix Q that explicitly states the deviations of ranks in
data and latent space, see [12] for a definition of Q. In this matrix rank errors
correspond to off-diagonal entries. A point yj with lower rank w.r.t. a point yi
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in latent space is called intrusion, a higher rank is called extrusion. From the
co-ranking matrix the following quality measure can be derived that counts the
number of proper ranks within a neighborhood of size K:

QNX(K) :=
1

KN

K∑
k=1

K∑
l=1

qkl (7)

This term restricts the measure to neighborhoods of size K. High values for QNX

show that the high-dimensional neighborhood relations are preserved in latent
space, a perfect embedding achieves a value of one.

4.1 Neighborhood Sizes

First, we analyze the influence of neighborhood size K on the results of PSEA,
LLE and ISOMAP on two test data sets, i.e., Digits and Boston. For PSEA
we choose the following settings. The particle swarm embedding process runs
κ = 50 iterations. The initial velocity is randomly generated with a Gaussian
distribution v0 = N (0, 1), the initial position starts from the latent position of
the closest embedded point x0 = x̃. The constants are both set to c1 = c2 = 0.5.

Table 1. Comparison of DSRE and ENX with PSEA (mean values of 25 runs with
standard deviation), LLE, and ISOMAP on the two test data sets Digits, and Boston

Digits PSEA LLE ISOMAP

K DSRE ENX DSRE ENX DSRE ENX

5 15.87 ± 0.23 0.47 ± 0.01 24.17 0.25 16.67 0.41
10 18.77 ± 0.29 0.42 ± 0.01 19.29 0.41 18.96 0.42
15 20.89 ± 0.64 0.40 ± 0.01 19.98 0.44 19.52 0.47
30 24.17 ± 0.48 0.39 ± 0.01 25.511 0.34 21.97 0.51

Boston PSEA LLE ISOMAP

K DSRE ENX DSRE ENX DSRE ENX

5 29.81 ± 1.86 0.45 ± 0.01 45.29 0.30 34.06 0.42
10 37.35 ± 6.40 0.43 ± 0.03 62.81 0.29 81.57 0.35
15 53.59 ± 2.94 0.40 ± 0.03 69.35 0.20 44.24 0.43
30 53.03 ± 3.23 041 ± 0.04 33.32 0.55 27.69 0.66

Table 1 shows the experimental results w.r.t. the DSRE and ENX for the
settings K = 5, 10, 15, and 30. Each PSEA experiment has been repeated 25
times. The best results, i.e., low DSRE and high ENX are shown in bold, the
second best are shown in italic numbers. The results show that a low DSRE
correlates with a high ENX . The DSRE is increasing with the neighborhood size.
PSEA achieves the best results of all methods in case of small neighborhood sizes
K = 5, and K = 10 on both data sets. In case of larger neighborhoods ISOMAP
shows better results, but PSEA still computes competitive embeddings, and
achieves the second best results in half of the cases. LLE and ISOMAP win
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in performance for larger neighborhoods. The results of LLE are worse than
the results of PSEA in three of the four cases, in particular ENX tends to be
much worse. Surprising is the bad result of ISOMAP on the Boston data set for
K = 10.

Our experiments with varying data set sizes have shown that ISOMAP, and
LLE do not scale well in terms of runtime with an increasing number of patterns.
The runtime of the PSEA scales slower with the number of patterns. This can be
a major advantage of PSEA over the other methods in large-scale data mining
scenarios, one of the most important open problems in machine learning.

4.2 Comparison of Embeddings

In Figure 4 we compare PSEA results employing varying neighborhood sizes. The
figures show that reasonable embeddings have been computed for all neighbor-
hood sizes. Similar digits, e.g., the same classes, are mapped to neighbored latent

K = 5

(a)

K = 10

(b)

K = 15

(c)

K = 30

(d)

Fig. 4. Comparison of embeddings of 750 data points, and 6 classes of the Digits data
set. PSEA results for (a) K = 5, and (b) K = 10, (c) K = 15, and (d) K = 30.
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areas. The distribution of latent points is broader (and similar to ISOMAP, see
Figure 5) for small neighborhood sizes, e.g. K = 5, while for larger neighbor-
hoods, e.g. K = 30, the whole manifold becomes narrow. For comparison, the
figures show that the embedding gets worse for K = 30 with outliers. The reason
for outliers in case of large neighborhood sizes is that the DSRE function has
more plateaus, i.e., areas with the same neighborhoods, and equal or at least
similar DSRE values.

(a) (b)

Fig. 5. Comparison of embeddings of 750 data points, and 6 classes of the Digits data
set for (a) LLE, and (b) ISOMAP embeddings with K = 15

Figure 5 shows the embeddings of LLE and ISOMAP of the same data set.
Both embeddings also separate the classes and fulfill topological requirements
like neighborhood preservation. ISOMAP distributes the latent embeddings cir-
cularly in latent space, which leads to better shapes than LLE. The plots show
that the embeddings of PSEA show similar characteristics like the results of
ISOMAP, and distribute the latent points better than LLE.

5 Conclusion

In unsupervised regression the optimization problem of placing latent variables
scales with the number of patterns, and becomes impractical for large data sets.
In this paper we have introduced a novel optimization approach that is based
on the hybridization of iteratively constructing a solution, and PSO-like op-
timization in each iteration. The proposed method belongs to the first parti-
cle swarm approach that allows learning of low-dimensional embeddings from
high-dimensional patterns. The results are competitive to embeddings of es-
tablished methods like ISOMAP, and LLE. The experiments have shown that
the PSEA embedding fulfills conditions like neighborhood preservation, and
low DSRE.
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As extension of the PSEA approach it is reasonable to parallelize the embed-
ding process, and thus allow to learn embeddings of large data sets. Another
prospective research direction is to employ further DR criteria for the fitness
evaluation of the optimization process like kernel density regression criteria. A
promising research direction will be to employ the hybridization of an itera-
tive approach, and PSO optimization for the construction of solutions in related
domains.
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Abstract. Bayesian networks (BNs) are powerful tools for knowledge
representation and inference that encode (in)dependencies among ran-
dom variables. A Bayesian network classifier is a special kind of these
networks that aims to compute the posterior probability of each class
given an instance of the attributes and predicts the class with the high-
est posterior probability. Since learning the optimal BN structure from a
dataset is NP-hard, heuristic search algorithms need to be applied effec-
tively to build high-quality networks. In this paper, we propose a novel
algorithm, called ABC-Miner, for learning the structure of BN classifiers
using the Ant Colony Optimization (ACO) meta-heuristic. We describe
all the elements necessary to tackle our learning problem using ACO,
and experimentally compare the performance of our ant-based Bayesian
classification algorithm with other algorithms for learning BN classifiers
used in the literature.

1 Introduction

Classification is a data mining task where the goal is to build, from labeled
cases, a model (classifier) that can be used to predict the class of unlabeled
cases. Learning classifiers from datasets is a central problem in data mining and
machine learning research fields. While different approaches for tackling this
problem exist, such as decision trees, artificial neural networks and rule list [20],
our focus in this paper is on the Bayesian approach for classification.

Näıve-Bayes is the first Bayesian classifier in the literature. Although it is
a very simple kind of Bayesian networks that assumes the attributes are in-
dependent given the class label, Näıve-Bayes classifiers showed effective pre-
dictive performance under the aforementioned assumption [10]. However, since
the independency assumption amongst the dataset attributes is not realistic,
extended versions were developed to improve the performance of Näıve-Bayes,
namely Tree Augmented Näıve-Bayes (TANs), Bayesian networks Augmented
Näıve-Bayes (BANs) and General Bayesian Networks (GBNs) [10]. These algo-
rithms consider dependencies between the attributes in the learning process to
build more complex and hopefully more accurate BN classifiers. Nonetheless,
algorithms used in the literature for building such BNs utilize greedy and deter-
ministic techniques. Since learning the optimal BN structure from a dataset is

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 13–24, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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NP-hard [5], several stochastic search algorithms can be effectively applied to
build high-quality BN classifiers in an acceptable computational time.

Ant Colony Optimization (ACO) [9] is a meta-heuristic for solving combi-
natorial optimization problems, inspired by observations of the behavior of ant
colonies in nature. ACO has been successful in solving several problems, includ-
ing classification rule induction [13,14,15,18] and general purpose BN construc-
tion [2,8,17,21]. However, as far as we know, it has not been used for learning
Bayesian network classifiers.

In this paper, we propose a novel ant-based Bayesian classification algo-
rithm, called ABC-Miner, which learns the structure of a BAN with at most
k-dependencies from a dataset using ACO technique for optimization. The rest
of the paper is organized as follows. In Section 2 a brief overview on Bayesian
networks’ basic concepts is given as well as a discussion of various Bayesian
network classifiers is shown. Section 3 exhibits the related work on the use of
ACO algorithms for building BNs in the literature. In Section 4, we introduce
our proposed ABC-Miner algorithm and describe each of the elements neces-
sary to tackle our learning problem using the ACO meta-heuristics. After that,
section 5 discusses our experimental methodology and results. Finally, we con-
clude with some general remarks and provide directions for future research in
section 6.

2 Bayesian Networks Background

2.1 Overview on Bayesian Networks

Bayesian networks are knowledge representation tools that aim to model de-
pendence and independence relationships amongst random variables [12]. In
essence, BNs are used to describe the joint probability distribution of n ran-
dom variables X = {X1, X2, X3, ..., Xn}. A directed acyclic graph (DAG) is
used to represent the variables as nodes and statistical dependencies between
the variables as edges between the nodes – child nodes (variables) depend on
their parent ones. In addition, a set of conditional probability tables (CPTs),
one for each variable, is obtained to represent the parameters Θ of the network.
The graphical structure of the network along with its parameters specifies a joint
probability distribution over the set of variables X that is formulated in the
product form:

p(X1, X2, ..., Xn) =

n∏
i=1

p(Xi|Pa(Xi), Θ,G) (1)

where Pa(Xi) are the parents of variable Xi in G (the DAG that represents the
structure of the BN).

Learning a Bayesian network from a dataset D with {d1, d,2 , ..., dm} in-
stances is decomposed into two phases; learning the network structure, and
then learning the parameters of the network. As for parameter learning, it is
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considered a straightforward process for any given BN structure with speci-
fied (in)dependencies between variables. Simply, a conditional probability table
(CPT) is computed for each variable with respect to its parent variables. CPT
of variable Xi encodes the likelihood of this variable given its parents Pa(Xi)
in the network graph G, and the marginal likelihood of the dataset D given a
structure G is denoted by P (D|G). The purpose is to find G that maximizes
P (D|G) for a given D, which is the role of BN structure learning phase. The
common approach to this problem is to introduce a scoring function, f , that
evaluates each G with respect to D, searching for the best network structure
according to f . Various scoring metrics are usable for this job [6,12].

A well-known greedy approach for building BN structure is Algorithm B [1].
It starts with an empty DAG (edge-less structure) and at each step it adds the
edge with the maximum increase in the scoring metric f , whilst avoiding the
inclusion of directed cycles in the graph. The algorithm stops when adding any
valid edge does not increase the value of the scoring metric. K2, a metric based
on uniform prior scoring, is one of the most used scoring metrics for building
and evaluating Bayesian networks [6].

For further information about Bayesian networks, the reader is referred to
[11,12], which provide a detailed discussion of the subject.

2.2 Bayesian Networks for Classification

Bayesian network classifiers are a special kind of BNs where the class attribute
is treated as a unique variable in the network. The purpose is to compute the
probability of each value of the class variable given an instance of the predictor
attributes and assign this instance to the class that has the highest posterior
probability value. The following are various types of BN classifiers studied in
the literature.

• Näıve-Bayes: The classifier consists of a simple BN structure that has the
class node as the only parent node of all other nodes. This structure assumes
that all attributes are independent of each other given the class. In spite of
its simplicity, Näıve-Bayes has surprisingly outperformed many sophisticated
classifiers over a large number of datasets, especially where the attributes
are not strongly correlated [10].

• Tree Augmented Näıve-Bayes (TAN): As an extension to Näıve-Bayes,
TAN allows a node in a BN to have more than one parent, besides the class
variable. This produces a tree-like structure BN. A variation of the Chow-Liu
algorithm [3] is the best known method for building TANs. First, it computes
the conditional mutual information I(X,Y |C) between each pair of variables
X and Y given class variable C. Then it builds a complete undirected graph
connecting all the input variables to find the maximum weighted spanning
tree from the graph, where the weight of edge X → Y is annotated with
I(X,Y |C). After that, it chooses a root variable and sets the direction of all
edges to be outwards of it. Finally, it adds one edge from the class node to
each of the other variables, building a TAN classifier.
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• BN Augmented Näıve-Bayes (BAN): It is an elaborated version of
Näıve-Bayes, in which no restrictions (or at most k-dependencies) are en-
forced on the number of the parents that a node in the network can depend
on. In other words, while each node in TAN can have only one parent be-
sides the class node, and in Näıve-Bayes only the class node is allowed to be
the parent, each node in BAN can have k of parents (dependencies) besides
the class node. Another variation of the Chow-Liu algorithm that is used to
build TANs, is utilized to BANs as well [4].

• General Bayesian Network (GBN): Unlike the other BN classifier learn-
ers, the GBN treats the class variable node as an ordinary node. The idea is
to build a general purpose Bayesian network, find the Markov blanket of the
class node, delete all the other nodes outside it and use the resulting network
as a Bayesian classifier. One Markov blanket of a node n is the union of the
n’s parents, n’s children, and the parents of n’s children.

Friedman et al. provided an excellent study of these algorithms in [10]. A com-
prehensive investigation and comparisons of these various Bayesian classifiers by
Cheng and Greiner are found in [3,4] .

3 ACO Related Work

Ant Colony Optimization has an effective contribution in tackling the classifi-
cation problem. Ant-Miner [15] is the first ant-based classification algorithm.
Several extensions on this algorithm have been introduced in the literature,
such as AntMiner+ [13], cAnt-Miner [14], and multi-pheromone Ant-Miner [18].
However, the Ant-Miner algorithm as well as its various versions handles the clas-
sification problem by building a list of <IF Antecedent THEN Class> classifi-
cation rules. On the other hand, this paper proposes a new ant-based algorithm
that handles classification problems, yet with a different approach; learning a
Bayesian network to be used as classifier.

As for the use of ACO for building Bayesian networks, to date, there has
been only a few research utilizing such a heuristic in learning BN structure,
namely: ACO-B [2], MMACO [16,17], ACO-E [7,8] and CHAINACO - K2ACO
[21]. Moreover, none of them has been used for building BN classifiers. As far
as we know, our proposed ABC-Miner is the first algorithm to use ACO, or any
evolutionary algorithm, in the task of learning Bayesian networks specific for the
classification problem.

Campos et al. introduced the first ant-based algorithm for learning Bayesian
networks, ACO-B [2], where each ant iteratively constructs a complete Bayesian
network from scratch by selecting edges to be added to the network and up-
dates the pheromone on the construction graph according to the quality of the
constructed BN. Edge selection is carried out in stochastic fashion, according to
the pheromone and the heuristic values associated with the edge. The heuristic
function used is the same function used for evaluating the quality of the BN,
which is the K2 scoring metric [6].
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Pinto et al. used a different local discovery approach for learning BNs in
[16,17]. This is hybrid approach, MMACO, based on the local discovery algo-
rithm Max-Min Parents and Children (MMPC) and ant colony optimization
(ACO). MMPC is used to construct the skeleton of the Bayesian network and
then ACO is used to orientate its edges, thus returning the final structure. Here
all the ants are involved in building a single solution by testing several possible
edge additions and orientation at the same iteration. BDEu [12] is the function
used by MMACO to calculate the heuristics and evaluates the BN quality.

Daly et al. studied learning the structure of a Bayesian network by performing
a search through the space of its equivalence classes via extending traditional
ACO-based algorithm, ACO-E [7,8]. An equivalence class includes all network
structures where changing the orientation (dependency relationship) of one or
more edges in a BN obtains the same quality according to a given scoring metric.
In which case, not all the edges in an equivalence class of a BN are oriented,
since the direction of the dependencies of some edge does not change the quality
of the network.

Yanghui et al. proposed two novel ACO approaches for Bayesian network
structure learning, CHAINACO and K2ACO [21]. The former is based on a
GA algorithm. It consists of two phases; constructing chains (the order of nodes
according to dependencies) using ACO instead of GA, then applies K2 to the best
ordering found and returns the best structure. K2ACO is also based on another
algorithm, K2GA, which only consists of a single phase. The quality of each node
ordering chosen by an ant is evaluated by running the K2 search algorithm to
construct a BN calculating the score of the network structure found. The best
structure returned is that generated by K2 from the best ordering evaluated in
this fashion.

Note that the goal of the aforementioned algorithms is to build general pur-
poses BNs. In other words, the selection of the heuristics, quality evaluation
metric and other elements of the algorithm are suitable for this aim, but not
for building BN classifiers. Hence, in spite of having some similarities, essential
aspects of our algorithm are different due to the diversion in the target; our
algorithm is only focused on learning BN classifiers. Next we will explore these
aspects as we describe our novel Ant-based Bayesian Classifier.

4 A Novel ACO Algorithm for Learning BN Classifiers

4.1 ABC-Miner Algorithm

The overall process of ABC-Miner is illustrated in Algorithm 1. The core ele-
ment of any ACO-based algorithm is the construction graph that contains the
decision components in the search space, with which an ant constructs a candi-
date solution. As for the problem at hands, the decision components are all the
edges X → Y where X �= Y and X,Y belongs to the input attributes of a given
training set. These edges represent the variable dependencies in the resulting
Bayesian network classifier.
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At the beginning of the algorithm, the pheromone amount is initialized for
each decision component with the same value. The initial amount of pheromone
on each edge is 1/|TotalEdges|. In addition, the heuristic value for each edge
X → Y is set using the conditional mutual information, which is computed as
follows:

I(X,Y |C) =
∑
c∈C

p(c)
∑
x∈X

∑
y∈Y

p(x, y|c) log p(x, y|c)
p(x|c)p(y|c) (2)

where C is the class variable. p(x, y|c) is the conditional probability of value x ∈
X and y ∈ Y given class value c, p(x|c) is the conditional probability of x given c,
p(y|c) is the conditional probability of y given c and p(c) is the prior probability
of value c in the class variable. Conditional mutual information is a measure
of correlation between two random variables given a third one. In our case, we
want to lead the ant during the search process to the edges between correlated
variables given the class variable, and so we use such a function as heuristic
information associated with the selectable edges. Note that the procedure of
heuristic calculation is called only once at the beginning and its calculations
used throughout the algorithm.

Algorithm 1. Pseudo-code of ABC-Miner

Begin ABC-Miner
BNCgbest = φ; Qgbest = 0
InitializePheromoneAmounts();
InitializeHeuristicV alues();
t = 0;
repeat

BNCtbest = φ; Qtbest = 0;
for i = 0 → colony size do

BNCi = CreateSolution(anti);
Qi = ComputeQuality(BNCi);
if Qi > Qtbest then

BNCtbest = BNCi;
Qi = Qtbest;

end if
end for
PerformLocalSearch(BNCtbest);
UpdatePheromone(BNCtbest);
if Qtbest > Qgbest then

BNCgbest = BNCtbest;
end if
t = t+ 1;

until t = max itrations or Convergence()
return BNCgbest;
End
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The outline of the algorithm is as follows. In essence, each anti in the colony
creates a candidate solution BNCi, i. e. a Bayesian network classifier. Then
the quality of the constructed solution is evaluated. The best solution BNCtbest

produced in the colony is selected to undergo local search before the ant updates
the pheromone trail according to the quality of its solution Qtbest. After that,
we compare the iteration best solution BNCtbest with the global best solution
BNCgbest to keep track of the best solution found so far. This set of steps
is considered an iteration of the repeat − until loop and is repeated until the
same solution is generated for a number of consecutive trials specified by the
conv iterations parameter (indicating convergence) or until max iterations

is reached. The values of conv iterations, max iterations and colony size

are user-specified thresholds. In our experiments (see section 5), we used 10, 500
and 5 for each of these parameters respectively.

4.2 Solution Creation

Instead of having the user selecting the optimum maximum number of depen-
dencies that a variable in the BN can have (at most k parents for each node), this
selection is carried out by the ants in ABC-Miner. Prior to solution creation, the
ant selects the maximum number of dependencies (k) as a criterion for the cur-
rently constructed BN classifier. This selection of k value is done probabilistically
from a list of available numbers. The user only specifies max parents parameter
(that we set to 3 in our experiments), and all the integer values from 1 to this
parameter are available for the ant to use in the BN classifier construction. The
various values of the k are treated as decision components as well. More precisely,
the ant updates the pheromone on the value k of the maximum number of par-
ents after solution creation according to the quality of this solution, which used
value k as a criterion in the BN classifier construction. This pheromone amount
represents the selection probability of this value by subsequent ants, leading
to convergence on an optimal value of k dependencies. Algorithm 2 shows the
outline of the solution creation procedure.

Algorithm 2. Pseudo-code of Solution Creation Procedure

Begin CreateSolution()
BNCi ← {Näıve-Bayes structure};
k = anti.SelectMaxParents();
while GetV alidEdges() <> φ do

{i → j} = anti.SelectEdgeProbablistically();
BNCi = BNCi ∪ {i → j};
RemoveInvalidEdges(BNCi, k);

end while
BNCi.LearnParameters();
return BNCi;
End
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Each ant starts with the network structure of the Näıve-Bayes classifier, i. e. a
BN in which all the variables have only the class variable as a parent. From that
point, it starts to expand this Näıve-Bayes network into a Bayesian Augmented
Näıve-Bayes (BAN) by adding edges to the network. The selection of the edges
is performed according to the following probabilistic state transition formula:

Pij =
[τij(t)]

α · [ηij ]β∑I
a

∑J
b [τab(t)]

α · [ηab]β
(3)

In this equation, Pij is the probability of selecting the edge i → j, τij(t) is
the amount of pheromone associated with edge i → j at iteration t and ηij is
the heuristic information for edge i → j computed using conditional mutual
information (equation 2). The edge a → b represents a valid selection in the
available edges. The exponents α and β are used to adjust the relative emphases
of the pheromone (τ) and heuristic information (η), respectively. Note that edges
available for selection are directed, i. e. i → j �= j → i .

ABC-Miner adapts the “ants with personality” approach, proposed by the
author in [18]. Each anti is allowed to have its own personality by allowing
it to have its own values of the αi and βi parameters. In other words, some
ants will give more importance to pheromone amount, while others will give
more importance to heuristic information. The αi and βi parameters are each
independently drawn from a Gaussian distribution centered at 2 with a standard
deviation of 1. This approach aims to advance exploration and improve search
diversity in the colony.

An edge i → j is valid to be added in the BN classifier being constructed if
the following two criteria are justified: 1) its inclusion does not create a directed
cycle, 2) the limit of k parents (chosen by the current ant) for the child variable
j is not violated by the inclusion of the edge. After the ant adds a valid edge
to the BN classifier, all the invalid edges are eliminated from the construction
graph. The ant keeps adding edges to the current solution until no valid edges are
available. When the structure of BNCi is finished, the parameters Θ are learnt
by calculating the CPT for each variable, according to the network structure,
producing a complete solution. Afterward, the quality of the BN classifier is
evaluated, and all the edges become available again for the next ant to construct
another candidate solution.

4.3 Quality Evaluation and Pheromone Update

Unlike the traditional Bayesian networks, the target of our algorithm is to build
an effective BN in terms of predictive power with respect to a specific class
attribute. In other words, BN learning algorithms aim to maximize a scoring
function that seeks a structure that best represents the dependencies between
all the attributes of a given dataset. This structure should fit the knowledge
representation and inference purposes of a BN, which treats all the variables
in the same way, without distinguishing between the predictor and the class
attributes. On the other hand, the purpose of learning a BN classifier is to build
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a structure that can calculate the probability of a class value given an instance
of the input predictor variables, and predict the class value with the highest
probability to label the instance.

Therefore, using traditional scoring functions to evaluate the quality of a BN
classifier should not fit the purpose of building a classifier [10]. According to this
reasoning, we evaluate the quality of the constructed network directly as a clas-
sifier, where the predictive efficiency is the main concern. We use the accuracy,
a conventional measure of predictive performance, to evaluate the constructed
BN model, computed as follows:

Accuracy =
|Correctly Classified Cases|

|V alidation Set| (4)

The best BN classifier BNCtbest constructed amongst the ants in the colony
undergoes local search, which aims to improve the predictive accuracy of the
classifier. The local search operates as follows. It temporarily removes one edge
at a time in a reverse order (removing last the edge that was added to the net-
work first). If the quality of the BN classifier improves, this edge is removed
permanently from the network, otherwise it is added once again. Then we pro-
ceed to the next edge. This procedure continues until all the edges are tested to
be removed from the BN classifier and the BN classifier with the highest quality
– with respect to classification accuracy – is obtained.

After BNCtbest is optimized via local search, pheromone levels are increased
on decision components (edges) in the construction graph included in the struc-
ture of the constructed BN classifier, using the following formula:

τij(t+ 1) = τij(t) + τij(t).Qtbest(t) (5)

To simulate pheromone evaporation, normalization is then applied as in [15]; each
τij is divided over the total pheromone amounts in the construction graph. Note
that pheromone update is carried out for the decision components representing
the number of dependencies used for building the BN classifier structure as well.

5 Experimental Methodology and Results

The performance of ABC-Miner was evaluated using 15 public-domain datasets
from the UCI (University of California at Irvine) dataset repository [19]. Datasets
containing continuous attributes were discretized in a pre-possessing step, using
the C4.5-Disc [20] algorithm. The main characteristics of the datasets are shown
in Table 1. We compare the predictive accuracy of our proposed ant-based algo-
rithm with three other widely used algorithms for learning Bayesian classifiers.
In our experiment, we used Weka [20] implementations for these algorithms.
Table 2 presents the main characteristics of the used algorithms.

The experiments were carried out using 10-fold cross validation procedure. In
essence, a dataset is divided into 10 mutually exclusive partitions, were each time
a different partition is used as the test set and the other 9 partitions are used
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Table 1. Description of Datasets Used in Experimental Results

Dataset Size Attributes Classes

balance scale 625 4 3

breast cancer (wisconsin) 286 9 2

car evaluation 1,728 6 4

contraceptive method choice 1,473 9 3

statlog credit (australian) 690 14 2

statlog credit (german) 1,000 20 2

dermatology 366 33 6

hayes-roth 160 4 3

heart (cleveland) 303 12 3

iris 150 4 3

monks 432 6 2

nursey 12,960 8 5

soybean 307 35 19

tic-tac-to 958 9 2

voting records 435 16 2

Table 2. Summary of the BN Classifier Learning Algorithms Used in the Experiments

Algorithm Type Search Strategy Optimization

Näıve-Bayes Deterministic - -

TAN Deterministic Finding Max. Spanning Tree Cond. Mutual Info.

GBN Deterministic Greedy Hill Climbing K2 Function

ABC-Miner Stochastic Ant Colony Optimization Predictive Accuracy

as the training set. The results (accuracy rate on the test set) are then averaged
and reported in Table 3 as the accuracy rate of the classifier. Since ABC-Miner
is a stochastic algorithm, we run it 10 times – using a different random seed to
initialize the search each time – for each cross-validation fold. In the case of the
deterministic algorithms, each is run just once for each fold.

Table 3 reports the mean and the standard error of predictive accuracy values
obtained by 10-fold cross validation for the 15 datasets, where the highest accu-
racy for each dataset is shown in bold face. As shown, ABC-Miner has achieved
the highest predictive accuracy amongst all algorithms in 12 datasets (with 2
ties), while Näıve-Bayes achieved the highest accuracy in 3 datasets (with 2 ties),
TAN in 2 datasets (both are ties) and finally GBN in 4 datasets (with 3 ties).

Ranking the algorithms in descending order of accuracy for each dataset and
taking the average ranking for each algorithm across all 15 datasets, ABC-
Miner obtained a value of 1.6, which is the best predictive accuracy average
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Table 3. Predictive Accuracy % (mean± standard error) Results

Dataset Näıve-Bayes TAN GBN ABC-Miner

bcw 92.1 ± 0.9 95.4 ± 0.9 93.8 ± 0.9 95.4 ± 0.6

car 85.3 ± 0.9 93.6 ± 0.6 86.2 ± 0.9 97.2 ± 0.3

cmc 52.2 ± 1.2 49.8 ± 1.2 49.8 ± 1.2 67.3 ± 0.6

crd-a 77.5 ± 1.2 85.1 ± 0.9 85.7 ± 0.9 87.3 ± 0.6

crd-g 75.6 ± 0.9 73.7 ± 1.2 75.6 ± 1.2 69.5 ± 0.9

drm 96.2 ± 0.6 97.8 ± 0.9 97.2 ± 0.6 99.1 ± 0.3

hay 80.0 ± 2.8 67.9 ± 3.1 83.1 ± 2.5 80.0 ± 3.1

hrt-c 56.7 ± 2.2 58.8 ± 2.5 56.7 ± 2.2 73.3 ± 0.9

iris 96.2 ± 1.5 94.2 ± 1.8 92.9 ± 1.8 96.2 ± 0.9

monk 61.6 ± 0.6 58.8 ± 0.6 61.6 ± 0.9 51.9 ± 0.9

nurs 90.1 ± 0.9 94.3 ± 0.9 90.1 ± 0.9 97.0 ± 0.9

park 84.5 ± 2.5 91.7 ± 2.2 84.5 ± 2.5 94.2 ± 2.8

pima 75.4 ± 1.2 77.8 ± 1.5 77.8 ± 1.5 77.8 ± 1.5

ttt 70.3 ± 0.3 76.6 ± 0.6 70.3 ± 0.3 86.4 ± 0.6

vot 90.3 ± 0.6 92.1 ± 0.4 90.3 ± 0.6 94.6 ± 0.9

rank amongst all algorithms. On the other hand Näıve-Bayes, TAN and GBN
have obtained 3.1, 2.5, 2.8 in predictive accuracy average rank respectively. Note
that the lower the average rank, the better the performance of the algorithm.

Statistical test according to the non-parametric Friedman test with the Holm’s
post-hoc test was performed on the average rankings. Comparing to Näıve-Bayes
and GBN, ABC-Miner is statistically better with a significance level of 5% as the
tests obtained p - values of 0.0018 and 0.013 respectively. Comparing to TAN,
ABC-Miner is statistically better with a significance level of 10% as the tests
obtained p -value of 0.077.

6 Concluding Remarks

In this paper, we introduced a novel ant-based algorithm for learning Bayesian
network classifiers. Empirical results showed that our proposed ABC-Miner sig-
nificantly out performs the well-known Näıve-Bayes, TAN, and GBN algorithms
in term predictive accuracy. Moreover, the automatic selection of the maximum
number of k-parents value makes ABC-Miner more adaptive and autonomous
than conventional algorithms for learning BN classifiers. As a future work, we
would like to explore the effect of using different scoring functions for computing
the heuristic value used by ABC-Miner, as well as other scoring functions to
evaluate the quality of a constructed BN classifier. Another direction is to ex-
plore different methods of choosing the value of k parents for building a network
structure for the Bayesian classifier.
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9. Dorigo, M., Stützle, T.: Ant Colony Optimization. MIT Press (2004)
10. Friedman, N., Geiger, D., Goldszmidt, M.: Bayesian Network Classifiers. Machine

Learning Journal, 131–161 (1997)
11. Friedman, N., Goldszmidt, M.: Learning Bayesian networks with local structure.

Learning in Graphical Models, pp. 421–460. Kluwer, Norwell (1998)
12. Heckerman, D., Geiger, D., Chickering, D.M.: Learning Bayesian networks: the

combination of knowledge and statistical data. Machine Learning Journal, 197–
244 (1995)

13. Martens, D., Backer, M.D., Haesen, R., Vanthienen, J., Snoeck, M., Baesens, B.:
Classification with ant colony optimization. In: IEEE TEC, pp. 651–665 (2007)

14. Otero, F.E.B., Freitas, A.A., Johnson, C.G.: cAnt-Miner: An Ant Colony Classifi-
cation Algorithm to Cope with Continuous Attributes. In: Dorigo, M., Birattari,
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Abstract. We present a novel method to analyse swarm robotics sys-
tems based on Bio-PEPA. Bio-PEPA is a process algebraic language
originally developed to analyse biochemical systems. Its main advantage
is that it allows different kinds of analyses of a swarm robotics system
starting from a single description. In general, to carry out different kinds
of analysis, it is necessary to develop multiple models, raising issues of
mutual consistency. With Bio-PEPA, instead, it is possible to perform
stochastic simulation, fluid flow analysis and statistical model checking
based on the same system specification. This reduces the complexity of
the analysis and ensures consistency between analysis results. Bio-PEPA
is well suited for swarm robotics systems, because it lends itself well to
modelling distributed scalable systems and their space-time characteris-
tics. We demonstrate the validity of Bio-PEPA by modelling collective
decision-making in a swarm robotics system and we evaluate the result
of different analyses.

1 Introduction

Swarm robotics is a novel approach to multi-robots systems. Swarm robotics
systems (SRSs) are composed by tens or hundreds of robots which cooperate to
perform a task, without a centralized controller or global knowledge. The goal
of swarm robotics is to develop systems that are robust, scalable and flexible [7].

Analysing large and complex SRSs using physics-based simulations or directly
with robots is often difficult and time consuming. For this reason, a common way
to study these systems is by using models [16]. Models allow the developer to
abstract from the complexity of a system and its implementation details and
focus on the aspects that are relevant for the analysis. Different approaches
are available to model a SRS. Macroscopic modelling [16] is commonly used for
describing the collective behaviour of a system. Another approach, namely mi-
croscopic modelling [8], focuses instead on the behaviour of individual robots.
Finally, model checking has been used to verify formal properties of a SRS [13].
These approaches allow a developer to obtain different “views” of the system
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behaviour. However, for each of these views, a different model is necessary. Pro-
ducing different models greatly increases the complexity of the analysis process.
Moreover, when dealing with different models, the issue of mutual consistency
must be addressed.

In this paper we present a novel approach to model SRSs based on Bio-
PEPA [6] which allows to obtain different consistent views of a system from
the same formal specification. Bio-PEPA is a process algebraic language for bio-
chemical and distributed systems. It has also been used1 to analyse emergency
egress [18] and crowd dynamics [19] which are systems characterized by a high
number of individuals and lack of a centralized controller, aspects common also
to SRSs. Bio-PEPA is well suited to analyse and develop SRSs; it provides for
a clear specification at the microscopic level while providing also primitives for
spatial description (e.g. locations) and for composition of individual robots (e.g
cooperation operator). Moreover, Bio-PEPA allows to easily define species, which
can be used to characterize groups of robots with specific attributes and actions;
for instance, they can be used to differentiate between groups of robots perform-
ing different tasks at the same location. We use Bio-PEPA to develop a formal
specification and analyse a collective decision-making behaviour which has been
extensively studied in [21,22]. The case study consists of a swarm of robots that
have to collectively identify the shortest path between two possible choices. We
validate our results against those presented in [21].

The outline of the paper is as follows. In Section 2, we present related work. In
Section 3, we give a brief presentation of Bio-PEPA. In Section 4, we present the
case study and its Bio-PEPA specification. In Section 5, we present and validate
our results. Some conclusions are drawn in Section 6.

2 Related Work

The most common approaches to modelling in swarm robotics are based on mi-
croscopic and macroscopic models. The main advantage of microscopic modelling
is that it allows to study in detail the robot-to-robot and robot-to-environment
interactions that are the key components of any SRS. Microscopic modelling,
through stochastic simulation, can be used to analyse a system both in its equi-
librium and far-from-equilibrium states. An example of a microscopic model of
a SRS can be found in [11]. Macroscopic modelling, instead, considers only the
swarm and its time evolution, ignoring the individual behaviour of the robots
composing it. For this reason, it can be used to analyse systems composed by
thousands of robots using fluid flow (Ordinary Differential Equations) approx-
imation. Macroscopic modelling provides an important technique to address
equilibrium analysis, but is focussed on the average behaviour of the system, ab-
stracting from local stochastic fluctuations. A review on macroscopic modelling
in swarm robotics can be found in [16]. A comparison between the microscopic
and macroscopic models of a swarm robotics system is presented in [17].

1 See http://www.biopepa.org for a complete list of publications.

http://www.biopepa.org
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A further way to model a SRS models is through mathematical logic. Mod-
els developed through mathematical logic can be used to formally verify given
properties of a SRS by automated model checking (e.g. [2]). Up to now this ap-
proach has not been explored extensively in swarm robotics. Examples of model
checking in swarm robotics can be found in [13,3].

To perform stochastic simulation, fluid flow (ODE) approximation and model
checking different models of a system are necessary. Our approach, instead, re-
quires only a single Bio-PEPA specification permitting different kinds of system
analyses.

3 Bio-PEPA

Bio-PEPA [6] is a process algebraic language that originally was developed for
the stochastic analysis of biochemical systems. Bio-PEPA specifications consist
of two main kinds of components. The first kind is called the “species” com-
ponent, specifying the behaviour of individual entities. The second kind is the
model component, specifying the interactions between the various species. In
the context of this paper, the individual entities are the robots, and the model
component defines how they interact.

The syntax of Bio-PEPA components is defined as:

S ::= (α, κ) op S | S + S | C with op = ↓ | ↑ | ⊕ | 
 | � and P ::= P ��
L P | S(x)

where S is a species component and P is a model component.
The prefix combinator “op” in the prefix term (α, κ) op S represents the im-

pact that action α has on species S. Specifically, ↓ indicates that the number of
entities of species S reduces when α occurs, and ↑ indicates that this number in-
creases. The amount of the change is defined by the coefficient κ. This coefficient
captures the multiples of an entity involved in an occurring action. We will see
an example of its use in the next section. The default value of κ is 1, in which
case we simply write α instead of (α, κ). Action durations are assumed to be
random variables with negative exponential distributions, characterised by their
rates. The rate of action α is defined by a so called functional rate or kinetics
rate. Action rates are defined in the context section of a Bio-PEPA specification.

The symbol ⊕ denotes an activator, 
 an inhibitor and � a generic modifier,
all of which play a role in an action without being produced or consumed and
have a defined meaning in the biochemical context. The operator “+” expresses
the choice between possible actions, and the constant C is defined by the equa-
tion C=S. The process P ��

L Q denotes synchronisation between components P
and Q, the set L determines those actions on which the components P and Q
are forced to synchronise. The shorthand P ��∗ Q denotes synchronisation on all
actions that P and Q have in common. In S(x), the parameter x ∈ IR represents
the initial amount of the species. A Bio-PEPA system with locations consists of
a set of species components, a model component, and a context containing defi-
nitions of locations, functional/kinetics rates, parameters, etc.. The prefix term
(α, κ) op S@l is used to specify that the action is performed by S in location l.
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Bio-PEPA is given a formal operational semantics [6] which is based on Con-
tinuous Time Markov Chains (CTMCs). It is supported by a suite of software
tools which automatically process Bio-PEPA models and generate internal rep-
resentations suitable for different types of analysis [6,4]. These tools include
mappings from Bio-PEPA to differential equations (ODE) supporting a fluid
flow approximation [10], stochastic simulation models [9], CTMCs with levels [5]
and PRISM models [15] amenable to statistical model checking. Consistency of
the analyses is supported by a rich theory including process algebra, and the
relationships between CTMCs and ODE.

4 Collective Decision-Making: A Bio-PEPA Specification

In this paper, we analyse a collective decision-making system originally proposed
by Montes de Oca et al. [21]. The task of the robots is to transport objects from
a start area to a goal area. The objects to transport are too heavy for a single
robot, thus the robots have to form groups of three in order to transport a single
object. There are two possible paths between the start and the goal area and the
robots can choose between the two. This is similar to what ants do in the well
known double bridge experiment with the difference that ants use pheromones
while in our setup robots use voting.

Each individual robot has a preferred path. When a group of three robots
is formed in the start area, the robots choose the path that is preferred by the
majority of them. The chosen path becomes the preferred one for all the robots
in the group. More details are given in Sections 4.1. An analysis of the system
is presented in Montes de Oca et al. [21] and in Scheidler [22].

This collective decision-making system is a good benchmark for testing Bio-
PEPA since it displays two important aspects of swarm robotics: cooperation and
space-time characteristics. Cooperation can be direct and indirect: the robots
cooperate directly to transport the objects, and indirectly to select a path via
the dynamics of their preferences. Space-time characteristics are displayed in the
voting process itself, as it involves only the robots that are in the start area at a
given time, and in the fact that the collective decision-making process depends
on the time taken to navigate over the two different paths.

4.1 The Bio-PEPA Specification

In the remaining part of this section we present the Bio-PEPA specification of
the system. The full specification can be found in the supplementary material
[20]. As shown in Fig. 1, the system is described by eight Bio-PEPA locations :
two boundary locations, start and goal; two choice locations, A and B, where
the robots decide which path to take; and two locations for each path, L1 and
L2 for the long path and S1 and S2 for the short one. We also define a set of
Bio-PEPA species to specify the behaviour of the robots. For example in start

we distinguish two species of robots: those that last time returned via the short
path, denoted as Robo start fromS , and those that returned via the long path,
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Fig. 1. Locations and transitions of robots in the Bio-PEPA specification

denoted as Robo start fromL. In the sequel we will refer to these two groups also
as the S-population and the L-population, respectively. Similarly, other locations
contain populations of teams of robots that move in the direction from the start
area to the goal area and those that move in the opposite direction. For example,
in location S1 we can have Teams S1 StoG and Teams S1 GtoS , where StoG
denotes the direction from the start area to the goal area and GtoS the opposite
direction.

The Bio-PEPA fragment below specifies the behaviour of a robot. Robots
leave the start area in groups of three. Each group is randomly composed by
either three robots from the S-population, three from the L-population or two
from S and one from L or two from L and one from S. These combinations are
modelled as four different actions: allS , allL, S2L1 and S1L2 . In Bio-PEPA the
formation of teams of robots is modelled by the coefficient that indicates how
many entities are involved in an action. For example, upon action allS three
robots of the S-population leave start (indicated by (allS , 3)↓), to form an
additional team of robots in choice point A (indicated by (allS , 1)↑ in Teams A S)
which is ready to take the short path when the team continues its journey towards
the goal area (population Teams A S@A). Since action allS is shared between
the species components Robo start fromS and Teams A S this movement occurs
simultaneously with the rate of action allS that will be defined later on.

Robo start fromS = (allS , 3)↓Robo start fromS@start+
(S2L1, 2)↓Robo start fromS@start+
(S1L2, 1)↓Robo start fromS@start+
(go S1 start , 3)↑Robo start fromS@start ;

Teams A S = (allS, 1)↑Teams A S@A+
(S2L1, 1)↑Teams A S@A+
go A S1↓Teams A S@A;

In a similar way, upon action S2L1, which is present in three components
(Robo start fromS , Teams A S and Robo start fromL, the latter is not shown),
all three components synchronize, resulting in two robots from the S-population
and one from the L-population leaving the start area and forming at the same
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time 1 new team in choice point A in the population Teams A S . The synchro-
nization pattern of the components is given by the model component shown later
on. The excerpt above only shows the behaviour of teams voting for the short
path. The behaviour of those voting for the long path is similar and omitted
for reasons of space. For the same reason also the behaviour of teams moving
between different locations is not shown.

The actions denoting groups of robots leaving the start area need to occur
with appropriate rates. For example, a group of three robots all from the S-

population has a probability of (RSS)
(RSS)+(RSL) ∗

(RSS−1)
(RSS−1)+(RSL) ∗

(RSS−2)
(RSS−2)+(RSL)

times the rate of leaving the start area, where RSL (RSS resp.) abbreviates
Robo start fromL@start (Robo start fromS@start resp.). A similar probability
can be defined for a group of three from the L-population.

When considering mixed groups also the order in which the elements are
extracted from the population in the start area is of influence. This is particularly
true when relatively small populations of robots are considered. For example, the
probability to extract two robots from the S-population in the start area and
then one from the L-population is:

pSSL = (RSS)
(RSS)+(RSL)

∗ (RSS−1)
(RSS−1)+(RSL)

∗ (RSL)
(RSS−2)+(RSL)

Similarly we define probabilities for pSLS, pLSS, pLLS, pLSL and pSLL. The
rates of actions S2L1 and S1L2 can now be defined as (pSSL+pSLS+pLSS)∗
move and (pSLL + pLSL + pLLS) ∗ move, respectively. Note that the sum of
these six probabilities and the probability of the combination of three S or three
L is 1. So the total rate at which groups of robots leave the start area is constant
and given by the parameter ‘move’. The rate at which groups move from A to
S1 and to L1 is also dependent on the number of groups present in A and are
walk normal ∗ Teams A S@A and walk normal ∗ Teams A L@A, respectively.
The rate parameter walk normal specifies the time it takes a group of robots to
move from choice-point A to the first section of a path.

Finally, the overall system definition shows the initial size of robot popula-
tions in each location. The overall robot behaviour is defined using multi-part
synchronization on shared actions:

Robo start fromS@start(SS) ��∗ Robo start fromL@start(SL) ��∗
Teams A S@A(0) ��∗ Teams A L@A(0)��∗
Teams S1 StoG@S1 (0)��∗ Teams S1 GtoS@S1 (0)��∗
Teams S2 StoG@S2 (0)��∗ Teams S2 GtoS@S2 (0)��∗
Teams L1 StoG@L1 (0)��∗ Teams L1 GtoS@L1 (0)��∗
Teams L2 StoG@L2 (0)��∗ Teams L2 GtoS@L2 (0)��∗
Teams goal fromS@goal(0) ��∗ Teams goal fromL@goal(0)��∗
Teams B fromS@B(0) ��∗ Teams B fromL@B(0)

where the number SS in Robo start fromS@start(SS) (resp. SL) is the initial
size of the robot S (resp. L)-population present in the start area (@start). There
is a further issue to consider which is the way to model the length of the paths.
This can be done in two ways. The first is to model each path by two sections, as
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illustrated above, and vary the time it takes teams to traverse these sections by
choosing a different rate for the movement between sections on the short and the
long path. However, as also discussed in [21], this model has the disadvantage
that the duration of path traversal is essentially modelled by a short series of
exponential distributions which in general approximates the average duration
well, but not the variability. It therefore does not reflect very well realistic robot
behaviour. An alternative is to choose the same rate for each section and to vary
the number of sections on each path to model their difference in length. This way
the traversal time of a path is modelled by a sequence of say m exponentially
distributed random variables with rate λ, also known as an Erlang distribution,
using the well-known method of stages [12] (p. 119).2 We model the two paths
of the environment with 8 S-sections and 15 L-sections. Each section takes, on
average, ten time units to traverse. This is modelled in the system by defining
the rate walk normal = 0.1. Considering also the movements from the choice
points to the path and those from the path to the start area and the goal area,
in this way the short path takes on average 100 time units to traverse, and
the long one 170. This is comparable to the latency periods used in [21] (end
of Section 4). Other free variables of the model not provided in [21] have been
selected by us.

5 Analysis

For the analysis in this section we consider a Bio-PEPA voting specification
with a population of 32 robots. In [21] the analysis results make reference to
the number of teams, k, that are active in the system at any time. We specify
this in Bio-PEPA by making sure that at any time at least min start robots
are in the start area, corresponding to k = (32−min start)/3.3 We furthermore
consider the following parameters for the specification: N = 32, of which initially
SS = 16 and SL = 16, move = 0.28, walk normal = 0.1.

In the following we illustrate three different forms of analysis of the same Bio-
PEPA specification and validate their results with those from the literature [21].

5.1 Stochastic Simulation

The first kind of analysis uses stochastic simulation to check the average num-
ber of active teams in the system over time for different assumptions on the
minimal number of robots that remain in the start area. Fig. 2 presents two
stochastic simulation results (average over 10 simulation runs) for min start = 5

2 For m going to infinite, an Erlang distribution [m,λ] converges to a normal distribu-
tion with mean m/λ and variance m/λ2. So, in general, the larger m is, the better
the Erlang distribution [m,λ] approximates a normal distribution.

3 In Bio-PEPA, one can make use of a predefined function H which takes a rate as
argument. If the rate is zero, H returns zero, otherwise it returns 1. To guarantee a
minimum number,min start, in the start area, the rate of, e.g., action S2L1 can then
be defined as: S2L1 = (pSSL+pSLS+pLSS)∗move∗H((RSS+RSL)−min start).
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Fig. 2. Number of active teams for min start = 5 (left) and min start = 2 (right)

(Fig. 2 left) and min start = 2 (Fig. 2 right). The figure shows that the number
of active teams on the paths quickly increases to 9 (resp. 10) and then stabilizes
at that level. This means that the rate at which robots leave the start area, i.e.
move = 0.28, is sufficiently high to quickly reach a situation with the desired
number of active teams. This makes it possible to compare the results of this
analysis with the results obtained with the physics-based simulation and Monte
Carlo simulation as reported in [21] which will be discussed later on. The figures
show the number of robots on the paths and in the start area and the total
number of teams on the paths.

5.2 Statistical Model Checking

Another way to analyse the system is via statistical model checking provided, for
example, by the model-checker PRISM [15]. In particular, the Bio-PEPA spec-
ification can be exported automatically [4] to the PRISM input language. The
PRISM specification can be found in the supplementary material [20]. Statistical
model checking is an analysis method in which a logical formula, formalizing a
particular property of the system, can be automatically checked against a set
of randomly generated simulation runs of a model of the system via statisti-
cal analysis. For example, if we denote convergence on the short path by the
shorthand “Convergence on S”, and convergence on the long path by “Conver-
gence on L”, the statement “what is the probability that the system did not
converge on the long path until it converges on the short path” can be expressed
in the Continuous Stochastic temporal Logic (CSL) [1,2] as:

P =? [!“Convergence on L′′ U “Convergence on S ′′] (1)

where P =? is used to compute a probability, ! stands for negation and U reads
as “until”. “Convergence on S” can be defined as the situation in which all the
32 robots are either in a team on the short path or in the S-population in the
start area or at the goal area. “Convergence on L” can be defined similarly, but
requiring that the above sum is equal to 0 instead of 32.

In a similar way, the model can be analysed to obtain the expected number
of team formations and the expected time until convergence. For the number of
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team formations, one needs to count the number of times the actions ‘go A S1’
and ‘go A L1’ occur until convergence happens. Let us assume that the vari-
able teams accumulates the number of teams formed until convergence, and the
variable total time the total time that passed until convergence in the various
simulation runs4. The question “what is the expected number of teams formed
until eventually convergence has taken place on the short or the long path” can
then be answered by statistical model checking with the logical reward formula:

R{“teams”} =? [F (“ Convergence on S”|“ Convergence on L”)] (2)

where F reads as “eventually”, | denotes logical disjunction and R =? is used
to compute the expected value, commonly called ‘reward’, of specific events. A
similar analysis using the same formula, but substituting teams with total time,
gives the expected time until convergence. The following analyses have been
based on 100 random samples and a confidence level of 99%, except where ex-
plicitly indicated. In the figures the confidence intervals are shown as error-bars.

Figure 3 (a), (b) and (c) show the result of statistical model checking of the
above formulas for models that only differ in the number of active teams k, where
k = {1, 2, ..., 10}. In particular, Fig. 3(a) shows the probability of convergence
on the short path (i.e. Formula (1)). The data are compared to those obtained
via physics-based simulation and Monte Carlo simulation of the same case-study
reported in [21]. The latter are close to the results obtained with the Bio-PEPA
specification and well within the error-margins. Fig. 3(b) shows results on the
expected number of team formations until convergence on the short or long path
(i.e. Formula (2)) using 1000 samples. The data correspond very well for k from
1 to 7, but diverge for higher values of k perhaps caused by strong stochastic
fluctuations due to the small number of robots present in the start location.
Fig. 3(c) shows the expected convergence time. No data from the literature
concerning this aspect is available for comparison. The total model-checking
time to produce the data in Fig. 3(a) was ca. 10 minutes, those in Fig. 3(b)
ca. 48 minutes and those in Fig. 3(c) ca. 5 minutes. Due to space limits we limit
our analysis to the shown properties. However, other interesting properties of
the system could be analysed this way. For example it can be shown that for any
value of k from 1 to 10 the probability that convergence occurs is equal to 1.

5.3 Fluid Flow Analysis

The third kind of analysis is a fluid flow approximation or numerical analysis
of the ODE underlying the Bio-PEPA specification. Based on the Bio-PEPA
syntax, the underlying ODE model can be generated automatically and in a
systematic way [10] using the Bio-PEPA tool suite [4]. This provides yet another
view on the behavioural aspects of the system. One can, for example, explore
numerically the sensitivity of the system to initial values and discover stationary

4 In terms of Markov theory such ‘counting’ is defined by reward structures In statisti-
cal model checking these numbers are used in the statistical analysis of the generated
simulation runs.
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Fig. 3. Results with Erlang distribution of path length

points and other aspects related to stability analysis. As an example, here we
show the relation between stochastic simulation and fluid approximation results.

In Fig. 3(d) a fluid flow analysis (ODE) is shown of the total fraction of robots
in the S-population over time, i.e. both those present in the start area and those
in the teams5. Clearly, the fluid approximation predicts that the system con-
verges in 100% of the cases to the short path. Stochastic simulation over 100
independent runs (G100) shows that such convergence happens only in 85% of
the cases, which corresponds to what we found with statistical model checking
for a comparable value of k (see Fig. 3(a)). The difference can be explained by the
larger effect of stochastic fluctuations when the population is small. The proba-
bility that the system ‘accidentally’ converges on the long path is then relatively
high. For large populations such a probability tends to zero, as stochastic sim-
ulation trajectories start to approximate the deterministic ODE solution when
the specification satisfies certain scaling conditions (see [14]). This phenomenon

5 To guarantee continuity of the ODE model the H-function has been removed and
replaced by setting move = 0.03 to approximate a scenario in which k = 7.
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can be observed in Fig. 3(d) from the curve labelled G1. This insight provides a
way to interpret results obtained with fluid approximation.

6 Conclusions

Bio-PEPA [6] is a process algebraic language originally developed for the
stochastic modelling and analysis of biochemical systems. In this paper we used
Bio-PEPA to specify and analyse a robot swarm decision-making behaviour,
originally presented in [21]. We showed that with Bio-PEPA issues relevant to
SRS modelling can be addressed at the microscopic level. Among these issues are:
robot team-formation, voting, certain spatial and temporal aspects, species of
robots with particular behavioural characteristics, and direct and indirect inter-
action. The main advantage is that a single microscopic Bio-PEPA specification
of the system lends itself to a variety of analyses methods such as stochastic
simulation, fluid flow (ODE) approximation and statistical (stochastic) model
checking. This provides an efficient way to obtain different views of the system
behaviour, while preserving their mutual consistency. The results were shown to
be largely comparable with those obtained in [21] via physics-based simulation
and Monte Carlo simulation of the same case study. A limit of Bio-PEPA is
its limited capability to tackle sophisticated spatial and temporal concepts. In
future work, we plan to address this and develop facilities to further explore
non-linear behavioural aspects using numerical techniques. Our goal is to extend
Bio-PEPA to ease the modelling and analysis process of SRS. We believe that
this could facilitate the more widespread uptake of modelling and analysis in
swarm robotics.
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Abstract. Multi-objective ant colony optimization (MOACO) algo-
rithms have shown promising results for various multi-objective prob-
lems, but they also offer a large number of possible design choices. Often,
exploring all possible configurations is practically infeasible. Recently,
the automatic configuration of a MOACO framework was explored and
was shown to result in new state-of-the-art MOACO algorithms for the
bi-objective traveling salesman problem. In this paper, we apply this ap-
proach to the bi-objective bidimensional knapsack problem (bBKP) to
prove its generality and power. As a first step, we tune and improve the
performance of four MOACO algorithms that have been earlier proposed
for the bBKP. In a second step, we configure the full MOACO frame-
work and show that the automatically configured MOACO framework
outperforms all previous MOACO algorithms for the bBKP as well as
their improved variants.

1 Introduction

Multi-objective ant colony optimization (MOACO) algorithms have been ap-
plied to multi-objective combinatorial optimization problems (MCOPs) since
more than 10 years [7,3,1,10,12,9]. The interest in MOACO algorithms may
be explained by the practical relevance of multi-objective problems and by the
positive results that have been achieved with these algorithms. The available
MOACO algorithms provide a large number of different design choices that allow
the instantiation of a huge number of structurally different MOACO algorithms.
Recently, López-Ibáñez and Stützle [13] proposed a MOACO framework that
implements most of those design possibilities. The automatic configuration tool
Iterated F-race (I/F-Race) [2,11] was used to automatically generate MOACO
algorithms for the bi-objective traveling salesman problem (bTSP). The authors
showed that the automatic configuration of a generic MOACO framework pro-
duced better results than the MOACO algorithms from the literature used to
build the framework. In this paper, we continue the investigation of the effec-
tiveness of this approach by extending the MOACO framework to deal with the
bi-objective bidimensional knapsack problem (bBKP).

The bBKP is a popular benchmark problem in multi-objective optimiza-
tion [16,14]. Moreover, four different MOACO algorithms have been proposed
for the bBKP [1]. The bBKP has also some properties that make it interesting

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 37–48, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



38 L.C.T. Bezerra, M. López-Ibáñez, and T. Stützle

for further exploring the possibilities of the automatic design of MOACO algo-
rithms from a flexible framework. In particular, the representation of solutions
is different from the TSP, pheromone information is represented by a vector in-
stead of a matrix, and the structure of the solution space is quite different from
the TSP.

This paper shows that the proposed method for the automatic design of
MOACO algorithms also works for the bBKP. The proposed method is able to
generate, with little effort from the human designer, MOACO algorithms that
are clearly better than those proposed earlier for the bBKP, even after tuning
the ACO settings of the MOACO algorithms from the literature and improving
significantly their performance.

2 The Bi-objective Bidimensional Knapsack Problem

In an MCOP, the quality of solutions is evaluated based on a D-dimensional
objective vector. Given two different candidate solutions x1 and x2 of a maxi-
mization problem, the Pareto dominance relation states that x1 dominates x2 iff
∀d = 1, . . . , D fd(x1) ≥ fd(x2), and ∃j ∈ {1, . . . , D} such that fd(x1) > fd(x2).
The goal in MCOPs that are tackled according to Pareto dominance is to iden-
tify the Pareto-optimal set, i.e., the solutions that are nondominated w.r.t. all
feasible solutions. Since most of such MCOPs are NP-hard, this goal is typically
relaxed towards finding an as good as possible approximation to the Pareto set.

In this paper, we tackle the bBKP, which is a widely used bi-objective bench-
mark problem [16,14]. The bBKP is a special case of the general multi-objective
multidimensional knapsack problem (moMKP), which is formalized as follows:

max fd(x) =

n∑
i=1

pdi xi d = 1, . . . , D s.t.

n∑
i=1

wj
i xi ≤ Wj j = 1, . . . ,m

where each item i has D profits and m costs, fd is the d-th component of the D-
dimensional objective vector f , n is the number of items, pdi is the d-th profit of

item i, wj
i is the j-th cost of item i, Wj is the j-th capacity of the knapsack, and

xi is a decision variable in {0, 1} that controls whether item i is included in the
knapsack (xi = 1) or not (xi = 0). The set of feasible solutions is X ⊆ {0, 1}n.
The bBKP is a special case of the moMKP where D = m = 2.

3 ACO Algorithms for the bBKP

When applying ACO to the single-objective multidimensional knapsack problem,
the pheromone information is defined as a vector, where each component τi gives
the desirability of adding item i to the knapsack. Each ant k constructs a solution
by adding, at each step, item i to the knapsack with a probability pi

pi =

⎧⎨
⎩

τα
i ·ηβ

i∑
j∈Nk τα

j ·ηβ
j

∀i ∈ Nk,

0 otherwise,
(1)
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where ηi is a heuristic estimation of the benefit of adding item i, and Nk is
a set of candidate items. After each step, the item added to the current solu-
tion and those items that do not fit anymore in the remaining capacity of the
knapsack are removed from the candidate set. The solution construction stops
when the candidate set is empty. After the constructed solutions are evaluated,
the pheromone information is updated in two steps. First, pheromone values
are evaporated, that is, decreased by a factor ρ. Second, the pheromone values
corresponding to items present in the best solutions are updated by depositing
an amount of pheromone Δτ , thus increasing the probability that newly con-
structed solutions contain those items. Alaya et al. [1] proposed four different
algorithms that extend the ACO metaheuristic to the bBKP.

mACO1 has one pheromone vector for each objective, that is, τ1 and τ2. Ants
are divided in three groups λ ∈ {0, 0.5, 1} according to the weight λ they use
for aggregating the two pheromone vectors when constructing solutions. The
solution construction uses random aggregation, that is, at each step the phero-
mone information to be used is chosen as τ1 with a probability (1 − λ), and as
τ2, otherwise. This means that ants using λ = 0 or λ = 1 use only τ1 or τ2,
respectively. The heuristic information is aggregated by means of weighted sum
aggregation, that is, η = (1 − λ) · η1 + λ · η2, where η1 and η2 are the heuristic
information corresponding to each objective.

The pheromone update method used by mACO1 is a particular case for λ ∈
{0, 0.5, 1} of a method called best-of-objective-per-weight (BOW) [13]. In BOW,
those solutions generated with the same weight λ are kept in the same list. For
the lists of λ �∈ {0, 1}, the best solution according to each objective updates the
pheromone vector of the corresponding objective. For the list of λ = 0, only the
best solution according to the first objective updates τ1, whereas for the list of
λ = 1, only the best solution according to the second objective updates τ2.

Finally, mACO1 uses a particular pheromone deposit. Given the best solution
constructed in the current iteration and the best-so-far solution according to
objective d (sdib and sdbf, respectively), the amount of pheromone deposited is
given by Δτd = 1

1+fd(sd
bf
)−fd(sd

ib
)
. We refer to this method as fobj-mACO.

mACO2 is identical to mACO1 except for how the multiple pheromone vectors
are aggregated. Instead of a random aggregation, mACO2 uses a weighted sum
aggregation, that is, τ = (1 − λ) · τ1 + λ · τ2.
mACO3 uses only a single pheromone vector. The heuristic information is also
a single vector, which is statically computed at the start of the algorithm as
ηi = η1i +η2i . Pheromone information is updated using all nondominated solutions
found since the start of the algorithm, that is, the best-so-far archive. Every
solution component is rewarded a constant Δτ = 1 only once per iteration,
regardless of how many times it is present on different solutions.

mACO4 follows mACO1: one pheromone vector per objective, which are aggre-
gated by weighted random aggregation; BOW pheromone update, and phero-
mone deposit is fobj-mACO. However, there is only one weight λ = 0.5, and one
heuristic vector defined as in mACO3.
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Algorithm 1. MOACO framework

1: for each colony c ∈ {1, . . . , Ncol} do
2: InitializePheromoneInformation()
3: Λc := MultiColonyWeights()
4: InitializeHeuristicInformation()
5: Abf := ∅
6: iter := 0
7: while not termination criteria met do
8: Aiter := ∅
9: for each colony c ∈ {1, . . . , Ncol} do

10: for each ant k ∈ {1, . . . , Na} do
11: λ := NextWeight(Λc, k, iter)

12: τ :=

{
Aggregation(λ, {τ 1

c , τ
2
c }) if multiple [τ ]

τc if single [τ ]

13: η :=

{
Aggregation(λ, {η1, η2}) if multiple [η]

η if single [η]

14: s := ConstructSolution(τ, η)
15: Aiter := RemoveDominated(Aiter ∪ {s})
16: Abf := RemoveDominated(Abf ∪ Aiter)

17: Aupd := ChooseUpdateSet(Aiter, Abf)
18: for each colony c ∈ {1, . . . , Ncol} do
19: Aupd

c := MultiColonyUpdate(Aupd)
20: PheromoneUpdate(Aupd

c , Nupd)
21: iter := iter + 1
22: Output: Abf

The mACO algorithms can be instantiated as described above by our MOACO
framework [13]. We have confirmed this approach is equivalent to the original [1].

4 A Flexible MOACO Framework for the bBKP

In this paper, we extend the flexible MOACO framework proposed for the bTSP
by López-Ibáñez and Stützle [13] to also tackle the bBKP and we automatically
instantiate MOACO algorithms. The MOACO framework is able to replicate
most MOACO designs proposed in the literature and can generate new MOACO
designs by combining components in novel ways. However, its application to the
bBKP requires extending it concerning the solution representation and other
problem-specific features. Here, we briefly summarize the high-level structure of
the framework and its components (see [13] for further details).

The high-level algorithmic scheme of the MOACO framework is given in
Algorithm 1. The MOACO framework is a multi-colony algorithm, where each
colony c of ants has its own pheromone information and its own set of weights
Λc for possibly aggregating information. The assignment of weights to colonies
is defined by MOACO component MultiColonyWeights. Within each colony, each
ant constructs a solution according to pheromone information τ and heuristic
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information η. Either τ or η may be the result of aggregation. That is, if the
pheromone information consists of multiple pheromone vectors, one for each
objective, these are aggregated into a single pheromone vector τ by means of
MOACO component Aggregation (line 12), using a particular weight λ. If mul-
tiple heuristic vectors are used, they are aggregated in a similar way. Which
weight is used by each ant may depend on the set of weights of each colony,
the particular ant, and the particular iteration. The different possibilities are
encapsulated by MOACO component NextWeight (line 11). Once all ants have
constructed a solution, the resulting iteration-best archive of nondominated so-
lutions (Aiter) is merged into the best-so-far archive (Abf) (line 16). After this
step, the pheromone information of each colony is updated in two steps. First,
the set of solutions for update (either Aiter or Abf), is partitioned among colonies
according to component MultiColonyUpdate (line 19). Next, a number of solu-
tions from each set is used to update the pheromone information of each colony
in a way defined by component PheromoneUpdate (line 20). The algorithm stops
when a termination criterion is met, typically a maximum number of iterations
or a time limit, and returns the best-so-far archive.

The flexibility of the MOACO framework is given by the alternative defini-
tions of the algorithmic components that specify the key steps in the algorithm.
Defining these components in particular ways allows the framework to replicate
most of the MOACO algorithms in the literature. A summary of the available
alternatives is given in Table 1. The complete description of all components and
their alternatives can be found in the original publication [13]. For brevity, we
restrict ourselves here to the new extensions implemented for the bBKP.

Following [13], we use MAX -MIN Ant System (MMAS) [15] as the un-
derlying ACO algorithm that defines details such as the pheromone deposit Δτ ,
and maximum and minimum pheromone levels (τmax and τmin). Here, we have
adapted MMAS to the bBKP, but making more flexible the definition of Δτ ,
τmax and τmin to be able to replicate faithfully the original mACO algorithms
for the bBKP. The alternatives implemented for the definition of the pheromone
deposit (Δτ) are:

fobj, that is, Δτd = fd(s), where τd is the pheromone information correspond-
ing to objective d. If only one pheromone vector is used instead of multiple,
thenΔτ = f1(s)+f2(s). This method is the one used in the originalMMAS.

constant, that is, Δτd = 1 − rd(s)−1
Nupd , where rd(s) is the rank of solution s

ordered according to objective d and Nupd is the number of solutions used
to update τd. This method is inspired by rank-based ant system [5].

fobj-mACO, this is the method used in mACO1, mACO2 and mACO4.
MACS, that is, Δτ = f1(s) · f2(s), which is adapted from MACS [3].

For the definition of the pheromone levels we consider two possibilities. The

first is the default setting of MMAS, which uses τmax = maxiter(Δτ)
ρ , where

maxiter(Δτ) is the maximum amount of pheromone deposited at iteration iter
for a single pheromone component, and τmin = τmax

ν·n , where ν ∈ R
+ is a param-

eter (ν = 2 in MMAS). The second is the value setting, where τmax and τmin
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Table 1. Algorithmic components of the MOACO framework

Component Domain Description

[τ ] { single, multiple } Num. pheromone vectors

[η] { single, multiple } Num. heuristic vectors

Nweights
N

+ Number of weights

Aggregation

⎧⎪⎨⎪⎩
weighted sum,

weighted product,

random

How weights are used to aggregate mul-
tiple [τ ] or [η]

NextWeight

{
one weight per iteration (1wpi),

all weights per iteration (awpi)
How weights are used at each iteration

PheromoneUpdate

⎧⎪⎨⎪⎩
nondominated solutions (ND),

best-of-objective (BO),

best-of-objective-per-weight (BOW)

Which solutions are selected to update
the pheromone information

Nupd
N

+ Num. solutions that update each [τ ]

ChooseUpdateSet

⎧⎪⎨⎪⎩
best-so-far (BSF),

iteration-best (IB),

mixed

Whether the solutions used for update
are taken from Abf, Aiter or using both
alternately

The following components have an effect only when using multiple colonies.

Ncol
N

+ Number of colonies

MultiColonyWeights

⎧⎪⎨⎪⎩
same (∩100%),

overlapping (∩50%),

disjoint (∩0%

Whether colonies share all, 50% or no
weights.

MultiColonyUpdate { origin, region } How solutions are assigned to colonies

New components added in this work for the bBKP.

τmax method { default, value } Method for calculating τmax

τmin method { default, value } Method for calculating τmin

Δτ { constant, fobj-mACO, fobj, MACS } Method for calculating Δτ

ηi { profit
cost

,
∑

profits
cost

, profit∑
costs

} Heuristic information used

are set to two different constant values τmax > τmin. A value setting is used in
all mACO algorithms.

In addition, we have implemented three alternatives for the heuristic informa-
tion. For a given objective d and item i, the heuristic information can be either
profit divided by cost (η1di ), which is the one used in the mACO algorithms [1],
sum profits divided by cost (η2di ), or profit divided by sum costs (η3di ) [14],
that is,

η1di =
pdi
wd

i

η2di =

∑D
k=1 p

k
i

wd
i

η3di =
pdi∑m
l=1 w

l
i

(2)



Multi-objective ACO Algorithms for the Bi-objective Knapsack 43

5 Experimental Setup

Our experiments are divided in two stages. In a first stage, we automatically
configure the ACO settings of the mACO algorithms and compare the resulting
configurations with the original settings. This is done to avoid a bias by possibly
poor ACO parameter settings of the mACO algorithms. In the second stage, we
compare the best configurations with an algorithm automatically instantiated
from the MOACO framework.

As the automatic algorithm configuration tool, we use I/F-Race [2,11]. The
input of I/F-Race is a definition of the parameter space, which may contain cat-
egorical and numerical parameters, and a set of training instances. I/F-Race was
originally designed for single-objective algorithms, but it has been extended to
handle the multi-objective case by using the hypervolume quality measure [13]
(IH). The hypervolume is a well-known quality measure in multi-objective op-
timization [17]. It computes for each approximation set, the volume in the ob-
jective space weakly dominated by the approximation set and bounded by a
reference point; hence, the larger the hypervolume the better. We use the hy-
pervolume (concretely, the implementation provided by Fonseca et al. [8]) not
only in combination with I/F-Race, but also to compare the various MOACO
algorithms.

For the application of I/F-Race, we create a training set of 100 randomly
generated instances of the bBKP, following the method proposed by Zitzler and
Thiele [16]. These instances have random sizes in the range n ∈ {100, . . . , 750}.
For comparing the algorithms, we generate a different test set of 50 bBKP in-
stances for each size n ∈ {100, 250, 500, 750}. We include in our test set also the
four instances by Zitzler and Thiele [16] of sizes n ∈ {100, 250, 500, 750}, called
ZTZ instances. All algorithms are implemented in C and all experiments are run
on a single core of Intel Xeon E5410 CPUs, running at 2.33GHz with 6MB of
cache size under Cluster Rocks Linux version 4.2.1/CentOS 4.

The mACO algorithms were originally run with different termination criteria,
that is, a different number of iterations, for each variant [1]. To replicate the
original mACO experiments, we consider four different computation time limits
in our experiments, which correspond to the mean time taken by each of the four
mACO variants measured across 25 independent runs on the four ZTZ instances
using the corresponding number of iterations (see Table 2). Then, we compute a
formula that approximates the computation time obtained for each termination
criterion. The four resulting termination criteria are given in Table 2, sorted
from the shortest to the longest time.

Table 2. Termination criteria used in our experiments

TIME 1 TIME 2 TIME 3 TIME 4

Time (s) 0.00001 · n2 0.00003 · n2 0.0001 · n2 0.001 · n2

Equivalent to 9000 solutions 3000 solutions 30000 solutions 300000 solutions
of mACO2 of mACO1 of mACO3 of mACO4
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Comparisons are conducted using empirical attainment functions (EAFs),
boxplots of the hypervolume (IH) and the unary additive epsilon (Iε+) indi-
cators [17], and the Friedman non-parametrical test. In the paper, only few
representative results are given; for the complete set of results and the test and
training instances we generated, we refer to the supplementary material [4].

6 Experimental Analysis

6.1 Improving the ACO Settings of the mACO Algorithms

In the first stage of our analysis, we automatically configure the ACO settings
of the four mACO variants. The parameter space given to I/F-Race is shown
in Table 3. Parameter af is a surrogate parameter of the total number of ants,
which is given by Na = af · (0.12 · n+ 36). Na is rounded to the closest smaller
number divisible by three, because mACO1 and mACO2 divide the ants into
three groups. We apply I/F-Race with a budget of 5 000 independent runs in
the tuning phase for each mACO algorithm and for each termination criterion
TIME i. Here, the mACO algorithms use their original heuristic information
η1 [1]. The resulting 16 configurations of mACO are provided as supplementary
material [4]. Here, we focus on the configurations obtained when using TIME 4,
which are shown in Table 4.

We compare all algorithms (original and tuned versions) in terms of the hy-
pervolume. We run all algorithms for all four termination criteria 10 independent
times on each of the 200 randomly generated bBKP instances (50 instances per
instance size n ∈ {100, 250, 500, 750}). We normalize the objective values per in-
stance to the interval [1, 2], with 1 corresponding to the maximum value and 2 to
the minimum, and compute the hypervolume using the reference point (2.1, 2.1).
To analyze the results, we apply the Friedman test, and its associated post-hoc
test for multiple comparisons [6], using the median hypervolume obtained by

Table 3. Parameter space for tuning the ACO settings of the mACO algorithms

Parameter α β ρ q0 af τmax method τmin method

Domain {0, . . . , 10} {0, . . . , 15} [0.01, 1] [0, 0.99] {1, . . . , 30} {default, value} {default, value}
value ∈ [6, 100] value ∈ [0.01, 6]

ν ∈ [1.5, 15]

Table 4. Settings chosen by irace for mACOi-tuned under TIME 4

Variant
α

{0, ..., 10}
β

{0, ..., 15}
ρ

[0.01, 1]
q0

[0, 0.99]

τmax method
{default,
value}

τmin method
{default, value}

af

{1, ..., 30}

mACO1-tuned 8 1 0.03 0.03 value = 65 value = 0.33 27

mACO2-tuned 3 1 0.07 0.10 default default, ν = 6 26

mACO3-tuned 3 1 0.08 0.18 value = 49 value = 0.34 2

mACO4-tuned 2 1 0.19 0.19 default default, ν = 8 5
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each algorithm on each instance as values, the instances as the blocking factor
and the different mACO algorithms as the treatment factor. In all cases, the
Friedman test rejects the null hypothesis of equal performance at a significance
level of 0.05. Those algorithms whose ranks differ by more than the critical
difference are considered to be significantly different. Table 5 summarizes the
results of applying this statistical analysis for each termination criterion. Ranks
obtained by each algorithm are shown in parenthesis. The minimum significant
rank difference is displayed between parenthesis on the header of each column.
The best algorithm and those that are not significantly different from the best
are marked in boldface.

From Table 5, we observe that mACO2-tuned is the best performing algorithm
for all different TIMEi, whereas mACO4 performs the worst. This seems to
contradict the results reported by Alaya et al. [1], which considered mACO4 as
the best performing variant. The different results are explained because, in their
case, mACO4 constructed 100 times more solutions than mACO2, which roughly
requires 100 times more computational time (Table 2). By contrast, we compare
algorithms using the same computation time limit.

The main conclusion we take from these results is that each tuned mACO
algorithm clearly outperforms its corresponding original version for each stop-
ping criterion. Hence, we use these tuned variants for comparing against the
automatically generated MOACO algorithm in the next section.

Table 5. Friedman test results for IH obtained by the mACO algorithms

Rank IH TIME 1 (32.957) IH TIME 2 (31.793) IH TIME 3 (35.433) IH TIME 4 (40.745)

1 mACO2-tuned (293) mACO2-tuned (208) mACO2-tuned (220) mACO2-tuned (227)

2 mACO1-tuned (319) mACO1-tuned (402) mACO1-tuned (380) mACO1-tuned (373)

3 mACO2 (591) mACO2 (610) mACO2 (644) mACO3-tuned (757)

4 mACO4-tuned (958) mACO3-tuned (973) mACO1 (987) mACO2 (779)

5 mACO3-tuned (1005) mACO1 (1036) mACO3-tuned (1040) mACO4-tuned (1076)

6 mACO3 (1202) mACO4-tuned (1087) mACO4-tuned (1073) mACO1 (1238)

7 mACO1 (1268) mACO3 (1301) mACO3 (1287) mACO3 (1282)

8 mACO4 (1564) mACO4 (1583) mACO4 (1569) mACO4 (1468)

6.2 Automatically Generating MOACO Algorithms for the bBKP

In this second stage of our analysis, we automatically configure all parameters
of the MOACO framework. In particular, for the parameters specific to the un-
derlying ACO algorithms, we use the same parameter space as for the mACO
algorithms (Table 3). For the multi-objective components, we consider all al-
ternatives described in Table 1, plus the following ranges: N col ∈ {1, 2, 5} and
Nupd ∈ {1, . . . , 10}. Since Na, the number of ants, has to be divisible by N col,
and the result be divisible by Nweights (when awpi is used), Na was always
rounded to the largest smaller number divisible by 10. The weights are defined
as, Nweights ∈ {0.2, 5, Na}, when N col = 2, and Nweights ∈ {0.5, 2, Na}, when
N col = 5. For single colony versions, only two values were allowed: 0.2 and 0.5.
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As in the previous section, we apply I/F-Race four times, once for each stop-
ping criterion. The budget of each run of I/F-Race is 5 000 runs of the MOACO
framework. The four resulting configurations are given as supplementary mate-
rial [4]. Here, we focus on the configuration obtained for TIME4 (Table 6).

The analysis of the AutoMOACO configurations shows several commonalities.
First, heuristic η3 is always chosen, which is different from the one used in the
mACO algorithms. Second, the parameter β is always close to the maximum
value allowed, thus giving very high importance to the heuristic information.
Third, the parameter value of q0 is also high. This together with the high value
of the parameter β implies that most of the items are chosen greedily. Fourth, the
number of ants is always very large. For example, 1000 ants are used for instance
size 750. As a result, the number of iterations executed by the MOACO algorithm
in the given time limits is rather small. It reaches from at most two iterations for
the shortest time limits (TIME1 and TIME2) to about 60 to 85 iterations for the
larger time limit (TIME4). In the first case, if very few iterations are executed,
the algorithm actually behaves as a greedy construction procedure that performs
multiple scalarizations of the bi-objective problem. For the longer time limits,
we confirmed that excluding the pheromone information (that is, setting α = 0)
makes the performance become significantly worse (see supplementary material
[4]). This implies that for the larger computation time limits, despite the low
number of iterations, the ACO component is effective.

Finally, we compare the performance obtained by the automatically config-
ured MOACO algorithms and the mACO algorithms. Given the high impact of
using heuristic information η3, we repeated the tuning of each of the mACO
variants as described above, but this time leaving open also the choice of the
heuristic information. In the following comparison, we consider only the original
and the two tuned variants of mACO2, which are the best mACO variants for

Table 6. Parameter settings chosen by I/F-Race for AutoMOACO: TIME4

Parameter α β ρ q0 af τmax τmin Ncol Nweights MCWeights NextWeight MCUpdate

Value 1 12 0.12 0.57 8 83 2.49 5 Na ∩50% awpi origin

Parameter Nupd Selection Ref. Δτ [τ ] [η] [τ ]-Aggreg. [η]-Aggreg. Heuristic

Value 10 BO BSF constant multiple multiple product sum η3

AutoMOACO

mACO2−tuned−heu

mACO2−tuned

mACO2

0.7 0.8 0.9 1.0

●

●

●
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Fig. 1. Boxplots of the IH indicator for several MOACO algorithms with TIME4
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Table 7. Friedman test results for IH for various MOACO algorithms

Rank IH TIME 1 (14.74) IH TIME 2 (11.416) IH TIME 3 (7.635) IH TIME 4 (5.987)

1 AutoMOACO (236) AutoMOACO (228) AutoMOACO (212) AutoMOACO (204)

2 mACO2-tuned-heu (365) mACO2-tuned-heu (373) mACO2-tuned-heu (388) mACO2-tuned-heu (399)

3 mACO2-tuned (611) mACO2-tuned (599) mACO2-tuned (600) mACO2-tuned (597)

4 mACO2 (688) mACO2 (800) mACO2 (800) mACO2 (800)

each of the time limits. In Fig. 1 we show boxplots of the hypervolume distribu-
tion for the algorithm automatically instantiated from the MOACO framework
(AutoMOACO), the original mACO2, mACO2 tuned with η1 and mACO2 tuned
leaving open the choice of the heuristic information (mACO2-tuned-heu). The
instances shown are the four ZTZ instances. Finally, Table 7 gives the results of
the Friedman test, which is applied as described in Section 6.1. Clearly, the Au-
toMOACO algorithm is the top performer, outperforming significantly the other
variants. For complete results, we again refer to the supplementary material [4].

7 Conclusions and Future Work

We have extended the MOACO framework [13] to the bBKP and automatically
generated MOACO algorithms. The results reported here for the bBKP confirm
the previous conclusions obtained in the bTSP, that is, the automatically config-
uredMOACOalgorithms outperform theMOACOalgorithms from the literature,
even after the ACO parameters of the latter have been tuned with the same effort.
Interestingly, the MOACO algorithm tuned for very short time limit is rather a
repeated stochastic greedy construction procedure than an ACO algorithm. Al-
though this result may seem counter-intuitive at first, it is, however, a strength
of automatic configuration procedures, because they are not biased towards our
expectations. The fact that the resulting algorithm is better than the MOACO al-
gorithms proposed in the literature, indicates that the automatic design works as
desired, that is, it provides a high-performing algorithm for the given termination
criterion. For higher computation time limits, the ACO component of the finally
configured algorithm works and contributes to its high performance.

Future work should extend the MOACO framework, and apply the proposed
automatic design method, to new problems in order to further confirm the above
conclusions. The method is not restricted to MOACO algorithms, and, hence,
extensions to other metaheuristics are possible.
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11. López-Ibáñez, M., Dubois-Lacoste, J., Stützle, T., Birattari, M.: The irace package,
iterated race for automatic algorithm configuration. Tech. Rep. TR/IRIDIA/2011-
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Abstract. Bare Bones PSO was proposed by Kennedy as a model of
PSO dynamics. Dependence on velocity is replaced by sampling from
a Gaussian distribution. Although Kennedy’s original formulation is not
competitive to standard PSO, the addition of a component-wise jumping
mechanism, and a tuning of the standard deviation, can produce a com-
parable optimisation algorithm. This algorithm, Bare Bones with Jumps,
exists in a variety of formulations. Two particular models are empirically
examined in this paper and comparisons are made to canonical PSO and
standard Bare Bones.

1 Introduction

There has been many attempts to understand the behaviour of the swarms
in Particle Swarm Optimisation algorithm (PSO). This proved to be difficult
due the presence of many moving parts (e.g. the effects of various parame-
ters on the trajectory of the particle, particles’ oscillation around constantly
changing centres, the effects of swarm topology on its performance, etc.). A
number of theoretical studies have tried to understand the dynamics of PSO,
mainly concentrating on particle trajectories, swarm equilibria and formal con-
vergence to local optima proofs [1,2,3]. In 2003, in one such attempt, Kennedy
[4] proposed a minimised version of PSO – Bare Bones (BB) swarm optimi-
sation – where the velocity update is eliminated. In this paper, after briefly
describing BB, the Bare Bones with Jumps (BBJ1) algorithm [5] is presented
alongside a second model, BBJ2. The performance of the newly introduced al-
gorithms are compared against a standard PSO (which is taken here to be the
Clerc and Kennedy (CK) [1] formulation), as well as Bare Bones (BB) swarm
optimisation.

2 Bare Bones Swarm

It is known that particles converge to a weighted average between their per-
sonal best and neighbourhood best positions [6], but in order to understand
the behaviour of particles and identify the similarity it has with other stochastic
population-based optimiser, Kennedy [4] proposed a modified algorithm without
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the velocity formula in the update equation. The standard Bare Bones swarm
(BB) has the following update formula:

xid = g + σidN (0, 1) (1)

g =
1

2
(gid + pid) (2)

σid = |gid − pid| (3)

where N (0, 1) is the Gaussian distribution between 0 and 1; gi is the best in-
former in the neighbourhood of particle i and pid is the personal best position
of particle i in dimension d.

In the next section, two new variants of this minimised algorithm are pre-
sented. The main differences are: a component-wise jumping method, and the
presence of an implicit scale parameter that multiplies the standard deviation of
the sampling distribution.

3 Bare Bones with Jumps

Bare Bones swarm can be generalised [5] so that the search focus g (centre of the
search volume at stagnation) and the search spread σ can each be chosen from
local or global neighbourhoods. This idea is embodied in the following rules:

gi = BEST (pi ∈ Ni) (4)

δid = |pi−1 d − pi+1 d| –local neighbouthood (5)

δid = |gid − pid| –global neighbourhood (6)

xid = gid + αδidN (0, 1) (7)

where α is an arbitrary number and Ni denotes the search neighbourhood of
particle i. Ni, the μ-neighbourhood can be global, or any local structure. The
separation factor δi which controls search concentration, can be taken from a
local or a global informer neighbourhood (the σ-neighbourhood). Theoretically,
it is shown that for the sphere function, there is a critical value, αc = 0.65, such
that, for α > αc the swarm resists collapse. Fastest convergence occurs at the
critical value, but larger values promote exploration [5]. The Bare Bones with
Jumps algorithm, Algorithm 1, includes a probabilistic jumping mechanism: a
particle may jump uniformly in any dimension with probability pJ . This can
be viewed as a partial re-initialisation (since in general not every component
undergoes a jump) or, alternatively, as a tail broadening mechanism, allowing
further search in areas where the Gaussian distribution tails are thin.

The investigations reported in [5] propose that a small jump probability pJ =
0.01 enhances performance over standard test set of 30D problems. This paper
proposes a second Bare Bones with Jumps algorithm, model 2 (BBJ2), with an
altered search spread component, and a smaller jump probability (pJ = 0.001):

xid = gi + αδidN (0, 1) (8)

δid = |gi − xid| (9)
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Algorithm 1. Bare Bones with Jumps Models 1 and 2

r ∼ U(0, 1)
if ( r < pJ )

xid = U (−Xd, Xd)
else

xid = gi + αδidN (0, 1)

This algorithm utilises the difference between the neighbourhood best with the
current position (in |gi − xid|, Equation 9) rather than the difference between
either the left and right neighbours’ bests (in local neighbourhood; see Equa-
tion 5) or the particle’s personal best and the neighbourhood best (in global
neighbourhood; see Equation 7). The reason behind proposing this alternation
is to increase the influence of the current positions of the particles in the update
equation on the assumption that this might offer a wider search capability.

In the next section, a set of experiments is designed to compare the perfor-
mance of the algorithms referred to in this paper followed by some statistical
analysis.

4 Experiments

The aim of this set of experiments is to compare the performance of the new BBJ
variant, BBJ2, to BBJ1 and Bare Bones swarm (BB) and standard PSO (CK)
[1]. The effect of the jumping mechanism is isolated by running experiments on
BBJ2 without jumps (BBNJ), which is simply accomplished by setting pJ to
zero. In order to determine the quality of each algorithm, three performance
measures are used (accuracy, efficiency and reliability which are presented next,
in section 4.1).

4.1 Performance Measures

Three different performance measures [7] are used in the experiments conducted
in this paper. These performance measures are accuracy, reliability and efficiency.

Accuracy of the swarms is defined by the quality of the best position in terms
of its closeness to the optimum position. If knowledge about the optimum posi-
tion is known a priori (which is the case here), the following would define the
accuracy:

Accuracy =
∣∣f (ptg)− f (xopt)

∣∣ (10)

where ptg is the best position at time t and xopt is the position of the known
optimum solution.

If no information exists about the optimum solution, the fitness of the best
position will be the accuracy of the swarm.

Another measure used is reliability which is the percentage of trials where
swarms converge with a specified accuracy; this is defined by:

Reliability =
n

′

n
× 100 (11)
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where n is the total number of trials in the experiment and n
′
is the number of

successful trials.
Finally, efficiency is the number of iterations or objective function evaluations

needed to converge with a specified accuracy (i.e. 10−8):

Efficiency =
1

n

n∑
i=0

FEs (12)

where n is the total number of trials and FEs is the number of function evalua-
tions before convergence.

4.2 Experiment Setup

The algorithms used are tested over a number of benchmarking functions from
Jones et al. [8] and De Jong [9] test suite, preserving different dimensionality and
modality (see Tables I and II in [10]). The first two functions (Sphere/Parabola
and Schwefel 1.2) have a single minimum and are unimodal functions; Gener-
alised Rosenbrock for dimension D, where D > 3, is multimodal; Generalised
Schwefel 2.6, Generalized Rastrigin, Ackley, Generalized Griewank, Penalised
Function P8 and Penalised Function P16 are complex high-dimensional multi-
modal problems with many local minima and a single global optimum; Six-hump
Camel-back, Goldstein-Price, Shekel 5, 7 and 10 are lower-dimensional multi-
modal problems with fewer local minima. Goldstein-Price, Shekel 5, 7 and 10
have one global optimum and Six-hump Camel-back has two global optima sym-
metric about the origin. In order not to initialise the particles on or near a region
in the search space known to have the global optimum, region scaling technique
is used [11], which makes sure particles are initialised at a corner of the search
space where there are no optimal solutions. The experiments are conducted with
a population of 50 particles in global and local neighbourhoods independently.
However, the halting criterion for this experiment is either to reach the optima
(with function errors less than 10−8) or to exceed the 300, 000 function evalua-
tions (FEs). There are 30 independent runs for each benchmarking function and
results are averaged over these independent trials.

4.3 BB, PSO and BBJ Parameter Values

Bare Bones enjoys the luxury of having no adjustable parameters. The param-
eters defined by Bratton [12] were used for the CK trials. α was set to 0.75 for
both BBJ models, and, following the recommendations in [5] pJ was fixed at
0.01 for BBJ1. Preliminary experiments suggested that BBJ2 performs better
with a smaller pJ and a value of 0.001 was used in the following. A global μ
neighbourhood is used for BBJ in every experiment.

4.4 Results

In this experiment two types of σ-neighbourhoods (global and local) are tested.
The results are shown in the following tables and figures:
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– Global neighbourhood:

• Table 1a reflects the accuracy of each algorithm over each function and
the reliability of each algorithm averaged over all benchmarks in global
neighbourhood. Table 1b highlights any significant difference in the ac-
curacy of the algorithms over each function.

• Table 2a shows the efficiency of each algorithm over each benchmark.
Table 2b underlines any existing significant difference between any two
algorithms over the benchmarks in the global neighbourhood.

• Figure 1 shows the plots for the accuracy and efficiency measures.

– Local neighbourhood:

• Table 3 displays the results using the same measures (accuracy and re-
liability) as Tables 1 but in the local neighbourhood topology.

• Table 4 displays the results using the same measure (efficiency) as Table
2 but in a local neighbourhood topology.

• Figure 2 shows the plots for the accuracy and efficiency measures.

Observing the reliability of the algorithms both in global and local neighbour-
hoods (see the last rows of Tables 1a and 3a), shows that on average BB is the
least reliable algorithm. This finding does not come as a surprise as BB was
proposed for understanding PSO rather than being deployed for optimisation
purposes; the result of this experiment confirms this view empirically. Among
other algorithms, BBJ2 shows the most reliable performance in both local and
global neighbourhood. Additionally, BBJ2 shows better reliability in global vs.
local neighbourhood, which is not always the expectation (as global neighbour-
hood is usually criticised for its premature convergence [13]. CK and BBJ1 show
contradicting results in different neighbourhoods: BBJ1 is more reliable than
CK in the global neighbourhood, but less reliable in the local neighbourhood.

In terms of the accuracy of the algorithms in the global neighbourhood (see
Table 1b), BB shows significantly worse accuracy. When there exists conver-
gence, in most cases, BBJ1 and BBJ2 outperform CK significantly. Over all
benchmarks, BBJ1 and BBJ2 do not outperform each other significantly (ex-
cept in f11). As for the efficiency of the algorithms in the global neighbourhood
(see Table 2), when there exists a significant difference BBJ2 outperform all al-
gorithms over all benchmarks significantly. The second best algorithm is BBJ1.

In the local neighbourhood (see Table 3), compared to other algorithms, BB
and BBJ1, are significantly worse in terms of accuracy. When functions with
convergence are considered, BBJ2 outperform other algorithms. In terms of effi-
ciency in the local neighbourhood (see Table 4b), CK is outperformed by BB in
most significant cases. Observing functions with successful convergence, BBJ1
and BBJ2 are the least and the most efficient algorithms respectively.

In order to investigate the role of jumping in BBJ2, this mechanism is removed
in a control algorithm – BBJ2 with No Jumps (BBNJ) – which uses the same
parameters and update equations as BBJ2 but with pJ = 0. This algorithm, in
terms of efficiency, outperforms BBJ2 in local neighbourhood in all 3 significant
cases; however in global neighbourhood, BBNJ is outperformed by BBJ2 in all 4
significant cases. In terms of accuracy, both in global and local neighbourhood,
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Table 1. Accuracy Details; Global Neighbourhood

(a) Accuracy± Standard Error is shown with two decimal places after 30 trials of
300,000 function evaluations. Total number of convergence of each algorithm over the

benchmarks can be found in the last row.

Fn CK BB BBJ1 BBJ2 BBNJ

f1 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 4.14E-05±4.13E-05

f2 0.0 ±0.0 6.34E+03±4.69E+02 8.51E-04±7.86E-04 0.0 ±0.0 2.72E+03±5.03E+02

f3 9.14E+00±3.18E+00 5.86E+01±1.80E+01 1.08E+01±4.47E+00 1.28E-06±6.09E-07 6.18E+00±2.80E+00

f4 3.60E+03±8.50E+01 3.46E+03±2.29E+01 8.32E-02±1.43E-02 0.0 ±0.0 4.61E+03±9.40E+01

f5 6.33E+01±2.57E+00 1.59E+02±4.93E+00 9.93E-03±3.37E-03 0.0 ±0.0 3.47E+02±9.56E+00

f6 1.17E+00±1.95E-01 1.92E+01±8.43E-02 2.07E-05±1.69E-05 0.0 ±0.0 1.98E+01±1.39E-02

f7 2.88E-02±6.13E-03 9.40E-02±3.39E-02 4.42E-02±7.18E-03 3.37E-02±6.43E-03 4.64E+00±2.18E+00

f8 6.22E-02±2.03E-02 4.16E+00±1.36E+00 0.0 ±0.0 0.0 ±0.0 6.44E+00±2.40E+00

f9 3.00E-02±1.44E-02 4.13E+00±3.23E+00 0.0 ±0.0 0.0 ±0.0 3.66E+01±1.92E+01

f10 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 2.72E-02±2.72E-02

f11 0.0 ±0.0 4.86E+01±7.37E+00 1.89E+01±6.36E+00 4.32E+01±7.50 5.67E+01±6.52E+00

f12 1.85E+00±4.97E-01 5.05E+00±0.00E+00 5.05E+00±7.38E-17 5.05E+00±1.13E-16 5.05E+00±9.99E-17

f13 2.39E+00±5.95E-01 5.27E+00±3.01E-17 5.35E+00±7.92E-02 5.27E+00±8.52E-17 5.27E+00±1.35E-16

f14 1.11E+00±4.68E-01 5.36E+00±6.02E-17 5.36E+00±9.03E-17 5.36E+00±9.52E-17 5.47E+00±1.11E-01

∑
(180) (99) (198) (268) (93)

42.68% 23.57% 47.14% 63.81% 22.14%

(b) Based on TukeyHSD Test, if the difference between each pair of algorithms is
significant, the pairs are marked. X–o shows that the left algorithm is significantly
better than the right one; and o–X shows that the right one is significantly better

than the left algorithm.

Fn BBJ1-BB BBJ2-BB CK-BB BBJ2-BBJ1 CK-BBJ1 CK-BBJ2 BBNJ-BBJ2

f1 – – – – – – –

f2 X – o X – o X – o – – – o – X

f3 X – o X – o X – o – – – o – X

f4 X – o X – o – – o – X o – X o – X

f5 X – o X – o X – o – o – X o – X o – X

f6 X – o X – o X – o – o – X o – X o – X

f7 – – – – – – o – X

f8 X – o X – o X – o – – – o – X

f9 – – – – – – –

f10 – – – – – – –

f11 X – o – X – o o – X – X – o –

f12 – – X – o – X – o X – o –

f13 – – X – o – X – o X – o –

f14 – – X – o – X – o X – o –
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Table 2. Efficiency Details; Global Neighbourhood

(a) Mean FEs (±standard error) is shown with two decimal places after 30 trials of
300,000 function evaluations.

Fn CK BB BBJ1 BBJ2 BBNJ

f1 23224±194 12262±164 13270±148 22685±119 14454±244

f2 – 160358±2920 89637±575 191064±1290 –

f3 – – – 276020±7039 213310±7324

f4 – – – 63399±3805 –

f5 – 124701±12900 124701±12900 54825±3182 –

f6 – 41811±870 37004±318 47486±2226 –

f7 22786±259 11518±136 13807±335 24006±259 14036±833

f8 44735±567 20194±1701 15013±285 33627±744 21554±383

f9 49228±1309 39656±3719 18855±981 31147±720 26835±563

f10 1458±17 516±4 551±5 3515±37 534±8

f11 5876±397 61199±11951 663±10 3929±39 649±10

f12 – – – – –

f13 – – – – –

f14 – – – – –

(b) Based on TukeyHSD Test, if the difference between each pair of algorithms is
significant, the pairs are marked. X–o shows that the left algorithm is significantly
better than the right one; and o–X shows that the right one is significantly better

than the left algorithm.

Fn BBJ1-BB BBJ2-BB CK-BB BBJ2-BBJ1 CK-BBJ1 CK-BBJ2 BBNJ-BBJ2

f1 X – o X – o – – o – X o – X o – X

f2 NP NP NP X – o o – X o – X NP

f3 NP NP NP NP NP NP o – X

f4 NP NP NP NP NP NP NP

f5 NP NP NP X – o NP NP NP

f6 NP NP NP X – o o – X o – X NP

f7 X – o X – o – – o – X o – X –

f8 X – o X – o – – o – X o – X o – X

f9 – X – o – X – o – – o – X

f10 X – o X – o o – X – o – X o – X –

f11 o – X – – X – o X – o – –

f12 NP NP NP NP NP NP NP

f13 NP NP NP NP NP NP NP

f14 NP NP NP NP NP NP NP
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Table 3. Accuracy Details; Local Neighbourhood

(a) Accuracy ± Standard Error is shown with two decimal places after 30 trials of
300,000 function evaluations. Total number of convergence of each algorithm over each
benchmark is shown in brackets after the accuracy and standard error. Total number
of convergence of each algorithm over the benchmarks can be found in the last row.

Fn CK BB BBJ1 BBJ2 BBNJ

f1 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 0.0 ±0.0 9.57E-09±1.14E-10

f2 7.84E-02±1.09E-02 9.66E+01±8.68E+00 3.93E+02±4.38E+01 1.87E-01±3.02E-02 2.55E-01±2.02E-01

f3 1.33E+01±3.73E+00 1.27E+01±5.50E-01 2.88E+01±3.20E+00 2.59E+01±5.73E+00 2.99E+01±6.02E+00

f4 4.14E+03±7.11E+01 3.26E+03±3.10E+01 1.92E+03±6.89E+01 0.0 ±0.0 4.03E+03±4.77E+01

f5 5.87E+01±1.88E+00 2.46E+01±3.04E+00 9.22E+01±4.47E+00 0.0 ±0.0 2.85E+02±6.11E+00

f6 0.0 ±0.0 1.96E+01±2.24E-02 1.89E-06±1.55E-06 0.0 ±0.0 1.98E+01±1.27E-02

f7 1.07E-03±6.10E-04 1.41E-05±1.04E-05 2.48E-04±2.46E-04 1.19E-02±2.96E-03 1.95E-02±4.65E-03

f8 0.0 ±0.0 2.76E-02±1.92E-02 0.0 ±0.0 0.0 ±0.0 7.01E-01±2.69E-01

f9 0.0 ±0.0 5.27E-02±5.27E-02 3.62E-07±2.84E-07 0.0 ±0.0 2.05E-01±6.39E-02

f10 0.0 ±0.0 8.16E-02±4.55E-02 0.0 ±0.0 0.0 ±0.0 5.84E-09±5.17E-10

f11 0.0 ±0.0 7.92E+01±2.71E+01 1.27E-05±1.27E-05 2.79E+01±7.03E+00 4.86E+01±7.37E+00

f12 3.70E-06±1.27E-07 5.05E+00±0.00E+00 5.05E+00±0.00E+00 5.05E+00±4.26E-17 5.05E+00±1.13E-16

f13 1.22E-04±0.00E+00 5.27E+00±0.00E+00 5.10E+00±1.76E-01 5.27E+00±0.00E+00 5.27E+00±4.26E-17

f14 1.26E-04±1.12E-16 5.36E+00±5.22E-17 5.18E+00±1.79E-01 5.36E+00±1.09E-16 5.36E+00±6.02E-17

∑
(208) (145) (199) (241) (108)

49.52% 34.52% 47.38% 57.38% 25.71%

(b) Based on TukeyHSD Test, if the difference between each pair of algorithms is
significant, the pairs are marked. X–o shows that the left algorithm is significantly
better than the right one; and o–X shows that the right one is significantly better

than the left algorithm.

Fn BBJ1-BB BBJ2-BB CK-BB BBJ2-BBJ1 CK-BBJ1 CK-BBJ2 BBNJ-BBJ2

f1 – – – – – – –

f2 o – X X – o X – o X – o X – o – –

f3 o – X – – – X – o – –

f4 X – o X – o o – X X – o o – X o – X o – X

f5 o – X X – o o – X X – o X – o o – X o – X

f6 X – o X – o X – o – – – o – X

f7 – o – X – o – X – X – o –

f8 – – – – – – o – X

f9 – – – – – – o – X

f10 – – – – – – –

f11 X – o – X – o – – – o – X

f12 – – X – o – X – o X – o –

f13 – – X – o – X – o X – o –

f14 – – X – o – X – o X – o –
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Table 4. Efficiency Details; Local Neighbourhood

(a) Mean FEs ±Standard Error is shown with two decimal places after 30 trials of
300,000 function evaluations.

Fn CK BB BBJ1 BBJ2 BBNJ

f1 47589±97 98383±327 67968±213 73090±196 49574±260

f2 – – – – –

f3 – – – – –

f4 – – – 139118±3975 –

f5 – – – 134816±2801 –

f6 – 189139±4687 175902±944 118098±389 –

f7 84612±4962 146979±4494 72048±332 95680±4051 49970±396

f8 79067±765 121186±1035 69658±489 103658±1287 68597±1434

f9 61328±374 122631±853 75080±392 86281±480 71144±1217

f10 5389±100 1891±31 2161±161 4935±53 1716±31

f11 46300±2012 9030±2367 2536±75 5063±51 2891±184

f12 – – – 8895±0 –

f13 – – – – –

f14 – – – – –

(b) Based on TukeyHSD Test, if the difference between each pair of algorithms is
significant, the pairs are marked. X–o shows that the left algorithm is significantly
better than the right one; and o–X shows that the right one is significantly better

than the left algorithm.

Fn BBJ1-BB BBJ2-BB CK-BB BBJ2-BBJ1 CK-BBJ1 CK-BBJ2 BBNJ-BBJ2

f1 o – X o – X o – X X – o X – o o – X X – o

f2 NP NP NP NP NP NP NP

f3 NP NP NP NP NP NP NP

f4 NP NP NP NP NP NP NP

f5 NP NP NP NP NP NP NP

f6 NP NP NP X – o X – o X – o NP

f7 o – X – – X – o X – o – X – o

f8 o – X X – o o – X X – o X – o o – X –

f9 o – X o – X o – X X – o X – o o – X X – o

f10 X – o X – o – – o – X o – X –

f11 X – o X – o X – o – – – –

f12 NP NP NP NP NP NP NP

f13 NP NP NP NP NP NP NP

f14 NP NP NP NP NP NP NP



58 M.M. al-Rifaie and T. Blackwell

● ●

●

●

●

●

●

●

●

● ●

●
●

●

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1e
−0

8
1e

−0
5

1e
−0

2
1e

+0
1

1e
+0

4
(a) Accuracy − Global Neighbourhood

Benchmark

A
cc

ur
ac

y

● CK
BB
BBJ1
BBJ2

● ●

●
●

●
●

1 2 3 4 5 6 7 8 9 10 11 12 13 14

0
10

00
00

20
00

00
30

00
00

(b) Efficiency − Global Neighbourhood 

Benchmark

F
un

ct
io

n 
E

va
ul

at
io

n

● CK
BB
BBJ1
BBJ2

Fig. 1. Accuracy and efficiency in global neighbourhood

whenever there is a difference, BBJ2 outperforms BBNJ in the entire cases, 12
of which are significantly better. Also in terms of reliability, BBNJ is the least
reliable algorithm.

4.5 Discussion

More experiments are needed in order to form a concrete theoretical idea as to
why BBJ2 outperforms the other algorithms. The initial thought behind this
outperformance is the reliance on the difference between the particles’ current
positions and their neighbourhood best position. This effectively eliminates the
direct influence of the particles’ personal bests from the update equations. On
the other hand, in the rest of the algorithms (used in this paper), each particle’s
personal best leaves a direct impact on the update equations. This presence of
many influencing factors – which is one of the reasons why understanding PSO
is complicated – in the update process might be counter-productive.

BB and BBJ, in contrast to CK, are distinguished by the absence of particle
position information in the update rule. Search always begins at a point deter-
mined by particle informers g or gi and the extent of the search is determined by
informer separation, |pi−gi| or |pi−1−pi−1|. A trial position xi ∼ gi+σiN(0, 1)
is ignored if an informer pi is not bettered. The particle, figuratively speak-
ing, returns to pi after a single trial at search centre gi. On the other hand,
BBJ2 retains information of an unsuccessful attempt since search spread is deter-
mined by the difference between xi and gi. This provides a convergence inhibition
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mechanism: informers will crowd together as the swarm converges, with a conse-
quent decrease, for BBJ1, in diversity. However in BBJ2, a trial position xi may
lie beyond the informer group. This will lead to a broader search at the next
iteration since δBBJ2 = |gi − xi|.

Finally, we note the significance of jumping: the probability of jumping in
one or more dimensions is 1 − (1 − pJ)

D = 0.03 (30 dimensions, pJ = 0.001).
Even this small figure appears to be enough for enhanced performance. A law
of diminishing returns applies since excessive jumping slows convergence. The
fact that jumping appears to be less necessary in BBJ2 than in BBJ1 is perhaps
attributable to the greater search diversity inherent in the formation of δ. The
efficacy of tail broadening for distribution based swarm optimisers has already
been observed in a study of Lèvy bare bones [14]. We remark that tail broadening
is a more subtle effect than re-initialisation. The latter is equivalent to jumping
in each of the D dimensions, occurring with only a very small probability (prob =
pDJ ) in the BBJ models.

5 Conclusion

This paper briefly describes Bare Bones swarm optimisation which was proposed
to provide better understanding of the behaviour of particle swarm algorithms.
Although this algorithm does not intend to enhance the optimisation capability
of standard PSO of Clerc-Kennedy (CK), the other variations (Bare Bones with
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Jumps Model 1 & 2) explained and introduced respectively in this paper offer
promising results. The algorithms used in this paper are compared against each
other using three performance measures (i.e. accuracy, efficiency and reliability).
Using these measures, it is shown that in terms of accuracy, when benchmarks
with successful convergence are considered, the accuracy of BBJ2 compared to
all other algorithms is significantly better. Additionally, BBJ2 is empirically
shown to be both the most efficient and the most reliable algorithm in both
local and global σ neighbourhoods. A brief discussion is also presented with the
possible reasons which might boost the outperformance of BBJ2 compared to
other algorithms, and an experiment is conducted to demonstrate that despite
the very small jump probability of BBJ2, this mechanism plays a crucial role.
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Abstract. Minimum-weight arborescence problems have recently
enjoyed an increased attention due to their relation to imporant prob-
lems in computer vision. A prominent example is the automated recon-
struction of consistent tree structures from noisy images. In this paper,
we first propose a heuristic for tackling the minimum-weight rooted ar-
borescence problem. Moreover, we propose an ant colony optimization
algorithm. Both approaches are strongly based on dynamic program-
ming, and can therefore be regarded as hybrid techniques. An extensive
experimental evaluation shows that both algorithms generally improve
over an exisiting heuristic from the literature.

1 Introduction

The minimum-weight rooted arborescence (MWRA) problem, which is consid-
ered in this work, is a generalization of the problem proposed by Venkata Rao
and Sridharan in [10]. It can technically be described as follows. Given is a di-
rected acyclic graph G = (V,A) with integer weights on the arcs, that is, for
each a ∈ A exists a corresponding weight w(a) ∈ Z. Moreover, a vertex vr ∈ V
is designated as the root node. Let A be the set of all arborescences in G that
are rooted in vr. In this context, note that an arborescence is a directed, rooted
tree in which all arcs point away from the root vertex (see also [9]). Moreover,
note that A contains all arborescences, not only the ones with maximal size. The
objective function value (that is, the weight) f(T ) of an arboresence T ∈ A is
defined as follows:

f(T ) :=
∑
a∈T

w(a) . (1)

The goal of the MWRA problem is to find an arboresence T ∗ ∈ A such that
the weight of T ∗ is smaller or equal to all other arborescences in A. In other
words, the goal is to minimize objective function f(·). An example of the MWRA
problem is shown in Figure 1.

The differences to the problem proposed in [10] are as follows. The authors
of [10] require the root vr to have only one single outgoing arc. Moreover, num-
bering the vertices from 1 to |V |, the given acyclic graphG is restricted to contain

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 61–72, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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vr

5 6 -4

-2 3

-2 -3 1

-1 3 -4

6 -6

-12
(a) Example input graph

vr

-4

-3 1

-1

-12
(b) Optimal solution. Value: -19

Fig. 1. (a) shows an input DAG with eight vertices and 14 arcs. The uppermost vertex
is the root vertex vr. (b) shows the optimal solution, that is, the arborescence rooted
in vr which has the minimum weight among all arborescence rooted in vr that can be
found in the input graph.

only arcs ai,j such that i < j. These restrictions do not apply to the MWRA
problem. Nevertheless, as a generalization of the problem proposed in [10], the
MWRA problem is NP -hard. Concerning existing work, the literature only of-
fers the heuristic proposed in [10], which can also be applied to the more general
MWRA problem.

The definition of the MWRA problem as outlined above is inspired by a novel
method which was recently proposed in [8] for the automated reconstruction of
consistent tree structures from noisy images, which is an important problem,
for example, in Neuroscience. Tree-like structures, such as dendritic, vascular, or
bronchial networks, are pervasive in biological systems. Examples are 2D retinal
fundus images and 3D optical micrographs of neurons. The approach proposed
in [8] builds a set of candidate arborescences over many different subsets of
points likely to belong to the optimal delineation and then chooses the best
one according to a global objective function that combines image evidence with
geometric priors (see Figure 2 for an example). The solution of the MWRA
problem (with additional hard and soft constraints) plays an important role in
this process. Therefore, developing better algorithms for the MWRA problem
may help in composing better techniques for the problem of the automated
reconstruction of consistent tree structures from noisy images.

The contribution of this work is as follows. First, a new heuristic for the
MWRA problem is presented which is based on the deterministic construction
of an arborescence of maximal size, and the subsequent application of dynamic
programming for finding the best solution within this constructed arborescence.
The second contribution is to be found in the application of ant colony opti-
mization (ACO) [4] to the MWRA problem. As both the heuristic and the ACO
approach are based on a sub-ordinate dynamic programming procedure, both
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(a) Original 2D retinal image (b) Reconstruction of the vascu-
lar structure

Fig. 2. (a) shows a 2D image of the retina of a human eye. The problem consists in
the automatic reconstruction (or delineation) of the vascular structure. (b) shows the
reconstruction of the vascular structure as produced by the algorithm proposed in [8].

algorithms can be seen as hybrid (meta-)heuristics [3]. An extensive experimen-
tal evalution of both algorithms shows their superiority to the only exisiting
heuristic proposed in [10].

The outline of this paper is as follows. Section 2 is dedicated to the new heuris-
tic proposed in this work. Furthermore, in Section 3 our ant colony optimiza-
tion approach is outlined. Finally, an extensive experimental study is described
in Section 4 and conclusions as well as an outlook to future work is given in
Section 5.

2 A New Heuristic Approach

In the following we describe a new heuristic approach for solving the MWRA
problem. First, starting from root vertex vr, an arborescence T ′ of maximal size
in G is constructed as outlined in lines 2–9 of Algorithm 1. Second, a dynamic
programming (DP) algorithm is applied to T ′ in order to obtain the minimum-
weight arborescence T that is contained in T ′ and rooted in vr. The DP algo-
rithm from [1] is used for this purpose. Given an undirected tree T = (VT , ET )
with vertex and/or edge weights, and any integer number k ∈ [0, |VT | − 1],
this DP algorithm provides—among all trees with exactly k edges in T—the
minimum-weight tree T ∗. The first step of the DP algorithm consists in arti-
ficially converting the input tree T into a rooted arborescence. Therefore, the
DP algorithm can directly be applied to arborescences. Morever, as a side prod-
uct, the DP algorithm also provides the minimum-weight arborescences for all
l with 0 ≤ l ≤ k, as well as the minimum-weight arborescences rooted in vr
for all l with 0 ≤ l ≤ k. Therefore, given an arborescence of maximal size T ′,
which has t ≤ |V | − 1 arcs (where V is the vertex set of the input graph G),
the DP algorithm is applied with k = t. Then, among all the minimum-weight
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Algorithm 1. Heuristic DP-Heur for the MWRA problem

1: input: a DAG G = (V,A), and a root node vr
2: T ′ := (V ′ = {vr}, A′ = ∅)
3: Apos := {a = (vi, vj) ∈ A | vi ∈ V ′, vj /∈ V ′}
4: while Apos �= ∅ do
5: a∗ = (vi, vj) := argmin{w(a) | a ∈ Apos}
6: A′ := A′ ∪ {a∗}
7: V ′ := V ′ ∪ {vj}
8: Apos := {a = (vi, vj) ∈ A | vi ∈ V ′, vj /∈ V ′}
9: end while
10: T := Dynamic Programming(T ′, k = |V | − 1)
11: output: arborescence T

arborescences rooted in vr for l ≤ t, the one with minimum weight is chosen as
the output of the DP algorithm. In this way, the DP algorithm is able to gen-
erate the minimum-weight arborescence T (rooted in vr) which can be found in
arborescence T ′. The heuristic described above is henceforth labelled DP-Heur.

3 Ant Colony Optimization for the MWRA Problem

The ant colony optimization (ACO) approach for the MWRA problem which is
described in the following is a MAX–MIN Ant System (MMAS) [6] imple-
mented in the Hyper-Cube Framework (HCF) [2]. The algorithm, whose pseudo-
code can be found in Algorithm 2, works roughly as follows. At each iteration, a
number of na solutions to the problem is probabilistically constructed based both
on pheromone and heuristic information. Each solution construction consists of
a first phase in which a rooted arborescence of maximal size T ′ in input graph
G is probabilistically constructed, starting from the root vertex vr. Moreover, in
a second phase, the minimum-weight arborescence T rooted in vr which exists
in T ′ is obtained by dynamic programming. The second algorithmic component
which is executed at each iteration is the pheromone update. Hereby, some of the
constructed solutions—that is, the iteration-best solution T ib, the restart-best
solution T rb, and the best-so-far solution T bs—are used for a modification of the
pheromone values. This is done with the goal of focusing the search over time
on high-quality areas of the search space. Just like any other MMAS algorithm,
our approach employs restarts consisting of a re-initialization of the pheromone
values. Restarts are controlled by the so-called convergence factor (cf ) and a
Boolean control variable called bs update. The main functions of our approach
are outlined in detail in the following.

Construct Arborescence Of Maximal Size(G, vr): This function contructs a solu-
tion in the way which is shown in lines 2–9 of Algorithm 1. The only difference
is in the choice of the next arc to be added to the current arborescence T ′ at
each step (line 5 of Algorithm 1). Instead of deterministically choosing from Apos

the arc which has the smallest weight value, the choice is done probabilistically,
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Algorithm 2. Ant Colony Optimization for the MWRA Problem

1: input: a DAG G = (V,A), and a root node vr
2: T bs := ({vr}, ∅), T rb := ({vr}, ∅), cf := 0, bs update := false
3: τa := 0.5 for all a ∈ A
4: while termination conditions not met do
5: for i = 1, · · · , na do
6: T ′ := Construct Arborescence Of Maximal Size(G, vr)
7: Ti := Dynamic Programming(T ′, k = |V | − 1)
8: end for
9: T ib := argmin{f(Ti) | T1, . . . , Tna}
10: if T ib < T rb then T rb := T ib

11: if T ib < T bs then T bs := T ib

12: ApplyPheromoneUpdate(cf ,bs update ,T ,T ib,T rb,T bs)
13: cf := ComputeConvergenceFactor(T )
14: if cf > 0.99 then
15: if bs update = true then
16: τa := 0.5 for all a ∈ A
17: T rb := ({vr}, ∅)
18: bs update := false
19: else
20: bs update := true
21: end if
22: end if
23: end while
24: output: T bs, the best solution found by the algorithm

based on pheromone and heuristic information. The pheromone model T that
is used for this purpose contains a pheromone value τa for each arc a ∈ A. The
heuristic information η(a) of an arc a is computed as follows. First, let

wmax := max{w(a) | a ∈ A}. (2)

Based on this maximal weight of all arcs in G, the heuristic information is defined
as follows:

η(a) := wmax + 1− w(a) (3)

In this way, the heuristic information of all arcs is a positive number. Moreover,
the arc with minimal weight will have the heighest value concerning the heuristic
information. Given an arborescence T ′, and the non-empty set of arcs Apos that
may be used for extending T ′, the probability for choosing arc a ∈ Apos is defined
as follows:

p(a | T ′) :=
τa · η(a)∑

â∈Apos
τâ · η(â)

(4)

However, instead of choosing an arc from Apos always in a probabilistic way, the
following scheme is applied at each construction step. First, a value r ∈ [0, 1] is
chosen uniformly at random. Second, r is compared to a so-called determinism



66 S. Mateo et al.

Table 1. Setting of κib, κrb, κbs, and ρ depending on the convergence factor cf and
the Boolean control variable bs update

bs update = false bs update

cf < 0.4 cf ∈ [0.4, 0.6) cf ∈ [0.6, 0.8) cf ≥ 0.8 = true

κib 1 2/3 1/3 0 0

κrb 0 1/3 2/3 1 0

κbs 0 0 0 0 1

ρ 0.1 0.1 0.1 0.1 0.1

rate δ ∈ [0, 1], which is a fixed parameter of the algorithm. If r ≤ δ, arc a∗ ∈ Apos

is chosen to be the one with the maximum probability, that is:

a∗ := argmax{p(a | T ′) | a ∈ Apos} (5)

Otherwise, that is, when r > δ, arc a∗ ∈ Apos is chosen probabilistically accord-
ing to the probability values.

ApplyPheromoneUpdate(cf ,bs update,T ,T ib,T rb,T bs): The pheromone update is
performed in the same way as in all MMAS algorithms implemented in the
HCF. The three solutions T ib, T rb, and T bs (as described at the beginning of
this section) are used for the pheromone update. The influence of these three
solutions on the pheromone update is determined by the current value of the
convergence factor cf, which is defined later. Each pheromone value τa ∈ T is
updated as follows:

τa := τa + ρ · (ξa − τa) , (6)

where

ξa := κib ·Δ(T ib, a) + κrb ·Δ(T rb, a) + κbs ·Δ(T bs, a) , (7)

where κib is the weight of solution T ib, κrb the one of solution T rb, and κbs

the one of solution T bs. Moreover, Δ(T, a) evaluates to 1 if and only if arc a
is a component of arborescence T . Otherwise, the function evaluates to 0. Note
also that the three weights must be chosen such that κib + κrb + κbs = 1. After
the application of Equation 6, pheromone values that exceed τmax = 0.99 are
set back to τmax, and pheromone values that have fallen below τmin = 0.01 are
set back to τmin. This prevents the algorithm from reaching a state of complete
convergence. Finally, note that the exact values of the weights depends on the
convergence factor cf and on the value of the Boolean control variable bs update.
The standard schedule as shown in Table 1 has been adopted for our algorithm.

ComputeConvergenceFactor(T ): The convergence factor cf is computed on the
basis of the pheromone values:

cf := 2

⎛
⎝
⎛
⎝

∑
τa∈T

max{τmax − τa, τa − τmin}

|T | · (τmax − τmin)

⎞
⎠− 0.5

⎞
⎠
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This results in cf = 0 when all pheromone values are set to 0.5. On the other
side, when all pheromone values have either value τmin or τmax, then cf = 1.
In all other cases, cf has a value in (0, 1). This completes the description of all
components of the proposed algorithm, which is henceforth labelled Aco.

4 Experimental Evaluation

The algorithms proposed in this work—that is, DP-Heur and Aco—were im-
plemented in ANSI C++ using GCC 4.4 for compiling the software. Moreover,
we reimplemented the heuristic proposed in [10]. As mentioned in the introduc-
tion, this heuristic—henceforth labelled VenSri—is the only existing algorithm
which can directly be applied to the MWRA problem. All three algorithms were
experimentally evaluated on a cluster of PCs equipped with Intel Xeon X3350
processors with 2667 MHz and 8 Gigabyte of memory. In the following, we first
describe the set of benchmark instances that have been used to test the three
algorithms. Afterwards, the experimental results are described in detail.

4.1 Benchmark Instances

Due to the lack of a publicly availabe set of benchmark instances, a benchmark
set was generated. The construction of each DAG G(V,A) from this benchmark
set was based on a pre-defined number of vertices (n) and a pre-defined number
of arcs (m). First, a random arborescence T with n vertices was generated. The
root node of T is called vr. Each one of the remainingm−n+1 arcs was generated
by randomly choosing two vertices vi and vj , and adding the corresponding arc
a = (vi, vj) to T . In this context, a = (vi, vj) may be added to T , if and only
if by its addition no directed cycle is produced, and neither (vi, vj) nor (vj , vi)
form already part of the graph. In order to generate a diverse set of benchmark
instances we considered n ∈ {20, 50, 100, 500, 1000, 5000} and m ∈ {2n, 4n, 6n}.
A total of 10 problem instances was generated for each combination of n and
m. This resulted in a total of 180 problem instances. The arc weights for all
instances were chosen uniformly at random from [−100, 100].

4.2 Results

The three algorithms considered for the comparison were applied exactly once
to each of the 180 problem instances of the benchmark set. Although Aco is a
stochastic search algorithm, this is a valid choice, because results are averaged
over groups of instances that were generated with the same parameters.Aco was
applied with na = 10—that is, 10 solution constructions per iteration—, with
a determinism rate of δ = 0.9, and with a stopping criterion of 10.000 solution
evaluations per run. Table 2 presents the results of each algorithm averaged over
the 10 instances for each combination of n and m (as indicated in the first two
table columns). Four table columns are used for presenting the results of each
algorithm. The column with heading value provides the average of the objective
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Fig. 3. Average improvement (in %) of Aco and DP-Heur over VenSri. Positive
values correspond to an improvement, while negative values indicate that the respective
algorithm is inferior to VenSri. The improvement is shown for the three different arc-
densities that are considered in the benchmark set, that is, m = 2n, m = 4n, and
m = 6n.

function values of the best solutions found by the respective algorithm for the
10 instances of each combination of n and m. The second column (with heading
std) contains the corresponding standard deviation. The third column (with
heading size) indicates the average size (in terms of the number or arcs) of the
best solutions found by the respective algorithm.1 Finally, the fourth column
(with heading time (s)) contains the average compution time (in seconds). For
all three algorithms, the computation time indicates the time of the algorithm
termination. In the case of Aco, an additional table column (with heading evals)
indicates at which solution evaluation, on average, the best solution of a run was
found. Finally, for each combination of n andm, the result of the best-performing
algorithm is indicated in bold font.

The results allow to make the following observations. First, Aco is for all com-
binations of n and m the best-performing algorithm. Averaged over all problem
instances Aco obtains an improvement of 31.9% over VenSri. Figure 3 shows
the average improvement of Aco overVenSri for three groups of input instances
concerning the different arc-densities. It is interesting to observe that the advan-
tage of Aco over VenSri seems to grow when the arc-density increases. On
the downside, these improvements are obtained at the cost of a significantly in-
creased computation time. Concerning heuristic DP-Heur, we can observe that
it improves in all 12 combinations of n and m where m ∈ {4n, 6n} over VenSri.
Interestingly, however,DP-Heur is inferior to VenSri for all combinations with
m = 2n. In other words, DP-Heur seems to be inferior to VenSri when rather
sparse input graphs are concerned, whereas the opposite is the case for more

1 Remember that solutions—that is, arborescences—may have any number of arcs
between 0 and |V | − 1, where |V | is the number of the input DAG G = (V,A).
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dense input graphs. Averaged over all problem instances, DP-Heur obtains an
improvement of 8.87% over VenSri. The average improvement of DP-Heur
over VenSri is shown for the three groups of input instances concerning the
different arc-densities in Figure 3. Concerning a comparison of the computation
times, we can state thatDP-Heur has a clear advantage overVenSri especially
for large-size problem instances.

Figure 4 presents the information which is contained in the columns of Table 2
that have headings size and evals. Concerning the average size of the solutions

(a) Average solution size

(b) Average number of solution evaluations at which the best solution of an
Aco run is found

Fig. 4. (a) shows, for each combination of n and m, information about the average
size—in terms of the number of arcs—of the solutions produced by DP-Heur, Aco,
and VenSri. (b) shows for each combination of n and m the average number of solution
evaluations at which the best solution of a run of Aco is found.
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produced by the three algorithms (as shown in Figure 4(a)) it is interesting to
observe that the solutions produced by DP-Heur consistently seem to be the
smallest ones, while the solutions produced by VenSri seem generally to be the
largest ones. The size of the solutions produced by Aco is generally inbetween
these two extremes. We currently have no explanation for this aspect, which
certainly deserves further examination.

Finally, Figure 4(b) presents the average number of solution evaluations at
which the best solution of a run of Aco is found. Not surprisingly, when large
graphs are concerned, significantly more solution evaluations are necessary for
reaching the best solutions than when rather small graphs are tackled. Con-
cerning a comparison between the groups of graphs characterized by different
arc-densities, it can be observed that when rather small graphs are concerned
Aco seems to faster in obtaining good solutions for sparse graphs. However,
when the size of the input graph grows, this difference disappears.

5 Conclusions and Future Work

In this work we have proposed a heuristic and an ant colony optimization ap-
proach for the minimum-weight rooted arboresence problem. Both algorithms
make use of dynamic programming as sub-ordinate procedure. Therefore, they
may be regarded as hybrid algorithms. The experimental results show that both
approaches improve (on average) over an existing heuristic from the literature.
Interestingly, the advantage of the proposed algorithm over the existing heuristic
grows with increasing arc-density of the input graph.

Concerning future work, we plan to apply both approaches to other types of
problem instances. For example, we plan to generate problem instances in which
the number of arcs with negative weights is significantly higher than the number
of arcs with positive weights, or vice versa. Moreover, we plan to implement an
integer programming model for the tackled problem—in the line of the model
proposed in [5] for a related problem—and to solve the model with an efficient
integer programming solver. In [7] we already proposed an extension of this
model for the problem of reconstructing tree structures.

Acknowledgments. This work was supported by grant TIN2007-66523
(FORMALISM) of the Spanish government.
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8. Türetken, E., González, G., Blum, C., Fua, P.: Automated reconstruction of den-
dritic and axonal trees by global optimization with geometric priors. Neuroinfor-
matics 9(2-3), 279–302 (2011)

9. Tutte, W.T.: Graph Theory. Cambridge University Press, Cambridge (2001)
10. Venkata Rao, V., Sridharan, R.: Minimum-weight rooted not-necessarily-spanning

arborescence problem. Networks 39(2), 77–87 (2002)



Improving the cAnt-MinerPB

Classification Algorithm

Matthew Medland, Fernando E.B. Otero, and Alex A. Freitas

School of Computing, University of Kent, Canterbury, UK
{mm443,f.e.b.otero,a.a.freitas}@kent.ac.uk

Abstract. Ant Colony Optimisation (ACO) has been successfully ap-
plied to the classification task of data mining in the form of Ant-Miner.
A new extension of Ant-Miner, called cAnt-MinerPB, uses the ACO pro-
cedure in a different fashion. The main difference is that the search in
cAnt-MinerPB is optimised to find the best list of rules, whereas in Ant-
Miner the search is optimised to find the best individual rule at each
step of the sequential covering, producing a list of best rules. We aim to
improve cAnt-MinerPB in two ways, firstly by dynamically finding the
rule quality function which is used while the rules are being pruned, and
secondly improving the rule-list quality function which is used to guide
the search. We have found that changing the rule quality function has lit-
tle effect on the overall performance, but that by improving the rule-list
quality function we can positively affect the discovered lists of rules.

1 Introduction

Data mining is the automatic search for useful, usable, and preferably interesting
patterns in data [3,13]. These patterns are used by anyone with an interest in
what their data holds—e.g., businessmen or scientists. There are multiple data
mining tasks, of which classification is the most studied.

The classification task seeks to create a model that places objects (exam-
ples) into groups. A class value (group name) is then assigned by analysing
common traits (attributes’ values) between objects of that class. Classification
problems can therefore be viewed as optimisation problems, where the intended
outcome is to find the best model that represents the predictive relationships
in the data. There are many different ways to represent these models, such as
‘black-box’ models produced by support vector machines (SVM) and artificial
neural networks, which are difficult to interpret, and ‘white-box’ decision tree
and classification rule models, which are more readily interpreted [11]. ‘White-
box’ methods have the advantage of being easier to comprehend, and so they are
used to provide further understanding of the data. This enhanced understanding
leads to a greater degree of trust in the models produced and enables decision
makers to make the best possible decisions.

Ant Colony Optimization (ACO) algorithms have successfully been applied
to the classification task in the form of Ant-Miner [2,10]. Ant-Miner seeks to
extract a list of classification rules of the form IF antecedent THEN consequent

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 73–84, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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from a data set, where the antecedent is composed by predictor attribute-value
conditions, and the consequent corresponds to the class value to be predicted.

Several extensions of Ant-Miner have been proposed in the literature and
have been reviewed in [8]. The majority of these extensions maintain the overall
structure of the algorithm—i.e., the algorithm employs an ACO-based procedure
to create individual rules which are joined to create a complete classification
model (list of rules). This strategy to produce a list of classification rules is known
as sequential covering (or separate-and-conquer), where each rule is discovered
individually. An improved strategy has recently been proposed in the cAnt-
MinerPB algorithm [9], where an ACO-based procedure is used not to construct
individual rules, but a full list of rules. One of the main differences between the
cAnt-MinerPB and Ant-Miner algorithms is that in cAnt-MinerPB the search is
performed and optimised to find the best list of rules, whereas in Ant-Miner (and
its extensions) the search is performed and optimised to find the best individual
rule at each step of the sequential covering, resulting in the list of best rules.
In other words, in cAnt-MinerPB the search is governed by the quality of a
candidate list of rules, while in Ant-Miner the search is guided by the quality of
an individual rule.

One of the main components of Ant-Miner is the rule quality function used
to guide the search. The use of different rule quality functions in sequential
covering algorithms has been studied in [5,7] and in Ant-Miner algorithm in
[12]. Improving the rule quality function of sequential covering algorithms tends
to improve the overall performance of the algorithm. Although the search in
cAnt-MinerPB is guided by the quality of a list of rules, the algorithm uses a
rule quality function to prune (i.e., remove irrelevant terms) from a candidate
rule. Therefore, there are two quality functions involved in the search for the best
list of rules in cAnt-MinerPB: the rule quality function used during pruning and
the rule-list quality function used to guide the search (i.e., update pheromones).

In this paper we propose to improve the search of the cAnt-MinerPB algorithm
by (1) allowing the algorithm to dynamically choose a rule quality evaluation
function for a candidate rule and (2) using a new rule-list quality function to
guide the search. The extension (1) is possible since the rule quality function has
a smaller role in cAnt-MinerPB—it is only used during pruning—and it is not
used as a criterion to compare different rules. A dynamic rule quality function
selection would not be possible in Ant-Miner, as the rule quality function needs
to be consistent throughout to ensure that the algorithm is comparing like-to-
like. The extension (2) aims at preventing overfitting—the case where the list of
rules is too tailored to the training set and has poor generalisation performance.
We evaluate the effect of these extensions using 14 data sets from the UCI
Machine Learning repository [4] in terms of both predictive accuracy and size of
the discovered classification model.

The remainder of this paper is organised as follows. In Section 2 we discuss the
differences in the search strategy of Ant-Miner and cAnt-MinerPB algorithms.
In Section 3 we discuss our proposed improvements to cAnt-MinerPB. Then we
present and discuss our results in Section 4. Section 5 then concludes this paper.
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2 Background

Separate-and-conquer, also known as sequential covering, classification algo-
rithms are data mining algorithms that employ two steps to create a classifi-
cation model. First, the algorithm classifies part of the dataset (conquer) and
then removes the classified data from the dataset (separate). This process is re-
peated until the number of unclassified examples falls below a set threshold. At
each stage, the data which is classified depends on the classification rule cho-
sen, and which classification rule is chosen depends on the quality of possible
rules. To calculate this, a rule quality function is used and it is this function
which determines the success of most sequential covering algorithms. There are
multiple aspects of a rule which can affect its quality. For example, a rule may
never misclassify an example (high consistency) but only cover a small subset of
examples (low coverage). Deciding which rule quality function to use always has
the problem of finding an effective trade-off between consistency and coverage.

The Ant-Miner algorithm follows a sequential covering strategy using an ACO
procedure to create individual rules. First, a construction graph is created where
each node is a value for a given attribute, with every attribute-value pair from
the data set represented. Each ant then moves from a start node (with an empty
rule) and stochastically chooses a vertex with a probability based upon the
pheromone value and a heuristic value. The visited vertex is a rule term as
a [attribute, value] pair. The ant will continue to add new terms until either
all attributes have been used or adding another would decrease the number of
covered examples below a predefined threshold. After a rule has been created, a
pruning algorithm removes irrelevant terms from the newly created rule. Once
every ant in the colony has traversed the graph, the best rule based on a quality
function is selected and the pheromone levels are adjusted. The pheromone on
the terms included in the best rule increase and the pheromone on the others
(unused terms) decrease. After a rule has been created by the ACO procedure,
all of the examples which it covers are removed from the data set and the next
rule is created. The algorithm finishes once the training set has less than a
predefined number of training examples remaining and the list of best rules is
returned as the discovered classification model. Most of the proposed extensions
of Ant-Miner follow this same strategy to create a list of rules [8].

cAnt-MinerPB is an ACO classification algorithm that employs a different
search strategy than Ant-Miner. Rather than searching for the list of best rules
as Ant-Miner does, cAnt-MinerPB instead searches for the best list of rules. This
change may sound minor, but it has a dramatic effect on the algorithm. In Ant-
Miner each ant creates an individual rule, whereas in cAnt-MinerPB each ant
creates an entire list of rules. Once the best candidate list of rules has been
created, the pheromones are updated which affects the lists that will be created
in the future iterations. The best list of rules chosen throughout the execution
of the algorithm is returned as the discovered classification model.

The high-level pseudocode of cAnt-MinerPB is presented in Figure 1. At each
iteration, an ant in the colony starts with an empty list and the full training
set. An ant then creates a rule, prunes the rule using the rule quality function,
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Input: training examples
Output: best discovered list of rules
1. InitialisePheromones();
2. listgb ← {};
3. m ← 0;
4. while m < maximum iterations and not stagnation do
5. listib ← {};
6. for n ← 1 to colony size do
7. examples ← all training examples;
8. listn ← {};
9. while |examples| > maximum uncovered do
10. ComputeHeuristicInformation(examples);
11. rule ← CreateRule(examples);
12. Prune(rule);
13. examples ← examples− Covered(rule, examples);
14. listn ← listn + rule;
15. end while
16. if Quality(listn) > Quality(listib) then
17. listib ← listn;
18. end if
19. end for
20. UpdatePheromones(listib);
21. if Quality(listib) > Quality(listgb) then
22. listgb ← listib;
23. end if
24. m ← m+ 1;
25. end while
26. return listgb;

Fig. 1. High-level pseudocode of the cAnt-MinerPB algorithm [9]

and removes all of the covered examples from the training set. The ant then
repeats these steps until the number of remaining examples lies below a prede-
fined threshold. It is important to note that at no point are rules compared to
each other, and that the only time the rule quality function is used is during
the pruning stage. The list of rules created by the ant is then compared to the
current best list of rules and if it is better than the current best, it replaces it
as the current best. Once all ants in the colony have finished creating candidate
list of rules, the pheromones are updated. This entire process repeats until ei-
ther the maximum number of iterations has been reached or until the algorithm
converges.

There is a clear difference in the search strategy between Ant-Miner (and its
extensions) and cAnt-MinerPB algorithms. The search in Ant-Miner is guided
by the quality of the individual rules, as in (traditional) sequential covering
algorithms. The best rule found is always used, regardless of how it affects the
list of rules. The search in cAnt-MinerPB algorithm, however, is not concerned
by the quality of the individual rules as long as the quality of the complete list
of rules is improving, since the entire list is created at once and the best list is
chosen to guide the search. Therefore, the rule quality function has a smaller
role—only used to decide whether or not to prune a rule—and the rule-list
quality function guides the search.
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3 Proposed Improvements to cAnt-MinerPB

This paper presents two extensions of the cAnt-MinerPB algorithm in order to
improve the search for the best list of rules. The first extension consists of al-
lowing the algorithm to dynamically choose the rule quality function to be used
during the pruning procedure (per rule fashion), where different rules can be
pruned using different rule quality functions. As has been previously studied
[5,7,12], rule quality functions have different bias and capture different aspects
of the rule (e.g., some might favour consistency over coverage). The second ex-
tension consists of using a pessimistic error rate rule-list quality function to
evaluate a candidate list of rules and, consequently, to guide the search.

3.1 Dynamically Choosing Rule Evaluation Functions

In cAnt-MinerPB, ants find routes through a fully connected graph of all possible
rule terms (attribute-value pairs) in order to construct rules. Our initial approach
to dynamically choose the rule quality function was based around adding extra
vertices to the construction graph containing the candidate rule terms to repre-
sent the available rule quality functions, resulting in one large graph. This simple
approach had the benefits that it was an easy concept to grasp and it fits very
nicely into cAnt-MinerPB with very few modifications to the existing algorithm.
However, we have found that using this approach, the same rules can be created
by the pruning procedure but with different rule quality functions. This affected
the convergence of the algorithm, since the choices of the rule quality functions
were not unique and, consequently, there was no selective pressure towards a
particular rule quality function. This meant that the algorithm would rarely
converge.

These results led us to realise that the convergence tests had to purely rely
upon the terms selected to create the rules. To enable this behaviour, we used
two separate construction graphs: one purely consisting of different rule quality
functions, and the other consisting of rule terms. When creating a rule, an ant
will first visit the rule quality functions graph to select an evaluation function,
and then visit the rule terms graph to create the rule.

This process can be implemented adding only a few lines to the algorithm
presented in Figure 1. The first addition would be the creation of a rule qual-
ity functions graph and initialise its pheromones (line 1). Next, each ant would
choose the rule quality function before creating a rule (line 11), and then store
the rule quality for later use in the pruning stage (line 12). The selection of the
rule quality function is only based on pheromone levels, no heuristic informa-
tion is used. Once the iteration-best list of rules has been determined, the two
pheromone matrices would be updated (line 20) to reflect the chosen rule quality
functions as well as the list of rule terms used in the list of rules.

Though the rule quality functions and rule terms graphs are independent, the
pheromones in cAnt-MinerPB are retained in sequence. In other words, the first
rule being chosen in a list has a list of pheromones which is saved and updated
across iterations, as does the second and so forth. This means that the first rule
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IF petal-width <= 0.8 THEN Iris-setosa USING F-measure function

IF petal-width > 1.75 THEN Iris-virginica USING Error-based function

IF sepal-length <= 6.15 THEN Iris-versicolor USING M-Estimate function

IF <empty> THEN Iris-virginica

Fig. 2. An example of a list of rules with associated rule quality functions. The default
rule (with an empty antecedent) does not have a function associated.

is now converging to the list of terms, which was affected by the choice of the rule
quality function, both of which may be vastly different to the terms and quality
function used by the second rule. Convergence is only determined by analysing
the rule terms graph, since different rule quality functions can lead to the same
rule and the choice of the rule quality function does not affect the quality of
the list of rules (as long as they produce the same rules). Figure 2 presents an
example of a list of rules with associated rule quality functions.

In order for our dynamic rule quality function selection process to be of any use
we needed a wide selection of different rule quality functions. We have selected
previously used rule quality functions described in [7,12], as well as the original
rule quality function used in cAnt-MinerPB (Sensitivity × Specificity) and a rule
quality function based on C4.5’s error-based measure [11, p. 41]. The chosen
functions can be found in Table 1. For the parametric quality functions, we have
used their default parameter values [7] (shown in the ‘Parameter’ column in
Table 1). In the function definitions we make use of a series of shorthands to
condense the formulae. These are defined as below:

TP The number of examples covered by the rule that belong to the class pre-
dicted by the rule (true positives).

FP The number of examples covered by the rule that do not belong to the class
predicted by the rule (false positives).

TN The number of examples not covered by the rule that do not belong to the
class predicted by the rule (true negatives).

FN The number of examples not covered by the rule that belong to the class
predicted by the rule (false negatives).

S The total number of training examples (TP + FP + TN + FN).

3.2 Error-Based Rule-List Function

After a candidate list of rules is created in cAnt-MinerPB, its quality is measured
in terms of predictive accuracy in the training set. It is expected that a list of
rules that perform well in the training set will also perform well in the test set
(the set of unseen examples). However, the use of the predicted accuracy can
lead to overfitting—the case where the list of rules created is too tailored to the
training set and does not generalise well, i.e., it has a lower predictive accuracy
in the test set. In order to mitigate the possibility of overfitting, we propose the
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Table 1. The rule quality functions used in the dynamic selection process

Function Name Parameter Formula

Accuracy - TP+TN
TP+FP+TN+FN

Confidence + Coverage - TP
TP+FP

+ TP
S

Cost Measure c = 0.437 (c · TP )− ((1− c) · FP )

F-measure β = 0.5
(1+β2)· TP

TP+FN
· TP
TP+FP

β2· TP
TP+FN

+ TP
TP+FP

Jaccard - TP
TP+FP+FN

Klösgen ω = 0.4323
(
TP+FP

S

)ω ·
(

TP
TP+FP

− TP+FN
S

)
M-Estimate m = 22.466

TP+m·TP
S

TP+FP+m

C4.5’s Error-based function* - UCF(FP, TP + FP )

Relative Cost Measure cr = 0.342 (cr · recall)− ((1− cr) · FP
FP+TN

)

Sensitivity × Specificity - TP
TP+FN

· TN
TN+FP

*The UCF function corresponds to the upper limit of the probability of an error (FP ) over the
examples covered by a rule (TP + FP ). More details can be found in [11, p. 41]

use of a function based on C4.5’s pessimistic error rate (UCF) to measure the
quality of a candidate list of rules, given by

1−

L∑
r=1

(TPr + FPr) · UCF(FPr , TPr + FPr)

S
, (1)

where FPr and TPr are the number of false positives and true positives of the
r-th rule, respectively, L is the number of rules in the candidate list and S is
the number of training examples. According to (1), the quality of a list of rules
corresponds to 1 minus the sum of the predicted errors (the number of examples
classified by a rule times its associated UCF error rate [11, p. 41]) of the rules
divided by the number of examples in the training set—the lower the sum of
predicted errors, the higher the quality of the list.

4 Results

In order to evaluate the proposed extensions of the cAnt-MinerPB algorithm,
we have selected 14 datasets from the UCI Machine Learning repository [4].
Table 2 presents a summary of the data sets used in our experiments. We have
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Table 2. Summary of the data sets used in the experiments

Data set # Attributes # Classes # Examples

Nominal Continuous

balance-scale 4 0 3 625
breast-l 9 0 2 286
breast-w 0 30 2 569
credit-a 8 6 2 690
dermatology 33 1 6 366
glass 0 9 7 214
heart-c 6 7 5 303
hepatitis 13 6 2 155
ionosphere 0 34 2 351
iris 0 4 3 150
liver-disorders 0 6 2 345
parkinsons 0 22 2 195
wine 0 13 3 178
zoo 16 0 7 101

evaluated four different variations of cAnt-MinerPB: the original cAnt-MinerPB;
the cAnt-MinerPB with the proposed dynamic rule quality function selection (de-
noted with a ‘[D]’ marking); the cAnt-MinerPB with the proposed error-based
rule-list quality function (denoted with a ‘[E]’ marking); and cAnt-MinerPB with
both dynamic rule quality function selection and error-based list quality function
(denoted with a ‘[D+E]’ marking). We carried out a tenfold cross-validation pro-
cedure and the cAnt-MinerPB default parameters were used [9]: colony size of
5, maximum number of iterations of 500 and evaporation factor of 0.90 (i.e.,
the evaporation rate is equal to 1 − factor, therefore the pheromone values
are decreased by 10% during evaporation). Since cAnt-MinerPB is a stochastic
algorithm, it was run 10 times for each of the cross-validation folds.

The results of our experiments are presented in Table 3, for predictive accu-
racy, and Table 4, for the size of the discovered model (measured as the total
number of terms in the list of rules). A value on those tables corresponds to
the average value measured over the tenfold cross-validation. Table 5 presents
the results of the non-parametric Friedman statistical test with the post-hoc
Hommel’s test [1,6]. The information presented in Table 5 corresponds to the
average rank (first column), where the lower the rank the better the algorithm’s
performance, and the adjusted pHomm value. Statistically significant differences
among the algorithm with the highest rank (the control ‘(c)’ algorithm) are de-
termined by the pHomm value: if the p value is less than 0.1, the difference in
the rank is statistically significant at the α = 0.1 level; if the p value is less
than 0.05, the difference in the rank is statistically significant at the α = 0.05
level.
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Table 3. Average predictive accuracy (average ± standard error) measured over
tenfold cross-validation. The highest predictive accuracy for a given data set is shown
in bold.

cAMPB cAMPB [E] cAMPB [D] cAMPB [D+E]

balance-scale 76.83 ± 0.24 76.26 ± 0.29 76.69 ± 0.17 76.28 ± 0.21
breast-l 72.32 ± 0.31 75.27 ± 0.35 70.59 ± 0.42 73.77 ± 0.36
breast-w 94.29 ± 0.16 94.34 ± 0.16 94.09 ± 0.33 94.60 ± 0.20
credit-a 85.68 ± 0.15 86.10 ± 0.23 85.19 ± 0.31 85.77 ± 0.22
dermatology 92.46 ± 0.31 92.40 ± 0.40 91.72 ± 0.35 91.97 ± 0.28
glass 73.94 ± 0.49 73.11 ± 0.61 72.73 ± 0.65 73.52 ± 0.42
heart-c 55.50 ± 0.37 55.21 ± 0.41 54.57 ± 0.63 54.83 ± 0.62
hepatitis 78.78 ± 0.43 78.55 ± 0.66 79.50 ± 0.61 78.83 ± 0.55
ionosphere 89.65 ± 0.31 89.95 ± 0.23 89.32 ± 0.30 90.58 ± 0.45
iris 93.24 ± 0.20 93.13 ± 0.26 94.33 ± 0.25 94.47 ± 0.14
liver-disorders 66.72 ± 0.40 66.71 ± 0.41 67.10 ± 0.49 67.98 ± 0.53
parkinsons 86.98 ± 0.65 88.42 ± 0.50 87.88 ± 0.29 87.72 ± 0.55
wine 93.57 ± 0.32 94.51 ± 0.31 94.18 ± 0.56 95.04 ± 0.33
zoo 88.59 ± 0.50 88.67 ± 0.26 89.19 ± 0.41 88.57 ± 0.49

Table 4. Average number of terms (average ± standard error) measured over tenfold
cross-validation. The lowest number of terms for a given data set is shown in bold.

cAMPB cAMPB [E] cAMPB [D] cAMPB [D+E]

balance-scale 12.64 ± 0.03 12.66 ± 0.05 15.45 ± 0.16 14.32 ± 0.13
breast-l 19.15 ± 0.40 8.65 ± 0.17 34.65 ± 0.82 11.85 ± 0.62
breast-w 8.55 ± 0.12 8.03 ± 0.19 11.90 ± 0.21 9.50 ± 0.28
credit-a 17.54 ± 0.32 13.71 ± 0.38 35.53 ± 0.74 25.23 ± 0.64
dermatology 44.47 ± 0.63 43.93 ± 0.63 42.39 ± 0.66 41.89 ± 0.57
glass 10.73 ± 0.14 9.99 ± 0.15 13.24 ± 0.25 12.61 ± 0.22
heart-c 27.65 ± 0.58 25.10 ± 0.57 38.66 ± 0.68 29.90 ± 0.71
hepatitis 10.87 ± 0.17 10.36 ± 0.40 12.71 ± 0.43 11.47 ± 0.20
ionosphere 11.04 ± 0.17 9.96 ± 0.25 15.35 ± 0.38 11.38 ± 0.32
iris 4.92 ± 0.08 4.17 ± 0.13 5.04 ± 0.11 4.13 ± 0.05
liver-disorders 11.78 ± 0.08 11.49 ± 0.12 29.66 ± 0.30 23.70 ± 0.50
parkinsons 7.02 ± 0.11 5.96 ± 0.08 7.94 ± 0.15 7.00 ± 0.15
wine 4.75 ± 0.08 3.83 ± 0.07 5.66 ± 0.14 4.42 ± 0.07
zoo 6.70 ± 0.09 7.12 ± 0.10 6.97 ± 0.10 7.41 ± 0.19

The use of the dynamic rule quality function selection combined with the
error-based rule-list quality function (cAnt-MinerPB [D+E]) led to an over-
all improvement in predictive accuracy and achieved the highest average rank,
although the differences are not statistically significant according to the Fried-
man test. The use of the error-based rule-list quality (cAnt-MinerPB [E]) had
a similar predictive accuracy to the original cAnt-MinerPB, achieving a similar
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Table 5. Statistical test results according to the non-parametric Friedman test with
the Hommel’s post-hoc test. Statistically significant differences at the α = 0.1 level are
tabulated in bold and differences at the α = 0.05 level are underlined.

Configuration Average Rank Adjusted pHomm

(i) Predictive Accuracy

cAnt-MinerPB [D+E] (c) 2.07 –

cAnt-MinerPB [E] 2.43 0.4642

cAnt-MinerPB 2.57 0.4642

cAnt-MinerPB [D] 2.93 0.2369

(ii) Model Size

cAnt-MinerPB [E] (c) 1.43 –

cAnt-MinerPB 2.29 0.0789

cAnt-MinerPB [D+E] 2.57 0.0383

cAnt-MinerPB [D] 3.71 8.4E-6

average rank. The use of the dynamic rule quality function (cAnt-MinerPB [D])
has not led to an improvement in predictive accuracy, achieving the lowest aver-
age rank. In terms of the discovered model size, the use of the error-based rule-list
quality (cAnt-MinerPB [E]) led to a statistically significant improvement in the
size of the discovered lists, reducing the average number of terms in the lists.
The use of the dynamic rule quality function selection (cAnt-MinerPB [D] and
cAnt-MinerPB [D+E]) resulted in longer lists and achieved the lowest rank.

The error-based rule-list function has shown significant improvement in terms
of the size of the discovered lists of rules, without a drop in accuracy. This is
a very useful finding as the cAnt-MinerPB algorithm suffered from increased
list size, which now can be avoiding by the use of the new error-based rule-list
function. The dynamic rule quality function selection, however, has shown no
significant gain in accuracy while performing much worse in terms of size.

During the experiments using the dynamic rule quality function selection we
monitored which rule quality functions were being chosen. The frequency of each
rule quality function being chosen per dataset can be found in Figure 3. The top
image (Figure 3a) shows the results when using the dynamic search alongside
the traditional predictive accuracy rule-list function, whereas the bottom image
(Figure 3b) shows the results when the proposed error-based rule-list function
was used. In Figure 3a, it appears that four rule quality functions were being used
more often quite consistently, except in the case of the zoo dataset, suggesting
that the use of these functions can lead to improvements in the accuracy during
training and potentially overfitting. In Figure 3b, however, the pattern is much
less clear and no rule quality function stands out.
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(a) Using the predictive accuracy rule-list function.

(b) Using the error-based rule-list function.

Fig. 3. Heatmaps showing the frequency at which different rule quality functions were
chosen per dataset—the darker the colour the more often the rule quality function was
used
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5 Conclusion

We have found that the error-based rule-list evaluation function produces a sta-
tistically significant improvement in terms of the size of the discovered lists, and
that there is no detriment to the predictive accuracy. Our second finding was
that the dynamic selection of rule quality functions did not yield any improve-
ments. This leads us to believe that the characteristics of an individual rule
quality function have little effect on the final quality of the discovered lists, and
that any sensible rule quality function can be used.

We have shown that the dynamic selection of rule quality function (used
purely for pruning) has little effect on the quality of the lists, therefore as a
future research direction, it may be interesting to investigate the use of different
pruning strategies within cAnt-MinerPB that are not necessary dependent on
the rule quality and more related to the quality of a list of rules.
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Abstract. Novelty search is a recent and promising evolutionary tech-
nique. The main idea behind it is to reward novel solutions instead of
progress towards a fixed goal, in order to avoid premature convergence
and deception. In this paper, we use novelty search together with NEAT,
to evolve neuro-controllers for a swarm of simulated robots that should
perform an aggregation task. In the past, novelty search has been ap-
plied to single robot systems. We demonstrate that novelty search can
be applied successfully to multirobot systems, and we discuss the chal-
lenges introduced when moving from a single robot setup to a multirobot
setup. Our results show that novelty search can outperform the fitness-
based evolution in swarm robotic systems, finding (i) a more diverse set
of successful solutions to an aggregation task, (ii) solutions with higher
fitness scores earlier in the evolutionary runs, and (iii) simpler solutions
in terms of the topological complexity of the evolved neural networks.

1 Introduction

Novelty search [10] is a divergent evolutionary technique. In traditional evolu-
tionary computation, candidate solutions are scored by an objective function
that has been derived directly from the task or problem for which a solution is
sought. Novelty search does not drive the evolutionary process toward a fixed
goal. In novelty search, candidate solutions are scored based on how different
they are from solutions seen so far and the evolutionary process is therefore con-
tinuously driven towards novelty. As a result, novelty search has the potential to
overcome deception [4]. Deception can be a challenging problem in evolutionary
computation and occurs when the evolutionary process converges prematurely to
a local optimum because the objective function fails to reward the intermediate
steps needed to achieve the final goal. Lehman and Stanley [10] have shown that,
although novelty search does not pursue a goal directly, it may be able to find
the goal faster and more consistently than traditional fitness-based evolution.
Novelty search has also proven to be able to find a greater diversity of solutions
to a problem than traditional fitness-based evolution [11].

Novelty search has been successfully applied to many domains, including non-
collective evolutionary robotics in tasks such as maze navigation [10,13], T-maze
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tasks that require lifetime learning [14], biped walking [10], and the deceptive
tartarus problem [3]. There are many motivations behind the use of evolution-
ary techniques for the design of a control system for a robot [5]. In a multirobot
domain in particular, the dynamical interactions among robots and the environ-
ment make it difficult to hand-design a control system for the robots that yields
the desired macroscopic swarm behaviours. However, artificial evolution has been
shown capable of exploiting these dynamic features and synthesise self-organised
behaviours [18].

In this paper, we use novelty search to evolve neural controllers for swarm
robotic systems, where fitness-based evolutionary approaches has been previ-
ously used. Our motivation for applying novelty search to swarm robotic systems
is their high level of complexity, resulting from the intricate dynamics between
many interacting units. As the complexity of a task or a system increases, artifi-
cial evolution is more likely to get affected by deception [19], and novelty search
has been shown capable of overcoming deception [10]. The drive of novelty search
towards behavioural diversity is also valuable because it can generate a diversity
of solutions in a single evolutionary run, as opposed to fitness-based evolution,
in which a particular run often converges to a single solution.

There are many works that describe the evolution of robot swarms with neu-
roevolution methods that optimise only the weights of the neural network. How-
ever, the evolution of the network topology along with the weights has proved to
be beneficial in other domains [19,16]. In this paper, we use NEAT (NeuroEvolu-
tion of Augmenting Topologies) [17] to evolve the neural controllers used by the
robots in a swarm. NEAT is a method that evolves both the network topology
and weights, allowing solutions to become gradually more complex as they be-
come better [17]. The use of novelty search together with NEAT is motivated by
the complexifying nature of NEAT, which imposes some order in the exploration
of the behaviour space, because simple controllers are explored before moving
on to more complex ones.

We use an aggregation task for the experiments in this study. In this task,
the robots should move around in an environment to search for each other and
ultimately form a single aggregate. Aggregation is of particular interest since it
stands as a prerequisite for other forms of cooperation in swarm robotics sys-
tems [18]. This task has been used in previous works in evolutionary swarm
robotics [2,18,1]. In our experiments, the domain was made challenging by in-
creasing the size of the arena and by reducing the sensors capabilities, compared
to the previous studies on aggregation in robots.

2 Background

In this section, we review the related work on aggregation in evolutionary robotics,
the NEAT neuroevolution method used in our experiments, and the novelty
search method.
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2.1 Evolution of Aggregation Behaviours

Several works describe the evolution of aggregation behaviours in swarms of
robots, where neural networks with fixed topologies are evolved via evolutionary
algorithms guided by fitness. Baldassarre et al. [2] successfully evolved controllers
for a swarm of robots to aggregate and move towards a light source in a clus-
tered formation. Trianni et al. [18] describe the evolution of a swarm of simple
robots to perform aggregation in a square arena. In this experiment, two differ-
ent behaviours were evolved: a static clustering which forms compact and stable
aggregates and a dynamic clustering which creates loose but moving aggregates.
Bahgeçi et al. [1] used a similar experimental setup as [18], and studied how
some parameters of the evolutionary methods affect the performance and the
scalability of the behaviours in swarm robotic systems.

In these studies, the robots used directional sound sensors and sound signalling
to identify other robots in the environment. Sound signalling enabled robots to
follow sound gradients in order to aggregate. In fact, these works show that
neural networks without any hidden neurons are sufficient to successfully solve
the task. In our work, we make the aggregation task more challenging: we remove
the sound gradient, decrease the range of the sensors, and increase the size of the
arena. These modifications increase the difficulty of the task and may require
quite different strategies for aggregation because it is harder for the robots to
find each other [15].

2.2 NEAT

NEAT [17] is a neuroevolution method that optimises both the weighting pa-
rameters and the structure of artificial neural networks. It begins the evolu-
tion with a population of small, simple networks and complexifies the network
topology into diverse species over generations, potentially leading to increasingly
sophisticated behaviour. A key feature in NEAT is its distinctive approach to
maintaining a healthy diversity of growing structures simultaneously. Unique
historical markings are assigned to each new structural component. During
crossover, genes with the same historical markings are aligned, producing valid
offspring efficiently, without having to rely on complex topological comparisons.
Speciation in NEAT protects new structural innovations by reducing competition
between differing networks, giving time for newer and more complex structures
to have their weights optimised. Networks are assigned to species based on the
extent to which they share historical markings. Complexification is thus sup-
ported by both historical markings and speciation, allowing NEAT to establish
high-level features early in evolution and then later elaborate on them. In effect,
NEAT searches for a compact, appropriate network topology by incrementally
complexifying existing structures.

2.3 Novelty Search

In novelty search [10], individuals in an evolving population are selected based
exclusively on how different their behaviour is when compared to the other
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behaviours discovered so far. Implementing novelty search requires little change
to any evolutionary algorithm aside from replacing the fitness function with a
domain dependent novelty metric. This metric measures how different an indi-
vidual is from the other individuals with respect to their behaviour. The use of
a novelty measure creates a constant pressure to evolve individuals with novel
behaviour features.

The novelty of a newly generated individual is computed with respect to the
behaviours of an archive of past individuals and to the current population, giving
a comprehensive sample of where the search has been and where it currently is.
However, the archive does not contain all of the behaviours previously explored,
in order to minimise the impact in the algorithm’s computational complexity.
The archive is initially empty, and behaviours are added to it if they are sig-
nificantly different from the ones already there, i.e., if their novelty is above
some threshold. The purpose of the archive is to allow the penalisation of future
individuals that exhibit previously explored behaviours.

The novelty metric characterises how far away the new individual is from the
rest of the population and its predecessors in behaviour space, determining the
sparseness at any point in that space. A simple measure of sparseness at a point
is the average distance to the k-nearest neighbours of that point, where k is a
fixed parameter empirically determined. The sparseness ρ at point x is given by

ρ(x) =
1

k

k∑
i=1

dist(x, μi) (1)

where μi the ith-nearest neighbour of x with respect to the distance metric
dist, which is a domain-dependent measure of behavioural difference between
two individuals in the search space. Candidates from more sparse regions of the
behaviour space thus receive higher novelty scores, guiding the search towards
what is new, with no other explicit objective.

3 Aggregation Experiments

In this section, we apply novelty search to the aggregation task and compare it
with fitness-based evolution. Three experiments were performed using different
novelty measures: one highly correlated with the fitness function, an alternative
measure only weakly correlated, and finally a combination of the two. In each
experiment, the performance of novelty search was compared to the performance
of traditional fitness-based evolution. NEAT with random selection is used as a
baseline for performance comparisons.

3.1 Experimental Setup

The simulated environment is modelled in a customised version of the Simbad 3d
Robot Simulator [7]. The environment is a 5m by 5m square arena bounded by
walls. The robots are modelled based on the the e-puck educational robot [12],
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but do not strictly follow its specification. Each simulated robot has 8 IR sensors
evenly distributed around its chassis for the detection of obstacles (walls or other
robots) within a range of 10 cm, and 8 sensors dedicated to the detection of
other robots within 25 cm range. An additional sensor calculates the percentage
of nearby robots, relative to the size of the swarm, within a radius of 25 cm.

The swarm is homogeneous and the controllers of the robots are time recurrent
neural networks. For fitness-based evolution, we used the NEAT implementation
available in the Encog 3.0.1 library [6]. For novelty search, we extended the same
NEAT implementation following the description and parameters in [10], with a k
value of 15 and a dynamic archive threshold [9]. This dynamic threshold ensures
a constant and reasonable flow of individuals to the archive, at an average rate
of 2 individuals per generation. The NEAT parameters were the same in both
evolutionary methods: the crossover rate was 25%, the mutation rate 10%, the
population size 200, and each evolution runs for 250 generations. The rest of the
parameters were the default of the Encog implementation.

To evaluate each controller, 10 simulations are run with it, varying the number
of robots and their starting positions and orientations. The starting positions and
orientations are random but ensure a minimum distance between the robots. The
group size varies from 3 to 10, with each controller being run at least once with
every group size. Each simulation lasts for 500 s of simulated time.

The fitness function that evaluates each simulation is based on the average
distance to the centre of mass, also used in [18]. The average distance is sampled
throughout the simulation at regular intervals of 10 s. The samples are then
combined in a single fitness value using a weighted average, with linearly more
weight towards the end of the simulation. The fitness F of a simulation with T
time steps and N robots is defined as:

F = 1− 1∑
t
T

T∑
t=1

t

T

N∑
i=1

dist(Rt, rit)

N
(2)

where Rt is the centre of mass at each instant, and rit is the position of each
robot. The fitness values obtained in each of the 10 simulations are combined in
a single value using the harmonic mean, which gives more weight to the lower
values, as advocated in [1].

As mentioned above, the novelty measure characterises the distance between
one controller and the others in behaviour space. We use the Euclidian distance
between vectors that represent the level of aggregation along time. These vectors
are built by measuring behaviour features at regular intervals throughout the
simulation (every 10 s). We devised three ways of measuring the group behaviour,
which will be explained in the next sections. As 10 simulations are conducted
to evaluate each controller, its behaviour vector is the average of the vectors
obtained in each of the simulations. In order to compare novelty search with
the fitness-based evolution, the controllers evolved by novelty search were also
evaluated with the fitness function F . It is important to note that the fitness
scores did not have any influence in the novelty search experiments.
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3.2 The First Experiment

The first behaviour measure uses the same metric as the fitness function; a
vector is built with the average distance to centre of mass, sampled throughout
the simulation. Considering a simulation with N robots and T temporal samples,
the behaviour vector bcm that characterises a controller is given by:

bcm =
1

N

[
N∑
i=1

dist(R1, ri1), · · · ,
N∑
i=1

dist(RT , riT )

]
. (3)

In our experiments, the sampling rate was 10 s and the simulation time 500 s,
resulting in a behaviour vector of length 50.

The fitness scores of the highest scoring individuals evolved using novelty search
and fitness driven evolution, respectively, are listed in Table 1. There is not a signif-
icant difference between the fitness of the controllers evolved in these experiments,
but both methods are significantly better than the random evolution (Student’s t-
testwith p-value< 0.05). If we look at the behaviours of the best controllers evolved
by both methods, significant differences are found, despite the similar fitness val-
ues. In the fitness-based evolution, the highest scoring controllers were always very
similar, displaying only one distinctive behaviour: the robots explore the environ-
ment in large circles, and form static clusters when they encounter one another. If
the cluster is small, the robots abandon it after a while and start exploring again.

Novelty search, on the other hand, found several distinct high-scoring controllers
that could perform the aggregation task: (1) The robots go straight forward until
they hit the wall, and then, depending on the impact angle, they stay there for a
while or start moving along the wall until they find other robots; (2) Similar to (1),
but when they meet each other they continue to follow the wall until they hit a cor-
ner, aggregating there; (3) Similar to the behaviour evolved by fitness, but without
splitting the small clusters; (4) Similar to (3) but navigating in the environment
only in straight trajectories instead of curves. It is important to note that each
evolutionary run of novelty search could evolve several different solutions, finding
many (if not all) of the solutions described above and variants of them.

The main difference between the behaviours was that novelty search evolved
controllers that exploited the wall to achieve better solutions, while in the
fitness-based evolution robots always avoided navigating near the walls. Our
hypothesis is that learning to navigate along the walls requires going against the

Table 1. Highest fitness found with each evolutionary method. The values were ob-
tained with 10 runs for each experiment. Individuals with fitness value over 0.8 are
considered to be solutions to the task. Note that in practice the minimum fitness value
is not 0, since an initial random population has an average fitness of around 0.6.

Evolutionary Setup Average Max. Min.

Fitness-based NEAT 0.863 0.892 0.826
NEAT with novelty search 0.864 0.906 0.828
NEAT with random selection 0.725 0.752 0.706
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fitness gradient. If the robots go towards the walls, they will often end up in
different ones, and staying there will result in a low fitness because the centre of
mass will be in the centre of the arena, far from the robots. On the other hand,
avoiding the walls results in better fitness because they will be on average closer
to the centre. If the fitness evolution misses the stepping stone of being close to
the walls, it will hardly be able to reach behaviours that require the use of walls
to achieve aggregation. This is an important result because it demonstrates that
the fitness function is preventing the evolution of certain types of solutions.

To confirm our hypothesis, we analysed the behaviour space explored in novelty
search and in fitness evolution.To facilitate this analysis, all the individuals evolved
in fitness evolution were also evaluated with the same behaviour measure that was
used in novelty search. Since each behaviour description is a long vector, we ap-
plied a dimensionality reduction method in order to visualise the behaviour space.
We used a Kohonen self-organising map [8], a type of neural network trained us-
ing unsupervised learning to produce a two-dimensional discretisation of the input
space of the training samples, preserving the topological relations. The map was
trained with all the behaviours found both in novelty search and in fitness evolu-
tion, and then the behaviours found by each method were mapped individually to
the trained map. The resulting maps can be seen in Figure 1.

As it can be seen in the maps, the fitness-based evolution avoids the zones
where the average distance to the centre of mass rises beyond the initial value,
preventing the evolution of good solutions that might require traits found only
in those behaviour zones. The evolution is much more focused in behaviours
that express a monotonic fall of the average distance to the centre of mass,
which is consistent with the observable performances of the best controllers. On
the other hand, novelty search is not subject to this fitness pressure, and can
therefore explore and discover a wide range of solutions to the task.

Fig. 1. Kohonen maps representing the explored behaviour space in fitness evolution
(left) and in novelty search (right). Each circle is a neuron that is characterised by
the vector depicted by the line inside (the average distance to the centre of mass
over time). Each behaviour vector is mapped to the most similar neuron. The darker
the background of a neuron is, the more behaviours were mapped to it. The neurons
corresponding to the best behaviours have a bold circle.
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3.3 The Alternative Novelty Measure

We devised a new behaviour description, based on the metric used in [1], in
order to determine how the novelty measure influences the evolved solutions.
The new description consists of measuring the number of robot clusters along the
simulation. Two robots belong to the same cluster if the distance between them
is less than 30 cm. Applying this iteratively we can obtain the number of clusters.
The number of samples was the same as in our previous experiments (50). The
behaviour vector bcl is described by:

bcl =
1

N
[clustersCount(1), · · · , clustersCount(T )] . (4)

The best fitness found in each evolutionary run was 0.83 on average, which is
significantly lower (p-value < 0.05) than the novelty search with the centre of
mass behaviour measure (0.864 on average). This might be explained by the use
of a novelty measure that is less related to the fitness function. But again, we have
to look at the evolved behaviours to determine the significant differences. The
following distinct successful behaviours were evolved: (1) The robots go towards
walls, navigate along it and when they find another one, they form a single
file, keeping a fixed distance; (2) They navigate in circles in the environment,
forming a static cluster when they meet each other; (3) Similar to (2), but they
randomly abandon their respective clusters; (4) They navigate in circles and
when two robots meet at some distance, one tries to follow the other. When
robots collide, they form a cluster and remain aggregated.

Most behaviours were quite different from the ones found in the previous ex-
periment. The reason the previous experiment did not find these behaviours (and
vice-versa) is conflation (see [10]). Conflation occurs when individuals with distinct
observable behaviours have very similar behaviour descriptions. The consequence
is that an individual with a distinct observable behaviour might not be considered
novel by the novelty measure, thus eventually disappearing from the population.
Conflationcanrepresentbothanadvantagebecause it reduces the searchspace, and
a disadvantage, when different successful solutions or important stepping stones
are dismissed. In our experiments, what happens is that the centre of mass novelty
measure is conflating some solutions that are not conflated in the clusters measure
and vice-versa, thus evolving different solutions in both the experiments.

Two examples of behaviours that can be conflated are shown in Figure 2.
When the centre of mass measure is used, for example, the clustering of the
robots is irrelevant. The search will therefore avoid behaviours that have an
already explored centre of mass progression but differ in the clustering of the
robots, possibly bypassing interesting solutions. This effect can also be seen in the
evolved behaviours: with the centre of mass measure, there were more solutions
that exploited the use of the walls, because navigating near them has a great
impact in that novelty measure; while with the number of clusters measure, the
solutions focused on the interactions between the agents and clusters, including
following each other and leaving the cluster.
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Fig. 2. An illustration of conflation in the centre of mass measure (left) and in the
number of clusters measure (right). In both cases, if the robots evolved from the
left configuration to the right, that change would not be captured by the respective
behaviour description, despite potentially being relevant.

3.4 Combining Novelty Measures

In order to reduce conflation, we setup a new experiment with a richer behaviour
description, by combining the novelty measures proposed in the two previous
experiments. To combine the two behaviour descriptions presented before in
Equations 3 and 4, we simply concatenate the two vectors. But as the novelty
measure is based on the Euclidean distance between the vectors, caution must
be displayed to ensure that both components have similar contributions to this
distance. Namely, we want the vectors to have the same length and the items in
the vectors to have the same range, which can be achieved by normalising each
of the components. The new behaviour description bcomb is thus defined as:

bcomb = (bcm,bcl) . (5)

The fitness performance of the search with this new measure was improved,
evolving individuals with high fitness scores much sooner than in the other ex-
periments, as seen in Figure 3. The fitness values in novelty search were higher
than fitness-based evolution until generation 150. It is also interesting to look
at the explored behaviour space (Figure 4). We can see that there was a greater
diversity of solutions, exploring many combinations of the progression of the
number of clusters and the distance to the centre of mass. Observing the best
controllers in action, we notice that this combined measure evolved all the be-
haviours that were generated using the previous two measures independently.

To determine why novelty search with the combined measure was faster than
fitness-based evolution in finding good individuals, we evaluated the network
complexity of the solutions. On average, novelty search finds the first good in-
dividual (with fitness value over 0.8) at the generation 33 with a network of 1
hidden neuron and 39 links, while the fitness evolution finds the first good in-
dividual at the generation 83 with a network of 4 hidden neurons and 44 links.
Looking at the early solutions found by novelty search, we discovered that in
some cases they are the ones that the fitness-based evolution could not evolve
at all (behaviours that used the wall). In other cases, they were apparently the
same solutions that the fitness-based evolution would find in later generations
with more complex networks. Due to the incremental nature of NEAT, more
complex networks take more generations to evolve. If fitness starts to converge
to more complex structures, it takes more time to evolve effective controllers.
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Fig. 3. Fitness value of the best individual found so far in each generation. The values
are averaged over 10 evolutionary runs for each experiment. Individuals with fitness
value over 0.8 are considered to be solutions to the task. The evolution was tested with
more generations but there is no change in the fitness values after the 250th generation.

Fig. 4. The explored behaviour space in novelty search with the combined novelty mea-
sure and in the fitness-based evolution. In each neuron, the left half is the number of
clusters measure and the right half is the centre of mass. The darker the neuron back-
ground is, the more behaviours were mapped to it. Neurons with the best behaviours
have a bold circle.

4 Discussion

Our experiments revealed that novelty search could outperform fitness-based
evolution in respect to the fitness values of the evolved individuals. Other works
have shown that novelty search can perform better than fitness-based evolution
in deceptive tasks, but fails to be better as the task gets less deceptive [10,13].
Our results suggest that the task is not notably deceptive, as fitness evolution can
always find high-scoring solutions. Still, novelty search managed to outperform
the fitness-based evolution.

Looking beyond the fitness of the solutions, we showed that the diversity found
by novelty search can produce many different solutions to the same task. This
can be used to provide a range of different solutions to the experimenter that is
using the evolutionary process. This is especially relevant in the swarm robotics
domain, because there are many behaviour possibilities and non-obvious rela-
tions between the agents that might be revealed. Another advantage of novelty
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search was that it found solutions with simpler neural networks than the ones
found by fitness evolution, confirming the results reported in [10].

The Kohonen maps proved to be useful in the visualisation of the behaviour
search space. They allow the understanding of the behaviour zones that were
explored by novelty search and the zones where the fitness-based evolution gets
stuck. We verified that controllers mapped to different neurons typically have dif-
ferent observable behaviours. This suggests that analysing the differences in the
behaviour vectors might be a way of automatically identifying distinct solutions.

The biggest challenge in using novelty search in the domain of swarm robotics
was the definition of the novelty measure. Our experiments suggest that confla-
tion can be a serious issue when evolving collective behaviours with novelty
search. While in single robot systems, conflation can be mitigated by describing
the full behaviour of the robot, for example its position in space over time [10],
in swarm robotics that is not possible. Describing the behaviour of all the robots
individually would open the search space too much. It would also introduce scal-
ability issues, for example if the number of robots varies or if the swarm is very
large. It is necessary to devise measures that evaluate the swarm as whole. Con-
flation is essential to cope with the greater diversity of collective behaviours, but
caution must be displayed in order not to conflate aspects of the swarm that are
relevant to the solution. Our last experiment showed that by combining different
novelty measures, we can reduce conflation and improve the performance of nov-
elty search. This combination can simply be the concatenation of the behaviour
vectors associated with each measure, which was effective in our case.

5 Conclusion

This study showed that novelty search is a promising technique for evolving
controllers for swarm robotic systems. Compared to the fitness-based evolution,
novelty search could find a greater diversity of solutions, solutions with higher
fitness earlier in the evolution, and solutions based on simpler neural networks.
We studied the impact of the novelty measure in the evolved behaviours and
showed how conflation can be mitigated by combining different novelty measures.
In future research, we will use other novelty search variants that combine the
fitness value and the novelty measure [3,9] to investigate if our results can be
further improved. We will also use novelty search to evolve controllers for other
swarm robotics tasks, to evaluate if the results presented in this paper generalise.
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F., Preuss, M., Richter, H., Togelius, J., Yannakakis, G.N. (eds.) EvoApplications
2011, Part I. LNCS, vol. 6624, pp. 234–243. Springer, Heidelberg (2011)

4. Goldberg, D.E.: Simple genetic algorithms and the minimal, deceptive problem.
In: Genetic Algorithms and Simulated Annealing. Research Notes in Artificial In-
telligence, pp. 74–88. Pitman Publishing, London (1987)

5. Harvey, I., Husbands, P., Cliff, D., et al.: Issues in evolutionary robotics. In: Second
Int. Conf. on Simulation of Adaptive Behavior, pp. 364–373. MIT Press, Cambridge
(1993)

6. Heaton, J.: Programming Neural Networks with Encog3 in Java. Heaton Research,
Chesterfield (2011)

7. Hugues, L., Bredeche, N.: Simbad: An Autonomous Robot Simulation Package for
Education and Research. In: Nolfi, S., Baldassarre, G., Calabretta, R., Hallam,
J.C.T., Marocco, D., Meyer, J.-A., Miglino, O., Parisi, D. (eds.) SAB 2006. LNCS
(LNAI), vol. 4095, pp. 831–842. Springer, Heidelberg (2006)

8. Kohonen, T.: The self-organizing map. Proc. of the IEEE 78(9), 1464–1480 (1990)
9. Lehman, J., Stanley, K.O.: Revising the evolutionary computation abstraction:

minimal criteria novelty search. In: Genetic and Evolutionary Computation Conf.,
pp. 103–110. ACM, New York (2010)

10. Lehman, J., Stanley, K.O.: Abandoning objectives: Evolution through the search
for novelty alone. Evolutionary Computation 19(2), 189–223 (2011)

11. Lehman, J., Stanley, K.O.: Evolving a diversity of virtual creatures through novelty
search and local competition. In: Genetic and Evolutionary Computation Conf.,
pp. 211–218. ACM, New York (2011)

12. Mondada, F., Bonani, M., Raemy, X., Pugh, J., Cianci, C., Klaptocz, A., Magne-
nat, S., Zufferey, J.C., Floreano, D., Martinoli, A.: The e-puck, a robot designed
for education in engineering. In: 9th Conf. on Autonomous Robot Systems and
Competitions, pp. 59–65. IPCB, Castelo Branco (2009)

13. Mouret, J.: Novelty-based multiobjectivization. New Horizons in Evolutionary
Robotics, pp. 139–154. Springer, Berlin (2011)

14. Risi, S., Vanderbleek, S.D., Hughes, C.E., Stanley, K.O.: How novelty search es-
capes the deceptive trap of learning to learn. In: Genetic and Evolutionary Com-
putation Conf., pp. 153–160. ACM, New York (2009)
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Abstract. Diversity is an important aspect of population-based search
algorithms such as particle swarm optimizers (PSO) since it influences
their performance. Diversity is closely linked to the exploration-
exploitation tradeoff. High diversity facilitates exploration, which is usu-
ally required during the initial iterations of the optimization algorithm.
A low diversity is indicative of exploitation of a small area of the search
space, desired during the latter part of the optimization process. The
success of the Cooperative Particle Swarm Optimizer (CPSO), a variant
of PSO which has outperformed the basic PSO on numerous multi-modal
functions, has been ascribed to its increased diversity. Although numer-
ous population diversity measures have been proposed for the basic PSO,
not all can be readily applied to the CPSO. This paper proposes a mea-
surement of diversity for the CPSO which is compared with three other
diversity measures to establish the most appropriate diversity measure
for CPSO. The proposed diversity measure is applied to the CPSO on
a few well known test functions and compared with the diversity of the
basic global best PSO with the objective to justify the claim that the
CPSO increases diversity. The paper also investigates whether diversity
increases with an increase in the number of subswarms of the CPSO.

1 Introduction

Particle swarm optimization (PSO) is an effective and efficient population based
stochastic optimization approach which was originally developed by Eberhart
and Kennedy [3]. The basic PSO exhibits good performance on well-known test
functions, but tends to converge prematurely on strongly multi-modal test func-
tions [8]. One of the causes of premature convergence in the basic PSO is poor
swarm diversity [11]. Numerous diversity measures have been developed for PSO
[1], [9], [11], [13] with each approach having numerous variations. Some diver-
sity measures are sensitive to outliers which may result in the diversity not to
accurately reflect the search behavior of the swarm with regards to exploration
and exploitation.

Diversity has also been used to guide the search in PSO. Several diver-
sity guided PSOs have been developed such as the Attractive-Repulsive PSO
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(ARPSO) [11], the modified ARPSO of Pant et al [10] and the diversity guided
PSO of Cui and Ju [2] amongst others. The accuracy of the diversity measure
can therefore influence the performance of the diversity guided PSOs.

The Cooperative Particle Swarm Optimizer (CPSO), a variant of the PSO,
differs from the basic PSO in that values for different components of the solution
vector are stored in different subswarms. The diversity measures of PSO referred
to above cannot readily be applied to CPSO due to the subswarms solving only
a section of the original optimization problem. It is not always clear how sub-
swarms which contain partial solution vectors should be treated in the diversity
measures.

This paper proposes an alternative measure of diversity for the CPSO and
investigates how the proposed method compares with three other diversity mea-
sures. The claim that CPSO improves diversity is tested by comparing the diver-
sity of the CPSO with the diversity of the PSO on 9 well-known test problems.
This paper also investigates whether the diversity increases with an increase in
the number of subswarms of the CPSO.

The rest of the paper is organized as follows: Section 2 provides an overview of
PSO and CPSO. Section 3 presents a brief overview of diversity measures. The
diversity measures for CPSO are presented in section 4. The experiments and
their results are presented and discussed in section 5. The paper is concluded in
section 6.

2 Overview of PSO and CPSO

2.1 PSO

PSO is a nature-based stochastic optimization algorithm that emulates the
swarm behaviors of bird flocks [7]. PSO consists of a swarm of particles where
the position of each particle of the swarm represents a potential solution to the
optimization problem. PSO searches for an optimum solution by merely drawing
the position of each particle in the swarm toward its own historical best position
and toward the position of the historical best particle in a defined neighborhood
[6]. The position and velocity of each particle are updated over time. Each par-
ticle is viewed as a point in D-dimensional space and has a fitness. The best
position in a defined neighbourhood is the position yielding the best fitness.
The position and velocity of particle i are denoted by xi and vi, respectively.
The best position of particle i since the start of optimization is referred to as the
personal best position and is represented as yi and ‘pbest’ its corresponding
fitness. The best position of all personal best positions in the entire swarm is
represented by ŷ with ‘gbest’ as its corresponding fitness. This PSO is known
as the global best PSO. The position and velocity are updated as follows:

vdi (t+ 1) = w · vdi (t) + c1 · rd1(t) · (yd
i (t)− xd

i (t)) + c2 · rd2(t) · (ŷd(t)− xd
i (t)) (1)

xd
i (t+ 1) = xd

i (t) + vdi (t+ 1) (2)

where d = 1, 2, ..., n, i = 1, 2, ..., S, and S is the size of the swarm; w is the
inertia weight with 0 ≤ w < 1; constants c1 and c2 are called acceleration
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coefficients; r1 and r2 are two vectors containing random numbers uniformly
distributed in (0, 1); and t denotes the iteration number. The second and third
terms in equation (1) are respectively referred to as the cognitive and the social
components.

2.2 Cooperative Particle Swarm Optimizer (CPSO)

In PSO, a position vector of a particle serves as a complete solution vector
for the optimization problem. In CPSO the solution vector of the optimization
problem is split intoK components with each component optimized in a separate
subswarm. This CPSO is denoted as CPSO-SK . If K = n, then each subswarm
consists of 1-dimensional particles. This special case is denoted by CPSO-S. A
particle in a subswarm represents only part of the complete solution vector and
its fitness cannot be calculated in isolation from the other subswarms. All swarms
will have to share their information, i.e. cooperate, to form a complete solution
vector [14]. To represent the n-dimensional solution a context vector is required.
One way of constructing a context vector is to simply concatenate the global
best positions from all K subswarms, arranged in the order 1 to K.

The rest of the discussion focuses on the CPSO-S, but it is easily applicable
to CPSO-SK . The fitness of particle i in subswarm j is equal to the function
value after applying the objective function to a temporarily updated context
vector where the j-th component of the context vector has been replaced with
the position of particle i in subswarm j, but only for the duration of the fitness
calculation. Note, that for the evaluation of the fitness of particle i in subswarm
j, all components of the context vector except component j retained the global
best positions of the other (n− 1) subswarms.

The algorithm for the CPSO-S as defined in [14] appears in Algorithm 1, where
Rj , Rj .xi, Rj .vi and Rj .yi refer, respectively, to subswarm j and the position,
velocity and personal best position of particle i in subswarm j. The global best
particle in subswarm j is denoted by Rj .ŷ. The context vector is defined as
(R1.ŷ, R2.ŷ, ..., Rn.ŷ). The operator b(j, z) replaces the j-th component of the
context vector with z to produce (R1.ŷ, R2.ŷ, ..., Rj−1.ŷ, z, Rj+1.ŷ, ..., Rn.ŷ).

3 Diversity Measures

Population diversity can be used to monitor swarm behaviour, i.e. the degree of
convergence or divergence [16]. It is therefor important that a measurement of
population diversity provide accurate information about the swarm’s behaviour,
with regards to exploration and exploitation. However, not all diversity mea-
sures accurately reflect such information as a result of the diversity measures’
sensitivity to outliers [9].

3.1 Characteristics of Diversity Measure

Given a PSO with an initial high diversity and a sequence of global best solutions
{ŷt}Kt=0, then the PSO is said to converge to point p, a weighted average of the
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Algorithm 1. The CPSO algorithm

Create and initialize n one-dimensional PSOs: Rj , j ∈ [1..n]
repeat

for each swarm j ∈ [1..n]
for each particle i ∈ [1..s]

if f(b(j, Rj .xi)) < f(b(j, Rj .yi))
then Rj .yi = Rj .xi

if f(b(j, Rj .yi)) < f(b(j, Rj .ŷ))
then Rj .ŷ = Rj .yi

endfor
Update all particles in Rj using equations (1) and (2)

endfor
until stopping condition is true

global best and personal best positions, if lim(t→+∞) ŷt = p, where t denotes
time step [15]. In this case the diversity of the swarm at time step t approaches
zero as t approaches infinity. Under these conditions an accurate measure of
diversity should reflect an average decrease proportional with time to a value
that approaches zero [9].

3.2 Diversity Measures for PSO

Olorunda and Engelbrecht [9] investigated a number of diversity measures which
included (a) the swarm diameter and swarm radius, (b) the average distance
around the swarm center, (c) the normalized average distance around the swarm
center, (d) the average of the average distance around all particles in the swarm,
and (e) swarm coherence (defined as the swarm center divided by the average
speed of all particles in the swarm). Olorunda and Engelbrecht concluded that
the average distance around the swarm center is a more robust measure than
the other diversity measures in the presence of outliers. The ‘average distance
around the swarm center’ is defined as,

diversity1(R) =
1

S
·

S∑
i=1

√√√√ n∑
j=1

(xj
i − x̄j)2 (3)

with

x̄j =
1

S

S∑
i=1

xj
i (4)

where R denotes the swarm, S is the size of the swarm, n is the dimensionality
of the optimization problem, xj

i is the value of dimension j of particle i, and x̄j

is the average value for dimension j over all particles.
The diversity formula in equation (3) is used in the experiments of this study

to calculate the diversity of the PSO. A normalized version of the average
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distance around the swarm center was successfully used to guide the search
in Attractive-Repulsive PSO (ARPSO) developed in [11].

Shi and Eberhart [13] defined several population diversity measures based
on a particle’s (a) position, (b) velocity and (c) cognitive term. Position di-
versity is measured using either an element-wise or a dimension-wise approach.
A simple example indicated that element-wise diversity could not differentiate
between two vastly different diversity situations. Results in [13] also confirmed
that the element-wise approach could not provide accurate information about
the distribution of particles. Dimension-wise diversity has a clearer geometric
interpretation than the element-wise diversity measure, while velocity diversity
provides dynamic information of particles and measures the distribution of the
current velocities of the particles. The formula for cognitive diversity measure-
ment is similar to the position diversity measurement except that all references
to the particle’s current position are replaced with its personal best position.

In the knowledge-based cooperative particle swarm optimizer (KCPSO) of Jie
et al [5], a distinction is made between diversity of a subswarm and diversity of
the entire swarm. Jie et al describes the distribution of the particles locally in
a subswarm using a formula similar to equation (3). The diversity of the entire
swarm in KCPSO is calculated using a formula similar to that in equation (3)
except that, (a) all references to a particle’s current position are replaced with
the particle’s personal best position, (b) the average of all particles in the entire
swarm is replaced with the average of all personal best positions, and (c) the
diversity is normalized by dividing the diversity by the distance of the longest
diagonal in the search space. The diversity measure of Jie et al [5] uses only
the personal best position of a subswarm, while ignoring all other particles in
each subswarm. This approach may not accurately reflect the diversity of the
subswarm.

4 Diversity Measures for CPSO

The ‘average distance around the swarm center’, as a proven robust diversity
measure, is applied in this paper to calculate the diversity of the CPSO, unless
stated otherwise. Applying this formula to the CPSO poses a problem, since the
formula assumes that each particle in the swarm is a complete solution vector.
This is not the case in the CPSO. Each particle in a subswarm represents only
a part of a solution vector. To address this problem four methods, denoted by
CPSO-Div 1 to CPSO-Div 4, are used to calculate the diversity of the CPSO.

The approach that generates solution vectors for fitness evaluation in CPSO
is also used in the first method, i.e. CPSO-Div 1, to generate solution vectors
which are subsequently used to calculate the diversity of the CPSO. CPSO uses
the method outlined in section 2.2 to calculate a fitness value for each particle
in each subswarm. This approach generates a solution vector for each particle
in each CPSO subswarm. Since there are n subswarms, each of size m, the total
number of particles in all subswarms is equal to m×n. Hence, the total number
of complete solution vectors generated during each iteration of the CPSO algo-
rithm is m×n. These solution vectors will subsequently be used to calculate the
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population diversity of CPSO. In the implementation of the proposed diversity
measure the diversity of the CPSO is calculated immediately before the end of
each iteration. In this approach the formula in equation (3) is applied to all
m × n solution vectors. Note, as the swarm converges, (xj

i − x̄j)2 → 0 for all
dimensions j for all particles i, the diversity measure, CPSO-Div 1, reduces to
zero with time.

The second method does not use complete solution vectors and the diversity
is calculated based on the particles in each subswarm. This method uses the
dimension-wise definition based on the L1 norm in [13]. The center x̄ of the
entire swarm is computed. Then an n-dimensional vector is computed as follows:
For each dimension of the n-dimensional vector, corresponding to a subswarm,
the average of the absolute difference between each particle in the subswarm and
corresponding dimension of the swarm center is calculated. The average of all
dimensions of the computed vector is subsequently returned as the diversity of
the CPSO. This approach is referred to as CPSO-Div 2, computed using,

diversity2(R) =
1

n
·

n∑
j=1

(
1

S
·

S∑
i=1

|xj
i − x̄j |

)
(5)

Note, as the swarm converges |xj
i − x̄j | → 0 for all dimensions j for all particles

i. Although the diversity measure, CPSO-Div 2, reduces to zero with time the
actual solution vectors used for evaluation of fitness are not taken into account
when calculating the diversity. Since the diversity is not directly based on the
solution vectors of the CPSO, CPSO-Div 2 may inaccurately reflect the diversity
of the swarm.

In the third method, instead of using a context vector which consists of the
global best particles from each of the subswarms, all possible combinations of all
particles in all subswarms are used to form n-dimensional solution vectors. The
solution vectors can be generated using n nested for-loops, with each for-loop
associated with one of the n subswarms consisting of 1-dimensional particles.
The value of the running variable of each for-loop indexes a particle in the
specific subswarm whose position is copied to the corresponding component of
the solution vector. This approach will be referred to as CPSO-Div 3.

The fourth method called CPSO-Div 4 corresponds to the approach proposed
by Jie et al in section 3. Diversity is calculated based on the personal best
positions and not on the current positions of the particles. This approach is
reminiscent of the normalized average distance around the swarm center, except
that the pool of current positions is replaced with the pool of personal best
positions. As the swarm converges, (yji − ȳj)2 → 0 for all dimensions i of all
particles j, resulting in the diversity measure, CPSO-Div 4, to reduce to zero
with time.

5 Experiments and Results

The objective of this section is to describe and report on the experiments per-
formed in this paper. For this purpose, section 5.1 describes the experiments
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and defines the test functions and its parameters, while section 5.2 reports the
results of the experiments.

5.1 Experimental Procedure

The goal of this paper is to answer the following research questions:

1. Which diversity measures are appropriate for CPSO?
2. Which diversity measure is the best to use for CPSO?
3. Does CPSO increase diversity compared to global best PSO?
4. Does diversity increase with an increase in the number of subswarms?

To answer questions (1) and (2) the four diversity measures in section 4 were
applied to the 9 well-known optimization test problems defined in table 1. The
dimension of the test functions was set to five, since a relatively large value for
the dimension makes the application of CPSO-Div 3 infeasible as pointed out in
section 4.

To answer question (3) the diversity values produced by the best diversity
measure approach as identified by question (2) are compared with the diversity
values of the global best PSO. The dimension of the test functions was set to 30.

To answer question (4) the diversity of a few CPSO variants is investi-
gated. The best diversity measure as identified by question (2) was then used
to calculate the diversity of the CPSO-SK where K varies from 3 to 30, i.e.
K = 3, 6, 10, 15, 30. The dimension of the test functions was set to 30.

In the experiments the size of each subswarm for the five dimensional test
functions was set to 10 and the CPSO was executed for a total of 10000 func-
tion evaluations or 200 (=10000/(5 (number of subswarms) × 10 (number of
particles)) iterations. For the 30 dimensional test functions the size of each sub-
swarm was set to 20 and all variants of the CPSO were executed for 200000
function evaluations, bearing in mind that the CPSO-S require 600 (= number
of subswarms (30) × number of particles (20)) function evaluations per itera-
tion. The CPSO-S2, CPSO-S3, CPSO-S5 and CPSO-S10 require respectively 40,
60, 100 and 200 function evaluations per iteration. Results plotted are averages
calculated over 30 simulations.

The inertia weight, w, and acceleration coefficients c1 and c2 were set as
suggested by Shi and Eberhart [4] to 0.72, 1.49 and 1.49, respectively, for both
the global best PSO and all the CPSO variants.

The Sphere function is unimodal, while the remaining test functions are multi-
modal. In general, to prevent n one dimensional searches on separable test func-
tions, functions are rotated. In this paper the Griewank test function was rotated.
For rotation, Salomon’s method [12] was used to construct an n-dimensional or-
thogonal matrix which was then left multiplied by the particle’s position vector.
The resulting vector was used to determine a particle’s fitness.

5.2 Experimental Results

Investigating Research Question 1: The average diversity values calculated
over 30 simulations for each of the four diversity measures as defined in section 4
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Table 1. Definitions and parameters of test functions

Function Domain Name
(where D = 30)

f1(x) =
∑D

i=1
x2
i

[−100, 100]D Sphere

f2(x) =
∑D

2
i=1

100(x2i − x2
2i−1

)2 + (1 − x2i−1)2 [-10, 10]D Rosenbrock

f3(x) = −20 · exp

(
−0.2 ·

√
1
D

∑n
i=1

x2
i

)
[−32, 32]D Ackley

− exp
(

1
n

∑D
i=1

cos(2πxi)
)

+ 20 + e

f4(x) = 1
4000

∑
D
i=1

x2
i

−
∏

D
i=1

cos(
xi√
i
) + 1 [−600, 600]D Griewank

f5(x) =
∑

D
i=1

(x2
i

− 10 cos(2πxi) + 10) [−5.12, 5.12]D Rastrigin

f6(x) =
∑D

i=1
(y2

i
− 10 cos(2πyi) + 10) [−5.12, 5.12]D Non-

where continuous

yi =

{
xi if |xi| < 1

2
round(2xi)

2
if |xi| ≥ 1

2

Rastrigin

f7(x) = −
∑D

i=1
xi sin

(√
|xi|

)
[−500, 500]D Schwefel

f8(x) = 1
4000

∑
D
i=1

x2
i

−
∏

D
i=1

cos(
xi√
i
) + 1 [−600, 600]D Rotated

y = M ∗ x Griewank

f9(x) = π
D

(10 sin2(π · yi) Generalized

+
∑D−1

i=1
(yi − 1)2 · (1 + 10 sin2(π · yi+1)) [−50, 50]D Penalized

+(yD − 1)2) +
∑

D
i=1

u(x, 10, 100, 4) function

where yi = 1 + 1
4
(xi + 1),

u(x, a, k, m) =

{
k(xi − a)m, if xi > a
0, if −a ≤ xi ≤ a
k(−xi − a)m,if xi < −a

on the five-dimensional test functions are plotted in figure 1. Firstly, an impor-
tant observation is that all the diversity measures of CPSO-S decrease towards
zero on all functions. Secondly, plots in figure 1 indicate that the rate of reduc-
tion is the same. All four diversity measures satisfy the criteria as indicated in
section 4. Although the CPSO-Div 3 maintained the highest average diversity
its applicability to functions with higher dimensions is infeasible as indicated in
section 4. Hence, the plots in figure 1 indicate that the remaining diversity mea-
sures are all appropriate for CPSO-S, except CPSO-Div 3 for high dimensional
functions.

Investigating Research Question 2: From subfigures (a) to (i) in figure 1,
CPSO-Div 3 maintained the highest average diversity for each iteration except
for the Griewank (f4) function. CPSO-Div 4 generally maintained a high diver-
sity except on the Sphere and Ackley functions, where the diversity was the small-
est of all the diversity methods for a larger part of the duration of optimization.
CPSO-Div 1 and CPSO-Div 2 maintained identical diversities for functions f1
and f3 to f8, while CPSO-Div 1 exceeded the diversity values reached by CPSO-
Div 2 midway through optimization on function f2. Although the CPSO-Div 3
maintained the highest average diversity its applicability to functions with higher
dimensions is infeasible as indicated in section 4. Hence, the plots in figure 1 in-
dicate that the remaining diversity measures are all appropriate for CPSO. The
best diversitymeasure(s) on higher dimensional test functions areCPSO-Div 1 and
CPSO-Div 2, with CPSO-Div 1 achieving slightly better diversity than CPSO-Div
2 on the Rosenbrock function (f2). The best diversity measure for CPSO based on
diversity plots of the test functions in this paper is CPSO-Div 1.



Measuring Diversity in the Cooperative Particle Swarm Optimizer 105

 1e-006

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 1000

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Sphere

Method 1
Method 2
Method 3
Method 4

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Rosenbrock

Method 1
Method 2
Method 3
Method 4

 1e-006

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Ackley

Method 1
Method 2
Method 3
Method 4

(a) f1 (Sphere) (b) f2 (Rosenbrock) (c) f3 (Ackley)

 0.1

 1

 10

 100

 1000

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Griewank

Method 1
Method 2
Method 3
Method 4

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

 10

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Rastrigin

Method 1
Method 2
Method 3
Method 4

 1e-006

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

 10

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Non-cont. Rastrigin

Method 1
Method 2
Method 3
Method 4

(d) f4 (Griewank) (e) f5 (Rastrigin) (f) f6 (Non-cont. Rastrigin)

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 1000

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Schwefel

Method 1
Method 2
Method 3
Method 4

 0.01

 0.1

 1

 10

 100

 1000

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Rotated Griewank

Method 1
Method 2
Method 3
Method 4

 1e-006

 1e-005

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 0  20  40  60  80  100  120  140  160  180  200

lo
g(

di
ve

rs
ity

)

iterations

Gen. penalized

Method 1
Method 2
Method 3
Method 4

(g) f7 (Schwefel) (h) f8 (Rotated Griewank) (i) f9 (Gen. penalized)

Fig. 1. Plots of average diversity for each of the four diversity methods for 5D functions

Investigating Research Question 3: The diversity of the global best PSO
and the CPSO-S on the 30 dimensional test functions listed in table 1 was also
investigated. CPSO-Div 1 as the best diversity approach for CPSO was used
to calculate the diversity of the CPSO-S, while the diversity of the PSO was
calculated using equation 3. Figure 3 contains plots of the average diversity for
each of the 9 test functions. CPSO-S maintained a higher average diversity than
global best PSO throughout the optimization process except for the Rosenbrock
function (f2), where the low diversity maintained by the CPSO-S can be ascribed
to the CPSO-S converging much quicker than the global best PSO. From the
plots it is clear that CPSO-S generally maintained a higher average diversity
than global best PSO. This proves the claim that CPSO-S (or CPSO) maintains
a higher diversity than the global best PSO.

Investigating Research Question 4: The effect of an increased number of
swarms in CPSO on diversity was also investigated. CPSO-Div 1 was used
to calculate the diversity of the CPSO-SK where K varies from 3 to 30, i.e.
K = 3, 6, 10, 15, 30. The experiments were performed on the test functions listed
in table 1 with dimension 30. Plots of the average diversity for each of the 9 test
functions appear in figure 3. The plots indicate that an increase in number of
swarms generally resulted in an increase in diversity except for the Rosenbrock
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Fig. 2. Plots of average global best for subswarms of different sizes for 30D functions

function (f2) where the opposite is observed. As shown in figure 3(b) the CPSO-S
and CPSO-S15 converged quickly to the minimum indicating excellent exploita-
tion which resulted in lower diversity on the Rosenbrock function (f2), while the
other CPSO variants were still exploring the search space thus reflecting a larger
diversity. The same behaviour is also observed in figure 3(d) on the Griewank
function (f4). In figure 3(e) the CPSO-S and CPSO-S15 maintained a high diver-
sity while exploring the search space and managed to find the optimum, while
all other CPSO variants converged prematurely as reflected in figure 2(e). In
figure 2(e) the premature convergence to local optima by all CPSO-S variants,
except CPSO-S and CPSO-S15, lead to a lower diversity of the swarm. For the
Rastrigin function (f5) the low diversity maintained by the CPSO-S - with the
largest number of subswarms - can be ascribed to quicker convergence which
is experienced earlier than all other CPSO variants. The plots indicate that an
increase in the number of subswarms results in an increased diversity.

A comparison of plots in figures 2 and 3 also indicates that an increase in
diversity, increased performance of the CPSO as reflected for functions f4 to
f8 functions, while the increased diversity of the CPSO-S resulted in slower
convergence on functions f1. However, the decreasing graphs in figures 2(a) and
(i) indicate that with increased optimization time the optima could be found by
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Fig. 3. Plots of average diversity of the CPSO-SK for K = 3, 6, 10, 15, 30 (30D test
functions)

the CPSO-S on these two functions. Thus, increased diversity generally improves
performance of the CPSO-S.

6 Conclusion

This paper proposed an alternative measure of diversity for the CPSO and com-
pared the proposed method with 3 other diversity measures. The best diversity
measure of the four approaches was identified and used to compare the diver-
sity of the CPSO-S with the diversity of the global best PSO to test the claim
that CPSO improves diversity. This paper also investigated whether diversity
increases with an increase in the number of subswarms of the CPSO. Applica-
tion of the four diversity measures to nine well-known test functions indicated
that the diversity measure, which is based on solution vectors generated by using
all possible combinations of particles in all subswarms, maintained the highest
diversity during optimization. This approach becomes infeasible for objective
functions with a relatively large dimension and large swarm size. According to
the diversity plots the proposed diversity measure which is based on the same
context vector used for fitness evaluations in CPSO managed to maintain a di-
versity which is at least as good as the diversity of the dimension-wise approach
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proposed in [13]. Results of experiments also indicated that the higher diversity
maintained by the CPSO-S on multi-modal functions lead to improved solutions
compared to other CPSO variants and that in general diversity increased with
an increase in the number of subswarms of CPSO.
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Abstract. Task partitioning is a way of organizing work consisting in
the decomposition of a task into smaller sub-tasks that can be tackled
separately. Task partitioning can be beneficial in terms of reduction of
physical interference, increase of efficiency, higher parallelism, and ex-
ploitation of specialization. However, task partitioning also entails costs
in terms of coordination efforts and overheads that can reduce its bene-
fits. It is therefore important to decide when to make use of task parti-
tioning. In this paper we show that such a decision can be formulated as
a multi-armed bandit problem. This is advantageous since the theoret-
ical properties of the multi-armed bandit problem are well understood
and several algorithms have been proposed for tackling it. We carry out
our study in simulation, using a swarm robotics foraging scenario as a
testbed. We test an ad-hoc algorithm and two algorithms proposed in
the literature for multi-armed bandit problems. The results confirm that
the problem of selecting whether to partition a task can be formulated
as a multi-armed bandit problem and tackled with existing algorithms.

1 Introduction

Task partitioning refers to the act of dividing a task into a sequence of sub-
tasks that can be tackled separately [9]. Many social insects, such as ants, bees,
and wasps employ task partitioning for organizing their work. The benefits that
insects draw from task partitioning are many: decrease of physical interference
between individuals, higher exploitation of specialization, higher parallelism and
efficiency in performing tasks [17]. Swarms of robots could benefit from task
partitioning in the same ways. However, task partitioning also entails costs that
are mainly a consequence of the coordination required to link different sub-tasks
one to another. Therefore, task partitioning should be employed only when the
benefits overcome the costs. In the rest of the paper, we will refer to the problem
of selecting whether to employ task partitioning as the task partitioning problem.

In a previous work, we proposed a method that allows the robots to choose
when to employ task partitioning, on the basis of the costs involved [16]. In
this paper, we extend the work by reformulating the task partitioning problem
as a multi-armed bandit problem [3]. The multi-armed bandit problem consists
in repeatedly selecting actions to be performed in order to maximize a reward
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that depends on the actions taken. In terms of the multi-armed bandit, the
task partitioning problem can be reformulated as the problem of choosing be-
tween partitioning the overall task and performing it as an unpartitioned task,
with the goal of minimizing the resulting costs. Each robot tackles the multi-
armed bandit problem independently of the other robots: it selects its actions on
the basis of its individual estimate of the costs. The advantage of formulat-
ing the task partitioning problem as a multi-armed bandit stems from the fact
that the latter is widely studied in statistics. Consequently, its theoretical prop-
erties are well understood and, most importantly, one can select among several
existing algorithms, without the need of implementing ad-hoc solutions every
time. The approach presented in this paper can be used to solve the task parti-
tioning problem in situations in which the robots can measure or estimate the
costs associated to employing task partitioning.

Multi-armed bandit problems are characterized by a tradeoff between ex-
ploitation and exploration. A balance has to be found between “exploring the
environment to find profitable actions” [2] and “taking the empirically best ac-
tion as often as possible” [2]. Also in the task partitioning problem there is such
a tradeoff. Task partitioning should be exploited as much as possible, if the ex-
pected resulting costs are low. However, changes in the environment can affect
costs. Therefore, the option of using task partitioning should be reconsidered in
time, in order to detect such changes.

The rest of the paper is organized as follows. In Section 2 we review the ex-
isting work on task partitioning in swarm robotics. In Section 3 we describe the
specific problem tackled in this work and present the three algorithms that we
consider for tackling the problem. In Section 4 we briefly describe the experimen-
tal setup and the tools used to carry out the research. In Section 5 we present
and comment the results of the experiments. Finally, in Section 6 we summarize
the contribution of the work and we describe directions for future research.

2 Related Work

The biology literature is rich in studies devoted to task partitioning. In partic-
ular, task partitioning has been observed in social insects in the organization of
tasks such as material transportation, nest excavation, and waste removal [17].
Swarm robotics draws inspiration from the world of social insects in the imple-
mentation of robotic systems composed of a large number of relatively simple
cooperating robots [5]. The tasks performed by swarms of robots have often a
counterpart in the world of social insects. As social insects draw benefits from
task partitioning, it is interesting to study the application of task partitioning
to swarms of robots performing similar tasks.

While in biology the body of literature on task partitioning is large, few works
in swarm robotics have been devoted to this topic. In the majority of the works,
the focus is on the use of task partitioning as a means for reducing physical
interference. In [7], a foraging task is partitioned into sub-tasks developing in
separate areas, each one assigned a-priori to a different robot. A similar work is
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presented in [14], with the difference that in this case the areas are not assigned
statically and several robots can share the same working area. In [18], a swarm
of robots has to forage for objects. Objects are progressively moved towards the
nest by different robots, each working in an area of a given radius. The study
shows that the higher the number of robots, the smaller the working area radius
should be. The work as been extended to allow for a dynamical regulation of
the working areas size [10] and to relocate the working areas depending on the
objects distribution in the environment [11]. In [12], a swarm of robots has to
perform foraging in an environment composed of several corridors. The authors
show that task partitioning improves performance when the corridors are too
narrow for two robots traveling in opposite directions to pass at the same time.

In a previous work we studied task partitioning in a foraging task and proposed
a simple method that allows a swarm of robots to tackle the task partitioning
problem [8]. In a follow up research the method has been extended to explicitly
take into account costs linked to task-partitioning [16].

3 Problem Description and Methodology

We study the task partitioning problem: how to choose whether to partition a
given task, or to perform it as a whole, unpartitioned task. When task partition-
ing is employed, the given task is partitioned into a sequence of sub-tasks. In
this paper, we focus on the case in which there are two sub-tasks. The sub-tasks
are linked by an interface of finite capacity. The output of the first sub-task can
be stored at the interface and be subsequently used as the input for the second
sub-task. In this paper we use a swarm robotics foraging scenario as testbed.

Figure 1 provides a schematic representation of the environment and the prob-
lem we study in this work. In the foraging scenario, the robots repeat an object
retrieval task: harvesting an object from the source, and storing it at the nest.
The environment is composed of two areas, one containing the source and the
other containing the nest, separated by a cache. The robots cannot cross the
cache, but they can use it to transfer objects from one area to the other. A
corridor links the two areas and allows the robots to reach one from the other.

In the setup described, using the cache allows the robots to partition the object
retrieval task into two sub-tasks: the first consists in harvesting an object from
the source and drop it in the cache, the second in picking up an object from the
cache and storing it at the nest. Therefore, the cache acts as an interface between
sub-tasks. Conversely, the use of the corridor allows the robots to perform object
retrieval as an unpartitioned task: a robot can directly reach the source from the
nest and the other way around, harvesting and storing objects.

Each robot chooses whether to employ task partitioning in two situations,
represented by a question mark in Fig. 1. First, after taking an object from the
source, a robot decides whether to use the cache to drop the object, or to use
the corridor and store the object at the nest. Second, after storing an object
in the nest, a robot decides whether to pick up an object from the cache, or to
use the corridor and harvest an object from the source.
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Fig. 1. Representation of the studied foraging problem. Foraging consists in harvesting
objects from the source and storing them at the nest. Robots choose between using
task partitioning (i.e., use the cache) or not (i.e., use the corridor) in two cases, marked
with “?” in the figure. After taking an object from the source, a robot chooses between
store it at the nest or drop it at the cache. Upon storing an object in the nest, a
robot chooses between pick up the next at the cache or harvest one from the source.
The dashed arrows represent cost estimates t̂i that the robot associates to each action.

In this work, we show that the task partitioning problem can be formulated
as a multi-armed bandit problem. In the multi-armed bandit problem, the goal
is to maximize a reward. If the dual problem of minimizing costs is tackled,
algorithms and techniques for the bandit problem can be employed for the task
partitioning problem as well. The nature of the costs depends on the specific task
and on the characteristics of the environment. Typically costs are represented
by resources needed to perform the task. Examples are: energy, time required to
complete a task, or materials employed. In the foraging scenario studied in this
paper, the goal is to maximize the number of objects delivered to the nest. This
can be done by maximizing the throughput; we therefore express costs in terms
of time.

Each robot keeps a cost estimate for each of the possible four actions: i)
harvest an object from the source (using the corridor), ii) pick up an object
from the cache, iii) drop an object in the cache, and iv) store an object in the
nest (using the corridor). Each estimate t̂i is computed as:

t̂i ← (1− α) t̂i + α tM , (1)

where α ∈ (0, 1] is a weight factor. tM is the measure of the time taken by the last
action performed by the robot, its meaning depending on the specific estimate
being updated (refer to the dashed arrows in Fig. 1). When estimating the cost
t̂H of harvesting an object from the source, tM measures the time from the
moment an object is stored in the nest till the moment a new object is harvested
from the source. Analogously, when estimating the cost t̂S of storing an object
in the nest, tM denotes the time measured from the moment an object is taken
from the source to the moment it is deposited in the nest. When estimating
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the cost t̂D of dropping objects in the cache, tM measures the time from the
moment an object is taken from the source, to the moment the following one
is taken from the source, after dropping the first in the cache. Analogously, for
the cost t̂P of picking up, tM accounts for the time between two objects being
stored in the nest, with the second one taken from the cache. These estimates
are used by the robots to decide between using the cache or the corridor.

In this work we compare three algorithms, used by the robots to make this de-
cision. The first is an ad-hoc algorithm that we proposed in a previous work [16].
Using the ad-hoc algorithm, after taking an object from the source, a robot has
a probability Pp of dropping it in the cache:

Pp =

⎧⎪⎨
⎪⎩
[
1 + e−S((t̂H+t̂S)/(t̂P+ t̂D)−1)

]−1

, if t̂H + t̂S > (t̂P + t̂D)[
1 + e−S(1−(t̂P+ t̂D)/(t̂H+t̂S))

]−1

, if t̂H + t̂S ≤ (t̂P + t̂D)
, (2)

where S is a steepness factor. The higher its value, the higher the degree of
exploitation of the algorithm. Analogously, after delivering an object to the nest,
a robot has the same probability Pp of picking up the following one from the
cache. Thus, the object retrieval task is performed as a partitioned task with
a probability of Pp and performed as an unpartitioned task with a probability
1− Pp.

We compare the ad-hoc algorithm with two other algorithms that have been
previously proposed in the literature to tackle multi-armed bandit problems.
The first of the two, which we will refer to as UCB , is a modified version of
the UCB1 policy presented in [2] that, in turn, is derived from the index-based
policy described in [1]. Using UCB, after taking an object from the source, a
robot drops it in the cache if:

t̂D − γ

√
2 ln(nD + nS)

nD
< t̂S − γ

√
2 ln(nD + nS)

nS
, (3)

otherwise it takes the corridor to store the object in the nest. nD is the number
of times that the robot selected the cache for dropping an object, nS the number
of times the robot used the corridor for storing an object in the nest. γ is a
parameter that allows to tune the degree of exploration of the algorithm: the
higher the value, the higher the exploration. An analogous formula is used to
choose between picking up an object from the cache or harvest it from the
source using the corridor.

The third algorithm studied in this work, is the ε-greedy algorithm, a simple
algorithm widely employed in reinforcement learning [19]. With the ε-greedy
algorithm, the action perceived as the less costly is selected with a probability
1− ε, otherwise a random action is selected. ε defines the degree of exploration
of the algorithm: the higher the value, the higher the exploration.

Notice the difference between the ad-hoc algorithm and the other two. In the
former, no distinction is made between the two decision points: both at the nest
and at the source there is the same probability Pp of employing task partitioning.
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In the UCB and the ε-greedy algorithms, the robots discriminate between the
two cases when making their choice.

For all the algorithms, a give up mechanism allows the robots to abandon
the choice of using the cache. Without this mechanism, deadlocks could occur
in two cases. The first case happens if all the robots are trying to drop objects
in the cache and the cache is full. The second case happens if all the robots are
trying to pick up objects from the cache, and the cache is empty. Giving up is
implemented using a timeout: the robot measures the time it has been trying
to access the cache, and abandons its choice when the time reaches a given
threshold. Details about how the threshold is computed can be found in the
online supplementary material [15]. When a robot gives up, its current waiting
time updates the respective estimate t̂D or t̂P using Equation 1.

4 Experimental Setup

This section briefly describes the experimental tools and the environment in
which we run the experiments presented in the paper. A more detailed descrip-
tion can be found in [16], of which the research presented here is a follow up.

All the experiments presented in this work have been carried out in simulation
using ARGoS [13], a simulator developed within the Swarmanoid1 project [6].
We simulate the e-puck2, a small wheeled robot that has been used in many
studies in swarm robotics. As the e-puck does not have the capability of grasping
objects, we abstract this process by using a device called Task Allocation Module
(TAM) [4]. Each TAM is a small booth in which an e-puck can enter. In the
experiments, we simulate the TAM and its basic functionalities: two RGB LEDs
that can be perceived by the e-pucks and a light barrier that can detect the
presence of a robot within the TAM. In the experiments presented in this article,
we implement the source, the nest, and the cache using TAMs.

The experiments take place in the environment represented in Fig. 2. The
source is located at the top-left, the nest at the top-right, and the cache between
the source and the nest. The nest and the source are implemented using four
TAMs on one side; the cache is implemented with eight TAMs, four on each
side, organized in pairs facing opposite directions3. The corridor links the areas
containing the source and the nest.

We perform the experiments in two environments, called short-corridor and
long-corridor environments. In both environments, the source is 1.5m away from
the nest. The environments differ in terms of the total length of the corridor:
5.0m in the short-corridor and 7.5m in the long-corridor environment. We also
impose a cache processing time Π that the robots have to spend in the cache
when dropping or picking up an object. The length of the corridor and the value
of Π determine whether it is more advantageous to perform the object retrieval

1 http://www.swarmanoid.org
2 http://www.e-puck.org
3 Avideo showing the behavior of the cache can be found in the online supplementaryma-
terial at the following url: http://iridia.ulb.ac.be/supp/IridiaSupp2012-005/

http://www.swarmanoid.org
http://www.e-puck.org
http://iridia.ulb.ac.be/supp/IridiaSupp2012-005/
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Fig. 2. Representation of the experi-
mental environment. Nest, source and
cache are implemented using TAMs. The
different ground colors are used by the
robots for localization in the arena. Light
sources, marked with “L”, provide di-
rectional information. The short-corridor
and long-corridor environments differ in
the total length of the corridor.

task as unpartitioned task, or to partition it into two sub-tasks. By changing
the value of Π , we can tune the relation between the performance obtained by
using the cache and the one obtained by using the corridor. Consequently, we
can also define how advantageous it is to employ task partitioning.

5 Experiments and Results

We run all the experiments in both the short-corridor and long-corridor environ-
ments, with swarms of 10 and 20 robots. Every experiment lasts 10 simulated
hours. At the beginning of each experiment, half of the swarm is positioned in
the area containing the source and the other half in the area containing the nest.
The value of α, used for computing the time estimates in Equation 1, has been
set to 0.5. Notice that, in order to reduce the parameter space, we do not tune
the value of α with systematic experiments. We select this value of α since low
values are likely to render the algorithms poor in reacting to changes, while high
values increase sensitivity to noise. The values of the cost estimates are initial-
ized randomly: t̂H and t̂S are uniformly sampled in the interval [40, 80], t̂P and
t̂D in [20, 40].
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Table 1. Selected parameters for the exploiting and exploring versions of the three
algorithms

Algorithm parameter exploiting version exploring version

ad-hoc S 6.0 1.0
UCB γ 100 1000
ε-greedy ε 0.01 0.11

We run two sets of experiments. The goal of the first set of experiments is to
select the parameters for each algorithm. Details about these experiments and
the complete results can be found in the online supplementary material. Follow-
ing these experiments, we selected two parameters settings for each algorithm,
one corresponding to an exploring version and one to an exploiting version of
the algorithm.

In the second set of experiments, the goal is to test whether, by employing
the different algorithms, the robots are able to choose properly when to use task
partitioning and when not to. Additionally, we test if the choice made by the
robot adapts to variations occurring in the environment. In each experiment,
the value of the cache interfacing time Π is initialized to 0, it switches to 160 s
after 2.5 hours, and then it switches back to 0 when the experiment reaches half
of its duration. The robots are expected to choose between the cache and the
corridor and to adapt their choice in time.

Figure 3 reports the results of the experiments, for a swarm composed of 20
robots, in the long-corridor environment. Plots on the same row refer to the
same algorithm (from top to bottom: ad-hoc, UCB, ε-greedy). The plots in the
left column report the results for the exploiting version of the corresponding
algorithm, the ones on the right for the exploring version. Each box reports the
percentage of usage of the cache in the 30 minutes preceding the time reported
on the X axis. The grey horizontal lines report the optimal cache usage, that
changes depending on the value of Π . The grey slanted lines report percentages
of cache usage that lead to a performance of at least 95% of the optimal. Per-
formance is measured as average total number of objects retrieved at the end of
the experiment. To determine the optimal way of using the cache, we performed
experiments in which some of the robots were forced to always use the cache.
For each value of Π and the two swarm sizes, we exhaustively tested all the
possible values of the number of robots forced to use the cache and recorded the
corresponding performance. The performance of the different algorithms is re-
ported in Fig. 4. The optimal performance and the performance of an algorithm
randomly selecting between cache and corridor are also reported for reference.

A comparison between the two versions of each algorithm highlights the trade-
off between exploration and exploitation, typical in multi-armed bandit prob-
lems. When the exploiting versions of the algorithms are employed, the robots
can select when to use the cache and when to use the corridor, but are unable
to detect changes occurring in the environment. This can be seen in the near
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Fig. 3. Percentage of usage of the cache for the ad-hoc (first row), the UCB (second
row), and the ε-greedy (third row) algorithm. In each row, the plot on the left reports
the results for the exploiting version, the one on the right for the exploring version
of the corresponding algorithm. We report the results obtained in the long-corridor
environment, with a swarm composed of 20 robots. The cache interfacing time Π is
initialized to 0. After 2.5 hours of experiment, the value is changed to 160 seconds, and
returns to 0 at half experiment. Vertical dashed lines mark the moments in which the
value of Π changes. Each box reports the percentage of usage (over 25 experimental
runs) of the cache in the 30 minutes preceding the time reported on the X axis. The
grey horizontal line reports the cache usage that maximizes the number of objects
retrieved, which varies with the value of Π . The grey slanted lines report percentages
of cache usage that lead to a number of objects retrieved that is at least 95% of the
maximum.
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Fig. 4. Total number of objects retrieved by a swarm of 20 robots in the long-corridor
environment

optimal behavior in the first half of the experiment, which degrades in the sec-
ond half. Notice that the first change in the value of Π is detected also when
employing the exploiting version of the algorithms. The reason is that initially
the cache is selected often by the robots. Consequently, they can detect changes
in Π independently of the version of the algorithm being employed. Detecting
the opposite transition in the value of Π is harder and it only happens when the
exploring version of the algorithms is employed.

The overall results (see online supplementary material) indicate that, in gen-
eral, the algorithms perform better, more consistently, and with higher reactivity
to changes, when the swarm is larger. This highlights that cooperation is required
in order to render task partitioning effective. When the robots are many, it is
more likely that robots are present on both sides of the cache, which is critical
in order to exploit the cache properly. The length of the corridor seems to have
little effect on the behavior of algorithms.

The results confirm that the task partitioning problem can be formulated as a
multi-armed bandit problem. General algorithms for tackling bandit problems,
such as the UCB and the ε-greedy, can be successfully employed to tackle the task
partitioning problem, with results comparable with those of an ad-hoc algorithm.
In particular the ε-greedy is a suitable candidate, since it is simple and its only
parameter is easy to understand and tune manually.

6 Conclusions

In this paper, we studied the problem of choosing whether to tackle a task as a
whole, or to partition it into a sequence of two sub-tasks. We show that the prob-
lem can be formulated as a multi-armed bandit problem. This is advantageous
since the problem is well studied and understood, and its theoretical properties
are known. Most importantly, several algorithms have been proposed in the lit-
erature for tackling the problem. This allows one to select an algorithm knowing
its strengths and weaknesses and apply it to task partitioning problems without
the need of designing ad-hoc solutions each time. The approach can be applied
to situations in which costs can be measured or estimated by the robots. We
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pointed out that the tradeoff between exploration and exploitation, typical of
multi-armed bandit problems, also arises in the task partitioning problem. This
tradeoff has to be taken into account when choosing an algorithm and its param-
eters. Directions for future work aim at investigating more complex cases with
more than two sub-tasks, as well as cases in which the location of the sub-tasks
interface is not predefined, but must be decided by the robots autonomously.
Additionally, in this work each robot tackles the task partitioning problem in-
dividually. As future work, we also plan to enhance the system with explicit
communication. The robots could exchange information about the environment
and compute cost estimates also on the basis of the information received.
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simple mechanisms for improving performance in multi-robot constrained-space
foraging tasks. In: AGENTS 2001: Proceedings of the Fifth International Confer-
ence on Autonomous Agents, pp. 29–30. ACM Press, New York (2001)

13. Pinciroli, C., Trianni, V., O’Grady, R., Pini, G., Brutschy, A., Brambilla, M.,
Mathews, N., Ferrante, E., Di Caro, G.A., Ducatelle, F., Stirling, T., Gutiérrez,
A., Gambardella, L.M., Dorigo, M.: ARGoS: A modular, multi-engine simulator
for heterogeneous swarm robotics. In: Proceedings of the 2011 IEEE/RSJ Interna-
tional Conference on Intelligent Robots and Systems (IROS 2011), pp. 5027–5034.
IEEE Computer Society Press, Los Alamitos (2011)

14. Pini, G., Brutschy, A., Birattari, M., Dorigo, M.: Task Partitioning in Swarms of
Robots: Reducing Performance Losses Due to Interference at Shared Resources.
In: Cetto, J.A., Filipe, J., Ferrier, J.-L. (eds.) Informatics in Control Automation
and Robotics. LNEE, vol. 85, pp. 217–228. Springer, Heidelberg (2011)

15. Pini, G., Brutschy, A., Francesca, G., Dorigo, M., Birattari, M.: Multi-armed bandit
formulation of the task partitioning problem in swarm robotics – Online supple-
mentary material (2012), http://iridia.ulb.ac.be/supp/IridiaSupp2012-005/

16. Pini, G., Brutschy, A., Frison, M., Roli, A., Birattari, M., Dorigo, M.: Task par-
titioning in swarms of robots: An adaptive method for strategy selection. Swarm
Intelligence 5(3–4), 283–304 (2011)

17. Ratnieks, F.L.W., Anderson, C.: Task partitioning in insect societies. Insectes
Sociaux 46(2), 95–108 (1999)
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Abstract. This study investigates the scalability of three particle swarm
optimizers (PSO) on dynamic environments. The charged PSO (CPSO),
quantum PSO (QPSO) and dynamic heterogeneous PSO (dHPSO) algo-
rithms are evaluated on a number of DF1 and moving peaks benchmark
(MPB) environments that differ with respect to the severity and fre-
quency of change. It is shown that dHPSO scales better to high severity
and high frequency DF1 environments. For MPB environments, similar
scalability results are observed, with dHPSO obtaining the best average
results over all test cases. The good performance of dHPSO is ascribed
to its ability to explore and exploit the search space more efficiently than
CPSO and QPSO.

1 Introduction

Many real-world problems are dynamic in the sense that the search landscape
changes over time. Landscape changes can be due to changes in the objective
function(s) and/or problem constraints. When such changes occur, a known solu-
tion to a problem may no longer be good or valid. A new solution must therefore
be found to reflect the landscape changes. This study focusses on single-objective
dynamic optimization problems, where only the objective function changes.

Two commonly used benchmarks to generate dynamic optimization problems
are the moving peaks benchmark (MPB) [5] and the DF1 function generator
[11]. By using these generators, optimization techniques can be evaluated on
problems that accurately reflect real-world situations.

The particle swarm optimization (PSO) algorithm [9] is a well known op-
timization technique. PSO has been successfully applied to a wide variety of
problems since its introduction and is known to perform well on static optimiza-
tion problems. However, PSO faces two obstacles when dynamic problems are
considered. The first is a problem referred to as outdated memory. The second,
more severe problem, is that of diversity loss.

In order to solve dynamic problems using PSO, both of the above-mentioned
problems must be overcome. Two variants of the PSO algorithm, known as the
charged PSO (CPSO) and quantum PSO (QPSO), were designed to address
these problems [2], [3]. Both variants prohibit particles in a swarm to com-
pletely converge, thereby ensuring that some particles are always distributed in
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the search landscape within a region around the best known solution. There-
fore, the distributed particles are able to detect when the optimum moves to
a new location within the covered region. In this way, the problem of diversity
loss is addressed. Additionally, particles are forced to re-evaluate the function
value at their current positions, either periodically or whenever a change in the
environment is detected, thereby addressing the problem of outdated memory.

Recently, another variant of PSO, known as dynamic heterogeneous PSO
(dHPSO), was developed [7]. The dHPSO was first proposed to address the
exploration-exploitation trade-off problem on static optimization problems, but
it was later shown that dHPSO could also be successfully applied to dynamic
problems [10]. The dHPSO allows particles in a swarm to follow different position-
and velocity update rules from one another. In addition, the algorithm allows
particles to select new update rules from a behaviour pool of update rules if the
particle stagnates at any time during execution.

This study investigates the scalability of CPSO, QPSO and dHPSO in dy-
namic environments. Experiments are conducted to show how the performance
of the algorithms deteriorate as the severity and frequency of changes in the
environment increase.

The rest of this paper is structured as follows: Section 2 gives an overview
of the PSO algorithm. Section 3 discusses the problems associated with apply-
ing PSO to dynamic function optimization. In addition, the PSO variants that
address those problems are explained. The experimental procedure is given in
section 4 and the results are discussed in section 5. The study is concluded in
section 6.

2 Particle Swarm Optimization

Particle swarm optimization is a stochastic, population-based optimization al-
gorithm [9]. The algorithm maintains a population (or a swarm) of candidate
solutions (known as particles) to some optimization problem. Each particle i has
a position xi and velocity vi in an nx-dimensional search space. A particle’s posi-
tion xi represents the solution proposed by particle i. In addition to its position
and velocity, each particle also keeps track of the best position yi that it has
found during the search process, known as the particle’s personal best position.
The best position ŷ found by the swarm is called the global best position.

At every time step, each particle’s velocity is updated using

vi(t+ 1) = ωvi(t) + c1r1(t)[yi(t)− xi(t)] + c2r2(t)[ŷ(t)− xi(t)] (1)

where ω is the inertia weight [14], c1 and c2 are acceleration constants, and
r1j(t) and r2j(t) are random values, sampled from U(0, 1) in each dimension
j = 1, . . . , nx.

The second and third terms in equation (1) are referred to as the cognitive
component and the social component, respectively.

Once a particle’s velocity has been updated, its new position is calculated as

xi(t+ 1) = xi(t) + vi(t+ 1). (2)
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The resulting behaviour is that particles stochastically return to regions of the
search space that are known to contain promising solutions.

3 Particle Swarm Optimization in Dynamic Environments

For the purpose of this study, a dynamic environment is a function f whose
optima may move around the function domain during the search process. An
optimum can move in two distinct ways. Firstly, the position x∗ of an optimum
may change in any or all dimensions. Secondly, the value f(x∗) of the optimum
may increase or decrease. Furthermore, the magnitude (or severity) and the
frequency of changes may vary. The consequences of the changes are that optima
may appear or disappear during the search process. In addition, a local optimum
may become a global optimum and vice versa.

To perform optimization in dynamic environments, the goal is to find the op-
timum, and then track its movement over time. When considering environments
with multiple optima, it may also be necessary to detect when an optimum being
tracked is no longer the global optimum. In such a case it the new global opti-
mum must be found and tracked instead. Assuming that environmental changes
occur only at known intervals, the PSO algorithm is subject to two problems
when applied to dynamic functions: outdated memory and diversity loss.

Outdated memory occurs whenever the environment changes. Recall that each
particle in the swarm keeps track of its personal best position yi. When a change
occurs, the value f(yi) associated with a particle’s personal best may no longer
be correct. This could cause particles to be attracted to regions of the search
space that used to contain good solutions, but are no longer desirable. To solve
the problem of outdated memory, Eberhart and Shi [6] showed that it is sufficient
to re-evaluate f at the particles’ personal best positions, as well as at the global
best position ŷ whenever the environment changes.

A subsequent study by Blackwell and Bentley [2] identified the problem of
diversity loss. Diversity loss occurs when the swarm converges on a point in the
search space. If the swarm is too highly converged, there is no way to detect
optima outside the region where particles are present. Therefore, if an optimum
moves or appears outside this small area, the PSO algorithm is unable to find
and track it [1], [2], [3]. It was further shown in [2] that particle swarms in this
situation are prone to oscillation on a line perpendicular to the true optimum in a
phenomenon known as linear collapse. To overcome diversity loss, it is necessary
to control the diversity of the swarm in some way. That is, either prevent particles
from converging, or provide a way for the swarm to diverge if necessary.

Three variants of the PSO algorithm that have been successfully applied to
dynamic environments are discussed below.

3.1 PSO with Charged Particles

Blackwell and Bentley [2] proposed the use of charged particles to prevent swarm
convergence. The approach was later modified by Blackwell and Branke [4].
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A charged particle has an electrostatic charge Qi > 0. A particle with no
charge is referred to as a neutral particle. Swarm convergence is then prevented
by introducing a Coulomb repulsion force ai in equation (1). The repulsion force
acting on a particle i at time t is given by

ai(t) =
∑
k 
=i

QiQk

(δik(t))3
δik(t), pcore < δik(t) < p (3)

where δik(t) = xi(t)− xk(t), and δik(t) = ‖xi(t)− xk(t)‖. The lower limit pcore
prevents the repulsion force from becoming too large between particles that are
very close to each other. Equation (1) then becomes

vi(t+ 1) = ωvi(t) + c1r1(t)[yi(t)− xi(t)] + c2r2(t)[ŷ(t)− xi(t)] + ai(t). (4)

A charged particle i is therefore repelled by all other charged particles k �= i
where pcore < δik < p.

Outdated memory is addressed by re-evaluating the personal best positions
of all particles whenever the environment changes.

By using both charged particles and neutral particles in a single swarm, the
neutral particles converge in order to exploit an optimum, while the charged
particles remain distributed in a region around the neutral particles. Thus, the
problem of diversity loss is solved. However, the computational complexity of this
approach is much higher than that of the standard PSO, because of the need to
calculate euclidean distances between all pairs of particles at each iteration.

This approach is often referred to as charged PSO (CPSO).

3.2 PSO with Quantum Particles

The use of quantum particles was proposed by Blackwell and Branke [3]. In this
approach, a quantum particle i samples a new position xi(t + 1) at each time
step, such that xi(t+ 1) ∈ B(φcloud), where B(φcloud) is an nx-dimensional ball
with radius φcloud around ŷ(t).

The problem of diversity loss is therefore solved in the same way as charged
PSO (by partially preventing swarm convergence), but without the need to cal-
culate euclidean distances between particles.

A re-evaluation strategy is used to address the problem of outdated memory.
This variant is known as Quantum PSO (QPSO).

3.3 Dynamic Heterogeneous PSO

The dHPSO was introduced by Engelbrecht [7] and was first applied to dynamic
environments by Leonard et al. [10].

The dHPSO maintains a collection of position- and velocity update equations.
The collection is known as the behaviour pool and velocity- and position updates
are grouped together to form behaviours that particles may choose to follow. In
addition, particles are monitored for stagnation. When stagnation is detected,
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the particle in question is forced to randomly select a new behaviour from the
behaviour pool. In [7], a particle was deemed to be stagnating whenever its
personal best position did not change for ten consecutive iterations.

It was shown in [10] that dHPSO is able to diversify by selecting exploratory
behaviours when exploitative behaviours begin to stagnate. In this way, random
behaviour selection in dHPSO contributes to addressing the problem of diversity
loss.

Leonard et al. [10] further showed that, in order to apply dHPSO to dy-
namic environments, it is necessary to combine the approach with the peri-
odic re-initialization of a portion of the particles in the swarm. The reason for
this is that particles in dHPSO converge and are therefore not capable of de-
tecting changes in the environment. By re-initializing a portion of the particles
when a change occurs, the re-initialized particles are able to observe the change.
However, for this reason, the current implementation of dHPSO only works on
dynamic environments for which the changes occur at known intervals.

To address outdated memory, the personal best positions of all particles are
re-evaluated whenever the environment changes.

In Engelbrecht’s work [7], the following five behaviours were included in the
behaviour pool:

– Standard PSO behaviour, where equations (1) and (2) were used. The
cognitive acceleration constant c1 was linearly decreased from 2.5 to 0.5
throughout the search process, while the social acceleration constant c2 was
linearly increased from 0.5 to 2.5. This behaviour promotes exploration dur-
ing the initial stages of the search process, while promoting exploitation
towards the end of the search process.

– Cognitive PSO behaviour, where the social acceleration constant c2 in
equation (1) is set to 0.0, so that a particle is only attracted to its own
personal best position yi. This behaviour facilitates exploration by turning
the particle that follows this behaviour into an independent hill-climber.

– Social PSO behaviour, where the cognitive acceleration constant c1 in
equation (1) is set to 0.0, so that a particle is only attracted to the global
best position ŷ. This behaviour facilitates exploitation by effectively turning
all particles that follow it into a single stochastic hill-climber.

– Bare bones PSO behaviour, introduced by Kennedy [8]. The bare bones
behaviour after he observed that a single particle, attracted to its personal
best position yi and the global best position ŷ, exploits the point α in the
middle along a straight line between these two positions. He further observed
that the positions visited by the particle are normally distributed around the
point α. In a bare bones PSO, a particle’s velocity is not calculated using
equation (1), but is sampled from a Gaussian distribution such that

vij(t+ 1) ∼ N

(
yij(t) + ŷj(t)

2
, σ2

)
(5)

where the variance σ2 = |yij(t)− ŷj(t)|. The position update rule in equation
(2) then changes to

xi(t+ 1) = vi(t+ 1). (6)
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(a) Moving Peaks benchmark
function

(b) DF1 function generator

Fig. 1. Example 2-dimensional environments with 10 optima

Initially, this behaviour will promote exploration, because the personal best
positions of particles are widely distributed around the search space. As the
personal best positions converge, this behaviour will become more exploita-
tive.

– Modified bare bones PSO behaviour, which is a slightly modified ver-
sion of bare bones PSO, also proposed by Kennedy [8]. In this approach,
equation (5) is changed to

vij(t+ 1) =

{
yij(t) if U(0, 1) < 0.5

ϕ otherwise.
(7)

where

ϕ ∼ N

(
yij(t) + ŷj(t)

2
, σ2

)
. (8)

Equation (6) is still used for position updates. This behaviour facilitates
better initial exploration and later exploitation than the standard bare bones
PSO, because particles exploit their personal best positions 50% of the time.

4 Experimental Procedure

For this study, a number of dynamic environments were generated using the
DF1 function generator [11], as well as the Moving Peaks Benchmark (MPB)
[5]. Example 2-dimensional environments are shown in figure 1.

All problems and algorithms were implemented using the open source com-
putation intelligence library, CIlib [13].

4.1 Problems

The problems used for this study were generated using the MPB function [5]
and the DF1 function generator [11]. Each of the two generators were used to
create environments with the change severity settings shown in table 1. The
position and height severities were chosen to correspond to percentages of the
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Table 1. MPB Severity Parameters

Shift severity Height Severity % Shift severity Height Severity %

0.5 0.2 0.5% 20.0 8.0 20.0%
1.0 0.4 1.0% 30.0 12.0 30.0%
2.0 0.8 2.0% 40.0 16.0 40.0%
5.0 2.0 5.0% 50.0 20.0 50.0%
10.0 4.0 10.0%

range within which they were allowed to move. In addition, all environments were
also generated with the following change frequencies: 10, 50, 100, 200 and 500
iterations. Finally, each environment was created in a unimodal and multimodal
fashion, with all multimodal environments having 10 optima. This gave rise to
320 unique problems.

For all the environments, optima moved around a 2-dimensional domain in
the range [−50, 50]2. The heights of the optima oscillated in the range [10, 50],
while the widths and slopes of the peaks and cones were set to a constant value
of 5.0. These parameters are the same as those used for dynamic environments
in [10], except for the dimensionality. Scalability to higher dimensions will be
examined in future studies.

4.2 Algorithms

For this study, the QPSO, CPSO and dHPSO algorithms described in section
3 were tested on a range of dynamic environments. For all experiments, the
algorithms ran for 2000 iterations and all reported results are averages over 30
independent samples.

Unless otherwise stated, all chosen parameter values correspond to the
parameters used by Leonard et al. [10].

Charged PSO: For CPSO, the acceleration constants c1 and c2 were both set
to 1.496180. The parameter pcore was set to 1, while p had a value of 30. The
values yi and ŷ of all particles were re-evaluated at each change interval.

In [10], 50% of the particles in CPSO were also re-initialized at each change
interval. However, since the algorithm maintains swarm diversity throughout
the search process, there is no need to include a re-initialization strategy that
is designed to re-introduce diversity into converged swarms. Therefore, no
re-initialization was performed for CPSO in this study.

Quantum PSO: The acceleration constants c1 and c2 were both set to 1.496180.
The radius φcloud was set to 30. At each change interval, the values of yi and ŷ,
were re-evaluated for all particles.

No re-initialization of particles was performed for QPSO in this study for the
same reason explained in section 4.2.
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Dynamic Heterogeneous PSO: For this study, the behaviour pool was pop-
ulated with the same five behaviours that were used in [7] and [10]. However,
one change was made to the initialization of dHPSO swarms in this study:

The cognitive PSO behaviour in the previous studies suffered from immediate
stagnation in the first ten iterations of the search process. The reason for this is
that particle velocities were initialized to 0.0, and that particles’ initial personal
best positions yi(0) and their initial positions xi(0) were the same. This resulted
in a zero attraction force on particles with zero velocity (cognitive particles
are only attracted towards their own personal best positions). Because of the
stagnation detection in dHPSO, those particles would, however, change their
behaviours after the first ten iterations and would gain velocity as new attraction
forces were introduced.

To prevent the immediate stagnation of cognitive particles, the personal best
positions of all particles in the swarm were initialized randomly in the range
[−50, 50]2 for this study. Doing so meant that the cognitive components of all
particles were initially a random point within the search domain. However, since
the personal best positions of particles are updated after each iteration, any
inferior personal best positions that may have resulted from random initialization
only persisted for one iteration. In addition, cognitive particles gained initial
velocity, solving the problem of immediate stagnation.

4.3 Measurements

To quantify the performance of the different algorithms with respect to the
quality of the solutions found, the collective mean error [12] was recorded. The
collective mean error at iteration t is the average of all actual error measurements
that have been recorded up to iteration t since the beginning of the search
process. The actual error is taken as the difference between the global best fitness
f(ŷ) and the global maximum value (assuming a maximization problem).

Since the aim of this study is to investigate the ability of algorithms to find
good solutions in environments with varying change severities and change fre-
quencies, no other performance criteria are reported. However, the actual error
measurements and the diversity of swarms will likely provide further insight into
how swarms are affected by environmental changes. Those measurements were
therefore recorded to be studied in future work.

5 Results and Discussion

The scalability results of dHPSO are reported in table 2. For comparison with
other algorithms, figures 2 and 3 illustrate the scalability trends for DF1 envi-
ronments and MPB environments, respectively.

For unimodal DF1 environments, all algorithms showed a decrease in per-
formance as the severity and frequency of changes increased, as was expected.
Initially, QPSO mostly obtained the lowest collective mean error, but at
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Table 2. DHPSO Collective Mean Errors

Multimodal DF1 Frequency (iterations)

Severity (%) 10 50 100 200 500

0.5 1.57±0.29 0.87±0.36 0.63±0.44 0.67±0.64 0.57±0.52
1 2.03±0.24 1.18±0.42 0.99±0.4 0.59±0.29 0.85±0.76
2 3.08±0.27 1.50±0.23 1.29±0.33 0.95±0.34 0.69±0.56
5 5.46±0.18 2.39±0.3 1.58±0.36 1.09±0.4 0.94±0.56
10 6.72±0.28 2.87±0.29 1.98±0.39 1.56±0.43 1.14±0.68
20 7.89±0.35 3.34±0.38 2.28±0.44 1.40±0.46 0.95±0.56
30 7.30±0.29 2.98±0.49 2.13±0.39 1.45±0.36 0.99±0.45
40 8.51±0.3 3.99±0.49 2.90±0.49 2.30±0.54 1.85±1.07
50 6.45±0.26 3.15±0.34 2.45±0.34 1.92±0.33 0.92±0.51

Unimodal DF1 Frequency (iterations)

Severity (%) 10 50 100 200 500

0.5 0.5±0.04 0.41±0.04 0.29±0.05 0.21±0.05 0.13±0.04
1 0.84±0.05 0.6±0.05 0.43±0.11 0.26±0.04 0.15±0.04
2 1.51±0.07 0.83±0.05 0.58±0.10 0.32±0.41 0.18±0.04
5 2.86±0.12 1.13±0.12 0.69±0.07 0.33±0.06 0.2±0.05
10 4.09±0.11 1.22±0.14 0.74±0.11 0.35±0.04 0.22±0.05
20 4.8±0.07 1.13±0.05 0.7±0.10 0.42±0.05 0.25±0.05
30 5.04±0.2 1.11±0.09 0.75±0.09 0.47±0.07 0.2±0.04
40 5.74±0.25 1.23±0.11 0.84±0.08 0.54±0.07 0.31±0.05
50 5.25±0.26 1.17±0.10 0.75±0.07 0.54±0.07 0.32±0.05

Multimodal MPB Frequency (iterations)

Severity (%) 10 50 100 200 500

0.5 2.28±1.82 2.4±1.68 2.15±1.47 1.92±1.62 2.45±1.96
1 2.09±2.01 2.19±1.79 2.12±1.77 2.53±2.03 2.28±2.11
2 3.41±2.20 1.68±1.73 2.97±1.84 2.46±1.95 2.55±3.5
5 2.98±1.89 2.01±1.71 2.45±1.85 2.89±1.95 2.12±2.12
10 2.8±2.04 2.44±2.28 1.99±1.41 2.18±1.97 1.94±2.11
20 2.78±2.07 1.93±1.67 2.31±1.90 2.02±1.69 1.9±1.75
30 3.24±1.85 2.24±1.87 2.62±1.98 2.19±1.92 2.62±1.94
40 2.96±2.02 2.12±1.75 1.94±1.54 2.26±2.28 2.4±1.83
50 2.64±2.08 1.96±1.60 2.18±1.86 2.65±1.86 2.06±1.43

Unimodal MPB Frequency (iterations)

Severity (%) 10 50 100 200 500

0.5 0.21±0.04 0.21±0.05 0.2±0.05 0.19±0.06 0.22±0.04
1 0.21±0.05 0.2±0.05 0.2±0.06 0.2±0.05 0.21±0.06
2 0.24±0.06 0.22±0.04 0.21±0.04 0.2±0.05 0.21±0.03
5 0.22±0.05 0.19±0.07 0.2±0.06 0.21±0.04 0.21±0.05
10 0.23±0.06 0.2±0.05 0.21±0.05 0.22±0.04 0.2±0.05
20 0.22±0.06 0.2±0.05 0.2±0.05 0.2±0.06 0.19±0.04
30 0.21±0.05 0.2±0.05 0.21±0.07 0.21±0.05 0.21±0.03
40 0.19±0.04 0.18±0.04 0.2±0.04 0.2±0.04 0.21±0.04
50 0.23±0.06 0.2±0.04 0.21±0.04 0.23±0.04 0.23±0.05
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Fig. 2. DF1 Environments Severity Results

Fig. 3. MPB Environments Severity Results

higher severities, dHPSO showed lower errors over all frequencies. The dHPSO
algorithm also showed a better scalability to high severity changes at high
frequencies.

The inferior performance of dHPSO on low severity unimodal DF1 problems
can be attributed to the fast convergent behaviour of dHPSO, as shown in [10],
when compared to CPSO and QPSO. When changes in the environment occur,
dHPSO needs time to diverge in order to exploit the moved optimum. Since the
neutral particles of CPSO and QPSO take longer to converge, they are in a better
position to locate the shifted optimum. However, as the severity increase, CPSO
and QPSO begin to struggle. Leonard et al. [10] suggested that the inability of
charged and quantum particles to converge may prevent them from thoroughly
exploring the search space. The results presented here support their suggestion.
The re-initialized particles of dHPSO are capable of converging on solutions and
may therefore begin to exploit a shifted optimum even before the rest of the
particles have diverged.

For multimodal DF1 problems, dHPSO obtained a lower error in almost all
test cases. Again, all algorithms showed a decrease in performance as the severity
and frequency of changes increased. The lower collective mean error of dHPSO
on low severity multimodal DF1 environments is attributed to the algorithm’s
superior exploration abilities, as shown in [10]. In unimodal environments, the
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exploring particles in dHPSO served little purpose, because the optimum was still
close to its previous position. However, in the case of multimodal functions, it is
likely that new optima appear elsewhere in the search space. The re-initialized
particles of dHPSO are then better equipped to find and exploit these new
optima than the charged or quantum particles in the other algorithms.

Figure 3 shows that dHPSO produced lower collective mean errors in all test
cases on MPB environments. In both the unimodal and multimodal cases, all
algorithms showed a less pronounced effect as the severity and change frequency
increased. The peaks in MPB environments are much narrower that the cones
in DF1 and are therefore difficult to locate. Once CPSO or QPSO has located
a shifted peak, additional time is required for the neutral particles to diverge.
The diverging process in dHPSO is much quicker, because particles are able to
switch to exploratory behaviours independently from the re-initialized particles.
The neutral particles in CPSO and QPSO will only diverge once a better solu-
tion has been found elsewhere in the search space. Figure 3 shows a correlation
between the frequency and severity of changes in that the performance of the
algorithms decrease as both the frequency and severity increase. However, when
only the severity or only the frequency of changes increased, all three algorithms
showed similar performance across all test cases, with the exception of very high
severities and very high frequencies. Again, the difference in performance be-
tween the two environments is attributed to the different shapes of the search
landscapes.

6 Conclusion and Future Work

This study investigated the scalability of three particle swarm optimization
(PSO) algorithms on dynamic optimization problems. The charged PSO (CPSO),
quantum PSO (QPSO) and dynamic heterogeneous PSO (dHPSO) algorithms
were tested on a variety of functions, generated with the moving peaks
benchmark (MPB) and the DF1 function generator.

It was shown that dHPSO scales better to high severities and frequencies of
changes on DF 1 environments. When considering MPB environments, the algo-
rithms showed similar scalability results, but dHPSO obtained the best average
results in all test cases. The bad performance of CPSO and QPSO was attributed
to the inability of charged and quantum particles to exploit viable solutions.
Charged and quantum particles can only explore, while the neutral particles
must first diverge and reach an optimum before exploitation can take place. In
the case of dHPSO, the exploring particles may change their behaviour to be-
come exploiting particles. The only cases where CPSO and QPSO performed well
was on low severity DF 1 environments. In these cases, the environment changes
occurred within the range of the neutral particles and the shape of the search
landscape allowed the neutral particles to easily locate the shifted optimum. The
observed differences in performance between DF 1 and MPB environments were
caused by the different shapes of the functions.
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Future studies will investigate the scalability of the algorithms to higher
dimensional problems and also consider the effects on swarm diversity. Self-
adaptive models, where the stagnation detection of dHPSO is replaced with
probabilistic selection of behaviours, based on their past performance should
also be compared to the standard dHPSO in order to observe the effect that
different selection schemes have on the algorithm’s performance. Finally, the ef-
fect of including different behaviours in the behaviour pool might also produce
interesting studies.
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Abstract. We present the design of a new structural extension for the
e-puck mobile robot. The extension may be used to transform what is a
swarm robotics platform into a self-reconfigurable modular robotic sys-
tem. As a proof of concept, we present an algorithm for controlling the
collective locomotion of a group of e-pucks that are equipped with the
extension. Our approach proves itself to be an effective method of coordi-
nating the movement of a group of physically connected e-pucks. Further-
more, the system shows robustness in its ability to self-reconfigure and
self-assemble following a disruption which alters the group’s structure.

1 Introduction

Swarm robotics and self-reconfigurable modular robotics are two closely related
areas within the larger field of autonomous mobile robotics. Swarm robotics
concerns the study of how a collection of relatively simple embodied agents may
coordinate their behaviour in a distributed and self-organising manner, whilst
relying exclusively on local sensing and communication [17]. Modular robotic
systems are also composed of several relatively simple units, however, unlike
robotic swarms, the individuals in a modular robotic system may physically
connect with one another to form larger robotic structures. An advantage of such
systems is that by varying the connectivity of neighbouring units, structures may
dynamically transform their morphology to suit their task or environment [19].

The field of swarm robotics is currently far more accessible than that of modu-
lar robotics. As is reflected in the availability of both types of hardware. Several
swarm robotic platforms are available to buy or have been released as open
hardware projects [14,13,9,3,11,2]. In contrast, the authors are not aware of any
modular robots that are available commercially, and know of only a single open
source project [21]. This may, at least partially, be attributed to the differ-
ing complexity of the required hardware. Swarm robots are purposefully simple
units, whereas modular robots, although simple in comparison to the structures
that they may form, require complex electrical and mechanical hardware to fa-
cilitate the processes of docking, reconfiguration and inter-robot communication.

To help redress the balance between the two fields and encourage research into
modular robotic systems, here we present a low-cost, low-technology extension
that may be used to transform an existing swarm robotics platform into a mod-
ular robotic system. Our chosen platform is the e-puck robot [14]. As an open

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 133–144, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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hardware project, the e-puck robot is a highly flexible platform. Over recent
years a number of extensions have been developed, including an omnidirectional
vision turret, a range-bearing board [7], colour LEDs, a ZigBee radio module [1],
and even an embedded Linux implementation [12].

In this paper we describe a purely structural extension that allows each
equipped e-puck to physically connect with up to four other modules through
passive magnetic docking interfaces. The extension may serve as a low-cost and
accessible platform for research into the control of 2-dimentional modular robotic
systems. As a proof of concept, we present an algorithm for coordinating the mo-
tion of a collection of physically connected e-puck robots and observe that our
approach is not only amenable to the task, but exhibits robust behaviour in the
face of perturbations that disrupt the arrangement of the robots.

The remainder of this paper is structured as follows. In section 2 we provide
a short review of existing modular robotics hardware. In section 3 we describe
the design of our extension. In section 4 we introduce a proof of concept con-
trol algorithm. In section 5 we present results of some preliminary experiments
utilising our modular extension. Finally, in section 6 we present our conclusions.

2 Self-reconfigurable Modular Robotics

In 2007, Yim et al. produced a review of the state of the art in modular robotics
[19]. The review includes a ‘taxonomy of architectures’ which classifies platforms
as either: chain, lattice, mobile, or if they combine elements of more than one
of the previous three, hybrid. Platforms may further be classified according to
the number of degrees of freedom that the individual units posses, the number
of dimensions in which structures can be formed and the method by which they
reconfigure themselves, which may be described as deterministic or stochastic.

In chain-based architectures modules are connected to one another in series
but may branch to form tree like structures or fold and reconnect to form loops.
The CKBot is one such example. Each of the cube shaped modules possess only
a single degree of freedom, but as a collective have been shown demonstrate a
wide range of movements, notably, including the ability to self-repair following
a high impact event that breaks the system into multiple sub-structures [20].
The open source Molecubes platform is another example, similar to our goal, the
platform was designed to encourage research into modular robotics [21].

Lattice architectures are more restrictive than chain-based systems, with mod-
ules only able to occupy discrete positions within a conceptual grid. The Miche
[4] and subsequent Smart Pebble systems [5] are two examples of lattice archi-
tectures. Envisaged as a test bed for future systems of programmable matter,
these small, immobile, cube shaped modules may self-assemble with the help
an external stocastic force, for example a vibrating table. Once assembled in a
densely packed arrangement, a distributed strategy of self-disassembly is used
to ‘sculpt’ the desired object from the robotic substrate.

In a mobile architecture, as well being able to form collective robotic struc-
tures, modules are able to move freely around their environment as individuals.
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The s-bot platform [15], developed as part of the Swarm-bot project, and the
robots of the succeeding Swarmanoid project represent the best example of a
mobile self-reconfigurable robotic system. The individual robots can physically
connect to one another using grippers. Although unable to create structures as
complex as those produced by other modular robotic systems, the platforms have
been used to developed several distributed control strategies for tackling tasks
such as self-assembly [6] and collective recovery [16].

The term “hybrid” is commonly used to describe systems which combine el-
ements from both chain and lattice based architectures. Recently, a new type
of hybrid has emerged which also shares some of the properties of mobile ar-
chitectures. The Sambot platform [18], and the robots being developed by the
SYMBRION and REPLICATOR projects [10] are two good examples of such
mobile-hybrids. Like the Swarm-bot and Swarmanoid projects, the individual
robots are independently mobile. However, unlike the s-bot and its derivatives,
the modules are also designed to be capable of forming complex 3D structures.

3 Modular e-puck Extension

In this section we present the design of our modular e-puck extension. The ex-
tension may be used to transform the existing e-puck platform into what can be
described as a hybrid mobile-lattice modular robotic system. Robots equipped
with the extension remain independently mobile, but through passive magnetic
docking interfaces may physically connect with other modules within a 2D grid.

As shown in figure 1a, the extension consists of three parts: a circular base
plate which sits directly on top of the e-puck, a central frame which rests on top
of the base plate, and a second circular plate which sits on top of the frame.

To ensure that there is enough room to clear the selector switch on the default
extension board, and to allow access to the reset button, the base plate is posi-
tioned on top of three 15mm hexagonal spacers. A small overhang on the base
plate allows the inner ring of the central frame to rest on the base plate with-
out being permanently attached. This lip allows the frame to rotate unhindered
around the central axis of the e-puck. To enable separate modules to connect
with one another, two magnets are fitted on each internal edge of the central
frame, with opposing poles facing outwards. The strength and positioning of the
magnets were chosen such that if connected modules coordinate their motion
they will remain attached, but if they do not, they will break apart. Therefore
ensuring that the extension provides a suitable platform for investigating both
collective behaviour and self-reconfiguration. Screws which pass through the two
circular plates secure the extension to the epuck and an arrow shaped window
in the top plate allows the current heading of the robot to be easily recognised.

To date, four prototype modules have been produced. The three structural
parts of the extension were fabricated using a MakerBot 3D printer. The com-
plete set of parts required to construct a single extension are displayed in figure
1b, we estimate the total cost to be around �5 per unit. Figure 1c shows a po-
tential arrangement of four e-pucks equipped with the fully assembled extension.
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(a) (b) (c)

Fig. 1. A schematic of the main structural components of the modular e-puck extension
(a) and photographs of unassembled (b) and assembled prototypes (c)

4 Collective Locomotion

In this section we present an algorithm for controlling the collective locomotion
of a group of e-pucks that are physically connected using the modular e-puck
extension. Through a behaviour-based approach every robot in the group is
motivated to move forward, to align with its neighbours and to avoid obstacles.
The summation of these three objectives determines the speed of the robot’s
motors. Regardless of their position within the larger structure, each robot runs
the same controller and exchanges information only via local communication.

As a collective, the robots are able to exhibit continuous coordinated motion
within an enclosed arena, whilst at the same time demonstrating robustness to
perturbations in the overall structure. Following the removal of one or more
modules from a group, whether deliberate or accidental, the system is able to
self-reconfigure and re-form either the original structure, or an entirely new one.
This process of self-assembly is not pre-programmed but emerges due to a com-
bination factors including: the design of the structural extension, the design of
the locomotion controller, and the nature of the robot’s environment.

The two primary objectives of the controller, to align with neighbouring robots
and to avoid obstacles, both make use of the e-puck’s infrared (IR) sensors. The
arrangement of the eight sensors on a single e-puck is shown in figure 2a. The
obstacle avoidance behaviour uses the IR sensors for proximity detection whilst,
with the help of the LibIrcom library [8], the alignment behaviour uses them for
short-range communication.

The alignment behaviour is based upon the same principle of exchanging
relative bearings as both the LibIrcom library’s ‘synchronize’ example, and the
alignment technique described in [7]. We begin this section by describing this
method of alignment, from this point on referred to as static synchronisation,
due to the fact that the robots remain stationary throughout. We identify some
problems with this approach when considering non-stationary alignment and
whilst introducing a new alignment behaviour propose some solutions. Following
which we introduce the obstacle avoidance behaviour and describe how the two
parts are combined with a forward bias to produce the desired overall locomotion.
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Fig. 2. The positioning of the infrared sensors on board an e-puck robot (a) and the
mechanism for exchanging relative bearings between two modules (b)

4.1 Static Synchronisation

The static synchronisation example shows how, by exchanging relative bearings,
a group of stationary robots may converge to and maintain a common heading.

Every robot broadcasts its ID and listens for the IDs of others. Based upon
the sensor at which a message is received, robots are able to estimate the position
of their neighbours as an angle relative to their own heading. For every ID that
a robot receives, a message is sent to the corresponding neighbour, notifying it
of the angle at which it was detected. As shown in figure 2b, using the angle at
which robot 2 was detected (a), and the angle at which robot 2 detected robot 1
(b), robot 1 may calculate the relative heading of robot 2 as h = a+ π − b. The
relative heading of each of a robot’s neighbours is used to incrementally update
the robot’s own desired heading, which consequently determines whether a robot
should turn left, turn right, or remain stationary at each control cycle.

The approach is effective at synchronising the alignment of stationary robots,
but we observe two problems which make it unsuitable for the alignment of
mobile robots connected using the modular e-puck extension. Both problems are
a consequence of the arrangement of the IR sensors on board the e-puck robot.

Firstly, because the angle between neighbouring sensors ranges from around
30◦ to 60◦, unless two sensors are perfectly aligned, the estimate of angles a and
b is often inaccurate. Although the static synchronisation approach incorporates
mechanisms for reducing this uncertainty, it is still present. As is evident in the
behaviour of the robots, which continuously switch between turning left and
right, even once the robots have converged to approximately the same heading.

The second problem is a result of the large gaps between sensors 2, 3, 4 and 5.
When two robots are physically connected, the close proximity of the modules
and the gaps between the sensors can create blind spots in some orientations
(marked i, j and k in figure 2a). As a result of these blind spots, in certain
configurations the time taken to converge to a common heading is increased.

The two problems are further highlighted in figure 3. When sending messages
via infrared, it is possible to estimate the distance between the sending and
receiving sensors by measuring the intensity of the light received. Figure 3a
maps the intensity of the infrared signal for messages sent between two robots
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Fig. 3. A map of the intensity of the IR messages sent between two modules at various
orientations (a) and a diagram of the setup used to gather the data (b)

arranged at various orientations. The setup used to gather this data is shown in
figure 3b where robot 1 is the receiving module and robot 2 is the sender. The
intensity of the signal associated with five received messages was recorded at
10◦ intervals for every 1296 (36× 36) possible configurations of the two robots.
Where no message was received within a certain time limit an intensity of 0 was
assigned. The mean value of the five measurements is plotted. It can be noted
from figure 3a that, due to the distribution of the sensors, when the two robots
are facing each other (bottom right) the intensity of the received signals is high,
but when two robots are facing away from each other (top left) the intensity is
often low. A high intensity value indicates that the sending and receiving sensors
are closely aligned, so when two robots are facing each other the measurement
of angle a and b is likely to be more accurate than when they are facing away.

4.2 Alignment

We now present an alternative approach to alignment which aims to tackle the
problems identified in the previous section by making use of the information
available in figure 3a. Building upon the static synchronisation approach, robots
still broadcast their IDs and track the relative orientation of their neighbours,
but as well as making use of the content and direction of the messages they
receive, the intensity of the signals also influences their behaviour.

In figure 3a the lines at x = a, x = b and x = c correspond respectively to the
configurations at which the blind spots i, j and k of robot 2 are directly aligned
with robot 1. As shown in figure 3a, the intensity values of the messages received
along and adjacent to the lines a, b and c are low. It is possible to make use of
this fact to infer when the blind spot of a robot is aligned with its neighbour, and
hence to determine the position of the neighbour more accurately. Specifically, as
shown in figure 4a we may infer that the blind spot k of robot 1 is facing robot 2,
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Fig. 4. Diagrams showing the strategy for correcting misalignment using ‘virtual’
sensors (a) and alignment based upon paired sensors (b)

when the message m received at sensor 2 reports a low intensity. Whilst it is
true that sensor 2 will also report low intensity values when the point between
sensors 1 and 2 is aligned with robot 2, because this gap is smaller, these values
will never drop as far they do in blind spot k.

A similar inference can be applied to blind spot i and its relation to sensor
5. Notionally then we may define two virtual sensors ‘2.5’ and ‘4.5’ which lie
between sensors 2-3 and 4-5 respectively. As shown in figure 4a if a message is
detected at sensor 2.5, rather than assume it to have originated from a point at
an angle a, we may more accurately assume that it originated from an angle a′

half way between sensors 2 and 3. Note that it is not possible to define a virtual
sensor ‘3.5’ which lies between sensors 3 and 4 because from the perspective of
these sensors the blind spots i, j and k are indistinguishable.

It should be noted that, using intensity values alone, it is difficult for a robot
to differentiate between the scenarios in which its own blind spot is facing its
neighbour, its neighbour’s blind spot is facing it, or both blind spots are facing
each other. This is not a major concern, however, since in either scenario the re-
action is the same, the robots will turn towards each other. Furthermore we may
note that messages received from neighbours that are not directly connected,
i.e. neighbours positioned at a diagonal, will always have lower intensity values.
However, since the LibIrcom library preferentially processes high intensity mes-
sages, the proportion of messages received from indirect neighbours, and thus
the influence they exert, will be lower than that of direct neighbours. In the
worst case scenario robots will over eagerly turn towards each other, and as will
become apparent in section 5, this is not always a bad thing.

In an attempt to reduce the constant changes in direction witnessed in the
static synchronisation example, and to improve the time taken for the robots to
converge upon a common heading, we also implement a new method for translat-
ing the relative headings of neighbouring modules into motor commands. Rather
than incrementally updating an internal desired heading, at each control cycle
we calculate the average direction of all the most recently detected headings.
This value, h, which belongs to the range −π < h ≤ π is used to determine the
speed of the robot’s motors. For values of h < 0 the robot will turn left and for
values of h > 0 will turn right, the speed at which the robot turns is proportional
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to the magnitude of h. For values of h = 0 and for control cycles in which no
messages are received, the turning speed of the robot’s motors is set to zero.

In communicating the relative angle at which a neighbour was detected, the
robots transmit the number of the sensor, rather than the angle itself. Further-
more, if |h| > π

2 , indicating that the robot will make a fast turn, to preempt
this movement the number of the sensor that is transmitted is incremented or
decremented depending upon whether the robot is turning left or right.

Finally, based upon the knowledge that a high intensity signal is indicative of a
close alignment between two sensors, we can define certain sensor pairings which,
when the intensity of the signal is high, should not influence the movement of
the robots. For example, in figure 4b, if robot 1 receives a high intensity message
on sensor 3, that was sent from sensor 7 of robot 2, the relative heading of robot
2 will be set to 0. Note that although the alignment between robots 1 and 2 in
this scenario is not perfect, it is considered ‘good enough’ for the task at hand,
and preferential to the robots continuously changing direction.

4.3 Obstacle Avoidance

Every sensor which has not recently received a message from another robot, and
does not neighbour with a sensor that has recently received a message from an-
other robot, contributes to obstacle avoidance. At each control cycle, the sensors
which have detected the presence of an obstacle each create a new desired head-
ing, based upon the position of the sensor. The distance to the detected object
is used to assign a weight in the range (0, 1) to each of these new headings,
where the closer the obstacle is, the larger the weight. These weighted headings
are added to the relative headings of the robots neighbour’s, and as before, the
average heading h is used to determine the speed of the robots motors. In effect,
this is equivalent to assuming that there is a neighbouring robot directly facing
every sensor which perceives an obstacle. As well as attempting to align with
their neighbours, robots attempt to ‘align’ with obstacles, with closer obstacles
exerting a greater influence over the alignment.

Finally, to ensure that the robots always continue to move forward, we add a
small positive bias to the speed of each of the robot’s motors.

5 Results

In this section we present the results of a series of experiments conducted using
groups of between two and four e-pucks, each equipped with the modular e-puck
extension. In the first set of experiments, using a group of stationary robots, we
compare the performance of the static synchronisation strategy with our own
approach to alignment. After showing our approach to be amenable to the task
of stationary alignment, we demonstrate its ability to control a group of mobile
robots. At the same time, we observe the robustness of our approach in terms
of its ability to recover from perturbations which cause the group to split apart.
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5.1 Stationary Alignment

In this set of experiments we compare our approach with the static synchroni-
sation strategy from the LibIrcom library. Experiments were conducted using
groups of two, three and four stationary robots, arranged as shown in figure 5a.

For each controller and each of the three arrangements, 20 individual runs
were conducted. The orientation of the robots was randomised at the start of
each run and the absolute heading of each robot was recorded at one second
intervals over a period of 100 seconds. Throughout all of the experiments, data
was collected using an overhead camera and computer tracking software.

To assess the effectiveness of the approaches in terms of the ability of the
robots to converge towards a common heading, we use the same polarisation
metric as the authors of [7]. The polarisation P (G) of a group of robots G is
defined as the sum of the distance between the heading of every robot and its
angular nearest neighbour θann. More formally shown by equation 1.

P (G) =
∑
i∈G

θann(i). (1)

Figures 5b-d plot the mean polarisation of the two approaches for each of the
three module configurations. As is evident by the eventual low polarisation values
in all of the figures, in every experimental run the modules were observed to
converge to and maintain a common heading. In comparing the two approaches,
there is no statistically significant difference between the eventual polarisation
of each set of experiments. However, in every configuration, we can observe that
convergence is faster for the experiments utilising the new approach to alignment.
Furthermore, during the convergence phase (between around 0 and 30 seconds)
the variance in the polarisation of the static synchronisation approach greater.

5.2 Collective Locomotion

With the integration of the obstacle avoidance behaviour, we now apply our
approach to the task of controlling the collective locomotion of a group of mobile
units. The approach was tested for the same configurations used in section 5.1
and, in an enclosed arena (∼ 0.5× 0.7m), was shown to be capable of effectively
coordinating the motion of all three groups. A single run, lasting 30 minutes, was
conducted for each configuration. The average position of the robots over the
full period is plotted in figure 6. Videos of the experiments are provided online1.

In all three scenarios the robots were able to successfully navigate the arena
without colliding with the arena walls. For the two and four robot configurations
all of the modules remained attached to one another throughout. In the three
module configuration, for a short period of time one module broke away from the
group, only to rejoin soon after. The ability of the module to rejoin the group
highlights an important property of our approach, that it is robust to pertur-
bations in the group structure. To further examine this property we conducted

1 http://www-users.york.ac.uk/~ljm505/modular_epucks.html.

http://www-users.york.ac.uk/~ljm505/modular_epucks.html
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Fig. 5. Figures (b-d) plot the mean polarisation ± one standard deviation, for each of
the three configurations in (a). The static synchronisation approach is represented by
the dashed line and the lighter grey region, and our new approach is represented by
the solid line and the darker region.

another experiment in which three robots were placed in different corners of the
arena and left to operate for 10 minutes.

In figure 6d the average pairwise distance between each of the robots is plotted
over the 10 minute period. As can be seen in the figure, the robots start far away
from one another and gradually converge to a close proximity at around the 5
minute mark. For the remainder of the experiment they remain within close
proximity of each other. As shown in figure 6e, what happened in this particular
experiment was that at point i two of the modules physically joined together to
form a two module structure. Shortly after, at point j the third module joined
to complete the three module configuration shown in figure 5a. The robots then
remained in this configuration until the end of the run.

It is important to note that this self-assembly behaviour was not pre-
programed, it emerges purely due to the interaction of the robots and their
environment. Specifically, it can be said to result from a combination of at three
factors. Firstly the enclosed arena ensures that robots never stray too far away
from one another. Secondly, the alignment behaviour ensures that robots all
head in a similar direction. Finally, the design of the e-puck extension ensures
that if two robots come into close proximity their magnetic docking interfaces
will cause them to ‘snap’ together. Furthermore, although there is no explicit
cohesion behaviour, the implementation of virtual sensors introduced in section
4 may cause robots to move towards each other when they mistakenly believe
themselves to be aligned with the blind spot of another robot. These factors
combine to produce the semi-stochastic self-assembly behaviour observed in
figure 6e.
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Fig. 6. The average position of groups of two (a), three (b) and four (c) e-pucks
equipped with the modular extension, recorded over a 30 minute period, and the
pairwise distance between three robots recorded over a 10 minute period (d-e)

6 Conclusions

We have presented the design of a structural extension that may be used to
transform the e-puck platform into a mobile-lattice modular robotic system.
As a proof of concept we described a controller for coordinating the collective
locomotion of a group of e-pucks equipped with the extension. The controller
was shown to be capable of synchronising the alignment of the group, as well as
exhibiting robustness to perturbations which threaten the group’s integrity. We
conclude that our modular e-puck extension represents a viable low cost platform
for research into the control of self-reconfigurable modular robotic systems.
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Abstract. We address the distributed assembly of a structure by a team
of homogeneous robots. We present an ant-colony-optimization (ACO)
based algorithm to partition general 2- and 3-D assembly tasks into N
separate subtasks. The objective is to determine an allocation or par-
titioning strategy that minimizes the workload imbalance between the
robots that allow for maximum assembly parallelization. This objective
is achieved by extending ACO to apply to a team of ants dividing a set
of tasks, with pheromone marking connections between tasks guiding de-
cisions on task allocation. We present simulation results for various 2-D
and 3-D structures and discuss the advantages of the ACO formulation
in the context of other existing approaches.

1 Introduction

The challenge in distributed autonomous assembly of general two and three-
dimensional structures lies in the complex interplay between the demands on
global planning and coordination and local manipulation and perception. Suc-
cessful autonomous and distributed assembly systems must have the ability to
1) sense and manipulate the various assembly elements; 2) interact with the
desired structure at all stages of the assembly process while ensuring correct-
ness of each assembly step; and 3) satisfy global structural properties such as
static stability and structural integrity. Existing approaches to the distributed
assembly problem generally fall under three categories: self-assembly, assembly
task partitioning, and the synthesis of complete assembly strategies that can be
executed with limited sensing and actuation capabilities.

In the self-assembly approach, the components mix freely until an appropriate
combination occurs, at which point a robot performs the appropriate action to
combine them [7,10]. This area is generally analyzed with chemical reaction net-
works, and deals with concentrations of various parts present in the workspace.
As such, it is ideally suited to problems that have large numbers of parts and
robots, where many copies of a completed structure are desired. It also has the
advantage of dealing with multiple types of materials by considering them to be
different chemical species. We are interested in the development of distributed
autonomous assembly strategies for application in the areas of macro-scale man-
ufacturing and automation. In this problem space, distributed autonomous as-
sembly is representative of the general class of tightly-coupled tasks that is of
much interest in multi-agent robotics research [3].

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 145–155, 2012.
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In recent years, the execution of tightly-coupled tasks by multi-robot teams
has mostly focused on cooperative grasping and manipulation of a single object
by a team of robots [1, 5, 9, 11, 14]. However, automated assembly involves the
coordination of many robots and their interactions with various assembly com-
ponents whose placements must respect certain precedence constraints to ensure
the final integrity of the desired structure. Existing approaches addressing dis-
tributed macro-scale assembly include [8,15,17,18]. In [15], the strategy consists
of designing local attachment rules for the assembly components and assem-
bly is achieved by robots endowed with the ability to communicate locally with
the components in the assembly structure to determine whether a placement is
allowed. Mass-based partitioning of a desired structure is achieved through iter-
ative applications of Voronoi decomposition in [17, 18]. Each robot in the team
is then tasked to assemble the components located within each Voronoi cell. The
advantage of this approach is that workload allocation can be further improved
during the assembly process based on the amount of assembled components in
each cell and employing the robot’s positions as the new Voronoi centers. While
this method works well for two dimensional structures, it is not clear how this
strategy extends to three dimensions. Lastly, the synthesis of assembly instruc-
tions for special cubic structures by a team of quadrotors is discussed in [8].
While the assembly instructions can be executed by quadrotor teams of any
size, correctness of the assembly strategy is achieved through serial execution
of the assembly instructions. As such, this approach does not take advantage of
the potential for parallelization afforded by a multi-robot team.

In this work, we present an ant-colony-optimization (ACO) [4, 13] based so-
lution to the assembly partitioning problem . The primary contribution of this
work is the modification of ACO to manage teams of cooperating agents, rather
than to determine a policy for a single agent. Where traditional ACO uses groups
of ants exploring the search space of solutions for a single ant, we use groups of
teams of ants to explore the search space of solutions for a single team. We create
N teams of M ants each. Each team acts independently during a generation,
but pheromone is shared across teams, allowing them to learn from each others’
experience. Each team has a manager which directs the interaction of the team
members, orchestrating a sequential node-claiming sequence.

The remainder of the paper is organized as follows: Section 2 describes our
methodology. Section 3 outlines our results, and Section 4 provides discussion of
the results and directions for future work.

2 Methodology

We determine the set of starting nodes by computing the angular density of the
structure about the center of mass, and then spacing the starting nodes such
that the wedge mapped out between any two starting nodes has the same por-
tion of the mass of the overall structure, subject to the restriction that starting
nodes must be on the exterior of the top surface of the structure. The same set
of starting nodes is then provided to all team managers so that pheromone can
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be meaningfully shared between teams, allowing them to learn from each others’
experiences. The algorithm is then run for a prespecified number of generations.
In each generation, the ants within a team will collectively divide the task ac-
cording to the pheromone present, then score their proposed solution according
to a metric based on workload variance, deposit their own pheromone in propor-
tion to the quality of their solution, and finally reset their states in preparation
for the next generation. This is shown in Alg. 2.1.

Algorithm 2.1. Algorithm Overview

0: choose starting nodes
for i = 1 to number of generations do

for j = 1 to N do
Team j plans a task allocation (Alg. 2.2)
Team j scores its solution

end for
for j = 1 to N do

Team j deposits pheromone
Team j resets its plan to hold only starting nodes

end for
end for

2.1 Baseline Strategy

We begin by describing our baseline strategy, which we label DAACO (Dis-
tributed Assembly by Ant Colony Optimization). In each generation, we use
the existing pheromone to plan a decomposition of the structure into individual
tasks. This is achieved by each ant sequentially claiming a single node, contin-
uing until no unclaimed nodes remain. An individual ant makes its decision on
which node to claim based on summing the total amount of pheromone leading
to each potential target node from all nodes currently part of its task. That is,
for each target node j, it computes a probability of taking that node according
to equation 1:

pj = ((
∑
i

xij) + pmin)/
∑
k

((
∑
i

xik) + pmin) (1)

where pj is the probability of claiming node j, xij is the pheromone on the edge
between i and j, and pmin is a constant that provides a small chance of claiming
each node, even in the absence of pheromone. The sums only consider nodes for
j that are adjacent to the ant’s current task, and only consider nodes for i that
are within the ant’s current task. By considering all edges leading to the target
node, we make it more likely that an ant will claim new tasks that share multiple
adjacencies with the current task, leading to a more compact overall task for
the ant.
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The purpose of pmin is to introduce a possibility of exploring previously un-
tried assignments. Effectively this provides a noise term to the exploration of the
search space, giving a possibility of exiting a local minimum. The pheromone is
globally initialized to a value of zero, meaning that initial decisions are chosen
from a uniform distribution over all adjacent nodes. To increase solution diver-
sity, an ordering of the ants is randomly generated by the team manager for
each cycle (each ant claims at most one node during a cycle). The manager also
determines when all nodes have been claimed, at which point the solution is
scored. This process is summarized in Alg. 2.2.

Algorithm 2.2. Planning for a team

while There are unclaimed nodes do
order = randomized permutation of ants within team
for i = order do

for k = neighbors of current task do
scores(k) =

∑
pheromone between k and current task

end for
choose a node with probability proportional to scores(k) + pmin

if Ant i found a claimable node then
mark that node as claimed

end if
end for

end while

Between the planning and scoring phases, the pheromone graph is subjected
to a global decay, removing a set fraction of the old pheromone each gener-
ation. This has the effect of attaching more importance to more recent gen-
erations. The reason for the timing between planning and scoring is to allow
pheromone deposited in generation i to be used in generation i + 1 before it is
subjected to decay. This means it is possible to increase the decay to a point
where all pheromone is erased before new pheromone is deposited, making each
generation dependent only on the results of the immediately preceding gener-
ation. A decay rate of d means (d ∗ 100)% of the pheromone is removed at
this step.

A metric based on the variance of the workload of each ant is employed by the
team manager to score the solution. The metric is given by Eq. 2. This metric
will provide a score scaled between 0 and 1, with a higher score indicating a
better performance. This score is based on the entire team’s performance, and
is then passed to each individual ant to be used in depositing pheromone.

score = 1/(1 + var(WL)) (2)

After the team’s manager has computed a team score, each ant deposits an
amount of pheromone equal to the score to each edge connecting a pair of nodes
within the ant’s task. Finally, at the end of each generation every ant is reset to
contain only its assigned start node before the next generation begins.
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After all generations are concluded, a solution is extracted from the popula-
tion of ants by having one team run one last generation with a slight difference.
Rather than stochastically choosing nodes according to the probabilities de-
scribed above, each ant selects a node by deterministically selecting the node
that would have the maximum probability, described by equation 3, where c
is the choice made. This allows us to extract a solution that from the best
knowledge the pheromone represents without adding the stochasticity found in
a typical generation.

cj = max
j

(
∑
i

xij) (3)

2.2 Variant Strategies

We consider two variants on the baseline strategy. The first, which we label
DAACO-D, provides an alternative way of depositing pheromone. As the baseline
strategy deposits pheromone on all connections within the current task, it does
not designate a direction, so the pheromone graph is undirected. This means that
an ant claiming a node on either side of an edge with a high value is likely to take
the node on the other side. Since this may not be desirable behavior for nodes
near one of the starting points, DAACO-D uses a directed pheromone graph.
To determine where to deposit pheromone on this directed graph, Dijkstra’s
algorithm is run on an ant’s complete task assignment to determine a distance
back to the start for every node. Pheromone is then only deposited on edges
leading from a lower distance to a higher distance.

Our second variant, DAACO-S, allows ants to claim nodes that have already
been taken by another ant, in order to more quickly reach an equal workload
by not forcing an ant to stop taking nodes in a situation where all adjacent
nodes have been claimed. In order to avoid ants repeatedly trading nodes back
and forth, three restrictions are placed on this behavior. First, an ant will only
consider stealing a node if there are no unclaimed nodes adjacent to its cur-
rent task. Second, an ant will only steal nodes if its current workload is be-
low the target workload (based on an equal distribution of the total). Finally,
ant i will only steal a node from ant j if j has at least as much work as
i. In order to encourage fewer stolen nodes in successive generations, an ant
that loses a node will remove a fraction of the pheromone connecting it to
that node.

3 Results

We test the algorithm on types of structures consisting of towers connected by
paths, with holes between the paths where nothing is to be built. We vary the
number of robots dividing the structure and the decay rate of the pheromone.
Each map is also compared against the results of the algorithm described in [16]
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run on the same map. In this algorithm, the assembly task is initially divided by
running Dijkstra’s algorithm with multiple starting nodes, one for each robot.
This leaves each robot with a tree representation of its task, where the root
(the starting node) is guaranteed to be on the external boundary of the struc-
ture. By successively building leaves and removing built nodes from its tree, a
robot can complete its task without the danger of becoming trapped in a par-
tially built structure. The algorithm then goes through a node-trading phase
which attempts to equalize the workload by exchanging leaves or branches while
maintaining the tree property of each task. This is a deterministic algorithm,
and hence generates only one solution for a given assembly task, in contrast to
DAACO and its variants, which explore the solution space by varying pheromone
levels.

Results are compared using the variance of the workload between different
robots, with the goal being that this variance should be minimized in an effec-
tive plan. Our base structure consists of 9 3x3 towers, built out of 351 pieces,
shown in Fig. 1(a). Each reported result for DAACO and its variants is the
average of five runs, with each run lasting 20 generations. If parameters are
not explicitly stated, the experiment is done with 8 robots, using a decay rate
of 0.1.

(a) (b)

Fig. 1. (a) The base structure, consisting of nine towers connected by ground paths.
(b) A typical decomposition, in this case by DAACO-S using 8 robots. Different colors
represent the tasks of different robots.

First, we analyze the effects of using different numbers of robots to build
this structure. For each number, we apply DAACO, DAACO-S, DAACO-D,
and the Dijkstra-based algorithm from [16]. Results are shown in Table 1. Each
entry is the variance of the workloads of the robots. Generally the deterministic
Dijkstra-based algorithm has the best performance, closely followed by DAACO-
S, while the basic DAACO has higher workload variance, and DAACO-D is
consistently the worst. A typical decomposition is shown in Fig. 1(b), generated
by DAACO-S for eight robots. However, the deterministic algorithm, as it only
generates one solution per problem, will occasionally encounter a situation that
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provides a poor result. One instance of this can be seen for 6 robots dividing the
base structure. Although the deterministic algorithm generally produces slightly
better results than DAACO-S, in this case DAACO-S vastly outperforms the
poor solution chosen by the deterministic algorithm. These solutions are shown
in Fig. 2.

Table 1. Performance as a Function of Team Size

Algorithm Number of Robots

2 3 4 5 6 7 8

DAACO 0.50 0.8 6.83 2.80 109.5 34.3 9.84

DAACO-S 0.50 0.20 0.78 0.40 3.5 1.01 0.98

DAACO-D 198.9 964.6 379.2 368.4 351.1 223.5 50.9

Dijkstra-based Algorithm 0.50 0 0.25 0.20 81.1 0.48 0.13

(a) (b)

Fig. 2. Solutions for six robots, as solved by DAACO-S (a) and the deterministic
algorithm (b). Tasks are delineated by different colors.

(a) (b)

Fig. 3. Two asymmetric structures. (a) Tower structure with one tower triple the height
of the rest (b) 2-d structure with lopsided areas.
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Next, we examine the results of the two structures shown in Fig. 3 to determine
the algorithm’s robustness to asymmetry. In one structure, one of the towers is
much taller than the others, while the second is a 2-D structure with lopsided
areas. Table 2 shows a direct comparison between these cases. We note that
these asymmetric cases can cause problems for the deterministic algorithm, while
DAACO-S still performs well. The plans generated for these structures are shown
in Figs. 4 and 5.

Varying the decay rate of the pheromone (what percentage evaporates between
each generation) has little effect on the resulting workload variance, as shown in
Table 3. These results were generated on the base structure.

Table 2. Results on Asymmetric Structures

Algorithm One Tall Tower 2-d asymmetric

DAACO 48.3 10.2

DAACO-S 6.73 4.97

DAACO-D 79.8 65.0

Dijkstra-based Algorithm 41.1 29.4

(a) (b)

(c) (d)

Fig. 4. Plans created for asymmetric tower structure by (a) DAACO, (b) DAACO-S,
(c) DAACO-D, and (d) deterministic algorithm.



Task Partitioning via Ant Colony Optimization for Distributed Assembly 153

(a) (b)

(c) (d)

Fig. 5. Plans created for 2-D structure with lopsided areas by (a) DAACO, (b)
DAACO-S, (c) DAACO-D, and (d) deterministic algorithm.

Table 3. Performance with Different Decay Rates

Algorithm Decay Rate

0 0.1 0.5 0.75 1

DAACO 5.50 9.84 6.24 5.73 6.75

DAACO-S 0.58 0.98 0.41 0.53 0.47

DAACO-D 46.4 45.5 45.8 44.7 49.7

4 Discussion and Future Work

The results show that allowing ants to steal nodes from each other greatly im-
proves the performance of DAACO-S on this task, giving it comparable per-
formance to the Dijkstra-based algorithm from [16] in most cases, and superior
performance in some. This performance appears to be largely independent of
how much pheromone decay is present. Breaks in symmetry tend to be prob-
lematic for the deterministic approach, but are handled well by DAACO-S. In
contrast, DAACO-D displays performance generally worse than DAACO. This
may be because not adding pheromone between nodes at the same distance from
the starting point weakens the incentive to tightly cluster the tasks chosen, and
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allows claiming of more distant tasks which can block off other ants, leaving
them with smaller workloads.

One aspect of this algorithm worth noting is that it can be used to maintain
connectivity back to an external node, similar to the Dijkstra-based algorithm.
By requiring the starting points to be on the exterior of the structure and limiting
newly claimed nodes to be adjacent to already possessed nodes, DAACO and
DAACO-D provide contiguous tasks that contain part of the exterior of the
structure. This means each robot can plan a way to build its own part that
avoids being trapped in a partially complete structure. As discussed in [6], when
using Voronoi methods, robots can have entirely internal tasks, leaving them no
way to escape the structure if other robots build a wall around them.

DAACO-S in our implementation is not guaranteed to maintain a contiguous
task as another robot could steal a node that disconnects some part of the
task. However, this can be fixed by explicitly checking for each stolen node
whether contiguouity would be broken. One direction for future work is to add a
method to perform this check in constant time regardless of task size. This will
be done by having each node maintain a distance from the root, which can be
easily calculated when the node is added to the task. One direct method would
then be to only allow stealing of nodes that do not have any neighbors with a
higher distance. This would prevent tasks from being separated, but would also
greatly limit the number of nodes available. A more promising direction is to
apply a local Dijkstra starting from each neighbor with a higher distance, which
terminates at the first node other than the stolen node which has a distance no
higher than the stolen node. Essentially what this is doing is checking for an
alternate path back to the root.

Another area for future work is to apply an idea from Simulated Annealing,
and allow pmin to decay over time, starting with a high value to encourage early
exploration of the solution space, with the best solution being further refined as
the noise represented by pmin decreases.

Finally, we would like to apply these methods to our experimental testbed,
described in [16], where it was used with the deterministic approach presented
in that paper. Other hardware platforms that could be used with this approach
include those used in [8], [12], [2].
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Abstract. Particle swarm optimization (PSO) has been applied suc-
cessfully to a wide range of optimization problems. Appropriate values
for control parameters of the particle swarm optimization (PSO) algo-
rithm are critical to its success. This paper proposes that the control
parameters of PSO be embedded in the position vector of particles and
dynamically adapted while the search is in progress, relieving the user
from specifying appropriate values before the search commences. Ap-
plication of the Self-Adaptive Comprehensive Learning Particle Swarm
Optimizer (SACLPSO) to 9 well known test functions show an improve-
ment in performance on most of the functions compared to CLPSO and
a tuned PSO.

1 Introduction

Particle swarm optimization (PSO) is a nature inspired population based
stochastic optimization approach which was originally developed by Eberhart
and Kennedy [3]. PSO is appealing to optimization because it is easy to imple-
ment, no gradient information is required, and it is computationally inexpensive
due to low memory and CPU requirements [3].

Despite its simplicity, the success of PSO largely depends on selecting ap-
propriate values for its control parameters, i.e. the inertia weight, w, and ac-
celeration coefficients c1 and c2. Incorrectly chosen parameter values may lead
to suboptimal solutions, premature convergence, stagnation of the algorithm,
slower convergence, or even to divergent or cyclic behaviour [13],[14]. Optimal
control parameter values are also problem dependent and may be different for
different particles in the swarm. Determining optimal static control parameters
manually for the PSO is time consuming.

Numerous PSO variants dynamically adapt the control parameters to improve
the performance of the PSO. These include the time-varying parameter control
strategies such as the linearly decreasing inertia weight [10] and maximum ve-
locity [12], the non-linearly adjusted inertia weight [1], and the time-varying
acceleration coefficients [7]. A fuzzy system adapts the inertia weight in [11].
Two swarms alternate in optimizing the objective function and the PSO control
parameters separately in [5]. Control parameters are self-adapted by growing
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and shrinking the swarm respectively based on under or improved performance
of individual particles in ‘Tribes’ of Clerc [2].

Despite exhibiting good performance on well-known test functions, the basic
PSO tends to converge prematurely in strongly multi-modal test functions. Poor
swarm diversity has been identified as one of the causes of premature convergence
of the basic PSO [8]. Correctly chosen parameter values ensure swarm diversity
and thus exploration which is vital for the PSO in reaching an optimal solution.
Preferably, the PSO search should start with a high diversity and maintain it
for a longer period while a lower diversity is desirable when approaching conver-
gence. Results reported for the Comprehensive Learning PSO (CLPSO) of Liang
et al [4] on multi-modal functions indicate that the CLPSO generally strikes a
good balance between high and low diversity when fine-tuning a solution.

This paper proposes the Self-Adaptive Comprehensive Learning PSO
(SACLPSO) which is a modification to the CLPSO by dynamically determin-
ing appropriate values for the CLPSO control parameters. The position vectors
are augmented to also contain the inertia weight and the acceleration coefficient
which are adjusted together with the decision variables using the PSO update
equations. Velocity, personal best position and global best position are also aug-
mented to (D+2)-dimensional vectors. This approach of including the control
parameters in an augmented position vector can easily be applied to other PSO
variants.

The rest of the paper is organized as follows: Section 2 provides an overview
of PSO. An overview of the CLPSO is presented in section 3. The SACLPSO
is presented in section 4. The experiments and their results are presented and
discussed in section 5. The paper is concluded in section 6.

2 Overview of PSO

A swarm of particles in PSO fly through the search space to find an optimal
solution to an optimization problem. Each particle represents a potential solution
to the optimization problem and is equipped with a position and a velocity. When
PSO starts, the particles are randomly distributed throughout the search space.
Each particle subsequently adjusts its velocity in relation to the best position
found so far and in relation to the best position of all particles in a defined
neighborhood. The position of a particle is updated using the particle’s velocity.
The best position of particle i is denoted by xi and the velocity by vi. The
personal best position of particle i is represented as xpbesti. The best position
in the entire swarm is referred to as xGbest. The global best and personal
best positions are also updated over time. The position and velocity update
equations are:

vdi (t+ 1) = w · vdi (t) + c1 · rd1(t) · (xpbestdi (t)− xd
i (t)) (1)

+c2 · rd2(t) · (xGbestd(t)− xd
i (t))

xd
i (t+ 1) = xd

i (t) + vdi (t+ 1) (2)
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where d = 1, 2, ..., D, i = 1, 2, ..., S, and S is the size of the swarm; w is the
inertia weight with 0 ≤ w < 1; c1 and c2 are two positive constants, called the
acceleration constants; r1 and r2 are two vectors containing random numbers,
with each random number uniformly distributed in (0, 1); and t indicates the
iteration number. The second and third terms in equation (1) are respectively
referred to as the cognitive and the social components.

3 Comprehensive Learning Particle Swarm Optimizer

The Comprehensive Learning Particle Swarm Optimizer (CLPSO) of Liang et
al [4] addresses the problem associated with premature convergence in the ba-
sic PSO by removing the social component from velocity update equation (1),
and by allowing each position vector component of a particle to be attracted
stochastically to the corresponding personal best position vector component of
any other particle in the swarm. Velocity is updated using

vdi (t+ 1) = w vdi (t) + c rd1(t)(xpbest
d
fi(d)(t)− xd

i (t)) (3)

where fi = [fi(1), fi(2), fi(3), ..., fi(D)] and fi(d) = i1, with d ∈ {1, 2, 3, ..., D}
and i1 ∈ {1, 2, 3, ..., S}; S denotes the size of the swarm and fi defines which
particles’ personal best positions to use when updating each dimension of the
velocity of particle i.

The basic PSO updates a particle’s velocity using the particle’s personal best
and the swarm’s global best positions, while in the extreme case equation (3) may
result in a particle’s velocity to be updated by using information from as many
as D distinct particles when each vector component refers to a different particle,
i.e. {fi(d) | d = 1, 2, 3, ..., D} = {i1 | i1 = 1, 2, 3, ..., S}, where i1 refers to the
index of the particle. The decision whether to use a particle’s own personal best
position or that of another particle depends on a learning probability, LPi. The
learning probabilities which range from 0.05 to 0.5 were empirically developed
by Liang et al and were computed using,

LPi = 0.05 + 0.45 ·
(exp(10·(i−1)

S−1 )− 1)

(exp(10)− 1)
(4)

Experiments conducted by Liang et al indicated that different learning proba-
bilities equip particles with different exploration/exploitation abilities. Liang et
al subsequently proposed a different learning probability for each particle in the
swarm. The learning probability assigned to a particle is fixed to the particle for
the entire execution of the CLPSO algorithm.

CLPSO updates the velocity of each particle using a set of particles referred
to as exemplars [4]. Exemplars are selected as follows: A random number uni-
formly distributed in (0, 1) is generated for each dimension of particle i. If this
random number exceeds the corresponding learning probability, LPi, then the
corresponding dimension will be updated using the particle’s own personal best,
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otherwise the dimension will be updated using the personal best of another par-
ticle as determined by a tournament selection procedure. In the latter approach
two particles are randomly chosen from the swarm, excluding the particle be-
ing updated. The particle with a better personal best value is subsequently se-
lected to update the corresponding dimension of the velocity of particle i. This
procedure is repeated for all dimensions of particle i.

If all dimensions of the position of particle i refer to its own personal best
positions, then one dimension of particle i is randomly chosen and updated by
the corresponding dimension of another randomly selected particle’s personal
best position.

If a particle’s personal best does not improve for a predetermined period (also
referred to as the refreshing gap, m), a new set of exemplars is selected for the
particle. Liang et al empirically determined 7 as a good value for m on their
set of test functions. To keep track of the number of consecutive iterations that
showed no improvement in a particle’s personal best, each particle i is assigned
a counter, flagi. For a detailed description of CLPSO refer to [4].

Liang et al reported that the CLPSO performed better than a number of
modified PSO algorithms in 10 of their 16 test functions. This makes the CLPSO
algorithm a good candidate for self-adapting the control parameters of PSO.

4 Self-adaptive Comprehensive Learning PSO

The Self-Adaptive Comprehensive Learning PSO (SACLPSO) is an adapta-
tion of the CLPSO where the inertia weight and acceleration coefficient are
self-adapted during the search process. The position vector of each particle in
SACLPSO is augmented to contain both the inertia weight, w, and the accel-
eration coefficient, c. The first D dimensions of the position vector represent
a potential solution to the optimization problem, while the particle’s inertia
weight and acceleration coefficient are stored in dimensions D+1 and D+2 of
the position vector, respectively. Thus, each particle in SACLPSO has its own
inertia weight and acceleration coefficient. Note that only the first D dimensions
of the position vector are used when evaluating a particle’s fitness. Velocity,
personal best position and global best position vectors are also augmented to
(D+2)-dimensional vectors. When a swarm is created the vector components
corresponding to the decision variables are initialized to random values in a
defined domain, while the vector components for the inertia weight and the ac-
celeration coefficient values of each particle are initialized to random values in
the acceptable ranges [0.1, 1.0] and [0.1, 3.0], respectively. The learning proba-
bilities which are fixed during the entire execution of SACLPSO are initialized
using equation (4).

The following operations apply to each particle in the swarm: A new set of
exemplars for a particle is selected as outlined in CLPSO when the SACLPSO
commences or as soon as flagi is equal to or greater than the refreshing gap m.
When a new set of exemplars is selected for particle i, the counter flagi is reset
to zero. The control parameters, w and c, are extracted from the position vector
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and used to update the velocity of a particle using equation (3) and clamped
if required. The position of a particle is subsequently updated using equation
(2). The personal best and global best positions are only updated if the position
of the particle lies within the search domain. An update of the personal best
signals an improvement, and hence flagi is reset. If the personal best of particle
i is not updated, flagi is incremented. To prevent the SACLPSO algorithm
from searching for potential solutions outside the search space, a value for any
dimension of an updated position that exceeds the boundary of the search space
is immediately reassigned to a random value in the domain. The SACLPSO
algorithm appears in Algorithm 1 where maxiter refers to the maximum number
of iterations.

The SACLPSO requires additional storage space for the weight and accelera-
tion coefficients of each particle. Additional processing is also required to access,
extract and update these additional two vector components compared to the
CLPSO.

Algorithm 1. SACLPSO algorithm

Create a swarm of D+2-dimensional particles with

position vector augmented to contain w and c

Initialize learning probabilities, LPi, using equation (4)

Repeat maxiter times (k = 1 to maxiter)

Repeat S times (i = 1 to S)

if( flagi ≥ m) or (k = 1) then

select a set of exemplars for particle i

reset counter, flagi ← 0

Endif

Extract w from position vector of particle i

Extract c from position vector of particle i

Repeat D times (d = 1 to D + 2)

Update vd
i

using equation (3)

Clamp velocity if necessary

Update xd
i

using equation (1)

Next D

if xi ∈ [xmin, xmax] then

if fitness(xi) < fitness(xpbesti) then

xpbesti = xi
flagi = 0

if fitness(xi) < fitness(gBest) then

gBest = xi
Endif

Else

flagi = flagi + 1

Endif

else

Reassign vector position components

that exit search space randomly

to search domain

Endif

Next i

Next k

5 Experiments and Results

The aim of this section is to describe and report on the experiments performed
in this paper. For this purpose, section 5.1 describes the experiments and defines
the test functions and its parameters, while section 5.2 reports the results of the
experiments.
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5.1 Experimental Procedure

The principle goal of this paper is to investigate the performance of the proposed
SACLPSO which self-adapts the control parameters of CLPSO, bearing in mind
that the SACLPSO searches a larger dimensional space of D + 2 compared to
the D dimensional space searched by the CLPSO. Performance was based on
the fitness of particles. To compare the performance of the SACLPSO with the
CLPSO and a tuned PSO, 9 test functions listed in table 1 were used. The
test set consisted of the unimodal Sphere function and 8 multi-modal functions
including the Rotated Ackley, which has been rotated using Salomon’s method
[9]. The domain refers to the space in which the optimum was searched for.

Table 1. Definitions and parameters of test functions

Function Domain Name
(where D = 30)

f1(x) =
∑D

i=1
x2
i

[−100, 100]D Sphere

f2(x) =
∑D

2
i=1

100(x2i − x2
2i−1

)2 + (1 − x2i−1)2 [-10, 10]D Rosenbrock

f3(x) = −20 · exp

(
−0.2 ·

√
1
D

∑n
i=1

x2
i

)
[−32, 32]D Ackley

− exp
(

1
n

∑D
i=1

cos(2πxi)
)

+ 20 + e

f4(x) = 1
4000

∑D
i=1

x2
i

−
∏D

i=1
cos(

xi√
i
) + 1 [−600, 600]D Griewank

f5(x) =
∑D

i=1

(∑kmax
k=0

[ak cos(2πbk(xi + 0.5)]
)

[−0.5, 0.5]D Weierstrass

−D
∑kmax

k=0
[akcos(2πbk · 0.5)

a = 0.5, b = 3, kmax = 20

f6(x) =
∑

D
i=1

(x2
i

− 10 cos(2πxi) + 10) [−5.12, 5.12]D Rastrigin

f7(x) =
∑D

i=1
(y2

i
− 10 cos(2πyi) + 10) [−5.12, 5.12]D Non-

where continuous

yi =

{
xi if |xi| < 1

2
round(2xi)

2
if |xi| ≥ 1

2

Rastrigin

f8(x) = 418.98 × D −
∑

D
i=1

xi sin

(√
|xi|

)
[−500, 500]D Schwefel

f9(x) = −20 · exp

(
−0.2 ·

√
1
D

∑n
i=1

x2
i

)
[−32, 32]D Rotated

− exp
(

1
n

∑
D
i=1

cos(2πxi)
)

+ 20 + e Ackley

y = M ∗ x

The optimal set of parameters for the tuned PSO was determined by compar-
ing the average global best values yielded by a limited number of combinations
of w, c1 and c2 on the test functions after 1000 iterations. The inertia weight
ranged from 0.4 to 1.0 in increments of 0.025, while both acceleration coefficients
ranged from 0.6 to 2.4 in increments of 0.075. The average of the global best
values over 50 independent simulations was used to evaluate the performance
for each set of PSO control parameters. The best yielding set of parameters for
each test function was chosen as parameters for the PSO. The parameters for
the tuned PSO for each function are listed in table 2.

The performance of the SACLPSO, as measured by the average global best
value over 30 simulations, was compared to that of the CLPSO and a tuned PSO
using the parameters listed in Table 2. For all experiments, each swarm consisted
of 40 particles. All experiments were run for 2×105 function evaluations, noting
that 40 function evaluations are required per iteration by all PSO approaches.
The swarm size and maximum number of function evaluations are similar to that
chosen by Liang et al for their experiments in [4].
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Table 2. Parameter settings of tuned
PSO for each test function

Function PSO
w c1 c2

f1 0.525 2.025 1.80

f2 0.625 1.20 2.025

f3 0.60 1.875 2.025

f4 0.60 2.10 1.65

f5 0.725 1.475 1.85

f6 0.775 2.10 1.05

f7 0.75 2.025 1.20

f8 0.45 2.40 1.875

f9 0.70 2.175 1.275

Table 3. Average values for control pa-
rameters for SACLSPO and p-values

SACLPSO SACLPSO
Function average average vs vs

w c CLPSO PSO
p-value p-value

f1 0.482 1.103 0.032 2.87E-11

f2 0.490 1.325 0.013 2.87E-11

f3 0.428 1.140 5.43E-05 2.87E-11

f4 0.445 1.147 1.05E-05 0.917

f5 0.399 1.207 2.87E-11 2.87E-11

f6 0.283 1.268 4.29E-11 2.87E-11

f7 0.264 1.254 6.17E-10 2.87E-11

f8 0.385 1.275 1.12E-09 2.87E-11

f9 0.409 0.964 2.28-07 1.14E-7

The effect of SACLPSO on diversity was also investigated in this paper.
Olorunda and Engelbrecht investigated a number of diversity measures in [6]
and concluded that the average distance around the swarm center is a more ro-
bust measure than swarm diameter or radius in the presence of outliers. Hence,
the diversity measure used in this paper is the ‘average distance around the
swarm center’ as defined in [6].

5.2 Experimental Results

The average values for the inertia weight, w, and the acceleration coefficient,
c, for the SACLPSO were calculated at each iteration over the 30 simulations;
results are given in table 3. In order to establish whether the results produced by
the SACLPSO algorithm are statistically different from the results produced by
CLPSO and the PSO, the non-parametric Mann-Whitney U-test was conducted.
The p-values from the test are included in table 3. A p-value less than 0.05
indicates that the performance of the two algorithms are statistically different
with 95% confidence. Entries in bold in table 3 indicate that the SACLPSO has
outperformed the other algorithm. The SACLPSO has outperformed the CLPSO
and the PSO in 7 and 5 of the 9 test functions, respectively.
The average global best values over 30 simulations are tabulated in table 4 for
the tuned PSO, CLPSO and SACLPSO for each of the 9 test functions.

Subfigures (a) to (j) in figure 1 plot the logarithm of the average global best
values over 30 simulations for the various test functions for each of the three
PSO approaches. The logarithm of the average diversity over 30 simulations for
the various test functions are plotted for the tuned PSO, CLPSO and SACLPSO
in subfigures (a) to (i) in figure 2.

The basic PSO with optimized parameters performed much better than
CLPSO and SACLPSO on function f1, the unimodal Sphere function. The
tuned PSO also converged much faster than both the CLPSO and SACLPSO.
Both the CLPSO and SACLPSO improved their minimum, although extremely
slowly. The CLPSO and SACLPSO achieved fairly similar results on the Sphere
function. Figure 2(a) indicates that the SACLPSO maintained a slightly higher
diversity than CLPSO, with a corresponding slightly lower performance as re-
flected in figure 1(a). The continued high diversity maintained by both CLPSO
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and SACLPSO towards the end of the search could have resulted in their
poor performance. The CLPSO and SACLPSO could not successfully move
from exploration to exploitation when convergence is reached on the simple
unimodal functions. The omission of the global best term from the velocity
update equation in CLPSO and SACLPSO resulted in particles not being at-
tracted explicitly to the single global minimum when applied to the simple uni-
modal Sphere function. Particles were instead attracted to positions which were
constructed from personal best positions. Omission of the global best term from
the velocity update equation caused delayed attraction and subsequent slowed
convergence to the local minimum in the case of unimodal functions.

Table 4. Average global best over 30 simulations for tuned PSO, CLPSO and
SACLPSO

Function PSO CLPSO SACLPSO
Mean Mean Mean

f1 7.73E − 95 ± 2.93E − 94 6.44E − 13 ± 2.92E − 13 7.45E − 12 ± 2.63E − 11

f2 6.05E + 00 ± 2.23E + 00 2.12E + 01 ± 2.54E + 00 2.62E + 01 ± 1.27E + 01

f3 9.80E − 15 ± 3.30E − 15 2.88E − 07 ± 6.76E − 08 1.87E − 07 ± 1.60E − 07

f4 2.11E − 02 ± 4.56E − 02 7.79E − 09 ± 1.08E − 08 1.45E − 08 ± 4.98E − 08

f5 2.90E + 00 ± 1.84E + 00 4.74E − 06 ± 2.26E − 06 1.04E − 08 ± 1.10E − 08

f6 2.27E + 01 ± 6.41E + 00 8.94E − 05 ± 1.00E − 04 2.38E − 13 ± 2.67E − 13

f7 1.33E + 01 ± 8.01E + 00 1.06E − 03 ± 6.86E − 04 6.21E − 10 ± 3.06E − 09

f8 2.57E + 03 ± 5.96E + 02 1.69E − 09 ± 1.49E − 09 7.84E − 11 ± 1.50E − 10

f9 2.08E + 00 ± 8.61E − 01 1.54E − 02 ± 4.29E − 02 1.46E − 02 ± 7.50E − 02
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Fig. 1. Plots of average gbest for functions f1 to f9
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The tuned PSO also performed much better than both the CLPSO and the
SACLPSO on function f2, the Rosenbrock function as reflected in figure 1(b).
The tuned PSO improved its minimum fitness value quickly over the first 300
iterations, with a corresponding reduction in diversity, whereafter the minimum
fitness continued to decrease at a much slower rate. As illustrated in figure 2(b),
the diversity of the tuned PSO on Rosenbrock also increased from iteration
350 as some particles were drawn away from the global minimum towards local
minima. An inspection also revealed that more particles were exiting the search
domain after 2000 iterations, which also lead to an increase in the diversity, since
particles were not re-initialized to the domain. The CLPSO reached a slightly
lower fitness than the SACLPSO.

For function f3, the Ackley function, a tuned PSO converged initially much
faster than the CLPSO and SACLPSO, but was eventually exceeded by CLPSO
and SACLPSO (i.e. around 10000 iterations or 40000 evaluations, not shown in
graph). The small spikes in the graph depicting the diversity for PSO on the
Ackley function in figure 2(c) showed that particles wandered off or explored
the search areas around the minimum but were subsequently drawn back to the
minimum. The tuned PSO performed the best for the Ackley function.

The tuned PSO converged much faster than both CLPSO and SACLPSO on
functions f1, f2 and f3 (i.e. the Sphere, Rosenbrock and the Ackley functions,
respectively) as reflected in figures 1(a) to 1(c) and managed to reach much lower
fitness values compared to CLPSO and SACLPSO within the 2 × 105 function
evaluations.

The SACLPSO outperformed the tuned PSO on the multi-modal functions, f4
to f9 (i.e. Griewank, Weierstrass, Rastrigin, Non-continuous Rastrigin, Schwefel
and Rotated Ackley functions, respectively) based on the Mann-Whitney U-
Test (refer to table 3). Figures 1(d) to 1(i) indicate that the tuned PSO had
difficulty optimizing these functions. The tuned PSO converged prematurely on
the Weierstrass and Rastrigin functions as reflected in figures 1(e) and 1(f),
while the CLPSO and SACLPSO continued to improve their solutions. A higher
diversity is maintained for longer by SACLPSO and CLPSO compared to the
tuned PSO on the multi-modal functions as reflected in figures 2(d) and 2(e).
Oscillation or wandering of particles are indicated by the spikes in figure 2(d)
in the case of the tuned PSO applied to the Griewank function, which however
lead to no corresponding improvement of the solution as reflected in figure 1(d).
This implies that the tuned PSO was not able to successfully escape from local
minima in search of the global minimum. The tuned PSO was also unsuccessful in
escaping from local minima in the case of the Weierstrass and Rastrigin functions
with behaviour similar to that exhibited by the Griewank function. The graphs of
multi-modal functions f5 and f6 in figures 1(e) and 1(f) also show that SACLPSO
converged much quicker than the CLPSO with the additional advantage that no
parameter tuning was required for both the inertia weight and the acceleration
coefficient. The poor performance of the tuned PSO is accompanied by much
lower diversity compared to SACLPSO and CLPSO on functions f4, f5 and f8
(i.e. Griewank, Weierstrass, Schwefel functions, respectively).
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Fig. 2. Plots of average diversity for functions f1 to f9
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Figures 1(g) and 1(h) show that the SACLPSO outperformed the CLPSO on
functions f7 and f8. In these cases the PSO converged prematurely.

Figure 3 visualizes the average values of the inertia weight, w, and the accel-
eration coefficient, c, of the SACLPSO for functions f1, f3, f6 and f8. The graph
in figure 3(a) indicates a decrease in the inertia weight up to 1300 iterations,
whereafter it increased, indicating that particles changed from exploitation to
exploration after the 1300 iterations, however without much success as indicated
in figure 1(a). Figures 3(c) and 3(d) show that w decreased to a low value of 0.37,
while c decreased initially followed by an increase and subsequent exploration of
the search space as confirmed by the corresponding diversity in figure 2(h). In
figure 3(e), w decreased until approximately 3000 iterations, followed by a sud-
den increase to enable SACLPSO to escape from local minima in search of better
optima as reflected in figure 1(c). Figure 3(g) and 3(h) show that both w and
c decreased rapidly. The small value of w indicates that successful exploration
and exploitation of the search space was achieved by the larger c value.

The results showed that the SACLPSO performed at least as well as the
CLPSO on most of the multi-modal functions and in seven cases much better
than the CLPSO, despite having to search a larger D + 2 dimensional space
compared to the smaller D dimensional space searched by CLPSO.

6 Conclusion

This paper presented the Self-Adaptive Comprehensive Learning PSO
(SACLPSO) where the control parameters (i.e. inertia weight, w, and accelera-
tion coefficient, c) are self-adapted by extending particles of the CLPSO. Each
particle is equipped with its own set of control parameters which are dynami-
cally adapted by the SACLPSO process. The CLPSO’s strategy does not restrict
updating of a particle’s velocity to its own personal best and that of the global
best particle, but extends updating to include the best positions of all other par-
ticles in the swarm. This approach contributed to the success of the SACLPSO
in self-adapting the control parameters. The Mann-Whitney U-Test results indi-
cate that the SACLPSO outperformed the CLPSO in 7 of the 9 test functions.
The SACLPSO algorithm produced sensible values for the control parameters
as reflected in table 3 and the plots of averages of the control parameter values.

The SACLPSO succeeded in optimizing the multi-modal functions at least
as good as the CLPSO and outperformed the tuned PSO. The results of the
experiments have indicated that the SACLPSO converged much faster than the
CLPSO on most of the multi-modal functions. Unfortunately, poorer perfor-
mance on unimodal functions is the price paid for improved performance on
multi-modal functions in accordance to the ‘no free lunch theorem’ [15].

The SACLPSO algorithm relieves the user from specifying appropriate control
parameters for optimization using CLPSO and requires the user to only specify
(a) the function to optimize, (b) the domain to search, and (c) the terminating
condition(s) presented. This effectively reduces the optimization involving a PSO
to optimization using a black box.
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Abstract. The search for generally applicable methods in swarm in-
telligence aims to gain new insights about natural swarms and to de-
velop design methodologies for artificial swarms. The ideal would be a
‘swarm calculus’ that allows to calculate key features such as expected
swarm performance and robustness on the basis of a few parameters.
A path towards this ideal is to find methods and models that have max-
imal generality. We report two models that might be examples of ex-
ceptional generality. First, we present an abstract model that describes
the performance of a swarm depending on the swarm density based on
the dichotomy between cooperation and interference. Second, we give
an abstract model for decision making that is inspired by urn models.
A parameter, that controls the feedback based on the current consensus,
allows to understand the effects of an increasing probability for positive
feedback over time in a decision making system.

1 Introduction

Research in the context of swarm intelligence is important in biology to gain new
insights about natural swarms and also in fields aiming for artificial swarms, such
as swarm robotics, to obtain sophisticated design methodologies. The ideal tools
would allow to calculate swarm behavior, performance, stability, and robustness
based on few observed parameters in case of a natural swarm system or based
on few designed parameters in case of an artificial swarm. We call this highly
desired set of tools ‘swarm calculus’ (calculus in its general sense).

Models will surely be an important part of swarm calculus. In order to define
a general methodology of understanding and designing swarm systems, general
properties and generally applicable models need to be found. Today only few
models exist that have the potential to become general swarm models. Biolog-
ical swarm models are particularly distinguished by their variety [23,22,27,6,5].
Typically each biological challenge is answered by a specialized model. The de-
sire for a model with applicability to all natural swarms seems to be small in that
community. In the field of artificial swarms, such as robot swarms, the desire for
generality seems to be bigger which is, for example, expressed by several models
of swarm robotics [10,1,24,18]. The idea of these models is to support the design
of swarm robotic systems within a maximal range of applications. They focus

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 168–179, 2012.
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on features that describe quantities of the swarm behavior, such as robot dis-
tributions or required times for certain tasks and typically struggle between the
intended generality and having direct connections between the model and the
robot behavior. If we abandon, however, the demand for a detailed description of
behavioral features and focus only on high-level features such as overall perfor-
mance or the macroscopic process of a collective decision then a higher degree of
generality is achievable. In this paper, we identify two models of universal prop-
erties of swarm systems concerning the dependence of swarm performance on
swarm density and the dependence of collective decisions on positive feedback.

2 Universal Properties of Swarm Performance

It is quite clear that a function of swarm performance depending on swarm den-
sity cannot be a simple linear function. For a true swarm scenario a very low
density (e.g., corresponding to one agent in the whole area) has to result in low
performance because there is no cooperation. With increasing density the perfor-
mance increases because more and more cooperation is possible (assuming that
cooperation is an essential beneficial part of swarms). Even a superlinear perfor-
mance increase is possible in this interval [20]. At some critical/optimal density
the improvement in cooperation possibilities will be lower than the drawback
of high densities, namely interference [15]. With further increase of the density
the performance is decreasing. Hence, swarms generally face a tradeoff between
beneficial cooperation and obstructive interference.

It turns out that not only these qualitative properties are similar in many
swarm systems but also the actual shapes of swarm performance over swarm
size plots (see Fig. 1(a)). Examples are the performance of foraging in a group of
robots (Fig. 1(b) and Fig. 10a in [15]), the activation dynamics and information
capacity in an abstract cellular automaton model of ants (Figs. 1b and 1c in [19]),
and even in the sizes of social networks (Fig. 8b in [26]). Furthermore, notice that
these shapes are typical in probability distributions such as Weibull, Wigner, and
log-normal. A related set of models are traffic models of flow over density. The
‘fundamental diagram’ of traffic flow [16] is symmetric, more realistic models
propose at least two asymmetric phases of free and synchronized flow. Actual
measurements on highways show curves with shapes similar to Fig. 1(a) (e.g.,
see Fig. 6-4 in [17]). In these models, there exist two densities for a given flow
(except for the maximum flow) similar to the situation here where we have two
swarm densities for a given swarm performance.

Having identified the two main components (cooperation and interference)
and the typical shape of these plots we can define a simple model. The idea is
to fit this model to empirical data for verification and predictions.

2.1 Simple Model of Swarm Performance

For a given bounded, constant area A the swarm density ρ is defined by the
swarm size N according to ρ = N/A. We define the swarm performance P
depending on swarm size N by
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P (N) = C(N)(I(N)− d) = a1N
ba2 exp(cN), (1)

for parameters c < 0, a1, a2, b > 0, and d ≥ 0 (see Fig. 1(a)). Parameter d is
subtracted to force a decrease to zero (limN→∞ I(N)− d = 0). The swarm per-
formance depends on two components C and I. First, the swarm effort without
negative feedback is defined by the cooperation function (see also Fig. 1(a))

C(N) = a1N
b. (2)

This function can be interpreted as the potential for cooperation in a swarm
that would exist without certain constraints, such as physical collisions. The
same formula was used by Breder [4] to model the cohesiveness of a fish school
and by Bjerknes and Winfield [2] to model swarm velocity in emergent taxis.
However, they used parameters of b < 1 while we are using mostly values of
b > 1. Second, the interference function (see also Fig. 1(a)) is defined by

I(N) = a2 exp(cN) + d, (3)

with d used for scaling (e.g., limN→∞ I(N) = d). The exponential decrease seems
to be a reasonable choice, for example, compare Fig. 10b in [15] which shows an
exponentially decreasing efficiency per robot in a foraging task.

2.2 Examples

To prove the wide applicability of this simple model we fit it to some swarm
performance plots that were available. We briefly investigate four scenarios:
foraging in a group of robots [15], collective decision making [12] based on
BEECLUST [25], aggregations in tree-like structures and reduction to short-
est paths [9] similar to [14], and the emergent taxis scenario (also sometimes
called ‘alpha algorithm’) [21,3].

Given the data of the the overall performance, the four parameters of eq. 1
can be directly fitted to it. That is what we do for the first three of our four
examples in Fig. 1. The equation can be well fitted to the empirical data. In case
of the foraging scenario (Fig. 1(b)) we also have data about the efficiency per
robot. We can use the model parameters, that were obtained by fitting the model
to the overall performance, to predict the efficiency per robot. This is done by
scaling the interference function linearly and plotting it against the efficiency
per robot. The satisfying result is shown in Fig. 1(b).

We analyze the forth example, emergent taxis, in more detail. The following
empirical data is based on a simple simulation. This simulation is noise-free
and therefore robots move in straight lines except for u-turns according to the
emergent taxis algorithm. First, we measure the performance that is achieved
without cooperation. This is done by defining a random behavior that ignores any
characteristic feature of the actual emergent taxis algorithm. For example, in the
emergent taxis algorithm, robots count the number of neighbors and do u-turns if
this number drops below a threshold α. To obtain the cooperation-free behavior
we have set this parameter to α = 0 in the simulation. Hence, no robot will
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Fig. 1. Model of cooperation and interference and three scenarios with fitted
performance P according to eq. 1

ever u-turn and they basically disperse in the arena. A simulation run is stopped
once a robot touches a wall. The performance of the swarm P is measured by
the total distance covered by the swarm’s barycenter multiplied by the swarm
size (i.e., an estimate of how much distance was effectively covered summed over
all robots). The performance obtained by this random behavior can be fitted
using the interference function of eq. 3. The well fitted interference function
and the empirically obtained data is shown in Fig. 2(a) labeled ‘random’. In
a second step, we keep the interference function fixed and fit the full model
of swarm performance P (eq. 1) to the data from the actual emergent taxis
scenario by only varying the cooperation function (i.e., fitting a1 and b while
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Fig. 2. Performance of a random behavior and the actual self-organized emergent taxis
behavior (also sometimes called ‘alpha algorithm’) [21,3] with fitted model (eq. 1);
histogram showing two phases

keeping a2, c and d fixed). The fitted swarm performance model1 is shown in
Fig. 2(a) labeled ‘emergent taxis’. This simple model is capable of predictions, if
the interference function has been fitted and we fit the cooperation function only
to a small interval of, for example, N ∈ [15, 25] (i.e., including the maximum
performance).

Note that we are working with a single value (average) to describe the per-
formance which does not fully catch the system’s behavior. At least in some
scenarios, as here in the emergent taxis scenario, the performance does not just
decrease due to increasing interference. Instead, two coexisting phases of be-
haviors emerge: functioning swarms moving forward and pinned swarms with
extreme numbers of u-turns. In emergent taxis this is shown, for example, by
a histogram of barycenter speeds in Fig. 2(b). For N < 15 the mean of a uni-
modal distribution increases with increasing N . Starting at about N = 15 a
second phase of slowly moving swarms emerges generating a bimodal distribu-
tion. Hence, given the fully deterministic implementation of our simulation, there
are two classes of initial states (robot positions and orientations) that determine
the two extremes of success or total failure. In other scenarios the interference
might be increased in a different process continuously, for example, by saturation
of target areas with robots.

3 Universal Properties of Collective Decisions

In the following we investigate macro models of collective decisions. One of the
most general and at the same time simplest model of collective decisions is a
model of only one state variable s(t) which gives the temporal evolution of a

1 Fitted parameters: a1 = 0.01061, b = 3.237, a2 = 0.2138, c = −0.1823, d = 0.075.
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swarm fraction that is in favor of one of the options in a binary decision process.
If we assume that there is no initial bias to either option (i.e., full symmetry),
then we need a tie breaker for s = 0.5. A good choice for the tie breaker is
noise because any real swarm will be noisy. The average change of s depending
on itself per time (Δs(s)/Δt) is of interest. Given that the system should be
able to converge to one of two options plus the symmetric case of s = 0.5 we
end up with at least three zeros for Δs(s)/Δt and consequently at least a cubic
function. Instead of developing a model, that predefines such a function, we
prefer a model that allows this function to emerge from a simple process. In
swarms the tendency to a certain option once symmetry is overcome (say, for
s = 0.5 + ε towards s = 1) is typically a result of positive feedback. Hence, we
define such a process depending on probabilities of positive feedback next.

3.1 Simple Model of Collective Decisions

We use simple models inspired by the urn model of the Ehrenfests [7] which
they introduced in the context of statistical mechanics and entropy. Eigen and
Winkler reported similar models to show the effect of positive feedback [8]. Here
we use an urn model that has optionally positive or negative feedback depending
on the system’s current state and depending on a stochastic process. The urn is
filled with N marbles which are either red or blue. The game’s dynamics is turn-
based. First a marble is drawn with replacement followed by replacing a second
one influenced by the color of the first marble. The probability of drawing a blue
marble is implicitly determined by the current number of blue marbles B(t) in
the urn. The subsequent replacement of a second marble effects either a positive
or a negative feedback. The feedback is determined explicitly by a probability

P (s, ϕ) = ϕ sin(πs) (4)

that is based on the current ratio s of either the blue marbles in the urn s = b(t)
or the ratio of red marbles s = r(t). The constant ϕ ∈ [0, 1] defines the ‘sign’
and the intensity of the feedback. For ϕ < 0.5 negative feedback is predominant
and for ϕ > 0.5 an interval around s = 0 emerges for which positive feedback is
predominant. Say we draw a blue marble, we notice the color, and put it back into
the urn. Then our model defines that with probability P (b(t), ϕ) a red marble will
be replaced by a blue one (i.e., a positive feedback event because drawing a blue
one increased the number of blue marbles) and with probability 1 − P (b(t, ϕ))
a blue one will be replaced by a red one (i.e., a negative feedback event because
now drawing a blue one decreased the number of blue marbles). Hence, the
probability P (s, ϕ) gives the probability of positive feedback. P (s, ϕ) is plotted
for different settings of ϕ in Fig. 3(a). There is maximum probability for positive
feedback for the fully symmetric case of s = 0.5 as clearly seen in Fig. 3(a). For
s = 0 and s = 1 we have P (s, ϕ) = 0 because no positive feedback is possible
(either all marbles are already blue or all marbles are red and therefore no blue
one can be drawn). For ϕ ≤ 0.5 the probability of positive feedback is small
(ϕ ≤ 0.5, ∀s : P (s, ϕ) ≤ 0.5), consequently the system is stable and kept around
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s = 0.5. The analogy of this model to a collective decision making scenario is the
following. The initial drawing resembles the frequency of individual decisions in
the swarm proportional to s within the turn-based model. The replacement of
the second marble resembles the effect of a swarm member convincing another
one about its decision or of being convinced of the opposite. Based on the above
definitions the average expected change ΔB of blue marbles B can be calculated
by summing over the four cases: drawing a blue or red marble, followed by
positive or negative feedback, multiplied by the ‘payoff’ in terms of blue marbles
respectively. Using the symmetry P (b, ϕ) = P (1− b, ϕ) we get

ΔB(b) = bP (b, ϕ)(+1) + b(1− P (b, ϕ))(−1)

+ (1− b)P (1− b, ϕ)(−1) + (1 − b)(1− P (1− b, ϕ))(+1)

= 4(P (b, ϕ)− 0.5)(b− 0.5). (5)

In Fig. 3(b) we compare the theoretical average change per round ΔB/Δt ac-
cording to eq. 5 to the empirically obtained average change of B(t) in terms of
number of marbles for the different settings of ϕ. The agreement between theory
and empiric data is close to perfect as expected. Two zeros s1 and s2 emerge
additionally to s0 = 0.5 for ϕ > 0.5: s1 = 1

π arcsin( 1
2ϕ) and s2 = 1− 1

π arcsin( 1
2ϕ).

Positive values of ΔB(s)/Δt for s < 0.5 represent dynamics that has a bias to-
wards s = 0.5 and negative values represent dynamics with a bias towards s = 0
and vice versa for the other half (s > 0.5).

Fig. 3(c) gives an estimate of the asymptotic behavior of this urn model for
varied feedback intensity ϕ. It shows a pitchfork bifurcation at ϕ = 0.5 which
is to be expected based on Fig. 3(b). Between ϕ = 0.5 and ϕ = 0.75 the curve
defined by ΔB(s)/Δt becomes cubic and generates two new stable fixed points
while the former at s = 0.5 becomes unstable.

3.2 Examples

Next we want to compare the data from our urn model (Fig. 3(b)) to data from
more complex models, such as the density classification scenario [13]. First we
need a more general equation than eq. 5. We obtain it by introducing a scaling
constant c that scales the average change for payoffs different from 1.

Δs(s) = 4c(P (s, ϕ)− 0.5)(s− 0.5) (6)

The density classification scenario [13] is about a swarm of red and green agents
moving around randomly. Their only interaction is constantly keeping track of
those agents’ colors they bump into. Once an agent has seen five agents of either
color it changes its own color to that it has encountered most. Here, s gives the
ratio of red agents. The name of this scenario is due to the idea that the swarm
should converge to that color that was initially superior in numbers. It turns out
that the averaged change Δs(s)/Δt (see Fig. 3(d)) starts with a curve similar to
that of ϕ = 0 in Fig. 3(b) and then converges slowly to a curve that is similar to
that of ϕ = 0.75. Early in the simulation there is mostly negative feedback forcing
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values close to s = 0.5. With increasing time the negative feedback decreases
which results finally in positive feedback for s ∈ [0.23, 0.77]. Comparing Fig. 3(b)
to Fig. 3(d) indicates a good qualitative agreement between our urn model and
the density classification scenario. Given that the curves in Fig. 3(d) converge
over time to the final shape which is resembled by our model for increasing ϕ in
Fig. 3(b), one can say that positive feedback builds up slowly over time in the
density classification scenario. By fitting eq. 6 to the data shown in Fig. 3(d)
we get estimates for the feedback intensity ϕ. From the earliest and steepest
line to the latest and only curve with positive slope in s = 0.5 we get values
of ϕ ∈ [0, 0, 0, 0.007, 0.304, 0.603] for times t ∈ [100, 200, 400, 800, 1600, 3200]. By
continuing this fitting for additional data not shown in Fig. 3(d), we are able
to investigate the temporal evolution of feedback intensity ϕ according to our
model. In Fig. 3(e), the data points of feedback intensity ϕ obtained by fitting
are shown and also a negative exponential function that was fitted to the data.
This result supports the assumption of a negative exponential increase of positive
feedback in this system as already stated in [11].

Other examples showing similarities to the ϕ = 0.75-graph in Fig. 3(b) are
Figs. 2B and 3B in Yates et al. [28] which show the drift coefficient dependent
on the current alignment of a swarm (average velocity). While the data obtained
from experiments with locusts (Fig. 2B in [28]) is too noisy, we use the data from
their model (Fig. 3B in [28]) to fit our model. The result is shown in Fig. 3(f).
We obtain a maximal positive feedback of ϕ = 1.

4 Discussion and Conclusion

We have reported two abstract swarm models with high generality because we
would like to get towards a swarm calculus. The first model describes the de-
pendency of swarm performance on swarm density by separation into two parts:
cooperation and interference. It explains the existence of an optimal or critical
swarm density at which the peak performance is reached. The second model de-
scribes the dynamics of collective decision processes based on the existence and
intensity of feedback. It explains how the cubic functions of decision revision
emerge by an increase of positive feedback over time.

The first model is simple and somewhat obvious because the existence of op-
timal swarm densities is well known. However, the authors are not aware of any
explicit introduction of a similar model combined with a validation by fitting
the model to data from diverse swarm applications. Despite its simplicity the
model has the capability to give predictions of swarm performance, especially, if
the available data, to which it is fitted, includes an interval around the optimal
density. That way this model might serve as a swarm calculus of swarm perfor-
mance. In addition, we want to draw attention to the problem of masking special
density-dependent properties by only investigating the mean performance. The
example shown in Fig. 2(b) documents the existence of phases in swarm systems.

The second model is also abstract but has a higher complexity and is more
conclusive because it allows for mathematical derivations. Based on our urn
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model for positive feedback decision processes the emerging cubic function of
decision revision can be derived (see eq. 5). Here this ‘cubic function’ is actu-
ally trigonometric but alternatively one can choose P (s, ϕ) = ϕ(1− 4(s− 0.5)2)
yielding Δs(s) = 2(s − 0.5) − 16(s − 0.5)3. Hence, we generate the function of
decision revision based on our urn model which allows for an interpretation of
how the function emerges while, for example, in [28] this function is measured
in a local model. Our model of collective decisions might qualify as a part of
swarm calculus because those decision revision functions seem to be a general
phenomenon in swarms.An interesting result is also the negatively exponential
increase of the positive feedback over time in the density classification task (see
Fig. 3(e)). Note that this increase seems to be independent from respective values
of s. Furthermore, values close to the bounds (s ≈ 1 or s ≈ 0) are not observed.
An investigation of the underlying processes is beyond this paper but we want to
state two ideas. First, the final saturation phase (limt→∞ ϕ = 0.8) is most likely
caused by explicit noise in the simulation. The agent–agent recognition rate was
set to 0.8 which keeps P (s = 0.5, ϕ) < 1. Second, the initial fast increase of ϕ
(after a transient which might also be caused by the simulation because agents
revise their color only after a minimum of five agent–agent encounters) might be
caused by locally emerging sub-groups of homogeneous color within small areas
that generate ‘islands’ of early positive feedback. Time-variant positive feedback
was also observed in BEECLUST-controlled swarms as reported before [12].
Hence, a feedback system as given in Fig. 4 seems to be a rather common sit-
uation in swarm systems. In terms of the above urn model we can mimic this
situation, say A is the number of blue marbles (w.l.o.g.), B is the probability
of drawing a blue marble, P is the probability of positive feedback (i.e., this
edge can also negatively influence A), and C is an unspecified state variable that
increases feedback (ϕ) over time and is influenced by an additional, unknown
process. This triggers the question of what C can be and how it influences the
feedback process independent of the current swarm consensus s.

We get maximally positive feedback ϕ = 1 for the data of [28] (see Fig. 3(f))
with the effect that situations of low alignment (s ≈ 0.5) are left as fast as
possible. This reinforces the findings of Yates et al. [28] about the diffusion
coefficient. A major feature of the self-organizing processes in the swarm seems

+

P(s,φ)

+

Fig. 4. Time-variant feedback system; here for increasing probability of pos. feedback
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to be that times in states of low aligned are minimized by the system (Yates
et al.: “A higher diffusion coefficient at lower alignments suggests that the locusts
‘prefer’ to be in a highly aligned state”).

The result of this paper is that generally applicable swarm models, that have
simple preconditions, exist. To apply the model of swarm performance, only
a concept of swarm density is necessary and to apply the model of collective
decisions only a consensus variable of a binary decision is necessary. Despite
their simplicity, both models have enough explanatory power to give insights
about swarm processes such as the interplay of cooperation and interference and
the installation of positive feedback. Hence, we contend that it is possible to
generate a set of models and methods of general applicability for swarm science,
that is, to create a swarm calculus.

Acknowledgments. The author thanks Payam Zahadat, Jürgen Stradner
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manuscript.
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Abstract. This paper introduces a new hybrid algorithmic nature in-
spired approach based on Particle Swarm Optimization, for successfully
solving one of the most popular supply chain management problems,
the Open Vehicle Routing Problem. The Open Vehicle Routing Problem
(OVRP) is a variant of the classic vehicle routing problem in which the
vehicles do not return in the depot after the service of the customers.
The proposed algorithm for the solution of the Open Vehicle Routing
Problem, the Hybrid Particle Swarm Optimization (HybPSO), combines
a Particle Swarm Optimization (PSO) Algorithm, the Variable Neighbor-
hood Search (VNS) Strategy and a Path Relinking (PR) Strategy. The
algorithm is suitable for solving large-scale open vehicle routing prob-
lems within short computational time. Two sets of benchmark instances
are used in order to test the proposed algorithm.

1 Introduction

Particle Swarm Optimization (PSO) is a population-based swarm intel-
ligence algorithm that was originally proposed by Kennedy and Eberhart [9].
PSO simulates the social behavior of social organisms by using the physical
movements of the individuals in the swarm. Its mechanism enhances and adapts
to the global and local exploration. Most applications of PSO have concentrated
on the optimization in continuous space but in the last years the PSO algorithm
is used also in discrete optimization problems.

The Open Vehicle Routing Problem (OVRP) is the variant of the classic
vehicle routing problem where the vehicles do not return in the depot after
the service of the customers [14]. The real life application of the Open Vehicle
Routing Problem concerns the case where either the company does not have
vehicles at all or the vehicles owned by the company are not enough in order
to use them for the distribution of the products to the customers. In both cases
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the company has to hire a number of vehicles in order to realize the distribution
of the products. When the vehicles finish their jobs they do not return to the
company. This problem also belongs in the category of the third party logistics
(3PL) problems. From the combinatorial optimization point of view, the main
difference between the Vehicle Routing Problem and the Open Vehicle Routing
Problem is that in the first case the route is a hamiltonian cycle while in the
second case the route is a hamiltonian path [1]. Usually two different objectives
are used in OVRP, the first one is the minimization of the required number of
vehicles and, then, for this number of vehicles the total travel distance is, also,
minimized and the second one is the minimization of the corresponding total
traveled distance. The Open Vehicle Routing Problem was first published in [15]
but since then for the following twenty years it received little study. In the last
ten years, a number of publications using different heuristic and metaheuristic
algorithms for the OVRP have been published. It should be noted that the Open
Vehicle Routing Problem is an NP-hard problem, and, thus, the instances with
a large number of customers can not be solved in optimality within reasonable
time. For this reason, a large number of approximation techniques has been
proposed for its solution. These techniques are classified into three main ca-
tegories: the classical heuristics, the single solution based metaheuristics and
the population based metaheuristics. For analytical descriptions of the solution
algorithms for the Open VRP please see [10,13,18].

In this paper, we would like to develop a competitive Nature Inspired me-
thod based on Particle Swarm Optimization for the solution of the Open Vehicle
Routing Problem and to test its efficiency compared to other Nature Inspired
and Classic Metaheuristic algorithms. Thus, in this paper, we demonstrate how
a nature inspired intelligent technique, the Particle Swarm Optimization (PSO)
[9] and two metaheuristic techniques, the Variable Neighborhood Search (VNS)
[8] and the Path Relinking (PR) [7] can be incorporated in a hybrid scheme in
order to give very good results for the Open Vehicle Routing Problem (OVRP).
The rest of the paper is organized as follows: In the next section the proposed
algorithm, the Hybrid Particle Swarm Optimization (HybPSO) is presented and
analyzed in detail. Computational results are presented and analyzed in the third
section while in the last section conclusions and future research are given.

2 Hybrid Particle Swarm Optimization Algorithm

In this paper, a hybrid PSO (HybPSO) algorithm is used for the solution of the
OVRP. In PSO algorithm, initially a set of particles is created randomly where
each particle corresponds to a possible solution. Each particle has a position in
the space of solutions and moves with a given velocity. One of the key issues in
designing a successful PSO for the Open Vehicle Routing Problem is to find a
suitable mapping between Open Vehicle Routing Problem solutions and particles
in PSO. Each particle is recorded via the path representation of the tour, that
is, via the specific sequence of the nodes.
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For example, if we have a particle (solution) with ten nodes, a possible path
representation is the following:

1 3 8 5 4 10 1 6 9 7 2
with node number 1 is denoted the depot and nodes 2 through 10 denote the
customers. The difference between the Open Vehicle Routing Problem and the
Capacitated Vehicle Routing Problem is that in the first the vehicles do not
return to the depot. Thus, the difference in the calculation of a cost function
for each particle is that we do not add the cost between the last customer and
the depot, i.e. in the previous example the cost (distances) between customer 10
and the depot and customer 2 and the depot are omitted.

As the calculation of the velocity of each particle is performed by Equation
(1) (see below), the above mentioned representation should be transformed ap-
propriately. We transform each element of the solution into a floating point in
the interval (0,1], calculate the velocities and the positions of all particles and,
then, convert back the particles’ positions into the integer domain using relative
position indexing [11].

Thepositionof each individual (calledparticle) is representedbyad-dimensional
vector in problem space xi = (xi1, xi2, ..., xid), i = 1, 2, ..., N (N is the population
size and n is the number of the vector’s dimension), and its performance is eva-
luated on the predefined fitness function. The velocity vij represents the changes
that will be made to move the particle from one position to another. Where the
particlewillmove depends on the dynamic interaction of its own experience and the
experience of the whole swarm. There are three possible directions that a particle
can follow: to follow its ownpath, tomove towards thebestposition ithadduring the
iterations (pbestij) or to move to the best particle’s position (gbestj). The velocity
and position equations are updated as follows (constriction PSO) [3]:

vij(t+ 1) = χ(vij(t) + c1rand1(pbestij − xij(t)) + c2rand2(gbestj − xij(t))) (1)

and

xij(t+ 1) = xij(t) + vij(t+ 1) (2)

where

χ =
2

|2− c−
√
c2 − 4c|

and c = c1 + c2, c > 4 (3)

t is the iterations counter, c1 and c2 are the acceleration coefficients, rand1 and
rand2 are two random variables in the interval (0, 1). A local search strategy
based on the Variable Neighborhood Search (VNS) algorithm [8] is applied in
each particle in the swarm in order to improve the solutions produced from
the particle swarm optimization algorithm. In this paper, the VNS algorithm is
used with the following way. Initially, the number of local search algorithms is
selected. The local search strategies for the Open Vehicle Routing Problem are
distinguished between local search strategies for a single route and local search
strategies for multiple routes. The local search strategies that are chosen and
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belong to the category of the single route interchange are the well known methods
for the TSP, the 2-opt and the 3-opt. In the single route interchange all the
routes have been created in the initial phase of the algorithm. The Local Search
Strategies for Single Route Interchange try to improve the routing decisions.
The Local Search Strategies for Multiple Route Interchange try to improve the
assignment decisions. This, of course, increases the complexity of the algorithms
but gives the possibility to improve even more the solution. The multiple route
interchange local search strategies that are used are the 1-0 relocate, 2-0 relocate,
1-1 exchange and 2-2 exchange [6].

As we do not want to increase the complexity of the algorithm, it is decided to
apply in each particle one local search combination of algorithms per iteration.
For this reason, a VNS operator CV NS is selected that controls which local search
algorithm is applied. The CV NS value is compared with the output of a random
number generator, randi(0, 1). If the random number is less or equal to the
CV NS , then, the first local search algorithm is used. Then, if the random number
is less or equal to the 2 ∗CV NS , then, the second local search algorithm is used,
and so on. As we would like to have not only simple local search algorithms but
also their combinations we select ten local search algorithms, the six previously
mentioned methods (2-opt, 3-opt, 1-0 relocate, 2-0 relocate, 1-1 exchange and
2-2 exchange) and four combinations (2-opt with 1-0 relocate, 2-opt with 1-1
exchange, 2-opt with 3-opt and 1-1 exchange and 2-opt with 3-opt, 1-0 relocate
and 1-1 exchange). Thus, the CV NS operator is set equal to 0.1 and only for 10%
of the cases a time consuming local search procedure is applied in the problem.

Finally, after the completion of an iteration, a path relinking strategy [7] for
exploring trajectories between the best particle and a number of other particles of
the swarm is applied. During the path relinking procedure, if a better solution than
the current best solution is found, then, the current best solution is replaced by this
solution. In this algorithm the best particle plays the role of the starting solution
and in each iteration the other random particles play the role of target solutions.
We are using random particles for the target solutions in order to give to the best
particle more exploration abilities by combining not only the best particle with
its neighbor particles but also with equal probabilities with all the particles in the
swarm. If a better solution than the current best solution is found, then, the current
best solution is replaced by this solution. In each iteration of the algorithm the
optimal solution of the whole swarm and the optimal solution of each particle are
kept. The algorithm stopswhen amaximumnumber of iterations has been reached.

3 Results and Discussion

The algorithm was implemented in Fortran 90 and was compiled using the Lahey
f95 compiler on a Intel Core 2 DUO CPU T9550 at 2.66 GHz, running Suse
Linux 9.1. The algorithm was tested on two sets of benchmark problems, the
14 benchmark problems proposed by Christofides [2] and the 8 large scale open
vehicle routing problems proposed by Li et al. [10]. Each instance of the first set
contains between 51 and 200 nodes including the depot. The location of the nodes



184 Y. Marinakis and M. Marinaki

is defined by their Cartesian co-ordinates and the travel cost from node i to j is
assumed to be the respective Euclidean distance. Each problem includes capacity
constraints while the problems 6-10, 13 and 14 have, also, maximum route length
restrictions (mtl) and non zero service times (st). For the first ten problems,
nodes are randomly located over a square, while for the remaining ones, nodes are
distributed in clusters and the depot is not centred. The maximum allowed route
length has been multiplied by 0.9 compared to the one considered for the VRP
[13]. The second set of instances contains between 200 and 480 nodes including
the depot. Each problem instance includes capacity constraints. In Table 1 in
columns 2-5 the most important characteristics (number of nodes (n), Capacity
of Vehicles (Q), maximum route length restrictions (mtl) and service times (st))
of each of the data sets are presented. The parameters of the proposed algorithm
are selected after thorough testing. A number of different alternative values were
tested and the ones selected are those that gave the best computational results
concerning both the quality of the solution and the computational time needed
to achieve this solution. The selected parameters are: number of particles equal
to 50, number of generations equal to 1000 and c1 = c2 = 2.05. The efficiency of
the HybPSO algorithm is measured by the quality of the produced solutions. The
quality is given in terms of the relative deviation from the best known solution,

that is ω =
(cHybPSO−cBKS)

cBKS
%, where cHybPSO denotes the cost of the solution

found by HybPSO and cBKS is the cost of the best known solution.
To test the performance of the proposed algorithm we applied HybPSO 10

times to each test problem. In Table 1, two different best solutions are presented.
The first best known solution (BKS1) is obtained using first the minimization of
the number of vehicles and, then, the minimization of the total distance traveled.
The other best solution (BKS2) is obtained by minimizing only the total distance
traveled. As it has, already, been mentioned in the description of the problem
it is very important to use the smallest number of vehicles as in the real life
application of the Open Vehicle Routing Problem the finding of the best routes
by hiring as less as possible number of vehicles is the main concern. Thus, ini-
tially the Open Vehicle Routing Problem is solved with the proposed algorithm
using the hierarchical objective function, where initially the number of vehicles
is minimized and, then, for this number of vehicles the total travel distance is,
also, minimized. The number of vehicles (NV), the best results (BR), the quality
of the best solution (ω), the average results (AR), the median, the standard de-
viation (stdev), the variance (var) and the CPU time in minutes are presented in
the first part of Table 1 in columns 7 to 14 for Christofides benchmark instances.
Afterwards, the Open Vehicle Routing Problem is solved for Christofides bench-
mark instances with the single objective function (the total distance traveled)
and the results are presented in the second part of Table 1. It should be noted
that in the second part of Table 1, there are only the instances in which the
algorithm with the use of the single objective function produced different results
from the ones produced from the algorithm when the hierarchical objective func-
tion was used. In the last part of Table 1, the results for Li et al. benchmark
instances with hierarchical objective function are given.
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Table 1. Results of HybPSO

Results with hierarchical objective function in Christofides benchmark instances

n Q mtl st BKS1 NV BR ω AR median stdev var CPU

C1 51 160 ∞ 0 416.06 [1] 5 416.06 0.00 416.37 416.23 0.39 0.15 0.10

C2 76 140 ∞ 0 567.14 [5] 10 567.14 0.00 567.28 567.31 0.12 0.01 0.35

C3 101 200 ∞ 0 639.74 [10] 8 639.74 0.00 639.83 639.86 0.09 0.01 1.10

C4 151 200 ∞ 0 733.13 [12] 12 735.29 0.29 735.77 735.91 0.32 0.10 2.17

C5 200 200 ∞ 0 893.39 [18] 16 895.79 0.27 895.95 895.92 0.14 0.01 3.28

C6 51 160 180 10 412.96 [1] 6 412.96 0.00 413.26 413.28 0.27 0.07 0.21

C7 76 140 144 10 583.19 [12] 10 583.19 0.00 583.56 583.53 0.32 0.10 0.37

C8 101 200 207 10 644.63 [1] 9 644.79 0.02 645.02 645.03 0.15 0.02 0.58

C9 151 200 180 10 757.84 [12] 13 759.81 0.26 759.91 759.87 0.10 0.01 1.42

C10 200 200 180 10 875.67 [12] 17 878.49 0.32 879.02 878.94 0.41 0.17 3.25

C11 121 200 ∞ 0 682.12 [12] 7 682.12 0.00 682.36 682.43 0.15 0.02 1.19

C12 101 200 ∞ 0 534.24[12] 10 535.49 0.23 535.65 535.61 0.15 0.02 1.35

C13 121 200 648 50 904.04 [4] 11 904.04 0.00 904.39 904.43 0.20 0.04 1.28

C14 101 200 936 90 591.87 [12] 11 592.58 0.12 592.70 592.67 0.12 0,01 1.52

Results with minimization of the total distance in Christofides benchmark instances

n Q mtl st BKS2 NV BR ω AR median stdev var CPU

C1 51 160 ∞ 0 412.96 [16] 6 412.96 0.00 413.13 413.09 0.18 0.03 0.17

C2 76 140 ∞ 0 564.06 [16] 11 564.06 0.00 564.27 564.28 0.18 0.03 0.37

C3 101 200 ∞ 0 639.26 [18] 9 639.26 0.00 639.83 639.86 0.09 0.02 0.47

C5 200 200 ∞ 0 869 [18] 17 872.28 0.38 872.55 872.51 0.18 0.03 2.59

C7 76 140 144 10 568.49 [10] 11 569.12 0.11 569.48 569.51 0.24 0.05 0.47

C9 151 200 180 10 756.38 [10] 14 758.15 0.23 758.42 758.45 0.17 0.03 1.23

C11 121 200 ∞ 0 678.54 [17] 10 678.54 0.00 678.89 678.90 0.26 0.06 1.39

C13 121 200 648 50 896.5 [10] 12 897.25 0.08 897.52 897.51 0.23 0.05 1.52

Results with hierarchical objective function in Li et al. benchmark instances

n Q mtl st BKS1 NV BR ω AR median stdev var CPU

O1 200 900 ∞ 0 6018.52 [10] 5 6023.25 0.08 6023.53 6023.53 0.14 0.02 2.37

O2 240 550 ∞ 0 4557.38 [18] 9 4557.89 0.01 4558.14 4558.13 0.24 0.06 3.12

O3 280 900 ∞ 0 7731 [18] 7 7734.28 0.04 7735.01 7735.11 0.42 0.18 3.35

O4 320 700 ∞ 0 7253.2 [18] 10 7268.23 0.21 7268.45 7268.4 0.20 0.04 3.45

O5 360 900 ∞ 0 9193.15 [18] 8 9201.28 0.09 9201.68 9201.48 0.60 0.36 3.57

O6 400 900 ∞ 0 9793.72 [18] 9 9797.28 0.04 9798.03 9798 0.47 0.22 4.14

O7 440 900 ∞ 0 10347.7 [18] 10 10352.29 0.04 10352.58 10352.53 0.18 0.03 4.32

O8 480 1000 ∞ 0 12415.36 [18] 10 12419.25 0.03 12419.62 12419.65 0.15 0.02 4.51

It can be seen from Table 1, that the HybPSO algorithm for Christofides
benchmark instances, in seven out of fourteen instances in the first case and in
five out of fourteen instances in the second case has reached the best known
solution. For the rest instances, in the first case (when a hierarchical objective
function is used) the quality of the solutions is between 0.02% and 0.32% and the
average quality for the fourteen instances is 0.11%. For the second case (when
only the travel distance is minimized) the quality of the solutions is between
0.02% and 0.38% and the average quality for the fourteen instances is 0.13%.
The standard deviation in both cases is between 0.09 and 0.41. The variance in
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both cases is between 0.01 and 0.17. Also, in this Table the computational time
needed (in minutes) for finding the best solution by HybPSO is presented. The
CPU time needed is significantly low and only for the instances with number
of nodes equal to 200 is larger than 3 minutes. The algorithm is also tested for
the large scale benchmark instances proposed by Li et al [10]. The results of the
second data set are presented in the last part of Table 1. In this data set, we
present only results for the hierarchical objective function where first the number
of vehicles is minimized and, afterwards, the total distance traveled is minimized.
The quality of the solutions for the 8 instances is between 0.01% and 0.21% and
the average quality is 0.07%. The standard deviation is between 0.14 and 0.60
and the variance is between 0.02 and 0.36. Also, in this Table the computational
time needed (in minutes) for finding the best solution by HybPSO is presented.
The CPU time needed is significantly low and is never larger than 5 minutes.

4 Conclusions

In this paper, a new algorithm based on the Particle Swarm Optimization for
the solution of the Open Vehicle Routing Problem is presented. This algorithm
is a hybridization of the Particle Swarm Optimization algorithm with the Vari-
able Neighborhood Search algorithm and with the Path Relinking Strategy. As
a number of different variants of the Particle Swarm Optimization algorithm
have been published, mainly using a different equation for the calculation of the
velocities, we used the constriction Particle Swarm Optimization. Another issue
that we have to deal with was the fact that the PSO algorithm is suitable for
continuous optimization problems. Thus, it was a challenge to find an effective
transformation of the solutions of PSO in discrete values without loosing in-
formation from this procedure. The algorithm was tested in the two benchmark
instances that are usually used in the literature. As some publications use a hier-
archical objective function and others only the minimization of the total distance
traveled we test our algorithm in both cases taking efficient results for both of
them. Our future research will be focused in two different directions, the solu-
tion of the OVRP using other nature inspired techniques like Clonal Selection
Algorithm, Artificial Bee Colony etc. and the use of the proposed algorithm for
solving even more complicated problems like the Open Vehicle Routing Problem
with Stochastic Demands or the Open Vehicle Routing with Time Windows.
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Abstract. Heterogeneous particle swarm optimizers have been prop-
osed where particles are allowed to implement different behaviors. A
selected behavior may not be optimal for the duration of the search pro-
cess. Since the optimality of a behavior depends on the fitness landscape
it is necessary that particles be able to dynamically adapt their behav-
iors. This paper introduces two new self-adaptive heterogeneous particle
swarm optimizers which are influenced by the ant colony optimization
meta-heuristic. These self-adaptive strategies are compared with three
other heterogeneous particle swarm optimizers. The results show that
the proposed models outrank the existing models overall.

1 Introduction

Particle swarm optimization (PSO) is a stochastic optimization technique in-
troduced by Kennedy and Eberhart [6,11]. PSOs contain a swarm of particles
that move around in an n-dimensional search space trying to find an optimal
solution to an optimization problem. Each particle’s position represents a can-
didate solution and each particle has a velocity which determines the particle’s
next position. Homogeneous PSOs use the same position update and the same
velocity update for all particles. This means that all the particles exhibit the
same search patterns.

One of the problems that PSOs face is the exploration versus exploitation
problem [8]. By making the PSO heterogeneous, the swarm can have multiple
search patterns. This allows a better balance between exploration and exploita-
tion. Previous work done on heterogeneous PSO (HPSO) includes experiments
by Montes de Oca et al [15], the TRIBES PSO [3], the static HPSO (sHPSO) and
dynamic HPSO (dHPSO) models [8], the adaptive learning PSO-II (ALPSO-II)
[13], and the difference proportional probability PSO (DPP-PSO) [18]. Some of
these approaches have shortcomings, e.g. the ALPSO-II is computationally ex-
pensive, and the DPP-PSO, sHPSO and dHPSO cannot adapt to the changing
search landscape characteristics as the particles move through the search space.

This paper aims to overcome these shortcomings by proposing two self-
adaptive heterogeneous models inspired by the foraging behavior of ants mod-
eled with the ant colony optimization meta-heuristic (ACO-MH) [5]. The swarm
contains a behavior pool which contains different behaviors (update equations).
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The behaviors have an associated pheromone concentration which determines
the probability of a particle choosing that behavior.

The proposed strategies are evaluated on a subset of the CEC 2005 benchmark
functions and compared to the dHPSO, ALPSO-II and DPP-PSO. The results
show that the proposed self-adaptive HPSO strategies perform well on unimodal
and multimodal functions.

The rest of this paper is organized as follows: Section 2 provides background
on PSOs and existing HPSO algorithms used for comparison in this paper.
Section 3 introduces the proposed self-adaptive strategies. Section 4 details the
experimental procedure followed and the results are presented and analyzed in
Section 5. The paper is concluded in Section 6.

2 Background

This section provides details on the original PSO and heterogeneous PSO.

2.1 Particle Swarm Optimization

The original PSO is based on the papers by Kennedy and Eberhart [6,11]. Each
particle keeps track of the best position it has found called the particle’s personal
best or pbest. Particles are grouped together into neighborhoods and the best
position of all the particles’ pbests, called the neighbourhood best or nbest, is
recorded. Particles initially start in random positions in the search space and
iteratively update their velocity and position. The following equations, with the
addition of the inertia weight introduced by Shi and Eberhart [17], are used:

vij(t+ 1) = wvij(t) + c1r1j(t) (yij(t)− xij(t)) + c2r2j(t) (ŷj(t)− xij(t)) (1)

xij(t+ 1) = xij(t) + vij(t+ 1) (2)

where vij(t) represents the ith particle’s velocity in the jth dimension at itera-
tion t, xij(t) is the particle’s position, yij(t) is the particle’s pbest, ŷ(t) is the
neighborhood’s nbest, w is the inertia weight to avoid sudden changes in direc-
tion, r1j , r2j ∼ U(0, 1) and c1 and c2 are constant acceleration coefficients. The
velocity and position updates define a particle’s search behavior.

2.2 Heterogeneous Particle Swarm Optimization

HPSO algorithms have a behavior pool and a behavior selection strategy.
Behaviors which have been used in behavior pools are

– Original PSO with inertia weight (PSO) [6,11,17]
– Cognitive-only model (Cog-PSO) [9]
– Social-only model (Soc-PSO) [9]
– Bare-bones (BB-PSO) and modified bare-bones (BBMod-PSO) [10]
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– Quantum PSO (QSO) [1]
– Time-varying inertia weight PSO (TVIW-PSO) [17]
– Time-varying acceleration coefficients (TVAC-PSO) [16]
– Fully informed particle swarm (FIPS) [14]

The dynamic HPSO (dHPSO), proposed by Engelbrecht [8], selects behaviors
randomly from the behavior pool if the particle’s pbest has not improved for
ten iterations. A critique against the dHPSO is that the behavior selection is
random and no information about the search process is used to guide the selection
towards the most promising behaviors.

Spanvello and Montes de Oca’s [18] difference proportional probability PSO
(DPP-PSO) allows particles to change their behaviors to the nbest’s behavior
based on a probability calculated by how much better the nbest’s fitness is com-
pared to their own. Additionally, the DPP-PSO has a number of rigid particles
for each behavior which do not change their behavior at all. This is to ensure
that all behaviors occur in the swarm. One of the issues with the DPP-PSO
is that it only contains two behaviors (FIPS and the original PSO with inertia
weight) so there is not an adequate range of behavioral diversity to help in the
swarm’s search.

Li and Yang’s [13] adaptive learning particle swarm optimizer-II (ALPSO-II)
works as follows: progress values are kept for each particle and rewards are cal-
culated based on the progress. A new behavior is then chosen probabilistically
based on a selection ratio calculated using the rewards. The ALPSO-II also con-
tains an archive position, abest, which stores the best solution found throughout
the whole search. Every iteration each particle has a chance to update the abest
position by replacing each element of the abest individually. If the replacement
results in a better fitness, then the abest keeps that element. The main issue with
ALPSO-II is that it is overly complex and computationally expensive. The abest
update procedure can increase the number of function evaluations per iteration
drastically for higher dimensional problems.

3 Pheromone Based Particle Swarm Optimizer

This section introduces the two proposed self-adaptive HPSO strategies.
Both the strategies’ behavior pools consist of the original PSO with iner-

tia weight, Cog-PSO, Soc-PSO, BB-PSO, BBMod-PSO, QSO, TVIW-PSO and
TVAC-PSO.

The self-adaptive strategies are inspired by the foraging behavior of ants as
modeled in the ant colony optimization meta-heuristic (ACO-MH) [5]. Ants are
able to find the shortest route to a food source by secreting pheromone on the
trails to the food source. Ants probabilistically follow the routes with the higher
concentrations of pheromone. Over time, the pheromone evaporates making the
routes less likely to be chosen if the ants do not continue using the route.

The pheromone heterogeneous particle swarm optimizer (pHPSO) uses these
concepts to select a behavior for a particle. Each behavior, b, in the behavior pool
represents a candidate route, the particles represent ants and the pheromone
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concentration, pb, represents the fitness of a behavior. Fitter behaviors have
higher pheromone concentrations.

Each particle is initially assigned a random behavior from the behavior pool
with the probability 1

B where B is the total number of behaviors in the behavior
pool. The initial pheromone concentration of each behavior is also 1

B . Each
iteration consists of four phases: behavior selection, particle update, pheromone
update and pheromone evaporation.

During behavior selection, a new behavior is probabilistically chosen using
probabilities computed using the pheromone concentrations when a particle
stagnates. A particle is considered stagnant if its pbest does not improve for
ten iterations as per [12]. The probability for choosing behavior b is

probb(t) =
pb∑B
i=1 pi

(3)

The particles then update their positions and velocities using their assigned
behaviors during the particle update phase.

The next phase is updating the pheromone concentrations. Assuming min-
imization, the pheromone concentration is updated using one of the following
strategies:

– Constant strategy (pHPSO-const)

pb(t) = pb(t) +

Sb∑
i=1

⎧⎪⎨
⎪⎩
1.0 if f (xi(t)) < f (xi(t− 1))

0.5 if f (xi(t)) = f (xi(t− 1))

0.0 if f (xi(t)) > f (xi(t− 1))

(4)

where Sb is the number of particles using behavior b. This strategy rewards
behaviors if they improve or maintain a particle’s fitness regardless of the
magnitude of the improvement. The update values were chosen as a starting
point and other values will be investigated in the future.

– Performance based (linear) strategy (pHPSO-lin)

pb(t) = pb(t) +

Sb∑
i=1

(f (xi(t− 1))− f (xi(t))) (5)

Using this strategy behaviors are rewarded in proportion to the improvement of
a particle’s fitness over two iterations. A minimum concentration of 0.01 is used
to prevent zero and negative concentrations.

Roulette wheel selection is biased to the more successful behaviors. To main-
tain diversity in behavior space and enhance its exploration, pheromone concen-
trations of all behaviors evaporate using

pb(t+ 1) =

(∑B
i=1,i
=b pi

)
∑B

i=1 pi
× pb (6)
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The amount of evaporation is proportional to a behavior’s pheromone concentra-
tion, e.g. if pb(t) is 90% of the total pheromone concentrations then evaporation
will decrease it by 90%.

In comparison to the heterogeneous strategies discussed in Section 3, the
pheromone-based self-adaptive HPSO strategies have the following advantages:

– computationally less expensive than the ALPSO-II with less control
parameters,

– behaviors are self-adapted based on the success of individual behaviors, and
– better exploration of the behavior space by using pheromone evaporation

4 Experimental Setup

This section provides information on the functions used to compare the dif-
ferent heterogeneous PSO strategies as well as the control parameters used
for the algorithms. All functions and algorithms were implemented in CIlib
(http://www.cilib.net). The test functions used to compare the different algo-
rithms are functions f1 − f14 of the CEC 2005 benchmark functions [19]. The
experiments were run 50 times on each function for 1000 iterations in dimensions
10 to 100 in increments of ten. Each swarm contained 30 particles.

The behaviors used an inertia weight, w, of 0.729844 and acceleration coef-
ficients, c1 and c2, of 1.496180 [2]. The QSO used a cloud radius of 5, a value
in between the values used in [12] and [1]. The TVIW-PSO decreased its inertia
weight from 0.9 to 0.4 [7] and the TVAC-PSO increased its social acceleration
coefficient from 0 to 2.5 and decreased its cognitive acceleration coefficient from
2.5 to 0 [16]. The value of 0 for the minimums was used for the behavior to
mimic the Cog-PSO and Soc-PSO. The DPP-PSO used five rigid particles per
behavior and β = 5 [18].

5 Results and Analysis

This section analyzes the results obtained for the experiments.
Table 1 summarizes the average rank of each algorithm over all the functions

for each dimension. The numbers in bold indicate the highest rankings. In terms
of scalability, the pHPSOs obtained the highest ranks for each dimension with
the pHPSO-const obtaining the best overall rank. The linear pHPSO achieved
better ranks in the lower dimensions and the constant pHPSO in the higher
dimensions. The other algorithms ranked very similarly to each other overall
with the DPP-PSO ranking the best of the three followed by the dHPSO then
the ALPSO-II.

Figure 1 visualizes the scalability results for certain functions. The pHPSO
strategies appeared to be unaffected by the increase in dimensionality for func-
tions f1, f2, f4, f6, f7 and f11. For functions f3, f5, f10, f13 and f14 the pHPSO
strategies scaled linearly, and exponentially for functions f9 and f12. The f8
function was the only one with a logistic trend. Compared to the ALPSO-II, the
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Table 1. Average Ranks Over All Functions per Dimension

Dimensions ALPSO-II DPP-PSO dHPSO pHPSO-const pHPSO-lin

10 4.15±1.64 3.07±0.88 3.14±1.55 2.43±0.72 2.21±1.15
20 3.86±1.68 3.36±1.11 3.07±1.33 2.75±1.24 1.96±0.77
30 3.57±1.68 3.5±1.05 3.43±1.45 2.36±0.97 2.14±1.06
40 3.57±1.68 3.64±0.97 3.29±1.39 2.07±0.88 2.43±1.24
50 3.43±1.63 3.43±0.98 3.64±1.44 2.36±1.29 2.14±0.83
60 3.43±1.64 3.71±0.88 3.43±1.45 2.0±0.93 2.43±1.18
70 3.36±1.67 3.29±1.03 3.64±1.34 2.21±1.32 2.5±1.05
80 3.5±1.68 3.29±0.88 3.71±1.39 2.0±0.85 2.5±1.3
90 3.36±1.67 3.5±0.91 3.79±1.42 2.0±1.07 2.35±0.89
100 3.5±1.68 3.43±0.82 3.57±1.45 2.29±1.28 2.21±0.94

Mean 3.57±0.23 3.42±0.18 3.47±0.23 2.24±0.23 2.3±0.17

(a) f3 (b) f5 (c) f10

(d) f11 (e) f12 (f) f13

Fig. 1. Scalability for Functions f3, f5 and f10 to f13

pHPSO strategies scaled better on five of the functions, worse on three functions
and the same on six of the functions. The DPP-PSO algorithm scaled better on
nine of the functions, worse on two of the functions and the same on two of
the functions. Compared to the dHPSO the pHPSO strategies scaled better on
five of the functions and the same on the rest of the functions. The scalability
patterns of the dHPSO were similar to the pheromone HPSO strategies.

The Friedman test with the Bonferroni-Dunn post-hoc test [4] was used to
show that, with 95% confidence, the pHPSO strategies perform significantly bet-
ter than the other strategies over all dimensions and functions. Figure 2 visual-
izes the comparison of the algorithms with the Bonferroni-Dunn test. Algorithms
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Fig. 2. Critical difference (CD) diagram comparing the algorithms with the Bonferroni-
Dunn post-hoc test

grouped with a bold line indicate that there is no significant difference between
them.

6 Conclusion

This paper proposed two new strategies based on the pheromone updates of
the ant colony optimization meta-heuristic (ACO-MH) to self-adapt behaviors
in a heterogeneous particle swarm optimizer (HPSO). The two strategies select
behaviors based on whether those behaviors are performing well in the current
search landscape. Compared to existing HPSO algorithms the new strategies are
computationally simpler and are self-adaptive.

Comparisons with the dynamic HPSO (dHPSO), difference proportional prob-
ability PSO (DPP-PSO) and adaptive learning PSO-II (ALPSO-II) showed that
the new strategies outranked the others when evaluated on a number of unimodal
and multimodal functions and that they scale relatively well with an increase in
dimensionality.

Future studies include an analysis of the behavior pool, using different be-
havioral change triggers, a sensitivity analysis of the pheromone-based HPSO’s
parameters and comparing the behavior selection capabilities with other models
using the same behavior pool.
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Abstract. In a previous paper [1], we proposed a new approach to the
simultaneous cooperative localization of a very large group of simple
robots capable of performing dead-reckoning and sensing the relative
position of nearby robots. The idea behind the proposed averaging pro-
cess is the following: every time two robots meet, they simply average
their location estimates. This paper extends the results of [1] by con-
sidering noisy relative location measurements and by presenting a novel
analysis based on the Well Mixing Movement Pattern assumption. The
results of this paper are more precise than what was previously reported.
Nevertheless, when considering the limit of a large group of robots, and
after a long “stabilization” time, the final results turn out to be identical.

1 Introduction

Localization is the task of estimating a robot’s self location in space and has been
identified as one of the key problems in robotics. In the variant of the localization
problem that we shall consider, it is assumed that, initially, every robot knows
its precise location in a commonly agreed upon coordinate system. Every robot
then uses only odometry in order to track its location, by a process which is
sometimes called “dead-reckoning”. However, due to noisy sensor readings, in
time, the self location estimate diverges from the robot’s real location. When a
group of robots perform localization, the localization error can be reduced by
sharing information between them. In order to do so, some simple exteroceptive
capabilities are needed. We shall assume that a robot is able to sense the relative
location of nearby robots and to communicate with them.

The proposed cooperative localization algorithm is denoted by “Encounter
Averaging” (EA). In EA, every robot moves in the area while maintaining an
estimate of its location using odometry and whenever two robots are within sens-
ing and communication range they “meet”, i.e. average their location estimates.
In this work, we consider movement patterns which are “well mixing” in the
sense defined below.

Definition 1 (Well Mixing Movement Pattern, WMMP). If the proba-
bility of a meeting between any two robots at any given time is constant then the
robots follow a well mixing movement pattern.

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 196–203, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Let p (ri, rj ; t) be the probability that robots ri and rj meet at time t. The
movement pattern is WMMP, by definition, if for any two robots ri �= rj and
any time t, we have p (ri, rj ; t) = p where p is a constant. As an example of a
movement pattern which is well mixing, we proposed in [1] the “random billiard
walk” (RBW). Due to space limitations the analysis of RBW is omitted from
this paper and can be found in the TR [2]. A simple “independent error” model
(IEM) is considered. In IEM, the odometry errors incurred at each step are
independent from the state of the robot. The localization errors accumulate as
two-dimensional Gaussian variables with linearly increasing variance.

Due to space limitations the proofs of the theorems and many other details
are omitted from this paper, they can be found in our readily available technical
report [2].

2 The Encounter Averaging Process

In our work time is discrete i.e. t = 0, 1, 2... A group of M identical indepen-
dent robots is considered. The robots are modeled as points on the plane. Let J
be the matrix of all ones of size M × M and I - the identity matrix of size
M × M . The location of robot ri at time t in respect to a fixed reference
frame is denoted by the vector Xi (t) = [xi (t) , yi (t)]

T
where xi (t), yi (t) are

the robot’s coordinates. Let v (t) be the robot speed and φi (t) its direction
at time t. The robot coordinates are readily updated as follows: Xi (t+ 1) =

Xi (t) + [cos (φi (t)) , sin (φi (t))]
T
v (t). The location estimate of robot ri at time

t is denoted by X̂i (t) = [x̂i (t) , ŷi (t)]
T
. Initially X̂ (0) = X (0). The estimate

error is given by the vector X̃ = X̂ − X = [x̃i (t) , ỹi (t)]
T
. According to IEM,

the localization errors added at each time step are distributed normally, i.e.
X̂i (t+ 1) = X̂i (t)+Xi (t+ 1)−Xi (t)+[ni,x (t) , ni,y (t)]

T
where ni,x (t) (ni,y (t))

is the normal noise with variance σ2
0 added to x̂i (ŷi) at time t.

Average Upon Meeting

Let Zij be the relative location of robot ri in respect to rj , i.e. Zij = Xi −Xj .
In our previous work [1] it was assumed that upon meeting the robots sense
the relative location of each other (Zij and Zji) accurately. In this work, we

consider the case where the measurements of Zijand Zji are noisy. Let Ẑij be Zij

as measured by robot rj . The measurement errors are modeled as independent

normal noise i.e. Ẑij (t) = Zij (t) + nij (t) where nij (t) = [nij,x (t) , nij,y (t)]
T
,

nij,x (t) (nij,y (t)) is the normal noise with variance σ2
Z added to the x-component

(y-component) of Ẑij at time t. Let CZ = E [nij (t)nji (t)] /σ
2
Z . Two cases are

considered:

1. Ẑij and Ẑji are independent i.e. robots ri and rj estimate the relative position
independently. In this case we have CZ = 0.

2. Ẑij = −Ẑji i.e. the relative location estimates of robots ri and rj agree. In
this case we have CZ = −1. Agreement can be achieved by the following
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process: Each of the robots measure the relative position of the other robot.
Denote the results of this measurement by Ẑ0

ij and Ẑ0
ji. The robots transmit

their estimations to each other and each of the robots average it’s estimation
with the additive inverse of the value just received. The resulting estimations

are Ẑji =
1
2

(
Ẑ0
ij − Ẑ0

ji

)
and Ẑji =

1
2

(
Ẑ0
ji − Ẑ0

ij

)
i.e. the estimates agree.

In our proposed cooperative self-localization scheme, whenever two robots meet,
they apply the following meeting protocol. Let ri, rj be the two robots that
meet at time t. The meeting protocol is described for robot ri; rj simultaneously
follows the same procedure. Upon meeting, ri asks rj “what is your estimate of

my location?”. rj replies with X̂j (t
−) + Ẑij (t) i.e.[

x̂j (t
−)

ŷj (t
−)

]
︸ ︷︷ ︸

X̂j(t−)

+

[
xi (t)
yi (t)

]
−
[
xj (t)
yj (t)

]
+

[
nij,x (t)
nij,y (t)

]
︸ ︷︷ ︸

Ẑij(t)

(1)

where the values of t− are the values before the meeting. Then, ri sets his location
estimate to be the average of his previous estimate and the coordinates received
from rj , i.e.

x̂i (t) =
x̂i (t

−) + (x̂j (t
−) + xi (t)− xj (t) + nij,x (t))

2
(2)

x̃i (t) = x̂i (t)− xi (t) =
x̃i (t

−) + x̃j (t
−)

2
+

1

2
nij,x (t) (3)

and the same for ŷ. Therefore the new error of each of the robots is the average
of their old errors plus half of the error in estimating the relative location.

3 Analysis: The Covariance Evaluation Process

The IEM assumption is that x̃i and ỹi are independent therefore they can be
analyzed separately. Hence only one coordinate, the x-error will be analyzed
here. The same results apply to y as well.

Let Pt be the covariance matrix of the localization errors in x at time t.
Where the components of Pt are denoted by σij (t) and given by σij (t) =
Cov [x̃i (t) , x̃j (t)]. Let P̄t = E [Pt] where the expectation is over all robot meet-
ings prior to time t. The time course of P̄t under EA is described in the following
theorem.

Theorem 1. Under the WMMP assumption, P̄t is given by

P̄t �
[
σ2
0

M
+

p

4
(1 + CZ)σ

2
Z

]
· J · t+

[
2σ2

0

Mp
+

σ2
Z

2

]
· I (4)

To examine the optimality of EA, a lower bound on any cooperative localization
algorithm is presented. The bound is obtained by applying the optimal Kalman
Filter.
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Theorem 2. Considering IEM and any cooperative localization algorithm, the
expected variance of the localization error of any robot is bounded by

E
[
x̃i (t)

2
]
≥ σ2

0

M
t (5)

where M is the number of robots and x̃i (0) = 0.

The Effect of a Landmark

Consider a landmark placed in a fixed point in the environment. The robots
know the exact coordinates of the landmark. Every robot that is within the
landmark sensing range senses the relative location of the landmark accurately
and updates his localization accordingly. Similarly to the WMMP assumption,
it is assumed that the probability that any robot will sense the landmark at any
time t is constant. That probability is denoted by pl and derived in [2]. In case
the system comprise a landmark, P̄t converges to the steady state provided in
the following theorem.

Theorem 3. Under the WMMP assumption, when the system comprises a land-
mark, the steady state of P̄t is given by

P̄∞ �
[

1

2Mpl
σ2
0 +

Mp (1 + CZ) + 2CZpl
8Mpl

σ2
Z

]
· J (6)

+

[
2

Mp
σ2
0 +

1

2
σ2
Z

]
· I

4 Discussion and Simulations

The time course of P̄t can be roughly described by the following: While moving,
the robots accumulate localization error. Since errors accumulated by different
robots are statistically independent, only the values of the main diagonal of P̄t

increase. Upon meeting, and applying EA, the robots spread the error from the
main diagonal to the rest of the matrix. Actually, EA does not decrease, and
might even increase the sum of all elements of P̄t. Nevertheless, the EA process
“spreads the error” from the main diagonal to the rest of the matrix. Since
the robots’ localization errors are determined solely by the values of the main
diagonal, spreading some of the error from the main diagonal is desired.

When there is no landmark, according to Theorem 1, P̄t is given by Equation
4 i.e. all elements of P̄t grow linearly in time with the same pace while the
elements of the main diagonal are slightly larger. The constant gap between the
values of the main diagonal and the rest of P̄t is due to the time required for
the errors to average over the robots.

Denote by σ2
diag (t) the value of the main diagonal of P̄t and recall that the

expected localization error of a robot is normal with zero mean and variance of
σ2
diag (t). Since we are mainly interested in the expected localization error, the

discussion will focus on the value of σ2
diag (t). For brevity, consider four cases:
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Case 1. (no landmark, σ2
Z = 0). Considering the case with no landmark and

no relative location measurement error, by Theorem 1, σ2
diag (t) is given by

σ2
diag (t) � σ2

0

M · t + 2σ2
0

Mp i.e. σ2
diag (t) comprises a time dependent component

and a constant component. Recall that when no error correction mechanisms
are applied, σ2

diag (t) = σ2
0 · t. Hence by applying EA, the error growth rate is re-

duced by a factor of M . However, a constant component is added. This constant
component is a result of the time the odometry errors require to average over
the robots and is inversely proportional to the frequency of meetings (Mp). By
Theorem 2, the optimal cooperative localization algorithm employing a Kalman

filter based on all possible relative location observations yields σ2
diag (t) =

σ2
0

M · t.
Hence, rather surprisingly, the localization estimates provided by EA are optimal
up to a constant i.e. asymptotically optimal.

Case 2. (no landmark, σ2
Z > 0, CZ = 0). When the relative location measure-

ments are independent (CZ = 0), by Theorem 1, σ2
diag (t) is given by σ2

diag (t) �[
σ2
0

M + p
4σ

2
Z

]
· t+ 2σ2

0

Mp +
σ2
Z

2 . Due to the noisy relative location measurements, both

the slope and the constant component of σ2
diag are larger in comparison to Case

1. The slope is larger since, in this case, the relative location measurement errors
incurring at every meeting increase the total amount of noise in the system. The
addition to the time dependent component is given by p

4σ
2
Z · t i.e. proportional to

the amount of error added in each meeting (σ2
Z) and to the frequency of meetings

(p). Hence, in the long term, frequent meeting will increase the localization error
rather than decrease it.

Case 3. (no landmark, σ2
Z > 0, CZ = −1). When the relative location mea-

surements agree (CZ = −1), by Theorem 1, σ2
diag (t) is given by σ2

diag (t) �
σ2
0

M · t+ 2σ2
0

Mp +
σ2
Z

2 i.e. the slope of σ2
diag (t) equals to the slope of Case 1. Recall

that the slope of σ2
diag (t) equals to the rate of noise accumulation in the system.

When the relative location measurements agree, a meeting does not add noise to
the system. Hence these errors do not affect the slope of σ2

diag (t). Comparing to
the optimal cooperative localization algorithm employing a Kalman filter based
on all possible relative location observations (Theorem 2) we have asymptotically
optimal expected error.

A comparison between cases 2 and 3 reveals relative location measurements
which agree (CZ = −1) yields a significantly better localization error than un-
correlated errors (CZ = 0). Furthermore, CZ = −1 can be easily achieved by
the simple relative measurement averaging process described in the beginning of
Section 3. Hence it is recommended to apply the process in every meeting prior
to applying EA.

Case 4. (with landmark, σ2
Z > 0, CZ = −1). In all three cases above, σ2

diag

increases linearly in time. The error can be made bounded by introducing a
landmark. By Theorem 3, with a landmark, the stable state localization error is

given by σ2
diag (∞) � σ2

0

2Mpl
+

2σ2
0

p + 1
2σ

2
Z . Whenever a robot sense the landmark,

some localization error is removed from P̄t. The amount of error removed is
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Fig. 1. Comparison of the four cases on a torus. The solid lines are the theoretical
predictions and the markers are the simulation results.

proportional to the localization error of the robot. Therefore, as P̄t contains
more error, more error will be removed each time a robot sense the landmark.
Since error is accumulated at a constant rate, the process converges to a steady
state in which the error accumulation rate equals the error removal rate.

Extensive simulations were performed in order to validate the above presented
analytical results. The following parameters were computed from experimental
data: σ2

diag (t) =
1
M

∑M
i=1 [Pt]ii and E [e (t)] = 1

M

∑M
i=1

√
x̃2
i (t) + ỹ2i (t) i.e. σ

2
diag

is the variance of the localization error averaged over the robots and E [e] is the
localization error averaged over the robots. Observe Figure 1 for a comparison
between the four cases discussed above. The values of σ2

diag, measured in a single
run for each of the cases are presented in Figure 1a. The experiments show that
the predictions of σ2

diag are accurate for all cases. This is expected since RBW
is indeed WMMP on the torus, as shown in [2]. The average error was found
to be very noisy for a single run. Hence the mean of the average error over 50
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Fig. 2. σ2
diag for a single run in every environment. The solid lines are the theoretical

predictions and the markers are the simulation results.
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runs is presented in Figure 1b. It can be observed that the expected error is also
predicted well.

The simulations have shown that the predictions are accurate when the envi-
ronment is a torus. We have experimented with several additional environments.
Sketches of the environments can be found in [2]. Experiment results for a single
run in every environment are presented in Figure 2. For all tested environment,
the growth rate of σ2

diag was predicted well but the constant component was
found to be higher then expected. Recall that this gap is the result of the time
required to average the error over the robots and is given by 2σ2

0/Mp+ 1
2σ

2
Z (for

case 3). On the torus, the robots travel freely hence at every time step there is
a probability of Mp to meet a “fresh” robot i.e. a robot with relatively low co-
variance. In other words, on the torus, RBW is WMMP. On the contrary, when
the environment is fragmented, there is a higher probability to meet a “dirty”
robot i.e. a robot with high shared covariance due to a recent meeting. Putting
it another way, RBW is less WMMP. Meeting a “fresh” robot reduces the local-
ization error much more efficiently that meeting a “dirty” one. Hence the error
spreads less efficiently and the gap between σ2

diag and the optimal Kalman filter
is larger than predicted.

5 Relation to Previous Work

Due to space limitations, only the most relevant work is presented here, for
a wider survey, see [1] and the TR [2]. About ten years ago, Sanderson[7] pro-
posed a cooperative localization mechanism based on a central (non-distributed)
Kalman Filter. Roumeliotis and colleagues[5,4] presented a distributed version
of KF in which the computation required to maintain the covariance matrix
is distributed between the robots. However, every meeting between two robots
implies an update of at least 2M components of the covariance matrix. Further-
more, all robots must be aware of every update of the covariance matrix thus
every meeting implies a computation complexity of Θ

(
M2

)
and communication

between all robots.
In distinction from the previous work, in EA, the computation complexity

implied by a meeting is Θ (1) and the only communication required is between
the two meeting robots. Furthermore, since EA is asymptotically optimal, the
benefits of using variants of KF are limited to reducing the constant gap between
EA and the optimum achievable. These benefits diminish when considering long
time scales.

Roumeliotis and Rekleitis were the first to analyze the performance of KF[6].
Later, Mourikis and Roumeliotis [3,4] analyzed KF assuming a fixed RPMG i.e.
every robot averages its location with a fixed set of other robots. By fixing the
RPMG, they have been able to obtain an exact analysis of the localization pro-
cess. They also considered changes of the RPMG, but discuss the system state
after stabilization. The model used by Mourikis and Roumeliotis is more con-
ventional than IEM. Nevertheless, the analysis of both models produces similar
results, see the discussion in [1].
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6 Conclusion

We presented the error averaging (EA) localization scheme inspired by the op-
timal Kalman filter (KF) proposed by Sanderson[7] and Roumeliotis et al.[5].
The idea behind EA is simple: Whenever two robots meet, they average their lo-
cation estimates. While being asymptotically optimal, EA requires considerably
less communication and computation then KF.

While performing EA, during every meeting, the two meeting robots are re-
quired to know their relative location. Noisy relative location measurements were
considered. Generally, these errors increase the localization error. However, we
have shown that in case the relative location measurements of the two robots
agree, the localization error is (almost) unaffected by these errors. A simple av-
eraging process which makes the relative location estimates agree was proposed.
Applying this process prior to EA is highly recommended.

We analyzed the expected localization quality of EA assuming the movement
pattern of the robots is random and well mixing (WMMP) i.e. the probability
of a meeting between any two robots at any time is constant. As an example of
such a movement pattern, we presented the random billiard walk (RBW). Simu-
lations have shown that the analysis is accurate when the environment is a torus.
Hence, RBW is indeed well mixing on the torus. When the environment includes
obstacles, RBW is less WMMP. In that case, the time dependent component of
the error propagation is predicted well however the constant is somewhat higher
than expected.

Acknowledgements. This research was supported by the Technion Goldstein
UAV and Satellite Center.
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Abstract. Similarity search in biological sequence database is one of
the most popular and important bioinformatics tasks. Spaced seeds have
been increasingly used to improve the quality and sensitivity of search-
ing, for example, in seeded alignment methods. Finding optimal spaced
seeds is a NP-hard problem. In this study we introduce an application of
an Ant Colony Optimization (ACO) algorithm to address this problem
in a metaheuristics framework. This method, called AcoSeeD, builds op-
timal spaced seeds in an elegant construction graph that uses the ACO
standard framework with a modified pheromone update. Experimental
results demonstrate that AcoSeeD brings a significant improvement of
sensitivity while demanding the same computational time as other state-
of-the-art methods. We also introduces an alternative way of using local
search that exerts a fast approximation of the objective function in ACO.

1 Introduction

The revolution of sequencing technologies is increasingly yielding a tremendous
number of biological sequences, which are stored in numerous databases (e.g
NCBI gene bank). As a consequence, searching for similarity or local alignments
between biological sequences from large databases is among the most popular
bioinformatics tasks. It is therefore crucial to develop search algorithms that
are highly sensitive and time-efficient. The pioneer work for sequence similarity
search, which has been proposed by Smith and Waterman [10], uses dynamic
programming to generate the exact solution but demands a quadratic running
time. Nevertheless, the current growth of data sets does not allow this class of
methods to work sufficiently efficient in terms of computional time. Heuristic al-
ternatives, such as BLAST [1], have been used instead. Those methods are based
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on an approximate match between two biological sequences (namely genes, pro-
teins or even the whole genome) that is called a seed. A seed is a string denoting
the similarity between biological sequences. Seeded-alignment is widely-used in
biological sequence searching applications, recently for example in short-read
mapping and genome assembly algorithms for next-generation sequencing data.
To obtain search results with high sensitivity, the spaced seed finding method
proposed by ([9], [12]) allows for relax matching, thus allows for much more
flexibility in alignments. Related methods such as Mandala [12] and Iedera [8]
were developed and successfully implemented in a number of alignment meth-
ods (e.g BFAST[5], PatternHunter II [9], SHRiMP[2]). To evaluate the quality of
a spaced seed, Li et al. [9] introduced dynamic programming for computing its
sensitivity (i.e the probability of that a seed set matches an alignment) of a given
multiple spaced seeds. Furthermore, Ilie et al. [6] proposed a heuristic approach
called Overlap Complexity (OC) that approximates this sensitivity in polynom-
inal computational time. More recently, the state-of-the-art method for finding
the optimal spaced seed, called SpEED [7], has been introduced. SpEED uses a
popular meta-heuristic method, i.e. hill climbing, together with OC heuristics. It
was demonstrated to improve the sensitivity and running time in comparison to
previous existing methods. In this regard, we propose an application of ACO for
finding multiple spaced seeds. Ant Colony Optimization [4] is a meta-heuristic
technique based on simulating the behaviors of a real ant colony. Our method is
called AcoSeeD and uses an adaption of the MAX-MIN Ant system that allows
an ant colony to travel in a useful construction graph to build spaced seeds.
The experimental results demonstrate that the method outperforms the existing
state-of-the-art method for finding space seeds, namely SpEED, in all configu-
ration settings of test cases given the same number of intermediate solutions.

2 Spaced Seed Optimization Problem

Under the assumption of the Bernoulli model, a random sequence R of length
N consisting of either 0(mismatch) or 1(match) is used to represent a sequence
alignment with a matching probability [1]. A spaced seed s of 1(match) and
∗(match/mismatch) is said to hit R if s can be aligned with R at the 1 position. A
set S of k spaced seeds is said to hit R if at least one of these hits R. For example,
a set of seeds {11 ∗ 1, 1 ∗ 11} can hit the following sequences {100110100001,
1000010110001,1000011110001, 1101001011001}. A spaced seed s is associated
with a weight w, indicating the number of 1 in the string. The problem of finding
multiple spaced seeds is described as follows: Given a matching sequence R of
length N and p being the matching probability between two biological sequences,
find a set of k spaced seeds of weight w that maximize the hit to R. This problem
is NP-hard [9]. It remains valid either in the case of given or unknown seed length.
In this paper, we also present an ACO application to find the corresponding seed
length with respect to the sensitivity.
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3 AcoSeeD: Ant Colony Optimization for Spaced Seeds

3.1 Construction Graph

A construction graph (Fig. 1A)) is defined to have k rectangles of size w×(lmax−
w). Each ant builds k seeds by traveling on each rectangle either up or right (Fig.
1B) from the start node at the coordinate (i, 0, 0) for rectangle i, i = 1 . . . k.
Such a travel corresponds to adding ’1’(right) or ’*’(up) to the current seed. The
process stops when ant i travels to the node (i, w, lengthi −w) where lengthi ≤
lmax is the respective length of seed i. We note that lengthi can be given or found
by another ACO procedure that will be presented later in this paper. Thanks
to its special orientation, it is always guaranteed that the ant colony builds
the seed of weight w (an example in Fig. 1C). The pheromone concentration τ
denotes how likely the ant colony building seed i at coordinate (x, y) by choosing

(C) 
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) 
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End 

(A) (B) 

Fig. 1. Construction graph and seed building procedure. (A) Construction
graph for building a set of k spaced seeds of length w. (B) The direction of an ant’s
travel path. (C) An example of building spaced seeds of weight 4 and length 7. The
path (RURUURR) of an ant as depicted represents the seeds 1 ∗ 1 ∗ ∗11.
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either orientation Up(τ∗, coordinate (x, y+1)) or Right(τ1, coordinate (x+1, y))
(Fig. 1B) probabilistically according to the following probability

P i
(x,y)(v) =

τ ix,y,v
τ ix,y,∗ + τ ix,y,1

, v ∈ {∗, 1} (1)

The pheromone is updated following the adapted MAX-MIN Ant System rule
[11], [3]. In more detail, the path si−best of the i-best ant at which the highest
sensitivity is obtained at current iteration is used for updating the pheromone
in the construction graph as follows

τ ix,y,v ← (1− ρ)τ ix,y,v +Δτ, v ∈ {∗, 1}, Δτ =

{
ρτmax (x, y, v) ∈ si−best

ρτmin otherwise
(2)

3.2 ACO-Based Seed Length Identification

We also apply ACO to identify the optimal length for each seed separately
based on the construction graph described in Fig. 2. Ants choose the next nodes
according to

Pi(l) =
τi,lηi,l∑lmax

h=v τi,hηi,h
, v =

{
lmin i = 1

lengthi−1 i > 1
(3)

Seed 2 

 

 

 

 

   

  

 

 

 

 

  

 

Seed 1 Seed  

  

Fig. 2. ACO construction graph for the identification of seed lengths. From
the starting node in the construction graph, each ant chooses one of the following nodes
(1, lmin), (1, lmin + 1), . . . , (1, lmax) as such that the seed 1 has the respective length
lmin, lmin +1, . . . , lmax. Because the seed length is increased, the ant chooses the node
(i, lengthi−1), (i, lmin + 1), . . . , (i, lmax) where i = 2, .., k.
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where τi,l indicates how likely these ants choose as such that the seed i has a
length l. Heuristic information is computed as follows⎧⎪⎨

⎪⎩
0.5 (i > 1)&(l = lengthi−1)

1.0 (i = 1)‖((l > lengthi−1)&(l ≤ lmax − (k − i)))

0.1 otherwise

(4)

Here the seed i with a length equal to the length of seed (i − 1) will be chosen
with the priority of 0.5. The seed with a length larger than the length of its
preceding seed (i.e, (i− 1)) and smaller than lmax − (k− i) (for k− i succeeding
seeds still have chance to be chosen) will be chosen with the priority of 1.0.
Otherwise the priority is 0.1. The pheromone update rule is similarly applied
using the rule described above (see formula 2).

3.3 AcoSeeD Algorithm

Overall, AcoSeeD works as outlined in the following scheme:

Algorithm 1. Pseudo code of the AcoSeeD algorithm

Data: w, k, p,N
Output: The optimal spaced seed sbest set w.r.t the sensitivity

begin
sg−best ← null ; Estimating lmin, lmax;
while stop conditions not satisfied do

foreach i = 1..Nant do
Determine the seed length; {section 3.2}
si ← SolutionConstruction(); {seed built by the ant ith}
si ← LocalSearch(si); {using OC heuristics}
Computing sensitivity for si: F (si) ;

si−best ← argmax(F (s1), F (s2), .., F (sna));
ApplyPheromoneUpdate (si−best);
Update the global best seed sg−best;

Output sg−best;
end

3.4 Local Search Using Overlap Complexity

After each ant completes building a spaced seed, due to the running time of the
original sensitivity computation, the local search exerted in [7] is performed using
an objective function based on the OC heuristic. The OC is an approximation
function for the sensitivity that can speed up the computational time, compared
to the exponential computational time of the dynamic programming algorithm
[9]. Starting from the spaced seed built by the current ant, the local search tries
to swap between 1 and * for each seed without changing its weight to obtain a
new spaced seed with a better approximated sensitivity.
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4 Experimental Results

4.1 Datasets

To compare with existing methods including the state-of-the-art method SpEED,
we experimentally evaluated the spaced seed identification based on the parame-
ter settings that were practically used in a number of popular biological sequence
alignment/search programs such as SHRiMP[2], PatternHunter II [9], BFAST[5].
SHRiMP consists of 15 datasets with a small number of seeds (i.e. k = 4) whereas
each of the two others uses 3 datasets with a large set of seeds (k = 10, 16). Pat-
ternHunter II is the largest dataset with a matching pattern of length N = 64
whereas for the two others N = 50. These datasets have a seed weight w ranging
from 10 to 20 and a matching probability p from 0.70 to 0.95.

4.2 Comparison Results

To obtain a fair comparison with the state-of-the-art work [7], we performed
AcoSeeD search forNsolutions = 5000 solutions as done in [7], each was generated
once and was then used in the OC-based local search to improve sensitivity.

Specifically, in total Nants = 50 ants were used for each of Nloops = 100
loops to determine Nsolutions = Nants ∗ Nloops sets of spaced seeds. Hence, the
computational complexity of both two methods are O(Nsolutions∗(ls+o)), where

Table 1. Experimental comparison using the SHRiMP dataset: Results be-
tween AcoSeeD and the existing methods (Mandala [12], Iedera [8], SpEED [7] (in
italic) for a small number of seeds. The column “ACO-best” and “ACO-worst” repre-
sents the AcoSeeD sensitivity for the best and the worst seed, respectively. In addition,
the average AcoSeeD sensitivity value over 10 runs is given in the last column. The
sensitivity of other methods are retrieved from the SpEED paper [7].

w p Mandala Iedera SpEED-best ACO-best ACO-worst ACO-average

SHRiMP: 4 seeds (N = 50)

0.75 90.6608 90.6802 90.9098 90.9757 90.9104 90.9513
10 0.8 97.7316 97.7586 97.8337 97.8584 97.8467 97.8521

0.85 99.7283 99.7437 99.7569 99.7624 99.7599 99.7614

0.75 83.0512 83.2413 83.3793 83.5349 83.4207 83.4728
11 0.8 94.7845 94.935 94.9861 95.0636 95.0144 95.037

0.85 99.1929 99.2189 99.2431 99.2498 99.2451 99.2478

0.8 90.258 90.3934 90.575 90.6576 90.6147 90.6328
12 0.85 98.0786 98.0781 98.1589 98.1786 98.1682 98.1766

0.9 99.8633 99.8773 99.8821 99.8866 99.8845 99.8853

0.85 84.3838 84.5795 84.8212 85.0328 84.915 84.9829
16 0.9 97.3023 97.2806 97.4321 97.483 97.464 97.4712

0.95 99.9287 99.9331 99.9388 99.9429 99.9414 99.9419

0.85 72.1954 72.1695 73.1664 73.3357 73.2432 73.27
18 0.9 93.0855 93.0442 93.712 93.7912 93.7597 93.7778

0.95 99.6603 99.669 99.75 99.7617 99.7575 99.7599
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ls and o are the complexity of the local search and sensitivity computating
procedure as the objective function, respectively. We further set other ACO
parameters for AcoSeeD, being: (1) the pheromone evaporation factor ρ = 0.3,
(2) the upper bound of pheromone trail τmax = 1.0, (3) the lower bound of
pheromone trail τmin = τmax/W where W = 2 ∗w ∗k for the seed length finding
and W = 2 ∗ w ∗ w ∗ k for the seed building process. The difference between
pheromone bounds is thus set proportionally to the number of graph nodes.

Table 1 demonstrates that the performance in terms of sensitivity increases
from 0.007% to 0.134% in all test cases of the SHRiMP dataset. As noted by
Illie et al. (2011) in the SpEED paper [7], a 1% sensitivity improvement is sig-
nificant. This indicates that using a better seed can help bringing in additional
3 billion nucleotides to be mapped for the 100× coverage of the human genome.
The difference between AcoSeeD and SpEED indicates that a significant num-
ber of nucleotides can be additionally added to the information extracted from
the sequencing data. Futhermore, AcoSeeD gained a higher sensitivity for all
10 runs compared to the best result obtained with SpEED. Interestingly, for
all datasets the worst solution (i.e spaced seed) among 10 runs has a higher
sensitivity compared to the best result obtained from SpEED. Fig. 3 shows a
performance comparison in terms of sensitivity between AcoSeeD and SpEED
(both the first and the last run) after running on the PatternHunter II and
BFAST dataset. Even though the SpEED shows good performances from the
first to the last result based on the OC heuristics, AcoSeeD still yields improved
performances compared to SpEED. Our method yielded an improvement of up
to 0.89% for the PatternHunter II dataset and 2.33% for the BFAST. This al-
lows us to conclude that the AcoSeeD approach can significantly boost sequence
alignment mapping for high coverage sequencing of large genomes.

Fig. 3. Experimental performance comparison for large size datasets
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5 Conclusions

In this paper, we proposed an ACO-based approach for tackling the problem of
finding spaced seeds for biological sequence searching. Our method, AcoSeeD,
used a construction graph in which each spaced seed is built as a forward-
only path in a separate rectangle graph and integrated the refined MAX-MIN
pheromone update procedure [3]. A flexible and quick local search procedure
based on the Overlap Complexity heuristic is also applied to boost the quality
of the seed. The experimental results and comparisons based on several bench-
mark datasets demonstrate that AcoSeeD outperforms existing methods in terms
of sensitivity without consuming extra computing time.
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National Foundation for Science & Technology Development (NAFOSTED) and
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Abstract. Although ant-based routing protocols have been shown em-
pirically to perform well in multi-hop wireless networks, there lack mathe-
matical frameworks to rigorously characterize their behaviors. The paper
takes the first and a modest step by modeling the cross-layer interaction
between a basic ant-based routing protocol and a realistic medium access
control protocol on a simple topology. The merit of the model is validated
via comparison between the Matlab numerical analysis of equilibrium be-
havior and theQualNet simulation with realistic wireless communications.

1 Introduction

Ant-based routing protocols have been successfully applied to exploit routes in
multi-hop networks [2,3,6,4]. In these protocols, there are a number of protocol
parameters that control the deposition and evaporation of pheromone as well as
the exploratory routing of the ants. However, the mathematical modeling and
analysis of ant-based protocols was limited to wired networks because the models
did not include particular pathological features of wireless networks such as the
hidden terminal problem. In this paper, we present a study using a rigorous model
of the ant-based routing protocol BARP (Basic Ant-based Routing Protocol)
on top of a mathematical model of the wireless medium access control (MAC)
protocol MACA (Multiple Access with Collision Avoidance). Given the intrinsic
complexity of wireless medium access control and its cross-layer interaction with
ant-based routing, we take the first and a modest step by modeling and analyzing
the integrated behavior on a simple six-node topology shown in Figure 3.

2 Related Work and Background

Previous Work. There have been a variety of contributions in the study of
biologically inspired networking algorithms. Yoo, La and Makowski rigorously
studied a simple two router ant-based system with multiple parallel routes [9].
The study rigorously determined the long-time asymptotics for the system. This
work was augmented by Punyaslok and Baras [5] who modeled the arrival times
of data and control packets along parallel routes between two routers. Similar to
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our work, the stochastic problem is mapped to a system of ordinary differential
equations (ODEs). The authors identify stationary states and analyze their sta-
bility. For larger networks, Bean and Costa developed a framework for studying
ant-based systems, connecting equilibrium solutions with Wardrop equilibrium,
a special case of Nash equilibrium, from traffic flow theory [1]. Saleem et al. have
developed mathematical frameworks for the analysis and measurement of colli-
sion probabilities to routing overhead, route optimality and energy consumption
[7]. Along similar lines, Zhahid et al. have developed a mathematical framework
for analyzing beehive based protocols. [10].

MACA MAC Protocol. To address the hidden terminal problem, MACA
adopts virtual carrier sensing to replace physical carrier sensing, where a sender
and a receiver handshake via RTS (Request To Send) and CTS (Clear To Send)
control packets before sending data. After the handshake, the sender can send
its data packet without incurring collisions with neighboring nodes. Although
collisions may occur between RTS packets, MACA can reduce the chance of
collisions between data packets as long as RTS packets are significantly shorter
than data packets. However, data packets can still collide with RTS packets.

BARP Ant-Based Routing Protocol. BARP models a network as a directed
graph. Each link is weighted by pheromone values, which determine how ants
will travel in the network along multi-hop routes. BARP uses two different types
of ants. Ants traveling from source s, seeking route to destination d. are called
“forward ants.” Once a forward ant reaches the destination, it becomes a “back-
ward ant,” and will trace back to the source from the destination, depositing
pheromone along the route it takes. Using pheromone tables on each node, ant-
based routing protocols deploy forward ants to discover possible routes between
pairs of nodes, and optimize routing tables to enhance shorter, desirable routes
via pheromone deposition by backward ants and discard longer, less efficient
routes via evaporation of pheromone.

Analytical Framework for BARP. In our modeling framework, the behaviors
of ant-based routing are characterized by three general rules: route discovery,
route reinforcement (deposition) and route decay (evaporation). By considering
ant-based routing as a dynamic process, we further identify three critical time
increments. The increment h1 is the amount of time between evaporation events
on each node. The increment h2 is the amount of time between deployment
of ants from a source node s. The increment h3 is the time required for an ant
control packet to move from one node to the next. We assume that h1 < h3 < h2.
An ant at node i will move to node j with probability pij

pij = (τij)
β/

∑
h∈Ni

(τih)
β (1)

where τij represents the pheromone values on the link from node i to node j, Ni

is the set of all connected neighbors of nodes i and β is the routing exponent,
which controls whether single-path routes or multi-path routes are selected. The
forward ants then traverse the network following the Markov process according
to a transition matrix P (n)(β) =

[
pij

]
at the nthh3 time step,
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y(n+1) = y(n)P (n)(β). (2)

Here the kth component of the density vector y(n) is the probability of finding an
ant on the kth node of the network. The routing protocol defines how the matrix
P (n)(β) evolves from one iteration to the next through pheromone deposition
and evaporation.

The behavior of this ant-based routing protocol are elaborated in [8], and in
particular, an analytic model is derived:

τ
(n+1)
ij = (1− h1κ1)

(h2/h1)τ
(n)
ij︸ ︷︷ ︸

evaporation

+ h2κ2

∞∑
k=1

1
kp p̃

sd
ij (k)︸ ︷︷ ︸

deposition

, (3)

where κ1 is an evaporation rate, κ2 is a deposition rate and p̃sdij (k) is the proba-
bility of an ant following a k-hop route from source node s to destination node d
passing through link ij without any cycles. The link undergoes h2/h1 evapora-
tion events between step 1 and step 5, and it is understood that many transitions
of (2) occur for every one transition of (3). Also, the summation is the expected

inverse hop count,
〈

1
Hsd

〉
for a single ant. A stationary state occurs when (2)

and (3) are independent of the time step n and satisfy the system,

Λτij =
∑∞

k=1
1
k p̃

sd
ij (k) (4)

where τij is an equilibrium pheromone distribution and Λ = κ1

κ2
is called pheromone

deposition number. Note that p̃sdij (k) depends upon τij .

3 Stochastic Modeling of BARP with MACA

In Sections 3.1 and 3.2, we first explore the operational details of MACA with
RTS/CTS handshakes and data transmissions. The objective is to understand
how MACA manages packet collision. In particular, we model the behavior of
MACA in both two-sender and three-sender scenarios. In Section 3.3, we inte-
grate the MACA model with the analytical model of BARP.

3.1 Two-Sender Scenario with MACA

We start from a two-sender scenario with following assumptions: (i) senders are
hidden from each other; (ii) senders are synchronized at the beginning; (iii)
RTS and CTS packets have the same size; (iv) no path loss and packet loss
during the propagation. Figure 1 illustrates the topology for the scenario and
the associating MACA timeline: sender 1 randomly chooses a time t1 (e.g. t1=λ1

in the timeline) between 0 and CW to send a RTS packet RTS1 by broadcasting;
after a delay of σ+TD, receiver obtains RTS1, then sends a CTS packet CTS1 by
broadcasting immediately; when the sender receives CTS1 after another delay
of σ + TD, it begins to transmit data packet by broadcasting immediately.

Based on the results of QualNet simulation using realistic communication
models, we make three key observations:
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Fig. 1. σ denotes the propagation delay; TD denotes the transmission delay; λ1,2,3 are
three critical moments; CW denotes the back-off window size

#1. If one terminal is receiving a packet while another packet arrives, then both
packets will be corrupted.

#2. If one terminal is sending a packet while another packet arrives, then both
packets will be dropped (inward packet is ignored, the signal of outward
packet is weakened).

#3. In the PHY layer, sending has a higher priority than receiving.

Thus, given the second sender also randomly choosing a time t2 (assume t2 > t1
here) between 0 andCW to send a RTS packetRTS2, there are three possibilities:

1) If t2 < λ2 = λ1 + 2TD, RTS2 either collides with RTS1, according to ob-
servation #1, or interrupts the sending of CTS1, based on the observation
#2. No data packet will be sent and both senders will resend RTS packet
following the rules of exponential back-off mechanism (back-off window size
doubles) after a period of RTS timeout.

2) If λ2 < t2 < λ2 + 2σ = λ3, CTS1 will successfully arrive at sender 1 but not
at sender 2 according to the observation #3. Sender 1 then sends the data
packet which will collide with RTS2 provided the size of the data packet �
the size of RTS packet.

3) If t2 > λ3, both senders will successfully receive CTS1. Then sender 2 will
become silence so that sender 1 successfully sends the data packet.

For the case of t2 < t1, by symmetry the analysis is the same. We define the
time that j-th sender sends RTS packets with back-off window size 2n−1CW as

T
(n)
j = (n− 1)T̃ +

∑n
k=1 t

(k)
j , t

(n)
j ∼ U(0, 2n−1CW ) i.i.d, t

(0)
j = 0 (5)

where T̃ is the length of RTS timeout.
From the analysis above, we develop a stochastic model for the two-senders

case. Figure 2 shows the directed diagram of states. In particular, the transi-
tion possibilities are given by the aggregating behaviors of the RTS-competing
process. By symmetry we only give the probabilities for node 1. All the other
transition probabilities unlabeled in the figure are equal to 1 because there are
only two senders in this scenario.
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MACA - Two sources

Two Successes

One Success

RTS Competing

One Fail

One Fail and One Success

S, S

S, C2C2, S S, C3C3, S S, C4C4, S

F, C2

F, S

C2, F

S, F

F, C3C3, F F, C4C4, F

C1, C1

P1,1P2,1

P5,1P4,1

C2, C2
P3,1

P1,2P2,2

P5,2P4,2

C3, C3
P3,2

P1,3P2,3

P5,3P4,3

...
P3,3

Fig. 2. Directed diagram for the Markov chain: S represents the data packet is suc-
cessfully sent. F corresponds to data packet being corrupted, and Ci’s, i = 1, 2, 3, · · ·
mean sender is competing with others (if any) by randomly sending RTS packet
within period of back-off window size 2i−1CW . The states, (s1(t), s2(t)), where s1, s2 ∈
{S, F, C1, C2, C3, · · · }, show the status of (sender1, sender2) at time t.

P1, n = P

(
T

(n)
2 − T

(n)
1 > 2(TD + σ)

∣∣∣∣∣∣T (m)
2 − T

(m)
1

∣∣ < 2TD ,m = 0, 1, 2, · · · , n − 1

)

P3, n = P

(∣∣T (n)
2 − T

(n)
1

∣∣ < 2TD

∣∣∣∣∣∣T (m)
2 − T

(m)
1

∣∣ < 2TD ,m = 0, 1, 2, · · · , n − 1

)

P5, n = P

(
2TD < T

(n)
2 − T

(n)
1 < 2(TD + σ)

∣∣∣∣∣∣T (m)
2 − T

(m)
1

∣∣ < 2TD ,m = 0, 1, 2, · · · , n − 1

)

3.2 Three-Sender Scenario with MACA

We also generalize the mathematical model for MACA to a scenario with three
senders and one receiver. Following the notation in Figure 2, a form of 3-tuple(

s1(t), s2(t), s3(t)
)
, s1, s2, s3 ∈ {S, F,N,C1, C2, C3, · · · }

is used to represent the states of (sender1, sender2, sender3) at time t. Here a new
status ’N ’ is added, which represents that a sender receives other CTS packet
so that it freezes for a specific amount of time. By symmetry, we only consider
sender 1. Theoretically, starting from any state, (Ci1 , Ci2 , Ci3) in one transition
we have six new possible states:

(Ci1+1, Ci2+1, Ci3+1) : No data packets will be sent due to the collision of RTS
packets, or failing to receive a CTS.

(Ci1 , Ci2+1, Ci3+1) : Senders 2 and 3 send RTS packets and fail while sender 1
is still waiting to send.

(S,N,N) : Sender 1 delivers the packet successfully while the other two freeze.
(F,N,Ci3+1) : The RTS packet from sender 3 collides with the data packet from

sender 1 and sender 2 freezes.
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(F,Ci2+1, N) : The RTS packet from sender 2 collides with the data packet from
sender 1 and sender 3 freezes.

(F,Ci2+1, Ci3+1) : Both RTS packets from sender 2 and 3 collide with the data
packet from sender 1.

Once sender 1 gets to the states ’S’ or ’F ’, we go back to the two-sender case. We
point out that the Markov process of the system with three senders is much more
complicated, and it is unlikely that we will find a regular repeating structure as
in the two-sender case.

3.3 Analysis of BARP with MACA

Given the simple topology in Figure 3, we now integrate MACA protocol into
BARP. Since the maximum neighbors for each node is two, we only consider the
MACA model for the two-sender scenario. Also, we assume that the probability
of a sender successfully sending packet only relates to whether other nodes, in
the communicating range of the receiver, have packets to send. Thus, we define a

new component, y
(n)
D which represents the probability of finding an ant dropped

at the n-th time step in the network, to the original density vector of ants y(n).
Based on the MACA modeling in Section 3.1, if we set the RTS retransmis-

sion limit as L times and let δ be the probability of sender 1 fails to deliver
data packet, then δ ≈

∑L
n=1

∏
i<n(P3, i)(P5, n)+

∏L
i=1(P3, i), P3, 0 := 0. This

approximation is accurate in general when L > 5. The corresponding transition
matrix for the forward ants now becomes

P̄ (n)(β,y(n)) =

((
p
(n)
ij ∗ Sj(y

(n)
l )

))
, Sj(y

n
l ) =

{
1− δy

(n)
l , l ∈ Nj , l �= d

1, otherwise.

By the definition of y
(n)
D , we get:

y
(n)
D =

∑
i,j y

(n)
i (1− p

(n)
ij Sj(y

(n)
l )) (6)

For modeling the backward ants and the existence of equilibrium solution, we
add one link from d back to s and one link from D back to s both with transition
probability of 1, that is,

y(n+1)
s = y

(n)
d + y

(n)
D and y(n) · 1+ y

(n)
D = 1 (normalization) (7)

Finally, our stationary solutions for both pheromone and density of ants satisfy
y = y ∗ P̄ (β,y) as well as (4), (6), and (7).

4 Evaluation and Validation

We validate the developed model by comparing the Matlab numerical results of
solving its steady state solution with the QualNet simulation results of executing
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4

5

6

3
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�����β
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1→2→3→4→5 1→6→5
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0.137059

0.356880
0.297402

0.5 0.118665
0.117521

0.476191
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0

0.714286
0.713762
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β

0 0.5 2

Matlab 3.68 2.92 0.00

Qualnet 5.12 3.01 0.00

Fig. 3. At left, a simple network topology. At center and right, pheromone distribution
and drop rate (×104) comparisons.

MACA and BARP protocols with realistic wireless communications, using the
six-node topology of Figure 3.

By using Matlab’s fsolve subroutine, we compute the steady state solution
for both the pheromone distribution and the ant drop rate. The initial value of
pheromone on each link is 1, and the starting probability density vector of ants
is (1, 0, 0, 0, 0, 0).

The QualNet simulation uses the parameters summarized in Table 1. Along
the two paths (1→2→3→4→5 and 1→6→5) from the source to the destination,
forward ants sent from nodes 4 and 6 will collide at node 5. The source originates
one forward ant every two seconds. In the simulation, after receiving an ant, a
node does not forward the ant until the next integer second. In this way, we
ensure that node 4 and node 6 will compete sending packet to the destination at
exactly the same time, which corresponds to the modeled two-sender scenario.
The proposed analysis only models the behavior of forward ants. Backward ants
trace their steps back to the source through a ‘wired’ interface at each hop to
avoid colliding with forward ants sent wirelessly. We perform Matlab numeri-
cal computation and QualNet simulation with different β values, as they affect
pheromone distribution and ant drop rate.

Both Matlab numerical results and QualNet simulation results of pheromone
distribution (τij on the link from node i to node j) are presented together in
Figure 3 (center). Each entry has the format x

y where x denotes the Matlab result

and y denotes the QualNet result. Figure 3 (right) compares the Matlab and the
QualNet results of ant drop rate with different β values. When β = 0, ants choose
the two paths with equal probability, which then results in more collisions at
the destination. As β increases, ants favor the shorter path 1→6→5 with higher
pheromone concentration, which leads to less collisions at the destination. When
β is 2, all the ants choose the path 1→6→5 with no collisions at the destination.

Table 1. Qualnet (left) and BARP parameters (right) used for simulations

Terrain size 1500×1500 m2

Number of nodes 6
Mobility none
Radio range up to 500 m
PHY protocol 802.11b
Bandwidth 2 Mbps
MAC protocol MACA

Ant interval 2 second
Decay interval 2 second
β 0, 0.5, 2
h1 0.3
k1 1
h2 1
k2 1
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5 Conclusion

Modeling of ant-based routing in the context of multi-hop wireless networks is
challenged by the intrinsic complexity of wireless medium access control (such
as the hidden terminal problem) and its cross-layer interaction. Leveraging our
previous work of modeling and analyzing ant-based routing protocols on wired
networks, this paper investigates the integration of such model with a mathemat-
ical model of a practical wireless medium access control protocol. Comparable
results from the numerical analysis of the equilibrium solution to the integration
model and the QualNet simulation with realistic protocol models and wireless
communications validate the efforts.
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#W911QX-09-C-0076.
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Abstract. We propose two ant–based formulations for solving autocor-
relation problems. The formulations are combined with different ACO
variants. Preliminary experiments of the derived approaches are con-
ducted on two hard instances of the problem. Their performance is com-
pared to an efficient Tabu Search algorithm, offering useful conclusions
and motivation for further investigation.

1 Introduction

Several difficult combinatorial problems can be defined in a succinct way via
the concepts of periodic and non–periodic autocorrelation functions (PAF and
NPAF, respectively) associated with a finite binary or ternary sequence. Vari-
ous metaheuristics have been previously employed in the search for solutions of
similar combinatorial problems, with varying degrees of success.

The present paper aims at triggering the interest of the Ant Colony Opti-
mization (ACO) research community in solving such combinatorial problems
through ant–based approaches. For this purpose, we propose two ant–based for-
mulations. To the best of our knowledge, this is the first attempt of formulating
such problems in the specific algorithmic framework. As case study, we use our
formulations to find Hadamard matrices with two circulant cores, a problem that
can be defined via the PAF associated to two binary sequences. Nevertheless,
the proposed ant–based formulations can be applied with minor modifications
to any combinatorial problem defined via PAF and NPAF.

The sequences that arise as solutions to these problems are useful in a wide va-
riety of applications, ranging from code–division multiple–access (CDMA) com-
munication systems to pulse compression of radar signals. The reader is referred
to [6] and [8] for further details and application areas. Additional applications in
Coding Theory can be found in [3]. The rest of the paper is organized as follows:
Section 2 offers brief descriptions of the problems while Section 3 introduces our
ant–based formulations. Experimental results are presented in Section 4. The
paper concludes with Section 5.
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2 Autocorrelation Problems

Let n be an odd positive integer. A finite sequence of length n with elements from
the alphabet {−1,+1} is called a binary sequence. Similarly, a finite sequence
of length n with elements from the alphabet {−1, 0,+1} is called a ternary
sequence. The PAF associated to a finite sequence a = (a1, . . . , an) of length n,
is a sequence (PAF(a, 0),PAF(a, 1), . . . ,PAF(a, n− 1)), also of length n where,

PAF(a, s) =

n∑
i=1

aiai+s, s = 0, 1, . . . , n− 1. (1)

The quantity i+s is taken modulo n whenever i+s > n. On the other hand, the
NPAF associated to the finite sequence a is defined as (NPAF(a, 0),NPAF(a, 1),
. . . ,NPAF(a, n− 1)) where,

NPAF(a, s) =

n−s∑
i=1

aiai+s, s = 0, 1, . . . , n− 1. (2)

Chapter 7 of [3] contains a comprehensive description of the properties of the
two autocorrelation functions defined above.

Given two finite (binary or ternary) sequences a and b of length n, we can
request that their respective PAF or NPAF values (with the exception of the
value at s = 0) add up to a constant, i.e.:

PAF(a, s) + PAF(b, s) = cPAF, NPAF(a, s) +NPAF(b, s) = cNPAF, (3)

where s = 1, 2, . . . , n − 1. In general, sequences that satisfy these requirements
are called complementary. When the values of the constants cPAF and cNPAF are
small, i.e., less than 2 in absolute value, such sequences are said to exhibit low
(auto)correlation and they have important engineering applications [6].

There are some particularly important cases of combinatorial problems that
can be defined via the aforementioned setup. In our work, we focused on the case
of binary sequences with cPAF = −2, which are related to Hadamard matrices
with two circulant cores or equivalently to Generalized Legendre pairs [5]. The
solution sequences of the aforementioned problems are also subject to Diophan-
tine Equations (DEs) that shall be satisfied by the solutions. For instance, in
our case study the corresponding DE is:

sa2 + sb2 = 1, (4)

where sa = a1 + · · ·+ an and sb = b1 + · · ·+ bn. Equation (4) has four solutions,
up to sign. In our study we focus on the case where sa = 1 and sb = 1.

3 Proposed Ant–Based Approaches

In the following paragraphs, we introduce two different formulations of autocor-
relation problems within the framework of ant–based algorithms.
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3.1 Approach Based on Binary Ants

Let n be the length (positive odd integer) of each one of the two sequences and
let N = 2n. Then, a candidate solution has the following form:

x =

⎛
⎜⎝x1, x2, . . . , xn︸ ︷︷ ︸

sequence a

, xn+1, xn+2, . . . , xN︸ ︷︷ ︸
sequence b

⎞
⎟⎠

�

. (5)

The corresponding optimization problem is N–dimensional and it is defined as
the minimization of the objective function:

F (x) =

∣∣∣∣∣
n∑

i=1

ai − 1

∣∣∣∣∣+
∣∣∣∣∣

n∑
i=1

bi − 1

∣∣∣∣∣+
(n−1)/2∑

s=1

∣∣∣PAF(a, s) + PAF(b, s) + 2
∣∣∣, (6)

where PAF(a, s) and PAF(b, s) are defined according to Eq. (1). In order to put
the problem in the ACO framework we shall define a table of pheromones, i.e.,
weights for the possible component values of a candidate solution. The proba-
bilities of selecting −1 or +1 for the component xi of a new candidate solution
x, are defined as follows:

pi,(−) =
wα

i,(−)η
β
i,(−)

wα
i,(−)η

β
i,(−) + wα

i,(+)η
β
i,(+)

, pi,(+) =
wα

i,(+)η
β
i,(+)

wα
i,(−)η

β
i,(−) + wα

i,(+)η
β
i,(+)

, (7)

where wi,(−), wi,(+), are the corresponding pheromone levels (weights) for the
values −1 and +1; α and β are user–defined parameters controlling the strength
of each term; and η is a function of desirability of the corresponding component,
i.e., it defines its significance in the solution vector.

The value of the component xi is determined by drawing a uniformly dis-
tributed random number, i.e., xi = −1, if rand() < pi,(−), otherwise xi = +1.
The same selection procedure is independently applied for all components. In-
stead of one, K ants can be used to construct K candidate solutions at each
iteration. We will call this set the colony in our approach. Nevertheless, the
construction procedure is identical for all ants.

If t denotes the iteration number, the colony can be denoted as S(t) ={
x
(t)
1 ,x

(t)
2 , . . . ,x

(t)
K

}
with x

(t)
i =

(
x
(t)
1,i, x

(t)
2,i, . . . , x

(t)
N,i

)�
, i = 1, 2, . . . ,K. After

generating the K candidate solutions of the t–th iteration, their evaluation with
the objective function F (x) of Eq. (6) takes place and the pheromones are up-
dated as follows:

w
(t+1)
i,j = (1− ρ)w

(t)
i,j +Δw

(t)
i,j,k, j ∈ {−1,+1}, i = 1, 2, . . . ,K, (8)

where Δw
(t)
i,j,k = V

(t)
k , if x

(t)
k,i = j; otherwise Δw

(t)
i,j,k = 0, k = 1, 2, . . . , N . The

increment V
(t)
k can be either fixed for all ants or inversely proportional to the

objective value of each contributing ant, i.e., V
(t)
k = 1/F (x

(t)
i ) or V

(t)
k = Q.
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Different ant–based algorithms are distinguished by considering different
groups of contributing ants. In Ant Colony Optimization [1] (ACO) only new
ants produced at each iteration contribute to the pheromone update. In Elitist
Ant System [4] (EAS), in addition to the currently constructed ants, also the
overall best ant contributes to the pheromones. In the Max–Min Ant System [7]
(MMAS) scheme the pheromones are bounded within a range [wmin, wmax] and
initialized to their maximum values. Also, they are re–initialized to their max-
imum value whenever stagnation is detected. In contrast to the previous vari-
ants, only the best ant of the current iteration or the overall best ant deposits
pheromones (we considered only the latter case).

These three popular variants were also considered in our experiments with
two minor modifications. Specifically, we adopted a fixed lower bound for the
pheromones in all variants (not only for MMAS). This decision aimed at avoid-
ing the actual elimination of component values with very small pheromones in
the selection procedure. Also, the algorithm was restarted whenever there was
no improvement of the overall best solution for a predefined number of function
evaluations. This number was defined as a fraction of the maximum available
computational budget. Apart from these modifications, some additional alter-
ations proved to enhance the algorithm’s performance and they are described in
the following section.

3.2 Performance Enhancing

The construction of candidate solutions can be modified to ensure that the pro-
duced solutions will be feasible with respect to the DEs, i.e., the sums of their
components will be equal to 1 for both their sequences. Specifically, each sequence
has length n and constitutes of values in {−1,+1}. Hence, we can build a candi-
date solution by determining its components in pairs of complementary values,
i.e., if one component receives −1 then another randomly selected component
automatically receives +1. At the end, there will be one remaining component
that is set directly to +1. Thus, −1 appears in (n− 1)/2 components while +1
appears in (n+ 1)/2 components.

This procedure produces candidate solutions that, by construction, satisfy
the DEs. Therefore, the first two terms terms in the objective function can be
dropped, resulting in the following form:

F (x) =

(n−1)/2∑
s=1

∣∣∣PAF(a, s) + PAF(b, s) + 2
∣∣∣, (9)

that replaces the one defined in Eq. (6). The performance of the algorithm can
be further enhanced by incorporating local search. We adopted the procedure
used in [2] within the framework of a very efficient Tabu Search approach.

3.3 Approach Based on Components Permutation

An alternative ant–based approach, yet closer to the general principles of the
original ACO algorithms, is based on the formulation of the problem as a search
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procedure for the best permutation of components. More specifically, we can
define a candidate solution as a permutation of solution components indices:

x =

⎛
⎜⎝ ca1 , ca2 , . . . , can︸ ︷︷ ︸

permutation for seq. a

, cb1 , cb2 , . . . , cbn︸ ︷︷ ︸
permutation for seq. b

⎞
⎟⎠

�

, (10)

where caj = i, i ∈ {1, . . . , n}, denotes that the i–th component of the actual (bi-
nary) sequence a possesses the j–th position in the specific permutation defined
by x. Then, we build a binary vector by translating x, assuming that compo-
nents that appear in the first (n+1)/2 positions of the permutation are assigned
the value +1, while the rest are assigned the value −1, i.e.:

yx =

⎛
⎜⎝a1, a2, . . . , an︸ ︷︷ ︸

sequence a

, b1, b2, . . . , bn︸ ︷︷ ︸
sequence b

⎞
⎟⎠

�

, ai, bi ∈ {−1,+1}, i = 1, 2, . . . , n.

(11)
where ai (resp. bi) = +1, if caj (resp. c

b
j ) = i for j such that 1 � j � (n + 1)/2;

otherwise ai (resp. bi) = −1. Apparently, this permutation–based representation
of the ants requires also different pheromone table representation than that of
Section 3.1. Indeed, a pheromone entry wa

i,j for sequence a defines the weight
(pheromone level) for the case where component index j appears immediately
after index i in the permutation of sequence a of a candidate solution. The
corresponding quantities are defined by weights wb

i,j for sequence b.
The objective value of the ant x is defined through its corresponding binary

translation yx, i.e., F (x) = F (yx). Since, by definition, the DEs hold for the
produced translated vectors yx, we can use the objective function defined in
Eq. (9) instead of Eq. (6). The same ant–based variants along with all modifica-
tions and performance enhancing techniques mentioned in the previous section,
were also used with this formulation.

4 Experimental Results

We report indicative experimental results for the ant–based approaches defined
in the previous sections for PAF problems of length n = 29 and 39. We shall
mention that n = 77 is the smallest value for which this is an open problem.
Henceforth, we will denote as “Bin” the approach based on binary ants and
“Per” the one based on permutations. The basic ACO algorithm will be denoted
as “A”, the EAS as “B” and the MMAS as “C”. Finally, the fixed pheromone
increment approach will be denoted as “a”, while the proportional one as “b”.

Regarding the parameter setting, the maximum function evaluations was
fevmax = 200× 106, while the maximum evaluations for restart (if no improve-
ment) was R = fevmax/5. The pheromone scaling factor of Eq. (8) was ρ = 0.1
and the fixed pheromone increment was set to Q = 0.001. The pheromones were
bounded in the range [0.01, 1.0], while the parameters η, α and β in Eq. (7) were
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(a) (b)

(c) (d)

Fig. 1. Success percentages per problem and swarm size

all set to 1. Finally, two numbers of ants were considered, namely 5 and 30. The
number of experiments conducted per approach was 20. Each experiment was
terminated as soon as a global minimizer was found or the available computa-
tional budget was exceeded. An experiment was considered as successful only if
an optimal solution was detected.

In order to provide a measure of performance for the proposed ant–based ap-
proaches, we performed the same number of independent experiments also for
the TS approach proposed in [2] for the same computational budget. For com-
parison purposes, we also conducted Wilcoxon rank–sum tests for each pair of
algorithms per problem and swarm size, and we recorded the number of favorable
(denoted with “+”), unfavorable (denoted with “-”) and neutral (denoted with
“=”) comparisons for 95% significance level. However, we shall underline that
no effort was paid in fine–tuning the ant–based approaches in the comparisons,
because a thorough comparison among the different methodologies was out of
the scope of the present paper. Thus, we used the TS performance mostly as a
reference point for a preliminary assessment of the proposed methods.

The results are graphically illustrated in Figs. 1 and 2. Specifically, Fig. 1
illustrates the success percentage of each algorithm per problem and swarm size,
i.e., the percentage of experiments where it managed to detect a global optimizer
within the available computational budget. The bars refer to the Bin and Per
ant–based approaches, while the corresponding TS performance for the same
experimental setting is depicted as a horizontal line. On the other hand, each bar
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(a) (b)

(c) (d)

Fig. 2. Statistical comparison tests among the algorithms

in Fig. 2 illustrates the percentage of positive, negative and equal comparisons
of the corresponding approach with the rest of the algorithms.

A close inspection of the results offers intuition on the algorithms’ perfor-
mance. Regarding the success percentages of the algorithms, as we see in Fig. 1,
all approaches were completely successful for the case of sequence length n = 29.
However, the picture radically changes for the (much harder) problem of n = 39.
The performance of all algorithms, including TS, plunges by at least 40%. More-
over, the ant–based approaches exhibit also different behavior with respect to
the swarm size. For the case of K = 5 ants, the Bin approaches have superior
performance than Per for the 4 out of 6 variants, as depicted in Fig. 1(c). Yet,
the Per approaches outperformed Bin for the A–a (ACO with fixed pheromone
increments) and B–b (EAS with proportional increments) cases. Increasing the
swarm size to K = 30, significantly improves the performance of Per approaches,
especially for the C variant (MMAS). Also, Per remains better than Bin for A–a
and B–b. However, even the Bin approaches achieve better performance in 3 out
of 6 variants, compared to the 5 ants case. Thus, the first impression is that
higher swarm size can rise the probability of successful experiments.

Inspecting Fig. 2, we can verify that the case n = 29 can be efficiently solved
by all algorithms. In most cases, the algorithms exhibit statistically insignificant
differences in performance but outperformed by TS in almost 60% of the cases.
Again, increasing swarm size seems to produce essentially identical performance
among ant–based approaches. However, the picture becomes more complicated
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in the n = 39 case. In this cases, the approaches with fixed pheromone incre-
ments have a clear increasing trend of positive comparisons for ACO and EAS.
On the other hand, some of the approaches with proportional increments seem
to loose part of their efficiency, especially for Bin. This behavior can be ascribed
to the faster biasing towards the best performing ants offered due to the propor-
tional increments, in combination with the higher dimensionality and degree of
difficulty.

5 Conclusions

We presented two different ant–based formulations for tackling autocorrelation
problems. Various combinations with different ACO–based approaches were con-
sidered and tested on two problems of different dimensionality and degree of
difficulty. The proposed approaches were compared against a specialized TS
approach with verified efficiency. The results are promising, offering space for
further improvement by proper fine–tuning of the ant–based approaches. Also,
they reveal that swarm size can play a role in the algorithms’ performance pro-
files. However, the exact tendency of each approach remains to be investigated
in depth. This will be the main subject of our future work.
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Abstract. The recruiting system in foraging ant colonies is a typical
example of swarm intelligence. The system is underpinned by the use
of volatile pheromones which form a trail connecting from nest to food.
We have incorporated this property into the behavior of the swarm of
real robots. Because the trail is narrow, avoiding overcrowding on the
trail, as well as in the environment, is a critical issue in maintaining
efficiency of the swarm behavior. In this paper, we studied how “prior-
ity rule,h a behavioral rule under which a robot is given priority over
the other robot in collision, affect the group-foraging performance of
pheromone-mediated swarm robots. Using real robot experiments, we
found that the alteration in the priority rules can have substantial effects
on the group-foraging performance. Our results highlight the importance
of implementing “fine-tuningh algorithms to improve the performance of
complex swarm systems.

1 Introduction

1.1 Swarm and Pheromone Communication in Ants

We define the term “swarmh as a distributed autonomous system, in which
each individual acts autonomously only according to local information in the
given environment without any global information [1]. A global-level behaviour
of the swarm emerges through frequent local interactions among individuals. This
emergence has two remarkable properties: robustness through which a swarm can
adapt to changes in its internal states, and flexibility through which it can adapt
to changes in its external states (e.g., the environment) [2].

Individuals of social insects communicate with one another to form a swarm,
known as a colony. Among others, ants and termites are known to form es-
pecially complex societies, and their formation is often facilitated by using
pheromones [3].

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 228–235, 2012.
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A pheromone is a chemical or set of chemicals produced by a living organism
that transmits information to other members of the same species [3]. In this
paper, we focus on foraging behaviour of ants using a pheromone. When an ant
finds food and brings it back to the nest, it secretes a pheromone that forms a
trail. Other ants trace the pheromone trail and can reach the food. An ant stops
to lay down the pheromone trail when it cannot find the food. Consequently,
the pheromone trail volatilizes (or diffuses) into the environment, making the
previous information meaningless to the ants. The algorithm of this indirect
recruiting system is a simple but advanced communication method. Indeed, “Ant
Colony Optimization” [4] was inspired by the above-explained mechanism.

1.2 Related Studies

In swarm robotics, several studies using real or virtual pheromones have been
reported previously. Sugawara et al. [5] and Garnier et al. [6] achieved the forag-
ing behaviour of ants using a swarm of robots and a virtual pheromone (with a
projector and screen). These studies represented a well-conceived measurement
system. Pheromone diffusion is an important factor in real pheromone studies,
and implementing it is a very difficult problem. To adjust the duration of the
pheromone signal, the pheromone should be, for example, mixed with other sub-
stance(s) to change concentration of the pheromone. In addition, there are few
high-performance chemical sensors available; these difficulties have led the re-
searchers to use a virtual pheromone. Shimoyama et al. [7] achieved pheromone
tracking behaviour using a “chimeric” system implementing real insect anten-
nae and pheromone, but they did not consider swarm behaviour, and the use
of biomaterials is usually difficult for swarm robotics. Purnamadjaja et al. [8]
studied swarm robots that communicate using two real chemical substances. The
latter regulates a gas sensor in a refined way. However, only one robot secretes
the pheromone, so this system allows for only one-sided communication. In the
previous study, we focused on the effect of concentration of the pheromone on
the performance of group-foraging [9].

1.3 Priority on the Pheromone Trail

A critical issue in managing the swarm system is how to control for overcrowding.
The negative impact of overcrowding on swarm performance becomes crucial
especially in a larger swarm size (Kriger et. al [10]), even though direct and
thus potentially damaging collision itself could be avoided in some way (e.g.
[11]). In real ant colonies, the existence of priority rules like the one in the
present study has been demonstrated ( [12, 13, 14]). Also in ants, the priority
rules are induced when two ants collide; such a situation most likely occurs on
the pheromone trail. Moreover, some studies showed experimentally that the
rule contributes to efficient transportation ( [13, 14]). These findings suggest
that a “fine-tuning” of the trail-foraging system have played a crucial role in the
adaptive evolution of the ant colony systems. Implementing similar condition-
dependent fine-tuning may sometimes improve the performance of robot swarm,
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as well as the swarm algorithm itself. Although collision-avoiding algorithms are
routinely implemented in swarm robotics, to our knowledge, previous studies
have not assessed directly how they could contribute to the group performance.
In this experimental study, we implemented collision-induced “priority rules” in
our trail pheromone-based robot swarm and assessed the effects of the alteration
in the rules on the group-foraging performance.

2 Swarm Behaviour Algorithm

2.1 Basic Algorithm
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Fig. 1. State transition rule for swarm be-
haviour

We assumed a finite experimental field
with only agents, a food and a nest.
The task of the swarm is to find
a food in the field, just like forag-
ing ant colonies. To accomplish this
task, an agent can attract other agents
indirectly using a pheromone secre-
tion. We used the swarm behaviour
algorithm for group foraging using
pheromone communication [9], which
is described as a deterministic finite
automaton. The algorithm shown in
Fig. 1 can read as follows: We de-
fined the following three states Si(i =
1, 2, 3), six perceptual cues (stimuli)
Pj(j = 1, · · · , 6) and three effector cues
(actions) Ek(k = 1, 2, 3). The agent whose state is Si selects the action Ek

(i = k). If the agent in state Si detects the perceptual cue Pj , the state of the
agent transits to Sk (Fig. 1). The details of Si, Pj , and Ek are as follows. Si:
S1, Search (Agent does not have any information of the food); S2, Attraction
(Agent has the location information of the food); S3, Tracking (Agent has only
the direction information of the location of the food). Pj : P1, Contact with food;
P2, Arrival at nest; P3, Presence of pheromone; P4, Timeout; P5, Collision with
object; P6, Completion of collision processing. Ek: E1, Random walk; E2, Secrete
pheromone along the nest direction; E3, Follow the pheromone path toward the
food. We assumed that all agents can detect the direction of the nest, which we
feel is a reasonable assumption.

2.2 Collision Processing and “Priority Rules”

We propose the following interaction rules. When colliding, an robot is designed
to take one of the following two reactions, “Stay” and “Back”, according to its
current internal states(Si) that are perceived by the robot itself. During the re-
action “Stay”, the robot stops moving for a given time (1[sec]) and then regains
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Table 1. Description of the “priority rules”

Patterns BSB BBS BBB SBB SBS SSB BSS SSS

S1 Back Back Back Stop Stop Stop Back Stop

S2 Stop Back Back Back Back Stop Stop Stop

S3 Back Stop Back Back Stop Back Stop Stop

Actions after collision are described. “Backh means disengagement from collision point,
keeping the head in the same direction as before. “Stayh means temporary stop. See
the main text for details.

the same internal state as it took when colliding. During the reaction “Back”,
the robot moves directly backward (10[cm]) from its position, and then regains
the same internal state. This behavior was originally implemented to avoid po-
tential collision-induced congestion [1]. The robot can take different reactions
depending on each of the three internal states (S1-S3), so that there arise eight
possible combinations of reaction rules (Table 1). The term “priority rules” is
most suitable when the combinations are NBS and NSB (N = S,B hereafter),
i.e., when the reaction rules are invoked on the pheromone trail. Nevertheless,
we hereafter use this term to indicate the total set of these combinations.

3 Hardware and Experimental Design

Front Rear

Nest sensor

Battery boxes(×3)

Liquid tanks(×2)

Touch sensors(×8)

Full color LEDs(×16)

Color sensors(×6)

Wheels and motors(×2)

Alcohol sensors(×2)

Liquid pumps(×2)

Fig. 2. Overview of a developed robot (AR-
GOS02)

We have developed robots which
can tune the duration of pheromone
activity [15]. The robot is shown
in Fig. 2. The robot is cylinder
shape, diameter 150 [mm], height
225 [mm], weight 1.45 [kg] and
speed 0.1 [m/s]. Power source is
six series-connected Ni-MH batter-
ies (1.2 [V] 4500 [mAh]). The robot
is constructed by four layers, and
each layer is supported by spacers.
At first (bottom) layer, there are
two DC motors, two alcohol sen-
sors, two micro pump and discharge
spout for alcohol. There are color
sensors, full-color LEDs and push switches for detecting collision at second layer.
There are tank for alcohol and six batteries at third layer. At fourth layer, there
are system circuit board, LED, and LCD indicator, Wireless USB, power circuit
and nest sensor. Batteries are connected on power circuit at fourth layer. The
system has eight micro-computers(CY8C29466), two masters and six slaves.
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Fig. 3. Experimental field for
pheromone comm. robots

Figure 3 shows the experimental field. A nest
and a food are set on the opposite side. The
field size is 3600 [mm] × 3600 [mm], and is sur-
rounded by walls. Nest size is φ600 [mm], food
size is φ300 [mm], and food detection area is
φ600 [mm]. Initial positions of the robots were
set randomly on the field. The duration of ex-
periment was 20 [min]. We ran experiments ten
times for each of the eight priority rules (Table
1), and the number of foraging was recorded as
a measure of swarm performance. The effects
of swarm size and reaction rules on the swarm
performance were analyzed statistically using
multiple Poisson regression.

In order to assess the effects of alteration of reaction rules at each state, we
compared 12 pairs of priority rules which differ only at one of the three states.
The effects of swarm size - 2 (denoted as x1), change of reaction rules from S to
B (denoted as x2; S=0, B=1), and the interaction of x1 and x2, on the swarm
performance (denoted as y) were analyzed statistically using multiple regression
with the model: y = β0 + β1x1 + β2x2 + β1×2(x1 × x2) + ε. The intercept β0

and the slopes (β1, β2, β1×2) of the variables were tested against β = 0 using
t -tests.

4 Results

Figure 4, 5 shows some typical results of the experiments with ten robots. Under
the priority rule BSB (Fig. 4), the robots communicate with one another, indi-
cating that the priority rule is effective for foraging behavior. In stark contrast,
under the priority rule SSB (Fig. 5), we observed many clusters of colliding robots
on the experimental field (indicated by black circles in Fig. 5), which developed
during the run (ca. 5 [min] after the onset). In the cluster, the robots were stuck
at each other and could not disengage from it. This comparison highlights the
fact that an alteration of the reaction rule at only one state can drastically affect
the swarm performance.

Figure 6 shows the performance of the swarm (number of times of foraging per
20 min trial, n = 10 each) for each priority rule and the swarm size (i.e., number
of robots). For statistical analyses, we paired these priority rules based on the
presence/absence of rule B at each of the three states, so as to assess how rule B
affects the swarm performance at each of these states. Table 2 shows the results
of multiple regression analyses with the model described in Section 3.2. (Note
that x2 and thus β2 correspond to different states for different pairs.). Briefly,
for each comparison, β0 corresponds to the extrapolated intercept at swarm
size = 2 under the reaction rule N = S, β1 corresponds to the slope of swarm
performance against swarm size under the reaction rule N = S, β2 measures how
the alteration of the reaction rule N from S to B affects the swarm performance
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Fig. 4. Snapshots of swarm behavior under
the priority rules BSB
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Fig. 5. Snapshots of swarm behavior under
the priority rules SSB
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of foraging)

(measured at the extrapolated intercept at swarm size = 2), and β1×2 measures
how the alteration of the reaction rule N from S to B affects the slope against
swarm size. Our aim is to assess the effects of the change of a reaction rule at each
state, so hereafter we consider only β2 and β1×2. In the comparisons of reaction
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Table 2. Statistical analyses of the effects of reaction rule change at each stage assessed
by multiple regressions

Test Comparison β0 t β1 t β2 t β1×2 t

Rule change
at S1

SSS to BSS 3.57 7.224*** -0.267 -3.007** -2.07 -2.960** 0.867 6.911***

SBS to BBS 9.65 17.612*** -0.450 -4.573*** 0.117 0.151 4.283 30.778***

SSB to BSB 0.85 0.663 1.483 6.440*** 10.12 5.578*** 2.517 7.726***

SBB to BBB 11.75 13.826*** -0.417 -2.730** -0.900 -0.749 3.633 16.832***

Rule change
at S2

SSS to SBS 3.57 7.616*** -0.267 -3.170** 6.083 9.185*** -0.183 -1.541

BSS to BBS 1.50 2.633* 0.600 5.863*** 8.267 10.259*** 3.233 22.341***

SSB to SBB 0.85 0.673 1.483 6.536*** 10.90 6.099*** -1.900 -5.920***

BSB to BBB 10.96 12.497*** 4.000 25.38*** -0.117 -0.094 -0.783 -3.514***

Rule change
at S3

SSS to SSB 3.57 3.122** -0.267 -1.300 -2.716 -1.681 1.750 6.031***

BSS to BSB 1.50 1.964 0.600 4.374*** 9.467 8.765*** 3.400 17.527***

SBS to SBB 9.65 13.50*** -0.450 -3.505*** 2.100 2.077* 0.033 0.184

BBS to BBB 9.77 13.65*** 3.833 29.846*** 1.083 1.071 -0.617 -3.395**

The coefficients of the regression model βs are shown, which were tested against β = 0
using t-tests. *: p < 0.05, **: p < 0.01, ***: p < 0.001.

rules at S1, the signs of β2 varied among comparisons, whereas β1×2 was always
positive (and significantly different from 0). In contrast, in the comparisons of
reaction rules at S2 and S3, the signs of β2 were mostly significantly positive (at
least not different from 0), whereas β1×2 varied among comparisons.

5 Discussion and Conclusion

We found that the alteration of reaction rules from S to B had substantial
(mostly positive) effects on group-foraging performance. Moreover, statistical
analyses revealed that the alteration affects the group-foraging performance in
different ways depending on the states. The alterations at S2 and S3 improved the
group-foraging performance. This result has an intuitive interpretation: robots
take these states on the pheromone trail, and efficient use of the pheromone
trail is directly linked to foraging success. Meanwhile, these alterations showed
no constant effect on an increasing group size. This result might be attributed
to the fact that the trail length on which robots can exist increases only as the
square-root of the field size. The alteration at S1 improved the group-foraging
performance under increased group size (i.e., altered the slope of group-foraging
performance against group size from negative to positive), but not the perfor-
mance itself. In our observation, local clustering of the searching robots (Fig. 5)
was observed mainly under the priority rules SNN. Therefore, this result sug-
gests that the collision-induced priority rule has an important role in avoiding
the negative impact of overcrowding on the field.

In this paper, we studied how gpriority rulesh affect the group-foraging per-
formance of pheromone-mediated swarm robots. The priority rules are induced
when two robots collide on the pheromone trail and/or on the field. Using real



“Priority Rule” Governs Efficiency of Swarm Robots 235

robot experiments, we found that the alteration in the reaction rules, compo-
nents of a priority rule, can have substantial effects on the performance. Our
results highlight the importance of implementing “fine-tuning” algorithms to
improve the performance of complex swarm systems. In future study, the scala-
bility of the improving effects of priority rules on group performance should be
investigated by numerical simulations.
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Abstract. Loosely connected distributed computing systems present a
changing environment to the programs that they execute. Dynamic load
balancing (DLB) algorithms are employed to address the problem of re-
locating tasks when parts of a distributed computing system become
unavailable while other parts become idle. This paper presents a novel
DLB algorithm based on cemetery formation in ant colonies. The algo-
rithm builds on previous work to formulate ant-inspired DLB algorithms
that aim to reduce the time needed to complete the parallel execution of
multiple, independent tasks, where resources as well as tasks are diverse
with respect to their performances and durations, respectively. The new
algorithm is compared with its predecessors, based on division of labour
in ant colonies, and pure, opportunistic load balancing, established as
the baseline.

1 Introduction

Dynamic task allocation (DTA) is a continuous process that aims to reduce
the time required to complete a set of tasks by a set of workers operating in
a changing environment. Reduction in completion time is achieved at the cost
incurred by the switching of workers’ tasks.

Within a distributed computing system, the environment is transformed by
the availability of individual computing resources and the process of reallocating
tasks manifests as dynamic load balancing (DLB). Load balancing is here syn-
onymous with load sharing, as described by Wang and Morris [10], and DLB is
categorised, according to Casavant and Kuhl’s taxonomy [4], as a global schedul-
ing algorithm that operates within a changing (dynamic) environment, consisting
of physically distributed, cooperative resources.

Earlier work [7] showed that a distributed computing system that employed
only opportunistic load balancing (OLB) [6], or cycle soaking, would exhibit de-
teriorating performance as the resources diverged increasingly with respect to
individual performance. The authors introduced a DLB algorithm (DLBDL),
based on division of labour in ant colonies, that aims to effect a better (though
not necessarily optimal) distribution of tasks by making use of a load character-
isation heuristic. DLBDL improved overall task completion time, relative to the
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established baseline and, as expected, utilized more network bandwidth than the
OLB algorithm.

Returning to existing work on modelling the behaviours of real ants, another
method presents itself as a possible inspiration for a DLB strategy. To wit,
certain species of ant group the dead members of their colonies in cemeteries,
which the living members of the colony organize without centralized coordination
or direct communication between participating workers. Experiments conducted
by Deneubourg et al. [5] have led to a simple model of this behaviour that is
described in detail in [2] and is commonly referred to as cemetery formation. A
subsequent, rigorous analysis of the cemetery formation model was conducted
by Theraulaz et al. in [9].

This paper presents an alternative to the approach by division of labour
and introduces a variation of the DLBDL algorithm, referred to as DLBCF

herein, that is inspired by the formation of cemeteries in ant colonies. The vi-
ability of DLBCF is herein discussed and the algorithm is compared with its
predecessor.

Related work by Montresor et al. [8] describes a DLB algorithm that is based
on a variation of cemetery formation. The algorithm is used by Messor, which
is an application that supports the parallel execution of independent subtasks
on a computational grid. Ants in the Messor application wander the network
and distribute tasks instead of clustering them. This is achieved by altering the
normal behaviour of a cemetery formation algorithm such that an ant drops a
task only once it has observed a low frequency of similar tasks over a period
of time.

Cao [3] describes a DLB algorithm that draws inspiration from the random
walk performed by ants that form cemeteries. In this case, an ant visits resources
at random and for a certain number of steps. In so doing, the ant records the
location of a single resource with the highest load amongst those resources that
were visited. The ant then performs another walk of equal length to locate a
node with a low load, after which it brokers a transfer of tasks between the two
nodes it has recorded.

Bertelle et al. [1] present a DLB algorithm for distributed computing systems
that is based on the same principles as Ant Colony Optimization. The targeted
application takes into account tasks that exhibit dependencies amongst each
other and must communicate during their execution.

The DLB algorithm presented in this paper is aimed at a distributed comput-
ing system that executes independent tasks in parallel. The algorithm does not
employ agents and, instead, the idle, potentially faster resources themselves per-
form the task of wandering the network by sending queries to other, potentially
slower resources to acquire the tasks that the slower resources host.

The remainder of the paper is structured as follows. Section 2 rationalizes the
task allocation mechanism, Section 3 describes the method used to analyse the
new algorithm and discusses the results of the analysis, and Section 4 ends the
paper with some concluding remarks.
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2 Task Allocation Inspired by Cemetery Formation

The multiple, independent tasks that constitute a single, larger problem, here
termed the project, may either outnumber the independent resources in a dis-
tributed computing system or they may not. In the former case, an OLB strategy
is sufficient to distribute tasks to all resources (one task per resource), as this
approach will maximise the utilization of the computing system. However, once
fewer tasks than resources remain, some resources will be idle while others will
continue to finish the remaining tasks. In this case, the idle resources may either
be faster processors than the busy resources or the busy resources may become
unavailable due to being engaged by their actual owners or users.

A DLB strategy is employed to determine when an idle resource would be
able to perform a task in a shorter period of time than a busy resource and then
to broker a migration of the task, hosted by the slower resource, to the faster
resource.

The approach taken in this study is inspired by cemetery formation. While
busy resources continue to execute tasks, idle resources wander the network
in search of resources with sufficiently lower processing capabilities to warrant
the reallocation of a task. However, unlike the model described in [2], idle re-
sources are not represented by an actual agent that wanders from one host to an-
other. Instead, an idle resource searches the network by sending queries to other
resources in the computing system.

The determination of the difference in processing performance between two
resources is expressed by a normalized scalar value, referred to as the shortfall.
The shortfall calculation was introduced in [7] and is briefly repeated here. The
shortfall, s, is

s = exp

(
−a

WS(T )

WmaxD

)
(1)

where S and D are the potential source and destination of a task, respectively,
Wmax is the maximum work that can be done by a resource per unit of time,
W (T ) is the amount of work being done at time T , and a determines the steep-
ness. The specific values of WS(T ) and WmaxD may vary arbitrarily.

When a resource becomes idle and the only remaining tasks to process are
already allocated to other resources, the idle resource begins to search the net-
work for a task that it will be able to execute faster than the resource currently
hosting the task.

The idle resource chooses another, remote resource in the network at random
and sends a query to the chosen resource. The query message includes WmaxD,
the maximum processing capability of the idle resource. If the remote resource
hosts a task, then the resource will compute a shortfall value based on the value
of WmaxD, obtained from the query message, and its own, current performance
value, WS(T ).
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The remote resource uses the shortfall value in place of the item frequency
to compute Pd, as in [2]. If the remote resource drops its task, then the task is
transmitted to the idle resource that issued the causal query.

The probability to pick up a task is not calculated by DLBCF because the
pick-up action is implicit in the exchange of a task between two resources.

DLBCF is not a direct mapping of the original cemetery formation model
described in [2] to a distributed computing system. Nevertheless, the effect of
DLBCF on task allocation is to gather tasks dispersed over all resources and
cluster those tasks at only the fastest resources in the system.

3 Analysis

Testing of the new DLB algorithm was conducted using the simulation system
described in [7]. No specific network topology was tested and the overheads of
a particular network stack, including application protocols, were not taken into
account. Instead, only the time taken to complete a project and the bandwidth
usage characteristics of the DLB algorithm were recorded and analyzed. This
section describes the DLBCF algorithm, the parameters that control the per-
formance of the new algorithm, details the design of the empirical study, and
presents the results of the experimental tests.

3.1 The Experimental Model

The experimental test bed used to simulate the load balancing strategies is
identical to that described in [7]. A resource operating according to DLBCF

operates as follows. The resource first queries the project server for a task. The
resource executes its task to completion and submits the result to the project
server, after which the resource requests another task. If no task is available
from the project server, then the resource begins to prospect for tasks amongst
other resources in the distributed computing system. The resource will continue
to prospect until either it finds and acquires a task from another resource or the
time limit for prospecting has been reached. When prospecting times out, the
resource once again queries the project server for a task.

3.2 Simulation Control Parameters

The parameters that control the composition and performance of the simulated
distributed computing system are as described in [7]. The parameters that affect
the DLB algorithm are described next.

Performance Data Size: The performance data is the value of WmaxD,
as transmitted by an idle resource. The bandwidth usage of these messages is
recorded by the simulator and the performance data size stipulates the size of
the performance data message.
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Maximum Prospecting Range: An idle resource is not guaranteed to find
a busy resource, that happens to be slower, due to the fact that it chooses
resources randomly when looking for a task. Consequently, the idle resource
must repeat its query to other resources as long as it has not acquired a task.
The maximum prospecting range determines the upper bound for the number of
resources to query per time step. Increasing this parameter increases the amount
of bandwidth required to effect the search for suboptimal task distributions.

Maximum Prospecting Duration: At some point in time, an idle resource
must check for the possibility of a new project having been deployed on the
project server. Were idle resources not to perform this check, they would not
become aware of the case that a project was completed and a new project should
be processed next. The maximum prospecting duration determines the upper
bound for the number of time steps that an idle resource searches for tasks
amongst other resources in the system before it queries the project server for a
new task.

3.3 Design of the Empirical Test

The aim of the empirical analysis is: 1) to show that the employment of DLBCF

in a distributed computing system reduces the time taken to complete a project,
as compared with the baseline result, which is derived by the employment of
an OLB strategy only; 2) to compare the performance of DLBCF with that of
DLBDL; and 3) to determine the bandwidth usage characteristics of both DLB
algorithms.

The tests are performed to produce a trend in completion time with respect
to an increasing diversity of resource performances. Likewise, as it is unrealistic
to assume that all tasks will require exactly the same amount of computation
to produce a result, each test considers an increasing diversity of task durations
as well.

Each degree of resource diversity is obtained by randomly selecting an incre-
mental number of resources that deviate from the mean performance of resources
in the range of possible performance values. The average absolute deviation is
computed over 30 such samples to produce the resource performance dispersion
value. The task duration diversities are computed similarly.

To simulate the effects of users engaging the resources they control, thus pre-
empting the execution of tasks hosted by those resources, a processor variance is
introduced to the tests. At each time step, and for each resource, a new proces-
sor performance is computed by multiplying a resource’s maximum processing
performance by a randomly chosen factor, v, for v ∈ [0, 1].

Each simulation is run 30 times to produce a mean turnaround time (project
completion time) and mean bandwidth usage.

The parameter values used to specify the distributed computing system as well
as the DLBDL algorithm were taken from [7], with the following exceptions. The
maximum prospecting range and stimulus period of DLBDL were changed to
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99 and 1, respectively. The former is a correction of the previous value and the
latter is used to set resources to broadcast a stimulus as often as possible. A
detailed description of these parameters can be found in [7].

The parameter values used to specify the DLBCF algorithm were set as fol-
lows. Performance data size, maximum prospecting range and maximum
prospecting duration were set to 64.0 × 10−6, 99, and 1, respectively. a, θ2,
and n were set to 9, 0.0001, and 9, respectively.

The algorithms were were tested for viability. Consequently, the stimulus pe-
riod of DLBDL and the maximum prospecting range of DLBCF were set to
their respective logical limits, such that the lowest possible turnaround time and
the highest possible bandwidth usage could be measured.

3.4 Results of the Viability Test

The results are presented here as surface plots, depicting, for each algorithm, in-
cluding the baseline, the turnaround time and bandwidth usages against
increasing resource performance dispersion and increasing task duration dis-
persion. Significance testing was conducted to determine whether or not the
algorithms could be reliably distinguished by their performance. A discussion of
the results follows.

Turnaround Time: Figure 1a shows the turnaround time when DLBDL was
employed. The DLBDL distribution differs significantly from the baseline distri-
bution by Mann-Whitney with U = 1299.0, n1 = n2 = 100 at a significance level
of 0.05 (two-tailed). The mean turnaround time of DLBDL is 231.246, with a
standard deviation of 7.332. However, the shape of the DLBDL surface suggests
that DLBDL is susceptible to the same flaw as an OLB algorithm, with respect
to scalability.

Figure 1b shows the turnaround time when DLBCF was employed. The
DLBCF distribution differs significantly from the baseline distribution with
U = 55.0, n1 = n2 = 100, and differs from the DLBDL distribution with
U = 57.0, n1 = n2 = 100 at a significance level of 0.05 (two-tailed). DLBCF

was superior to DLBDL in terms of mean performance, with a mean turnaround
time of 211.224 and standard deviation of 1.844. Additionally, DLBCF exhibited
a more consistent turnaround time as resource performance and task duration
dispersions increased, suggesting that DLBCF is more scalable than DLBDL.

The mean turnaround time of the baseline is 253.761, with a standard
deviation of 17.341, showing that both DLBDL

Bandwidth Usage: Figure 2a shows the bandwidth usage for DLBDL. The
mean bandwidth usage is 0.00220, with a standard deviation of 0.00013. The
DLBDL distribution differs from that of the baseline with U = 1011.0, n1 =
n2 = 100 at a significance level of 0.05 (two-tailed). As expected, turnaround
time decreased at the cost of an increase in bandwidth usage.
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(a) DLBDL (b) DLBCF

Fig. 1. Turnaround Time vs. Resource Performance Dispersion, Task Duration
Dispersion

(a) DLBDL (b) DLBCF

Fig. 2. Bandwidth Usage vs. Resource Performance Dispersion, Task Duration
Dispersion

Figure 2b shows the bandwidth usage forDLBCF . The mean bandwidth usage
is 0.00283, with a standard deviation of 0.00011. TheDLBCF distribution differs
from the baseline distribution with U = 0.0, n1 = n2 = 100 and from theDLBDL

distribution with U = 0.0, n1 = n2 = 100 at a significance level of 0.05 (two-
tailed). Once again, bandwidth usage costs were higher with a correspondingly
lower turnaround time.

The mean bandwidth usage of the baseline is 0.00177 with a standard
deviation of 0.00026.

Of note is that DLBCF exhibited the lowest bandwidth usage deviation
amongst the baseline and DLBDL, supporting the observation that the band-
width usage of DLBCF remained consistent even as resource performances and
task durations became more diverse.

4 Conclusion

The results of the viability test showed that both ant-inspired DLB algorithms
improved upon turnaround time in the parallel execution of multiple,
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independent tasks. However, while the algorithm inspired by division of labour ef-
fected an improvement in performance, the DLB algorithm inspired by cemetery
formation showed the most promise. The deciding factor was the consistency of
performance in turnaround time as the differences amongst resources and tasks
increased.

Even so, a real application will have to consider the performance capabilities
of its particular network topology. While both of the DLB algorithms presented
in this paper have the potential to lower turnaround time, the crucial difference
between the two algorithms lies in the means that each employs to search for
tasks. To wit, DLBDL broadcasts queries, while DLBCF queries the members
of the network iteratively.
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Abstract. Volumetric Modulated Arc Therapy (VMAT) is a sophisti-
cated radiotherapy treatment delivery modality in which a medical linear
accelerator arcs around a patient, with concurrent dynamic variation of
multi-leaf collimator aperture, dose rate, and gantry speed, to produce a
radiation dose distribution which delivers a highly conformal dose to the
target while minimizing the incidental irradiation of normal tissue. Treat-
ment planning for VMAT is an inverse problem, requiring optimization
of the linear accelerator parameters to produce the desired radiation dose
distribution, which is specified by dose-volume objectives. In this study,
the feasibility of an ant colony algorithm for VMAT treatment planning
is demonstrated by the ability of the algorithm to produce a treatment
plan, which satisfies given dose-volume objectives, for a phantom tar-
get/critical structure geometry. Three experiments were conducted: one
in which the optimization included only heuristic information, one in
which there was exclusively a pheromone trail update, and one where
there was both a pheromone trail update and an applied heuristic. The
results indicate that the use of both a pheromone trail update and heuris-
tic information during the optimization yields solutions of the highest
quality.

1 Introduction

1.1 Radiation Therapy Treatment Delivery

Modern external beam radiation therapy, for treatment of malignant cancers,
benign lesions, and functional conditions, is delivered via a medical linear accel-
erator (linac). The linac is a gantry-mounted system, with the gantry rotating
about a single point in space, called the isocenter. Linacs are capable of produc-
ing megavoltage photon beams, which are collimated using a tertiary (i.e. after
both the primary collimator and secondary jaws) beam aperture-defining device,
the multi-leaf collimator (MLC). The MLC consists of many pairs of tungsten
leaves, which can be accurately and precisely driven to prescribed positions by
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the treatment delivery software. The MLC allows for the conformal shaping
of the radiation beam, such that the shape of the beam can be made to match
the contours of an irregularly-shaped tumor, while shielding adjacent critical
organs-at-risk (OARs), thereby minimizing the probability of sequelae induced
by the incidental irradiation of these structures.

1.2 Volumetric Modulated Arc Therapy(VMAT)

VMAT is an extension of so-called intensity modulated radiation therapy (IMRT)
[6]. In IMRT, the MLC leaves are adjusted dynamically to produce a modula-
tion in photon fluence, allowing steep dose gradients to be produced throughout
the treatment field. VMAT is also a dynamic treatment; the gantry continu-
ously moves in an arc about the patient, and the MLC leaves, gantry speed,
and dose rate are varied simultaneously to produce a highly conformal radiation
dose distribution. The treatment is quite rapid, with a duration of delivery of
approximately 70-160 sec [1].

1.3 Ant Colony Optimization for VMAT Treatment Planning

Treatment planning for VMAT is an inverse problem, wherein the desired dose
distribution is specified, and the machine parameters necessary to produce the
dose distribution are determined via optimization. There are currently several
different approaches to VMAT treatment planning [2] - [8]. It is the observation
of the authors of the present work that such methods tend to be slow, when
patient throughput is considered in the clinical setting. The user interfaces may
be somewhat awkward. Finally, direct inspection of the solutions reveals that the
MLC leaf trajectories tend to include many noisy jumps throughout the gantry
rotation. Clearly, a new approach might offer some improvement. The analogy
between the path an MLC leaf may take as the gantry rotates around the patient,
and the path of an ant on its search for a food source, motivates the application
of an ant colony approach to the VMAT treatment planning problem.

In the present work, an ACO algorithm for the optimization of MLC leaf
trajectories and dose rates is proposed, and its feasibility is demonstrated. The
algorithm was used to produce an optimized treatment plan for a phantom
containing volumes representing a target and a critical OAR. The algorithm was
able to produce optimized MLC leaf trajectories and dose rates, and consequently
a treatment plan satisfying the specified dose objectives, in a clinically relevant
optimization time.

2 Materials and Methods

2.1 Objective Function

A dosimetric objective function was used to score the treatment plans derived
from the ant paths. The objective function was of a quadratic form, including
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terms expressing the deviation in the doses at optimization points from the de-
sired doses, summed in quadrature, with the contribution from each volume of
interest multiplied by a user-selectable weight. The DVH constraints were imple-
mented in the manner of Spirou and Chui [7]. The objective function included
terms representing the target, as well as terms representing the OARs, as shown
in Eq. 1:

f(x,w,d,v) = H(vp,min − vt,min)wt,min

nt∑
i=1

H(δthres,min −
b∑

j=1

DDCijxj)

× (
b∑

j=1

DDCijxj − dp,min)
2 +H(vt,max − vp,max)

× wt,max

nt∑
i=1

H(

b∑
j=1

DDCijxj − δthres,max)

× (

b∑
j=1

DDCijxj − dp,max)
2 +

org∑
l=1

[

clm∑
m=1

H(vlm − vp,lm)wlm

×
nl∑
k=1

H(

b∑
j=1

DDCkjxj − δthres,lm)

× (

b∑
j=1

DDCkjxj − δthres,lm)2] , (1)

where x is a vector of beam weights, d is a vector of doses associated with
the dose-volume objectives, v is a vector of volumes associated with the dose-
volume objectives (paired with the vector of doses), H is the Heaviside func-
tion, subscript t refers to the target, subscript p refers to the prescription
dose, nt is the number of points within the target, b is the number of beam
weights, org is the number of critical organs, clm is the mth DVH objective
for the lth critical organ, and nl is the number of points in the lth critical
organ.

In addition, δthres,min is the dose to that point in the target such that when
all points in the target are sorted, points for which the dose is less than or
equal to δthres,min cause the minimum dose-volume objective for the target to
be violated, δthres,max is the dose to that point in the target such that when
all points in the target are sorted, points for which the dose is greater than or
equal to δthres,max cause the maximum dose-volume constraint for the target to
be violated, and δthres,lm is the dose to that point in the lth critical organ such
that when all points in the organ are sorted, points for which the dose is greater
than or equal to δthres,lm cause the mth dose-volume objective for the organ to
be violated.
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2.2 Algorithmic Structure

The Ant System algorithm [3] was used for the optimization. The pseudocode
for the algorithm appears below:

Procedure VMAT

Set parameters

Calculate heuristic and pheromone values

While (Termination condition not met) do

Construct apertures using random proportional rule

Weight apertures using SQP

Fitness evaluation of weighted apertures

Update pheromones

End

End

Each ant traced out a tour which was mapped, via a linear mapping, to a possible
leaf path trajectory. A treatment plan was constructed by using all the leaf
paths of all the leaves of the MLC to create the apertures for dose delivery.
The beam weights (or dose rates) were then optimized with sequential quadratic
programming, before being scored using the dosimetric fitness function of Eq. 1.
A fitness-based pheromone update was then applied before the next iteration.
In all cases, the algorithm was terminated when the fitness value was < 1 or a
run-time of 600 sec was reached.

The gantry rotation of a full 360 degrees was subdivided into 5 separate
arcs of 72 degrees each, for which distinct MLC apertures were optimized. As
discussed previously, there were 24 leaf pairs, i.e. there were 2 banks, right and
left, of 12 leaves each. For each leaf, the range of possible MLC leaf positions
was discretized into 10 equally-spaced intervals. The number of ants per leaf was
m = 100 , and the evaporation constant was ρ0 = 0.5. Each treatment plan was
a set {Ai}5i=1 of MLC apertures constructed from the leaf trajectories, which
were derived from the ant paths. There were thus 100 treatment plans generated
per iteration.

In order to set initial pheromone values, it was noted that open apertures
have an objective function value of on the order of f0 = 103, which was used to
set the initial pheromone values to

τ0 = m/f0 . (2)

Some problem-specific knowledge was applied to determined the starting MLC
leaf positions, namely: as a first approximation to the solution, it was possible to
construct open apertures which simply ensure target coverage. To convert this
knowledge into a heuristic, η was represented by a monotonically nondecreasing
function of leaf position, with η increasing as the leaf was positioned further from
the isocenter. Each leaf was constrained such that it could not allow irradiation
beyond 3 mm further from the isocenter than the target, which accounted for
the penumbra of the beam produced by the leaf edge. Tour construction used
the Random Proportional Rule [4]:



248 O. Clancey and M. Witten

pijkl = [τijkl ]
α[ηijkl ]

β/(
∑

n∈Nijk

[τijkn ]
α[ηijkn]

β) if n ∈ Nijk , (3)

where i is the index of the aperture number of the plan, j indicates the jth MLC
leaf, k is an index denoting the position, in the (ith − 1), aperture of the jth
MLC leaf, and l is an index denoting the position, in the ith aperture, of the jth
MLC leaf.

The pheromone update was fitness-based [4], where,

τijkl ← (1− ρ)τijkl +

b∑
n=1

Δτnijkl,

whereΔτnijkl = 1/f,

if arc (i, j, k, l) belongs toAn,

otherwiseΔτnijkl = 0 . (4)

Note that in Eq. 4, An is the nth aperture of treatment plan A, b is the total
number of apertures, and f is the objective function value of treatment plan A.
In this manner, the pheromone update reinforced those tours which produced
dosimetrically favorable treatment plans.

2.3 Phantom Geometry

The phantom was an infinite cylinder of 300 mm diameter. The target was
cylinder concentric with the phantom, of 100 mm diameter and 100 mm height.
The critical structure was a cylinder abutting the target, of diameter 60 mm.

2.4 DVH Constraints

All treatment plans were optimized to meet the following DVH objectives, listed
in Tab. 1. Note that “Ring 10 mm” and “Ring 50 mm” are annular structures, at
distances of 10 mm and 50 mm from the target respectively, that were introduced
to control the lower isodoses of the radiation dose distribution, restricting the
“bleeding out” of dose.

Table 1. DVH Objectives

Structure Volume (%) Dose (cGy) Weight

Target 95 100 1
Target 0 105 1
Critical Organ 10 100 0.5
Critical Organ 50 50 0.5
Ring 10 mm 0 100 0.5
Ring 50 mm 0 65 0.5
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3 Results and Discussion

Cumulative DVH graphs are shown for each case in subsequent subsections.
The cumulative DVH is a clinical tool that plots the volume of a structure that
receives at least a certain dose against the radiation dose received.

3.1 Heurstic Information Only

This was the case where α = 0 and β = 1. The cumulative DVH for this case is
shown in Fig. 1.

Fig. 1. Cumulative DVH for heuristic-only optimization. Note that the target (in red)
is not well-covered at all.

3.2 Learning Only

This was the case where α = 1 and β = 0. The cumulative DVH for this case is
shown in Fig. 2.

Fig. 2. Cumulative DVH for learning-only optimization. The stigmergy has helped to
improve target coverage.



250 O. Clancey and M. Witten

3.3 Learning and Heuristic Information

This was the case where α = 1 and β = 1. The cumulative DVH for this case is
shown in Fig. 3.

Fig. 3. Cumulative DVH for learning and heuristic information. The combination prod-
ces a plan that covers the target quite well.

3.4 Fitness-Based Comparison of Treatment Plans

The plot in Fig. 4 compares the average objective function values of the treat-
ment plans as a function of time. Clearly, the convergence of the case where both
heurstic information and learning are used in the optimization is superior.

Fig. 4. Plot of average objective function values as a function of time. The convergence
properties of the heuristic + learning case are clearly superior.

4 Conclusion

As has been demonstrated, ACO shows much promise for application to the
problem of MLC leaf trajectory sequencing and dose rate optimization in VMAT.
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Clearly, heuristic information acts in a synergistic fashion with the natural stig-
mergy of the algorithm to produce dosimetrically superior plans.

The authors intend to develop the ACO for VMAT treatment planning opti-
mization more thoroughly in future work. It needs to be applicable to problems
of a wide variety of geometries, not the simple one of the phantom in this study.
It must admit the use of a much finer subdivision of the whole 360 degree arc of
gantry rotation. There must also be further development of the heuristic infor-
mation applied to the problem, to aid in the creation of initial MLC apertures.
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Abstract. Ants use individual memory and pheromone communication
to forage efficiently. We implement these strategies as distributed search
algorithms in robotic swarms. Swarms of simple robots are robust, scal-
able and capable of exploring for resources in unmapped environments.
We test the ability of individual robots and teams of three robots to
collect tags distributed in random and clustered distributions in sim-
ulated and real environments. Teams of three real robots that forage
based on individual memory without communication collect RFID tags
approximately twice as fast as a single robot using the same strategy.
Our simulation system mimics the foraging behaviors of the robots and
replicates our results. Simulated swarms of 30 and 100 robots collect tags
8 and 22 times faster than teams of three robots. This work demonstrates
the feasibility of programming large robot teams for collective tasks such
as retrieval of dispersed resources, mapping, and environmental monitor-
ing. It also lays a foundation for evolving collective search algorithms in
silico and then implementing those algorithms in machina in robust and
scalable robotic swarms.

1 Introduction

One goal of swarm robotics is to engineer groups of simple, low-cost robots that
can cooperate as a cohesive unit to accomplish collection and exploration tasks
such as mapping, monitoring, search and rescue, and foraging for resources in
unmapped environments [4,5,8]. Ideally, robotic swarms are capable of exploring
unknown environments without the benefit of prior knowledge to guide them.
Individuals must adapt to sensor error and motor drift, and the swarm must
function given variation, errors, and failures in individual robots.

Biology often provides inspiration for approaches to achieve these design goals
[4,6,8,18]. Biologically-inspired decentralized approaches have enhanced scala-
bility and robustness by removing single points of failure from communication
bottlenecks and rigid control structures. Such approaches have not yet reached
the level of emergent coordination observed in natural systems [24].

Our robots are designed to mimic colonies of seed harvester ants who forage
using a combination of individual memory and pheromone trails. Robots are

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 252–259, 2012.
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equipped with a sensor suite which mimics the real ants: time-based odometry
approximates physical location analogous to the ants’ stride integration [26], and
ultrasound ranging measures distance to objects and corrects for drift similar to
an ant’s landmark-based navigation [13]. Pheromone-like communication of pre-
viously successful search locations is used to improve search performance. Robots
search for radio-frequency identification (RFID) tags, and upon finding them,
return to a central ‘nest.’ Robot locations are transmitted over one-way wireless
communication to a server for data logging; occasional two-way communication
allows virtual pheromones to direct robots to previously found tag locations.

We program our robots with search algorithms derived from our previous work
that used an agent-based model (ABM) guided by genetic algorithms (GA) to
replicate foraging behaviors of seed harvester ants [11,15]. We duplicate param-
eters from the ant model in the robots. We modified the ABM to replicate the
constraints of the robot hardware, and to model the behavior and environment
of the robots in their search for RFID tags. This parallel physical and simu-
lated implementation allows us to compare results from analogous experiments
in machina as implemented in physical robots and in silico in the ABM (as in
[7,16]). In additional ABM experiments we scale up the size of the swarm, the
number of tags, and the size of the area in which the simulated robots search.

2 Background

Swarm Robotics: Like ant colonies and other complex biological systems,
robotic swarms have potential to utilize efficient, robust, distributed approaches
to physical tasks. Effective algorithms for swarm robotics must extend beyond
simulation to intelligently deal with the complexities of navigating in real envi-
ronments [7,16,17]. Our approach balances the benefit of centralized information
exchange with the scalability of decentralized autonomous search [2,19,23]. We
use evolutionary algorithms to determine the parameters of individual behavior
that result in effective collective action, as in [9,11,22,25].

Biological Ants: Our algorithms are largely inspired by foraging in Pogon-
omyrmex desert seed-harvester ants [10]. These foragers typically leave their
colony’s single nest, travel in a relatively straight line to some location on their
territory, and then switch to a correlated random walk to search for seeds.

When a forager finds a seed, it brings it directly back to the nest. Foragers of-
ten return to the location where they previously found a seed in a process called
site fidelity [3,10,20], which reduces future search times. It is unclear exactly how
often these ants lay and follow pheromone trails [12,13,21], but our recent work
indicates occasional laying of pheromone trails to dense piles of food may be an
effective component of these ants’ foraging strategies [11,15].

Models: We used GAs to find the optimal balance of site fidelity and
pheromone communication in simulated ant colonies [15]. We simulated ant for-
aging using a set of ABMs of foragers on a grid, with parameters that specify how
ants travel from the nest, search, and use site fidelity and pheromone communi-
cation. These parameters are optimized by a GA to maximize seed intake rate.
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Previous simulations show that ants increase foraging rates with rare pheromone
use (< 10% of foraging trips), particularly in the clustered distribution where
the intake rate doubles with the addition of pheromone [15].

The ant foraging ABM was modified to model our swarm robots and our ex-
perimental setup. The simulation provides both a theoretical benchmark and a
basic architecture for using GAs to optimize simulated robots within the con-
straints imposed by the physical hardware. All in machina experiments have
been duplicated in silico.

3 Methods

3.1 Hardware

Our robots use an Arduino microcontroller with a compass, ultrasound, wireless
card, and RFID reader. These allow the robots to localize at a central ‘nest,’
measure distance (object 100 cm away: mean error = 2.7 cm, σ = 2.24), and
calculate odometry (round trip of 10 m: mean error = 21 cm, σ = 6.6). Robots
avoid collisions by rotating clockwise until the object has been cleared.

3.2 Search Algorithm

The search behavior used by the robots to locate RFID tags is shown in Fig. 1.

1. Set Search Location: Robots begin at the nest in the center and randomly
select an initial search site location, encoded as a distance d and heading h.

2. Travel to Search Site (yellow path) Traveling robots go straight to the search
location while avoiding collisions with other robots, correcting for motor
drift, and communicating events to the server for later analysis.

3. Search for Tag (blue path): The robot moves in a correlated random walk
with direction θ at time t drawn from a normal distribution centered around
direction θt−1 and standard deviation SD = ω + γ/tδs. ω determines the de-
gree of turning during an uninformed search. In a search informed by memory
or communication, γ/tδs determines an initial additional degree of turning
which decreases over time spent searching. This mimics ants’ tight turns in
an initially small area that expand to explore a larger area over time [11].

4. Travel to Nest (pink path): The robot returns to the known nest location. In
pheromone experiments, the tag location (d, h) is reported to the server if C
> 1, where C is the count of other tags detected in the 8-cell neighborhood
of the collected tag in the simulation or discovered in one 360◦ rotation of
the real robot.

5. Set Next Search Location: On subsequent trips, d and h are determined by
either returning to the previously found tag location if C > 0, otherwise d
and h are communicated from the pheromone list on the server.
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Fig. 1. A robot begins its search at a globally shared central nest site (center circle)
and sets a search location. The robot then travels to the search site (yellow
line). Upon reaching the search location, the robot searches for tags (blue line)
until tags (red squares) are found. After searching, the robot travels to the nest
(purple line).

3.3 Experimental Design

Each experimental trial on a concrete surface runs for a maximum of one hour.
A cylinder marks the center ‘nest’ to which the robots return once they have
located a tag. This center point is used for localization and error correction by
the robots’ ultrasonic sensors. All robots involved in a trial are initially placed
near the cylinder. We program each robot to stay within a 3 m radius ‘virtual
fence’. In every experiment, 32 RFID tags are arranged in one of three different
patterns: random, clustered, or power law (Fig. 2). Experiments are replicated
under identical conditions for individual robots and for groups of three bots.

Robot locations are continually transmitted over one-way WiFi communica-
tion to a central server and logged for analysis. When a tag is found, its unique
identification number is transmitted back to the server, providing us with a
detailed record of tag discovery. Tags can only be read once, simulating seed re-
trieval. The central server also acts as a coordinator for virtual pheromone trails
using two-way communication. Locations deemed important enough to require
a pheromone value (i.e. those with two or more tags discovered by the robot)
are added to a list data structure with a pheromone value of 1. Each location’s
associated pheromone value pi is decayed exponentially over time by the server:
pt+1 = pt ∗ .995η, where η is the number of seconds between time t and t + 1.
When a location’s pheromone value has dropped below a threshold of 0.001, it
is removed from the list. As each robot returns to the nest, the server selects a
location from the list (if available) and transmits it to the robot.

Our simulations replicate the physical dimensions of the robots, their speed
while traveling and searching, and the area over which they can detect an RFID
tag, with spatial dimensions that reflect the distribution of tags in the 3 m area.
Like the real robots, simulated robots avoid collisions by turning to the right to
move past other robots, and search for a simulated hour.

We also simulated the behavior of the robots in a much larger area in which
tags are distributed in the same density but in such large numbers that even
large swarms of robots collect only a fraction of the available tags. We simulated
1, 3, 30, and 100 robots to observe the scaling properties of the system.
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(a) Random (b) Clustered (c) Power law

Fig. 2. 32 RFID tags scattered in a ring between 50 cm and 200 cm in (a) the uniform
random distribution. The clustered distribution (b) has four piles of eight tags placed
at 90◦ intervals at 50, 100, 150, and 200 cm in relation to the central nest. The power
law distribution (c) uses piles of varying size and number: one large pile of eight tags
at 125 cm, two medium piles of four tags at 75 and 175 cm, four small piles of two tags
at 50, 100, 150, and 200 cm, and eight randomly placed tags.

4 Results

We analyze the rates at which robots retrieve tags from each distribution, indi-
vidually or in teams of three, in real robots and in simulation. Unless otherwise
noted, results for each experimental treatment are averaged over five robot ex-
periments and twenty simulations. Error bars indicate one standard deviation.

Time to collect 32 tags is shown in Fig. 3. In robots and in simulation, three
robots collect tags faster than one robot, however, the speedup varies over the
course of the experiments (i.e., the red and blue lines are not parallel). When
we average time to collect n tags, where n varies between 1 and the maximum
number of tags collected, we find that 3 robots collect tags approximately twice
as fast as 1 robot.
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Fig. 3. Time for 1 and 3 robots, real and simulated, to collect tags arranged in (a)
random and (b) power law distributions using only site fidelity, and (c) for 3 robots on
a power law distribution using pheromones and site fidelity.
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Fig. 4. Rate of tag discovery per minute of experiment time for 1 and 3 (a) physical
and (b) simulated robots in the 3 m area using only site fidelity, as well as (c) 1, 3,
30, and 100 simulated robots collecting tags in a large world with site fidelity and
pheromones.

Figure 4 shows the the rate of tag collection per minute of experiment time
for physical and simulated robots. Each bar denotes the collection rate over a
particular tag distribution. We were not able to distinguish a significant effect
of tag distribution on tag collection rate by the robots (General Linear Model
[GLM]: p > 0.1; n = 18); but we did find a significant effect of distribution on
tag collection rate using the larger sample size in simulation (GLM: p < 0.001;
n = 120). In the simulations, the fastest tag collection was in the clustered
distribution, followed by power law and then random distributions.

5 Discussion

We used ABMs and GAs to translate foraging behaviors of seed harvesting ants
into algorithms for teams of RFID tag–seeking robots. We tested two algorithms:
one in which robots rely on individual memory of locations of previously found
tags (mimicking site fidelity), and one in which robots share tag locations as
waypoints (mimicking pheromones) via a server that acts as the robots’ nest.

Three robots find tags approximately twice as fast as 1 robot when using
site fidelity. Site fidelity is an effective foraging strategy in ants and robots.
It is extremely simple and easily encoded into very simple devices, including
devices much simpler than the robots we used here. The approach is also highly
parallelizable because it requires no communication among robots or the server.

Our approach, similar to [7], lays a foundation to explore the interplay between
simulation and experiments with real robots. Simulated and real experiments
with 1 and 3 robots using site fidelity show similar foraging rates (Fig. 3(a),(b)
and Fig. 4(a),(b)), although simulated robots are slightly faster. This results from
real robots having more difficulty with avoiding each other, physical hardware
limitations, imperfect localization, and the possibility that real robots confuse
each other with the nest.

Simulated foraging is highly scalable whether using site fidelity alone, or site
fidelity augmented with pheromones when multiple tags are found in the same
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location. When we scale up to 100 robots in unbounded environments with many
tags, teams of 100 robots collect resources 66 times faster than a single robot
(Fig. 4(c)). This 34% decline in per-robot efficiency results from increased travel
distance–an unavoidable consequence of central place foraging [14].

We implemented pheromone communication in real robots by having robots
report found tag locations to a central server. Mimicking a strategy that was
effective in our ant simulations, robots communicated a location as a waypoint
to the server if the robot saw at least 2 additional tags in the vicinity. The
server implements a simple pheromone algorithm and reports those locations
to other robots. When we add this pheromone-like behavior to our robots, we
observe robots clearing large clusters of tags faster; however, pheromones de-
creased the average tag collection rate in real robots relative to tag collection
using only site fidelity. We attribute the lack of success primarily to error propa-
gation: pheromones decrease performance when robots get lost and communicate
incorrect locations to other robots, similar to [1].

Our results suggest that the approach of combining individual memory with
communication at a central nest can transform simple robots into effective
swarms that are scalable and robust to the loss or malfunction of a few indi-
viduals. Results of our 3 robot experiments include several instances in which
one robot became lost or malfunctioned, but the other two robots continued their
task. Such systems could be used for search and rescue, searching for resources
or obstacles, and even biomedical applications using nano-robots.

Our next steps are to use a GA to optimize parameters that maximize effi-
ciency and/or robustness in the robot ABM, and then import those parameters
into the robots. For example, currently the robots report a pheromone to the
server if there are 2 or more additional tags in the local neighborhood of the last
tag found. We will use the GA to optimize the decision to lay pheromone and
follow pheromone trails vs. returning to the last site food was found, optimiz-
ing the balance between shared and private information. Preliminary analysis
suggests that the GA can evolve a pheromone-laying rule that significantly im-
proves foraging over our current implementation. We will also extend analysis
to different distributions, and will increase scalability by mimicking features of
large ant colonies such as the use of mobile nests and of multiple nests.

Acknowledgments. This work was funded by NSF EF #1038682 and DARPA
CRASH #P-1070-113237.
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Abstract. Peer review, our current system for determining which pa-
pers to accept for journals and conferences, has limitations that impair
the quality of scientific communication. Under the current system, each
paper receives an equal amount of attention regardless of how good the
paper is. We propose to implement a new system for conference peer re-
view based on ant colony optimization (ACO) algorithms. In our model,
each reviewer has a set of ants that goes out and finds articles. The
reviewer assesses the paper that the ant brings and the reviewer’s ants
deposit pheromone that is proportional to the quality of the review.
Subsequent ants select the next article based on pheromone strength.
We used an agent-based model to determine that an ACO-based paper
selection system will direct reviewers’ attention to the best articles and
correctly rank them based on the papers’ quality.

1 Introduction

The peer review system is the cornerstone of the vast majority of modern scien-
tific communication. It is the method for determining which research is suitable
for dissemination and where it should appear. Despite the success of the cur-
rent system, there are some disadvantages of peer review. There are questions of
fairness and bias towards established authors, and how big a role chance plays
in determining whether a paper is accepted[15]. Computer science publishing is
based on conference proceedings. A small group of reviewers is tasked with de-
termining which papers are suitable for presentation at the conference and later
inclusion in the proceedings and also assigning them to groups based on the
paper’s topic. The restricted pool of reviewers means that each reviewer must
assess many papers and each paper can only be seen by a few reviewers. Fur-
thermore, each paper receives the same amount of attention from the reviewers
regardless of how good the paper is. Peer review purports to objectively deter-
mine which papers are suitable for publication. However, when this has been
tested experimentally, the probability that reviewers agree with each other is no
better than chance[17] and that the process is very poor at identifying flaws[8].

ACO algorithms have been used to efficiently allocate limited resources, such
as for the traveling salesperson problem (TSP)[19], engineering applications such
as the design of VLSI chips[1] network routing[12] and data mining[16]. The
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ACO algorithm is a metaheuristic that has been used to solve combinatorial
optimization problems.

We propose to implement a new system for computer science peer review based
on ant colony optimization (ACO) algorithms. In our model, each reviewer has
a set of ants that goes out and finds articles. The reviewer assesses the paper
that the ant brings according to the criteria specified by the conference organizers
and the ant deposits pheromone that is proportional to the quality of the review.
Each subsequent ant then samples the pheromones and probabilistically selects
the next article based on the strength of the pheromones. We used an agent-
based model (ABM) to determine if an ACO-based paper selection system will
direct reviewers’ attention to the best articles and if the average quality of papers
increases with each round of reviews. Additionally, if the goal is to determine
which papers will be accepted, the model can also be used to determine which
papers exceed a given cutoff. For example, if the conference can only accept the
top 40% of the papers they receive; those papers that are closest to the cutoff
would receive the most scrutiny. We also looked at the sensitivity of the model
to amount of agreement on paper quality and the degree of trust among the
reviewers on convergence of the model on the target paper quality. To assess the
utility of our approach, we compared our algorithm to a recommender system
based on latent factor analysis.

2 Methods

To test whether our ACO network would be useful for evaluating and sorting
papers for a CS conference, we simulated the peer review process using an agent-
based model. The agents in this model are ants that search through the papers
and bring them to the reviewers. Paper quality was modeled as a normal distri-
bution. The mean of the distribution was a quality score which could be consid-
ered the ground truth. This would be the paper’s score if it was reviewed by a
large number of reviewers such that further reviews would be unlikely to change
the score. Each of these means was drawn from an overall normal distribution
in order to reflect the diversity of papers a conference is likely to receive, and
the amount of diversity was determined by the distributions standard deviation.
This overall standard deviation controlled how dissimilar the paper qualities
were. Each paper had its own standard deviation, for its own distribution which
determines how widely the reviews for the paper can vary. The higher the pa-
per’s standard deviation, the less likely different reviewers will agree with each
other. This was a parameter of the model that we varied to examine the effect
of reviewer agreement on the ability of the network to converge on the target
paper score.

Another factor we considered was reviewer bias; each reviewer may have a
tendency to rate papers either higher or lower than the mean. We modeled this
by skewing the normal distribution from which the paper scores were drawn
by a factor that was unique for each reviewer. This skew factor was chosen by
randomly selecting a factor from a normal distribution with a 0 mean and a
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standard deviation which was varied from 0 to 4 to determine the effect of the
amount of bias on the algorithm’s ability to pick the best papers. Each review
consisted of selecting a score from this skewed normal distribution.

To ensure that each paper was reviewed at least once, each ant randomly
selected a paper until all papers had received one review. The reviewers selected
the score (on a scale of 1 to 10) from the skewed normal distribution and placed a
pheromone trail to the paper that is equal to the reviewers score. For subsequent
rounds of reviews, the ants sample the pheromone trails and select the next
paper for review probabilistically based on the average quality of the reviews for
each paper up to that point. Since paper quality is static, we did not include
evaporation as has been done for other implementations of the ACO algorithm
[18]. The probability of a paperi being selected by reviewerj was determined
using an exponential equation:

pij =

⎧⎨
⎩

b(τ̄i−τμ)∑
i∈Nj

b(τ̄i−τμ) if i ∈ Nj ,

0 otherwise.
(1)

Where Nj is the list of unread papers for reviewerj , τ̄i is the mean pheromone
value for the ith paper, τμ is the average pheromone value for all papers. The
base factor, b, reflects how much the reviewers trust the opinions of the other
reviewers. The effect of this equation is that the higher the base factor, the more
likely that the papers other reviewers rated highly are selected. The exponential
form was chosen for (1) to implicitly model the positive feedback effect of ants
reinforcing pheromone trails. The base factor was the same for each paper. We
varied b between 1 and 2 to investigate the role of trust in directing reviewers
attention to the best papers.

To assess how our algorithm matches up to other methods for selecting pa-
pers, we compared our algorithm with other methods for selecting papers to be
reviewed. First we used a greedy algorithm that always selected the best paper
that the reviewer has not reviewed yet. Unlike our ant-based algorithm, papers
were selected deterministically based on the quality of the previous reviews, in-
stead of probabilistically. Next, we tried recommender system algorithms, which
are used extensively by online retailers to direct customers to products they
might like[14]. We used a type of recommender system called collaborative fil-
tering where the previous history of reviews is used to predict whether a user
will like other items. We used a type of collaborative filtering called latent factor
analysis[3] to detect underlying patterns in the user-response matrix (URM) to
predict ratings for un-reviewed papers. Reviewers were directed to the papers
that the algorithm predicted would get the highest score for that reviewer. One
problem inherent to collaborative filtering is making recommendations when
there is no history. We used the greedy algorithm when the recommender al-
gorithm was unable to select a new paper. This is not a problem for the ACO
algorithm since it assumes that all users will have similar opinions about all of
the items.
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We compared the ability of each algorithm (ACO, greedy and SVD) to pick the
best paper given the variability of the papers and the biases of the reviewers. We
determined the correlations between the a priori paper quality (the ground truth
that was determined before the simulation was run) and the number of reviews
the paper received. We also determined the correlation between paper quality
and the average quality of the papers reviewed for each round of reviews. Each
round was considered one time step and the pheromone trails were updated after
each review. Each simulation was run 20 times to average the variability due to
the stochastic elements of the simulations. We analyzed the response of the three
algorithms to varying levels of reviewer bias by varying the standard deviation
of the zero-mean normal distribution from which the skew factors were drawn
and the effects of paper quality variability by varying the standard deviation
of the distribution from which the paper means are drawn. The skew factor for
each reviewer determines the amount the paper score distribution deviates from
the normal distribution, while the standard deviation determines the width of
the normal distribution. Each paper would then consist of a unique distribution
for each reviewer determined by the mean and standard deviation for that paper
and the skew factor for the reviewer.

3 Results

Our goal was to determine whether an ACO algorithm could direct reviewers’
attention to the simulated papers that were deemed most important. First, we
tested the ability of our algorithm to determine which papers were the best
(based on the quality assigned at the beginning of the simulation) and how
sensitive this determination was to variation in the parameters. The base factor
(b) was set to 2 and the standard deviation of the paper reviews was set to 2.
We found that there was a positive correlation between the quality of a paper
and the number of reviews it receives (Fig. 1).

To determine the interaction between base factor and the standard deviation
of the paper scores, the Pearson product-moment correlation coefficient was
computed for each combination of base factor and standard deviation. Figure 2
shows the effects of these interactions on the correlation of the number of papers
a reviewer has evaluated up to that point and the quality of the papers reviewed.
There was a large increase in this correlation between 1 and 1.25 and then the
correlation plateaued above 1.5. This correlation was less sensitive to decreasing
the amount of agreement among reviewers.

The number of reviews a paper received was also very dependent on the b
for values between 1 and 1.25 and plateaued above 1.5. However, the effect of
increasing the variability of the reviews was much less; there were only significant
decreases for values of b equal to 1.5 or below (Table 1).

We compared the performance of the ACO, greedy and recommender algo-
rithms in their ability to find the best paper. Figure 3 shows that all three were
able to direct the ants to the best papers, with the ACO and greedy algorithms
outperforming the recommender system.
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Fig. 1. Plot of number of reviews (±SEM) for each paper of a given quality. Higher
quality papers receive more reviews.

C
o

rr
el

at
io

n
 b

et
w

ee
n

 p
ap

er
 q

u
al

it
y 

an
d

n
u

m
b

er
 o

f r
ev

ie
w

s 
(M

ea
n

 ±
 S

EM
)

Mean of distribution for paper standard deviations

1

0.5

0

-0.5
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

b=1
b=1.5
b=1.75
b=2
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correlation between paper quality and the number of reviews a paper receives

Table 1. correlations (r) and significance values (p) for paper quality vs. number of
reviews

b = 1 b= 1.25 b = 1.5 b = 1.75 b = 2

r -0.1313 -0.6248 -0.4827 -0.1910 0.0431
p 0.4131 0.0000 0.0014 0.2316 0.7891
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Fig. 3. Comparison of ACO, greedy and recommender algorithms

None of the algorithms were affected by the amount of skew in the range that
was tested (p= 0.6344, 0.1632, 0.3079, respectively). Both the ACO and greedy
algorithms were significantly different from the recommender algorithm (p <
0.0001 for both) while the ACO algorithm was better than the greedy algorithm
(p < 0.001). When we tested the ability of all three algorithms to correctly rank
papers, however, we found that the ACO algorithm was better at determining
where the papers should be ranked (Fig. 4).

4 Conclusion

We found that our system for changing the peer review process can successfully
direct reviewers attention to the best papers. The best papers received the most
reviews and the algorithm could rank the papers correctly. We found that the
ACO algorithm was robust to decreasing reviewer agreement while remaining
sensitive to changes in the base factor necessary for emphasizing the best pa-
pers. Changing the goal to selecting papers nearest to a cutoff for acceptance is
equivalent to selecting the best paper, since it is only a matter of rescaling the
paper scores by distance from the cutoff. This would favor the papers nearest
the cutoff instead of the papers that received the best reviews.

While all three algorithms were able to find the best papers, the ACO-based
algorithm was more robust to inaccurate reviews. The probablistic nature of
the ACO algorithm was less sensitive to errors. While both algorithms use pos-
itive feedback to increase the likelihood that the best papers are selected for
reviews[7], the greedy algorithm is more susceptible to errors since it always
takes the best paper available and if a low quality paper is given an overly gen-
erous first review the network is less able to recover. The probabilistic ACO
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Fig. 4. Comparison of paper ranking by ACO, greedy and recommender algorithms

algorithm exhibits better fault-tolerance because in a sense it is exploring mul-
tiple solutions in parallel[7], while the greedy algorithm converges on the best
solution at the time, even if it is not close to the optimal. While the reason for
the poor performance by the recommender system has not been determined, one
possibility could be a problem inherent to this type of algorithm. Collaboration-
based recommender systems rely on patterns in the user-item matrix. Especially
in the beginning, the user-response matrix is very sparse and so it is unlikely
that the performance of the recommender system could be improved.
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Abstract. In this paper we present a new method of learning Finite-
State Machines (FSM) with the specified value of a given fitness function,
which is based on an Ant Colony Optimization algorithm (ACO) and a
graph representation of the search space. The input data is a set of events,
a set of actions and the number of states in the target FSM and the goal
is to maximize the given fitness function, which is defined on the set of
all FSMs with given parameters. Comparison of the new algorithm and
a genetic algorithm (GA) on benchmark problems shows that the new
algorithm either outperforms GA or works just as well.

1 Introduction

Finite-state machines can be applied to various problems. FSMs have proven
to be a good representation of agent strategies [1]. They are also used as effi-
cient representations of large dictionaries [2]. In a programming paradigm called
automata-based programming [3] FSMs are used as key components of software
systems.

The problem of inducting finite-state machines for a given fitness function
has drawn the attention of many researchers. The common approach to this
problem is the use of various evolutionary algorithms (EA). In [1] Spears and
Gordon used evolutionary strategies (ES) to learn FSMs for the Competition
for Resources problem. In [4] and [5] a GA was used for inducting a FSM from
test examples with a special crossover operator based on tests. In [2] Lucas and
Reynolds used an EA to learn deterministic finite automata from labeled data
samples. Another GA was used in [6] to build an optimal solution of the John
Muir food trail problem. EA have proven to be efficient in cases when FSMs
cannot be built heuristically.

The optimization problem we are solving is formulated in the following way:
given the number of states N , a set of events Σ and a set of actions Δ build a
FSM with the specified target value of the fitness function f .

We propose a new local-search heuristic method of learning FSMs based on
ACO and compare it with GA in terms of performance.

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 268–275, 2012.
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2 ACO Overview

In ACO, the solutions are built by a set of artificial ants which use a stochas-
tic strategy. The solutions can be represented either as paths in the graph, or
simply by graph vertices. Each edge (u, v) of the graph (u and v are vertices of
the graph) has an assigned pheromone value τuv and can also have an associ-
ated heuristic distance ηuv. The pheromone values are modified by the ants in
the process of solution construction, while the heuristic distances are assigned
initially and are not changed. An ACO algorithm consists of three major steps
which are repeated until a viable solution is found or a stop criterion is met. In
the first step — ConstructSolutions— each ant explores the graph following a
certain path. The ant chooses the next edge to visit according to the pheromone
value and heuristic distance of this edge. When an edge has been selected, the
ant appends it to its path and moves to the next node. In the next stage —
UpdatePheromones — the pheromone values of all graph edges are modified.
A particular pheromone value can increase if the edge it is associated with has
been traveled by an ant or it can decrease due to evaporation. The amount of
pheromone that each ant deposits on a graph edge depends on the quality of the
solution built by this ant, which is measured by the fitness function value of this
solution. On the last (optional) stage — DaemonActions — some procedure is
executed performing actions that cannot be performed by individual ants.

When we apply ACO to FSM generation we have to deal with huge graphs,
sometimes consisting of several millions vertices. In our work we apply a variation
of the expansion technique introduced in [7] – we limit the ant path lengths to
reduce the size of the graph we store in memory.

3 Finite-State Machines and Search Space Representation

We formally define a finite-state machine as a sextuple (S,Σ,Δ, δ, λ, s0). Here,
S is a set of states, Σ is a set of input events, Δ is a set of output actions.
δ is a transition function mapping a state and an event to another state, i.e.
δ(s, e) = t, where s, t ∈ S , e ∈ Σ. λ is a transition function mapping a state
and an event to an output action, i.e. λ(s, e) = a, where s ∈ S, e ∈ Σ, a ∈ Δ
and s0 is the initial state.

Informally speaking, a mutation of a FSM is a small change in its structure.
In this work we consider two FSM mutation types:

– Change transition end state. For a random transition in the FSM, the
transition’s end state is set to another state selected uniformly randomly
from the set of all states S.

– Change transition action. For a random transition in the FSM, the tran-
sition’s output action is set to another action selected uniformly randomly
from the set of actions Δ.

The search space, which is a set of all FSMs with the specified parameters, is
represented in the form of a directed graph G with the following properties:
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– the vertices of G are associated with FSMs;
– let u be a vertex associated with FSM A1 and v be a vertex associated with

FSM A2. If machine A2 lays within one mutation from A1 then G contains
edges u → v and v → u. Otherwise, nodes u and v are not connected with
an edge.

For each pair of FSMs A1 and A2 and the corresponding pair of vertices u and
v, there exists a path in G from u to v and also from v to u.

4 The Proposed Algorithm

The overall scheme of our algorithm complies with the classical ant colony opti-
mization algorithm with a few modifications. First we generate an initial random
solution. While stagnation is not reached, the artificial ants select paths in the
graph, building it in process and deposit pheromone on the graph edges.

4.1 Path Construction

First we need to select a node for each ant to start from. If the graph is empty,
we generate a random initial solution (a FSM) and place all the ants into the
node associated with that solution. This random initial solution is generated
by randomly defining the transition functions of a FSM with a fixed number
of states. If the number of nodes in the graph is greater than zero, then the
start nodes for the ants are selected randomly from the list of nodes in the best
path — a path traveled by a certain ant leading to the solution with the highest
fitness function value.

Let the artificial ant be located in a node u associated with FSM A. If this
node has successors, then the ant selects the next node v to visit according to the
rules discussed below — search space expansion and stochastic path selection.

Search Space Expansion. With a probability of pnew the ant attempts to
construct new edges of the graph by making Nmut mutations of A. The proce-
dure of processing a single mutation of machine A is as follows:

– construct a mutated FSM Amutated;
– find a node t in graph G associated with Amutated. If G does not contain

such a node, construct a new node and associate it with Amutated;
– add an edge (u, t) to G.

After all Nmut mutations have been made, the ant selects the best newly con-
structed node v and moves to that node.

Stochastic Path Selection. With a probability of (1 − pnew) the ant stochas-
tically selects the next node from the existing successors set Nu of node u. Node
v is selected with a probability defined by the classical ACO formula:

puv =
ταuv · ηβuv∑

w∈Nu
ταuw · ηβuw

, (1)
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where v ∈ Nu and α, β ∈ [0, 1]. In our algorithm all the heuristic distances
ηuv are considered to be equal and do not influence path selection, β does not
influence path selection and α equals one at all times.

If u does not have any successors, then the next node is selected according to
the search space expansion rule with a probability of 1.0.

4.2 Controlling Graph Growth

We use the following mechanisms for controlling the graph growth rate:

– each ant is given at most nstag steps to make without an increase in its best
fitness value. When the ant exceeds this number, it is stopped;

– the whole colony of artificial ants is given at most Nstag iterations to run
without an increase in the best fitness value. After this number of iterations
is exceeded, the algorithm is restarted.

4.3 Pheromone Update

For each graph edge (u, v) we store Δτbestuv – the best pheromone value that any
ant has ever deposited on edge (u, v). For each ant path, a sub-path is selected
that spans from the start of the path to the best node in the path. The values

of Δτbestuv are updated for all edges along this sub-path. Next, for each graph
edge (u, v), the pheromone value is updated according to the classical formula:

τuv = ρτuv +Δτbestuv , (2)

where ρ ∈ [0, 1] is the evaporation rate.

5 Experimental Evaluation

To evaluate the efficiency of our algorithm, we applied it to the following
problems:

– inducting finite-state transducers based on test examples [4] [5];
– inducting a finite-state machine for the John Muir food trail problem [6].

5.1 Inducting FSMs from Test Examples

Fitness Evaluation Method. The input data for this problem is the set of
possible events, the set of possible actions, the number of states in the target
FSM and a set of test examples. Each of the test examples consists of an events
sequence Inputs[i] and a corresponding actions sequence Actions[i]. For fit-
ness function evaluation, each events sequence Inputs[i] is given as input to the
FSM, and the resulting output sequence Outputs[i] is recorded. After running
the FSM on all test examples, the following value is calculated:

FF1 =
1

n

n∑
i=1

(
1− ED (Outputs[i], Actions[i])

max (|Outputs[i]| , |Actions[i]|)

)
(3)
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Here, n is the number of test examples and ED (s1, s2) denotes the edit distance
between strings s1 and s2. The final expression for the fitness function has the
form:

FF2 = 100 · FF1 +
1

100

(
100− ntransitions

)
(4)

Here, ntransitions is the number of transitions in the FSM. Note that we do
not evolve the output sequences on the FSM transitions — we use a technique
introduced in [5] and used in [4] called smart transition labeling. The idea is
to evolve the numbers of output actions for each transition instead of the out-
put sequences themselves. The output sequences for each transition are selected
optimally using a simple algorithm based on test examples.

Alarm Clock Problem Description. An alarm clock has three buttons for
setting the current time, setting the alarm to a specific time and turning it on or
off. The alarm clock has two operation modes – one mode for setting the current
time and another one for setting the alarm time. When the alarm is off, the
user can push the buttons H and M to increment the hours and minutes of the
current time respectively. If the user presses the A button, the clock is switched
to the alarm setting mode. In this mode the same buttons H and M are used
to adjust the time when the alarm should sound. When the user presses the A
button in this mode, the alarm is set to go off when the current time will be
equal to the alarm time. When the alarm is ringing, the user can press the A
button to switch it off, however it will automatically turn off after one minute.
The alarm clock also contains a timer that increments the current time each
minute. This system has four input events and seven output actions.

We compare the efficiency of our algorithm with the results obtained in [6]
using a GA. The goal of the experiment was to generate a heuristically built
FSM that satisfies all the test examples, has three states and 14 transitions.

Experiment. In the experiment we searched for the solution among FSMs with
four nominal states following the experimental setup in [5]. Our algorithn had
the following values of parameters: N — 5, ρ — 0.5, nstag — 20, Nstag — 4,
Nmut —20, pnew — 0.6.

We have performed 1000 runs of our algorithm and also 1000 runs of the GA
and measured the average number of fitness evaluations used to generate the
target FSM. Results show that the ACO algorithm required an average of 53944
fitness evaluations, while GA required more than twice as much — an average
of 117977 fitness evaluations. The transition diagram of one of the constructed
FSMs is shown on Figure 1. The start state on this diagram and all the other
diagrams in this paper is always state 1.

5.2 The Food Trail Problem

Problem Description. The food trail problem, described in [8], is considered
to be a benchmark problem for testing the performance of evolutionary algo-
rithms. The objective is to find a program controlling an agent (called an ant) in
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Fig. 1. Finite-state machine for the alarm clock problem

a game performed on a square toroidal field 32 by 32 cells. There are 89 pieces
of food (apples) distributed along a certain trail in this field. In the beginning of
the game, the ant is located in the leftmost upper cell and is looking east. The
field, food trail and the ant's position at the beginning of the game are shown
on Figure 2. The black squares indicate the food, the white squares are empty
and the gray squares show the trail.

The ant can determine whether the next cell contains a piece of food or not.
On each step it can turn left, turn right or move forward, eating a piece of food
if the next cell contains one. The target controlling program must allow the ant
to eat all 89 apples in no more than 200 steps.

In this problem there are two input events – N (the next cell does not contain
an apple) and F (the next cell contains an apple) and three output actions: L
(turn left), R (turn right) and M (move forward).

The solution proposed in [3] is to build a finite-state machine controlling the
ant. The authors of [6] achieved the best-known solution of this problem using
GA. The generated FSMs contained seven states and allowed the ant to eat all
89 apples in less than 200 steps. The construction of such a FSM in two different
experiments took the GA 160 and 250 million fitness evaluations respectively.

Experiments. We have performed two different experiments on this problem.
In the first experiment we tried to search for the solution among FSMs with
seven states, copying the experimental setup of [6]. Our algorithm produced two
valid solutions after 143 and 221 million fitness evaluations correspondingly. For
the second experiment, we chose to expand the search space and search for the
target FSM among FSMs with 12 states. We still wanted the solution FSM to
contain only seven states, therefore we modified the classical fitness function:

f(A) = n+
200− nsteps

200
(5)

Here, A is the FSM, n is the number of eaten apples and nsteps is the number of
the step on which the ant ate the last apple. Our modified fitness function takes
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into account the number of states visited by the FSM in the process of fitness
evaluation:

f(A) = n+
200− nsteps

200
+ 0.1 · (M −N) (6)

Here, M is the number of states in the initial FSM and N is the number of
visited states. We have performed 30 runs of our algorithm with the following
values of parameters: N — 10, ρ — 0.5, nstag — 40, Nstag — 200, Nmut —
40, pnew — 0.5. This experiment was performed for the ACO algorithm only,
because an experiment with the GA algorithm would require certain changes in
its code, which we did not have access to.

Results show that in this case our algorithm only requires an average of 37.29
million fitness evaluations to reach the desired solution. The transition diagram
of one of the generated FSMs is shown on Figure 3. This machine allows an ant
to eat all food in 189 steps.

Start

Fig. 2. The field in the food trail
problem (John Muir trail)

Fig. 3. Finite-state machine for the
food trail problem

6 Conclusion

We have developed an ACO-based local-search heuristic method of learning
finite-state machines for a given fitness function. ACO is used to find an op-
timal vertex in a graph, where vertices are associated with FSMs and edges are
associated with mutations of FSMs. The efficiency of the proposed algorithm
has been compared to GA on the problem of inducting FST from test examples
and on the John Muir food trail problem. On both problems our method has
either outperformed GA or worked just as well.
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Abstract. Arabian babblers are highly preyed upon avians living in the
Israeli desert. The survival of this species is contingent upon successful
predator deterrence known as mobbing. Their ability to successfully de-
fend against larger predators is the inspiration for this research with the
goal of employing new models of robotic deception. Using Grafen’s Dis-
honesty Model [8], simulation results are presented, which portend the
value of this behavior in military situations.

1 Introduction

Mobbing is an anti-predator behavior mainly displayed in cooperative birds but
can also be found in animals such as meerkats [7] and squirrels [10]. This behav-
ior is a prime example of the handicap principle which claims that signals with
a high cost must be honest [13]. One such model that incorporates deceit into
the handicap principle is Grafen’s Dishonesty Model [8]. Our research has cre-
ated a model based on Grafen’s approach. In our researchwe replicate situations
encountered during the mobbing process and determine when it is advantageous
to deceive. This research extends and expands our previous research in deceptive
behavior that focused on human models of cognition [11]. In that earlier work,
deception was defined simply as a false communication that benefits the com-
municator (from [4]), and we continue to use that definition in this paper. One
species often associated with the handicap principle that exhibits this mobbing
behavior is the Arabian Babbler. The observed behavior of this bird will serve
as the inspiration for the robotic simulation that follows.

In this research we model the mobbing process, most importantly group for-
mation during mobbing, integrate Grafen’s dishonesty model, and examine its
utility in the context of multiagent robotics. Our preliminary results are provided
via simulation studiesThe motivation behind this research is for determining
when to invoke robotic deception based on principles that transcend individual
biological species, specifically in situations when the reward for deceit outweighs
the cost of being caught. This can pertain to military operation. For example,
a robot that is threatened might feign the ability to combat adversaries: being
honest about the robot’s abilities risks capture or destruction while deception
could possibly drive away the threat. Feigning strength is a tactic used regularly
in military combat [2].

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 276–283, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(a) (b)

Fig. 1. Mobbing Process for the Sentinel and the Individual Babbler

2 Mobbing Behavior

In this section, we develop the underlying behavior for the deception scenario
within which our model is tested. Mobbing is defined as the gathering of mem-
bers of a group around a potentially dangerous individual. The purpose of this
behavior is to deter and drive away potential predators [9]. While it is exhib-
ited by many different species, it is most commonly associated in avians. The
mobbing birds react to a perceived threat by surrounding it and cooperatively
harassing it, usually by making noises and flapping their wings.

A popular example of mobbing is displayed in the Arabian Babbler (Turdoides
squamiceps). In babblers, the behavior is determined by group makeup and
individual fitness. A group of babblers can consist of anywhere from 2 to 14
birds [13]. When a group begins to forage in a feeding area, a single babbler
assumes the role of sentinel [13]. The sentinel perches in the tree that gives it
the best view of its group and approaching predators [12].

The mobbing processes for the sentinel and individual babbler are shown
in figures 1a and 1b respectively. It begins when the sentinel spies a potential
danger. It responds by emitting an alarm. Upon hearing this alarm call, individ-
ual babblers congregate in the sentinel’s tree and assist in issuing these alarm
calls. If the predator still approaches the group and perches nearby, the babblers
approach and mob the predator. The predator responds by either leaving or
attacking one of the mobbing birds [13].

While there are several factors in determining the flock’s decision to mob,
the work described here focuses on an individual babbler’s perceived ability to
escape. This is the aspect of the mobbing process where deception will be injected
into the system. Here, a babbler may deceive regarding its fitness in order to
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deter the predator. While there is no direct evidence to suggest this occurs
in nature, it presents an interesting variation for robotic decisions regarding
feigning behavior.

2.1 Sentinel

The role of sentinel is usually assumed by the alpha male or another high-ranking
male [13]. For each group of babblers, there is only one sentinel at any given time.
In a natural setting, the sentinels change, but for the purposes of this simulation,
the sentinel will be predetermined and static.

2.2 Handicap Principle

The Handicap Principle, developed by Zahavi [13], states that if an animal wastes
its personal resources to produce a signal, then that signal must be honest. Its
application to mobbing is that babblers will not approach a predator if they do
not believe they can escape it. If the babbler does approach, it is wasting the
resources of cover from the trees and a head start to escape from the predator.
By wasting these resources, it is demonstrating that it can survive without them.
If it could not tolerate losing these resources and attempts to mob the predator
anyway, that babbler becomes vulnerable to an attack. In that case, the babbler
would not be able to survive should the predator decide to attack it, and thus
deceiving with respect to its low fitness was not the appropriate choice according
to the handicap principle.

2.3 Deception

The purpose of this research is to model the mobbing behavior and determine
what value it affords robots and what value is added by injecting deception
into the process. While Zahavi maintains that signals produced through wasted
resources must be honest, Grafen claims there can exist an acceptable level of
cheating that will keep the system stable [8]. Grafen details inequalities in which
cheating would be the best strategy for the signaler. The derived model is based
upon the Philip Sydney game [8].

2.4 Group Control

Mob formation does not have an exact spatial layout and positioning as was
the case in our earlier work on formations [3], but some spatial constraints de-
fine the mob structure. In earlier work [6], bird lekking behavior was used for
group formation in a different context. Utilizing this pre-existing group formation
behavior is an easy solution for implementation.
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3 Computational Model

3.1 Sentinel and Individual Behavior

The computational model for the sentinel behavior is shown in figures 2a and 2b,
and is derived from the behavioral processes shown in figures 1a and 1b. Each
component behavioral assemblage (an aggregation of primitive behaviors [1])
and their associated transitions (behavioral triggers) are described extensively
in the computational model section of [5](including for the predator).

(a) (b)

Fig. 2. Computational Model for the Sentinel and Indvidual Babbler

3.2 Grafen’s Dishonesty Model

Equation 1 is derived from Grafen’s dishonesty model [8].

X = 1 + t+ 2r(Sd− 1)

Mob

{
Yes Sb > X
No Sb ≤ X

(1)

where Sb is the individual babbler’s fitness, Sd is the predator’s fitness as per-
ceived by the individual babbler, r is the relatedness coefficient, and t is the cost
of signaling. X represents the risk associated with mobbing this predator. The
bounds of all parameters presented, with the exception of X, are 0 and 1. It
is important to note that the parameter Sd represents perceived fitness rather
than the actual fitness, which will be represented differently in the data analy-
sis. If the inequality is not satisfied, the individual remains in the tree until the
predator leaves.
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3.3 Deception in Mobbing

Dishonesty is incorporated into the computational model (after [8]) and is used
when the individual makes the choice whether to participate in mobbing or not.
If the system was entirely honest then the only factors involved in mobbing
would be the fitness of the predator and prey and the cost of the signaling. In
the honest situation, if the individual has fitness greater than the predator after
factoring in signaling cost, then it would always mob. Similarly, if the individual
was fitness deficient after subtracting the signal cost, then it would never partici-
pate in the completely honest situation. However, when incorporating deception,
a relatedness coefficient is included, which allows and influences deceptive be-
havior. The purpose is to determine when it is the most appropriate strategy
for an agent to engage in mobbing independent of whether it is an honest or
dishonest signal. Equation 1 assesses the risk of being attacked and devoured by
the predator. The higher the risk, the less likely the babbler will mob.

The relatedness coefficient, r, drives the decision to mob and expresses the
cooperation between predator and prey. The prey does not want to be chased,
and the predator wants an easy meal and to not waste energy during a chase [13].
As r increases, the agents are more likely to cooperate, the risk of being attacked
decreases, and the chance of mobbing should increase. This is in agreement with
equation 1, because predator fitness, Sd, is between 0 and 1. Subtracting 1 from
Sd means that r will be multiplied by a negative quantity, implying an inversely
proportional relationship. Figure 6 in [5] shows the relationship of each parameter
assuming a linear model.

4 Implementation

The computational model has been implemented in MissionLab1. This specific
research has only utilized the simulation aspect of MissionLab thus far but we
expect to port this model to Pioneer robots in the near future.

The implementation of mob behavior is constructed from multiple previously
developed behaviors (Appendices A-C in [5]). Mob formation around the preda-
tor is emulated using a sub-FSA containing the lek behavior [6]. For the ha-
rassment aspect of mobbing, the change-color behavior is utilized rather than
implementing any extravagant motor display. The transition between the mob
and harass state is probabilistic. This value is empirically assigned, as we have
not found supporting biological data regarding the frequency of harassment dur-
ing mobbing. After harassing is complete, its color returns to the original state,
and the agent is considered back in the mob state.

When being harassed, the predator detects green harassers. During each time
cycle, the predator’s current frustration value is incremented by 1 for each
harassing agent:

fcurrent = fprevious + n (2)

1 MissionLab is freely available for research and educational purposes at:
http://www.cc.gatech.edu/ai/robot-lab/research/MissionLab/.

http://www.cc.gatech.edu/ai/robot-lab/research/MissionLab/
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where fcurrent is the current frustration value, fprevious is the previous frustra-

tion value, and n is the number of harassing agents in a fixed time cycle. If the
frustration value exceeds a specified frustration threshold (ft =100, 125, or 150),
the predator leaves and the simulation terminates. If, however, s seconds elapse
(in this case arbitrarily 10) and the frustration threshold has not been exceeded,
the predator selects a random mobbing prey individual to attack. If the preda-
tor has a higher perceived fitness value than the prey individual it selects, then
that agent is considered to be bluffing, and the probability of that agent being
killed, Dl, is 95%. Conversely if the predator selects an honest mobbing agent,
the probability of this agent being killed, Dh, is set to either 5%, 10%, or 15%.
The chance of the predator killing an honest mobber is increased across different
analyses to represent the effect of a fitter predator.

Each non-sentinel prey evaluates equation 1 whenever in the presence of a
predator. Every agent that satisfies this inequality participates in mobbing upon
receiving the alarm call from the sentinel. In the results that follow, parameters
t, r, and Sd are held constant (t=0.1, r=0.75, Sd=0.5) while the parameters Sb
(fitness), ft (frustration threshold), and Dh (death probability for honest agents)
vary. The assigned value for Sb was either 0 (no participation), 0.4 (deceitful
participation), or 0.6 (honest participation). All combinations of honest and
dishonest mob groups were analyzed for group sizes of 2 through 7 babblers. ft
was assigned a value of 100, 125, or 150 with greater values representing a more
patient predator. Finally, the probability of an honest mobber being killed was
varied from 0.05, 0.10, and 0.15. As previously mentioned, there is a difference
between the perceived fitness, Sd, and the actual fitness. Varying Dh represents
changing actual fitness. Using the assumption that fitter predators are more
likely to catch prey, increases in Dh indicate increases in actual predator fitness.
This is more desirable than changing Sd, as changing perceived fitness alters the
number of mobbing agents.

5 Simulation Results

The simulation data was analyzed for the aforementioned values of parameters
Sb, ft, and Dh. Figures 3a, 3b, and 3c show the mortality rate for each combina-
tion of mob sizes and deception rates present in the group, when Dh was held
constant at .05; while ft=100 in 3a, 125 in 3b, and 150 in 3c. Figures 9a, 9b,
and 9c (from [5]) demonstrate the same combinations but where Dh = .10, and
figures 10a, 10b, and 10c (from [5]) show this data when Dh = .15.

For each frustration threshold, there exists a minimum number of mobbing
agents (Mm), for which the predator’s frustration always exceeded its ft and fled.
The minimum number of mobbers for which zero attacks occur across each ft
is shown in table 1 (from [5], for reference Mm = 3 for ft=100). Attacks being
reduced to 0 results in a 0% mortality rate. Deceiving in groups smaller than
these minimum mob sizes is lethal. The deadliest conditions for lying, when
ft=125 and 150, was a mob formation consisting of 2 deceiving agents and a
sentinel. Mobbing a predator with these frustration thresholds and only deceiving
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agents, resulted in a mortality rate of approximately 70%. When ft=100, the
highest mortality rate occurs when 1 deceiving agent and a sentinel participate.

It is desirable to discover if adding deceiving agents to a purely honest situa-
tion would result in fewer fatalities. Obviously when adding enough deceivers to
exceed or equal Mm for each frustration threshold value, the mortality rate drops
to zero. However it is more interesting to investigate critical mob sizes (Mc) that
can result in both the predator attacking or fleeing. Mc for each frustration value
is presented in table 1 found in [5] (for reference Mc = 3 for ft=100). Figure 3
shows that a purely honest mob group has a higher survival rate than any group
containing a deceiver, with two exceptions. Other results can be found in figures
9-11 of [5]. As evidenced in figure 9b in (ft=125 Dh=0.10), a group of 3 honest
mobbers yields a mortality rate of 0.16. Adding one deceiving babbler to this
group reduces the mortality rate by 25%. Similarly, as seen in figure 10c (ft=150
Dh=0.15), 3 honest mobbing babblers have a mortality rate of 0.20. Adding one
deceiving babbler drops the mortality rate by 30%.

Fig. 3. Surface plot of number of agents, deception rate in non-sentinel group mem-
bers, and the mortality rate from the group makeup. The sentinel is always an honest
mobber. Dh=.05 and the probability that a lying agent is killed, Dl , is 95% for all
above figures. A, B, and C simulate values of 100, 125, and 150 for ft respectively.

Since these are the only two incidents in the entire data set in which the
addition of a single deceiver decreases the mortality rate, it can be concluded
that lying with Dl = .95, is not a strategic decision in mob groups less than Mm.
Figure 11, found in [5], shows the result of reducing Dl to 50% and increasing
Dh to 30% while ft was 150. Under these new conditions, deception improves
survivability in group sizes of Mc. Adding one deceiving member to mob size of
3 with any deception rate decreased the mortality rate by an average of 16%.
While this may not be realistic, it proves that there is a set of conditions in
which deceiving can improve survival rate consistently.

6 Conclusion

Mobbing behavior, in nature, has clearly proven to be an effective method of
predator deterrence. Our research shows the ability to transfer this biologically
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inspired behavior to robotic behavior in simulation, where the robotic agents
emulate the ethology of mobbing birds. The addition of deception to the hand-
icap principle returns mixed results. For this simulation, deception is the best
strategy when adding a single agent pushes the mob size to Mm. In this case, the
predator is driven away and no member is attacked. For mob sizes smaller than
Mm, complete honesty yields the lowest mortality rate. This is because the pun-
ishment for bluffing is high. If the price of bluffing is reduced, adding deception
can reduce motrality rates.Mobbing permits the agents working in teams to cre-
ate multiple formations and allows them to group in specific areas. Future work
will investigate the impact of varying Dl on mortality rate and implementing
this simulation on physical robotic systems. Understanding how many honest
and dishonest prey agents are required to successfully drive a predator away
has value in the hope of understanding the effectiveness in making this defen-
sive strategy effective for relevant robotic applications when agent survival is at
stake.
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Abstract. The bacterial foraging optimization (BFO) algorithm is a
new complex, swarm-based optimization algorithm. The algorithm has
shown to be successful in static environments; however there is little re-
search available on analysis of its performance in dynamic environments.
The aim of this article is to conduct an elaborate empirical analysis
of BFO in a number of dynamic environments. Additionally, a modifi-
cation to BFO is proposed to improve BFO’s performance in dynamic
environments.

1 Introduction

Bacterial foraging optimization (BFO) is a stochastic, swarm-based optimization
method based on the foraging behaviour of E-coli bacteria [12] which has been
successfully applied to a wide range of problems in [9,8,4], mostly in stationary
environments. BFO’s nature suggests that it is designed to perform well in dy-
namic environments. However, little substantial research has been performed to
evaluate the performance of BFO in dynamic environments.

This paper examines the performance of BFO in a range of dynamic envi-
ronments and modifies the BFO algorithm to improve BFO’s performance in
dynamic environments. The modified BFO, dynamic BFO (DBFO), is bench-
marked against a number of swarm-based algorithms developed for dynamic
optimization.

The remainder of the paper is organized as follows: BFO is described in
Section 2, and background on dynamic environments is given in Section 3. Sec-
tion 4 describes the PSO algorithms used to benchmark against, and issues
with BFO in static environments and the new DBFO algorithm is discussed in
Section 5. The experimental procedure is described in Section 6, while
Section 7 presents and discusses results.

2 Bacterial Foraging

Passino [11] developed BFO which models the foraging behaviour of E coli. bacte-
ria. BFO is a complex algorithm and thus for brevity a summary of the algorithm
is provided. Full details of BFO are in [11]. BFO consists of 3 phases organized in

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 284–291, 2012.
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a triple nested loop: chemotaxis, reproduction and elimination/dispersal, where
chemotaxis occurs in the innermost loop, reproduction occurs in the middle loop
and elimination dispersal occurs in the outermost loop. The following aspects of
the BFO algorithm are discussed:

– Chemotactic Step. Chemotaxis is the integral phase of the algorithm,
modelling how bacteria move up the nutrient gradient. It consists of two
parts: (i) tumble and (ii) swim. A tumble is simply a reorientation of the
bacteria to a random direction. A swim is a movement of the bacterium in the
tumble direction of a specific step size Ci for each bacteria i.
Chemotaxis consists of a tumble, then repetition of the swim step until
a decrease in the nutrient gradient is observed. Included as part of the nu-
trient gradient calculation is the effect of cell-to-cell attractant that occurs
between bacteria. Bacteria are attracted to other bacteria based on proxim-
ity but also repel each other at short range, resulting in bacterial swarming
behaviour.

– Reproductive Step. Bacteria are sorted by health and the unhealthy half
of the bacteria is removed and the remaining half of the bacteria is copied
to create a population of original size.

– Elimination-dispersal Step. With a certain probability bacteria are reini-
tialized to a new position modelling the natural disturbances in the environ-
ment of E. coli. bacteria.

3 BFO for Dynamic Environments

This section analyses BFO’s weaknesses and a new dynamic BFO algorithm is
proposed.

3.1 Issues of BFO in Dynamic Environments

Due to the triple nested loop structure of BFO, the frequency each operation
occurs is inconveniently dependant to the frequency of the outermost operation
loops. For example, the frequency of reproduction is dependant on frequency
that reproduction occurs but also on frequency that elimination-dispersal occurs.
Since the frequency of each operation effects behaviour of the algorithm, three
simple running time control variables have the bad side effect of changing the
behaviour of the algorithm.

Also, if a large environmental change occurs, the optimum may move outside
the bounds of the area covered by bacteria. Finding the optimum may be slow as
the bacteria are concentrated in one area of the search space, increasing chances
of getting stuck in local optima.

Lastly, BFO is unable to fine tune good solutions due to the constant step
size for each bacterium.



286 J. Abbott and A.P. Engelbrecht

3.2 Related Work on BFO in Dynamic Environments

The performance of BFO in dynamic environments has been explored by [13],
focussing on a technique for maintaining diversity in the reproductive step of
the algorithm. The results were not reproducible, given the description in [13],
and thus were not compared to the algorithm proposed in this paper.

3.3 Structure for Dynamic BFO Algorithm

To solve the structural problems of BFO, the algorithm is factored out into
a single loop with three sequential operational steps. Chemotaxis, reproduc-
tion, and elimination-dispersal operations are set specific frequency parame-
ters: Fc, Fre, and Fed, allowing for fine-grained management of operations. For
example, the reproduction operation will occur once each only Fre iterations.
In terms of the original BFO, chemotaxis should occur every iteration with a
frequency of 1.

3.4 Diversity of DBFO

Section 2 states that elimination-dispersal of bacteria is caused as a response
to disturbances to the environment. When a large environmental change is de-
tected in BFO, it is appropriate for an elimination-dispersal event to occur. An
elimination-dispersal event would spread the bacteria across the search space,
allowing for improved search abilities. In DBFO, if a substantial change in the
environment is detected, then an elimination-dispersal event occurs. A substan-
tial change is any operation which causes an abrupt decrease in average health
of the bacteria by ε. The best value of ε requires further research.

3.5 Change in Step Sizes

In order to improve exploitation of good solutions, DBFO includes a step size
modification, such that step size, Ci, is changed over time, allowing the bacterium
to initially explore but exploit good solutions. The change will occur as follows
for each bacterium si

Ci(t) =

{
μ if Ci(t− 1) ≥ τ

Ci(t− 1) if Ci(t− 1) < τ
(1)

where μ = 0.9 and τ = 0.01. These values were empirically chosen to work well
over a variety of problems, but further research needs to be done to determine
their behaviour. In DBFO, the step size is reset to the initial value of 1, to enable
the bacteria to explore more after an environmental change. The elimination-
dispersal event is extended with this reset step. The modified BFO algorithm is
given in Algorithm 1.
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Algorithm 1. DBFO

Initialize parameters
Initialize bacteria
for t = 1, ..., maxit do

chemotaxis step
if t mod Fre = 0 then

reproduction step
end if
if environmental change is detected then

elimination-dispersal step
for all bacterium si ∈ S do

Calculate Ci(t) as in equation (1)
end for

end if
end for

4 Experimental Procedure

This section gives configurations for the moving peaks dynamic environment
generator, the bacterial foraging algorithms BFO and DBFO, and the PSO
benchmark algorithms used.

4.1 Algorithm Setup

The collective mean error (CME), which is the average of the error measurement
over all iterations performed, is measured [10]. For both BFO and DBFO, the
swarm size S is 50, δ =1 and Ped = 0.75, the cell-to-cell attractant parameters
dattract, wattract, hrepel, and wrepel were set to 0.1, 0.2, 0.1 and 10 respectively
and Ns was set to 8. For BFO, Nc, Nre and Ned were set to 500, 2 and 2
respectively. The frequency of reproduction, Fre, was set to 1000 and ε = 25%,
for DBFO. The total number of iterations for each algorithm was calculated to
be 2000. The configurations for BFO were shown to work well on a variety of
problems as in [11].

The BFO algorithms were compared with PSO algorithms using 50 particles
and acceleration constants, c1 and c2, were set to 1.496180. The dynamic PSO
algorithms used were:

– Charged PSO (CPSO)[2]: Swarms consisted of 50% charged and 50% neu-
tral particles with a charge magnitude of 16 [3]. The lower cut off value pcore
was set to 1 and p is set to 30.

– Quantum PSO (QPSO)[1]: Swarms consisted of 50% quantum and 50%
standard particles. The radius of the cloud, φcloud, was set to 30.

– Reinitializing PSO (RPSO) [6]: 10% of particles reinitialize when an en-
vironmental change is detected.

– Multi-swarm PSO (MPSO) [2]: 5 sub-swarms of 10 particles of 50%
quantum and 50% neutral particles were used.
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4.2 Dynamic Environment Setup

Four classes of dynamic environments are used: quasi-static/static environments,
progressively changing environments, abruptly changing environments and
chaotic environments as proposed by [5]. The moving peaks dynamic environ-
ment generator [7] is used to generate the dynamic environments of the required
classes for the purposes of this paper. The position, height, and shape (width)
of the optima change at predetermined intervals

The width severity (ws) and height severity (hs) were set to 0.1 and 0.7
respectively. The peak heights fall in the range [30, 70], while the peak width
were in the range [0.08, 1]. Dimensionalities of d = 2, 5, 10, 30 where considered
and the function domain for all functions was [0, 100]d. The λ value was set to
0.75 and random seed was fixed for all algorithms (seed = 1). The algorithm
was tested for a number of severities, s, and frequencies, f , specifically s =
0, 1, 10, 20, 30, 40, 50 and f = 1, 5, 50, 100, 200, 2000. Each algorithm was run for
2000 iterations. Each experiment was repeated on 30 generated environments for
each setting combination. Figure 1a demonstrates how the environment types
discussed in Section 3 relate to the grid layout in Figure 1b.

5 Results

Results are summarized using 3-dimensional plots of the CME after 2000 itera-
tions for all algorithms. Additionally, tables are given to summarize performance
after 2000 iterations for severity, frequency, and dimensionality.

Tables 1a to 1c shows BFO performed generally worse than all the PSOs.
However, further examination shows BFO performance was within an accept-
able range of the average PSO performance, indicating that BFO has inherent
properties suitable to dynamic environments. However, the standard deviations
of the CME for all experiments for BFO was high indicating instability of BFO.
Instability may be attributed to the stochastic manner that search directions
were chosen or that BFO performance was dependent on the initial bacteria
positions. High standard deviation may show that BFO is sensitive to local
minima.

Figure 1b shows that BFO performance improved in the progressive quadrant
compared to other quadrants, demonstrating that BFO tracked optima better
in highly progressive environments. BFO’s improved ability to optimize in pro-
gressive environments may be because the cell-to-cell repellent force maintains a
small amount of diversity around the optimum. If the optimum moves within the
small area covered by the swarmed bacteria, bacteria are more likely to locate
the new optimum position; thus, BFO has the ability to track small but frequent
changes distinct to progressive environments.

Performance of BFO is worse in the abrupt quadrant. The BFO algorithm
shows slow convergence, and thus if the optimum has moved significantly then
BFO will take time to move the bacteria to the newly positioned optimum.

Figure 1c and Figure 1d indicate that, as dimensions increase, BFO
performance decreased showing that BFO is highly sensitive to increases in
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Fig. 1. 3-dimensional plots of the CME after 2000 iterations for all algorithms

dimensionality. BFO’s lack of scalability may be the result of the bacterial posi-
tion update strategy employed by BFO. The update strategy forces the bacteria
to move the same distance in all dimensions, regardless of optimality of the spe-
cific dimension. Supposing a bacterium has located the optimal position in a
single dimension, but has a sub-optimal position in the remaining dimensions,
after the position update, the position will be moved in all dimensions, regardless
of optimality of a single dimension.

Conclusively, BFO suffers from sensitivity to dimensionality, instability and
slow convergence, but BFO has the ability to track optima in progressive envi-
ronments, but requires further improvement.

Tables 1a to 1c show that DBFO generally performed better than BFO and is
only outperformed by BFO in isolated circumstances. DBFO had greater ability
to exploit good solutions as well as re-diversify in the event of an abrupt change,
thus resulting in improved performance. Although it is evident that the changes
made to BFO have improved performance, DBFO still suffered from sensitivity
to dimensionality, instability and slower convergence.
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Table 1. CME for each algorithm over all peaks

(a) CME for each algorithm for each severity

Algorithm
Severity

0 1 10 20 40 50

BFO 16.32(141) 27.72(240.2) 37.95(328.6) 43.068(372.1) 45.12(391.08) 45.26(392.1)
DBFO 15.87(137) 28.15(243.5) 39.2(338.7) 41.3(357.5) 42.84(370.34) 43.06(372.2)
CPSO 8.35(2.54) 18.5(4.54) 32.91(3.15) 36.7(4.583) 38.91(3.84) 39.60(3.56)
QPSO 8.86(2.74) 17.28(3.52) 32.48(5.71) 34.15(2.474) 36.83(5.21) 37.30(4.52)
MPSO 15.67(4.48) 22.62(4.27) 34.05(3.85) 37.04(4.796) 39.2(4.26) 40.145(3.88)
RPSO 18.59(3.63) 24.27(4.35) 34.45(3.46) 37.16(3.711) 38.94(2.77) 39.781(2.86)

(b) CME for each algorithm for each frequency

Algorithm
Frequency

1 5 50 100 200

BFO 48.405(418.18) 43.964(380.86) 37.296(322.99) 33.747(292.77) 30.214(261.24)
DBFO 47.325(409.81) 42.741(370.58) 36.006(311.69) 32.828(282.9) 28.286(244.48)
CPSO 48.263(7.9237) 38.504(2.206) 24.361(2.4297) 19.639(2.7402) 15.048(3.2196)
QPSO 47.602(8.3217) 37.512(3.26) 22.242(2.4406) 17.824(2.8246) 13.925(3.3217)
MPSO 49.377(7.5864) 40.292(3.3093) 26.386(3.0823) 22.213(3.3897) 19.032(3.9077)
RPSO 55.089(6.9221) 44.692(2.632) 25.668(2.1753) 20.267(2.5534) 15.277(3.0453)

(c) CME for each algorithm for each dimension

Algorithm
Dimensionality

2 5 10 30

BFO 17.966(155.48) 34.519(299.05) 43.306(374.8) 59.11(511.5)
DBFO 12.323(107.19) 34.169(296.01) 44.456(384.38) 58.801(507.99)
CPSO 14.339(3.0798) 24.988(4.4022) 32.787(4.5392) 44.539(2.7942)
QPSO 14.61(3.294) 24.439(4.1113) 29.724(4.2919) 42.51(4.4376)
MPSO 20.99(3.996) 27.398(3.9485) 32.999(4.2521) 44.453(4.8236)
RPSO 14.648(2.3923) 28.78(3.8114) 37.333(3.844) 48.034(3.8147)

Figure 1c and Figure 1d show that the PSO algorithms performed better than
DBFO in all dimensions save for a few select configurations. It is evident in Fig-
ure 1c that, problems of low dimensions and low severity DBFO outperformed
the PSO algorithms and Figure 1d shows that DBFO outperforms all PSO al-
gorithms in low dimensions with extremely high severity. DBFO is therefore
more suited to the highly progressive or quasi-static environments, and abrupt
environments than the PSO algorithms, but only in problems of few dimen-
sions. This implies DBFO must be modified to improve sensitivity to increases
in dimensionality.

Figure 1b shows that all algorithms demonstrated decrease in performance
in the chaotic quadrant, thus struggling to track the movements of optima in
chaotic environments. It is difficult to track an optimum in chaotic environments
and thus all algorithms performance chaotic environment was inconclusive.

6 Conclusion

This paper evaluated the performance of bacterial foraging optimization (BFO)
on a variety of dynamic environments. A new dynamic BFO (DBFO) algorithm
was proposed for dynamic environments and was included in the evaluation. The
results were compared to that of dynamic PSO algorithms which have been de-
veloped specifically for dynamic environments. BFO appears, on an algorithmic
level, to be suited towards dynamic environments with properties such as the
ability to maintain diversity.
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However, in practice, a number of flaws in the algorithm, such as sensitivity
to dimensionality, instability and susceptibility to local optima, inhibit the al-
gorithm, rather than assist it in dynamic environments. In an attempt to solve
those problems, DBFO was proposed which attempts to solve the downfalls of
the original BFO algorithm. DBFO is a slightly modified version of BFO, which
increased the accuracy of solutions in certain types of dynamic environments
and improved the flexibility and intuitiveness of the BFO structure. Although
the DBFO improved on the BFO in many environments, it still did not entirely
overcome the problems identified in BFO.

Although the PSO algorithms outperformed BFO and DBFO, BFO has shown
potential in dynamic environments and further research needs to be done to
further refine DBFO to overcome the identified problems.
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Abstract. This paper derives a new algorithm for piecewise linear ap-
proximation of n-dimensional parametric curves, specifically to be used
with particle swarm optimization. The aim of the algorithm is to find
the optimal piecewise linear approximation for a predefined number of
segments. The performance of this algorithm is evaluated on a set of
functions of varying dimensionality.

1 Introduction

In many real world situations functions are encountered that are not explicitly
known, but it would still be useful to able to infer meaning from the analysis
of said function. The first step is often to try and approximate the function. A
common approach is that of piecewise linear approximation (PWLA) [1]. The
main issue with PWLA when the explicit function is known is that explicit
parameters for the linear segments can be obtained only if the ideal partitions
of the independent variables of the PWLA are known. However, knowledge of
the function and ideal partitions are usually not known.

This paper proposes a particle swarm optimization (PSO) approach to
PWLA, without assuming knowledge of the function nor the ideal partitions.
The PSO approach to PWLA used is to analytically solve for segment coeffi-
cients and then to utilize the PSO to find the ideal partitions. To the authors’
knowledge this is the first population-based approach to PWLA of parametric
curves.

Background is given in section 2. A derivation of the closed formulas for the
algorithm is given in section 3. The algorithm is presented in section 4. The
experimental set up is discussed in section 5, and the results in section 6.

2 Background

This section provides the reader with an overview of the techniques used through-
out the paper. PWLA is defined in section 2.1. Section 2.2 overviews PSO, and
Section 2.3 discusses related works.
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2.1 Piecewise Linear Approximation

In one dimension, PWLA can be formalized as, given the non-linear relationship,
y ≈ f(x) for i0 ≤ x ≤ ip to obtain an approximation of f using p segments of
the form

y(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
a1 + b1x for i0 ≤ x ≤ i1

a2 + b2x for i1 ≤ x ≤ i2

· · · · · ·
ap + bpx for ip−1 ≤ x ≤ ip

(1)

where ai and bi are the y intersect and the gradient of the line segment on the
interval ii−1 ≤ x ≤ ii respectively. The objective is to find a piecewise mapping
that minimizes the least squares error (LSE) between the function f and y:

LSE =

∫ ip

i0

(f(x)− y(x))2dx =

p∑
j=1

(f(x)− (aj + bjx))
2dx (2)

The problem is solved by assigning optimal values to the coefficients ak, bk∀k :
1 ≤ k ≤ p and ik∀k : 0 < k < p. The dimensionality of the optimization problem
is therefore 2p+ p− 1 (the end points i0 and ip are known quantities).

2.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO)[2] is a population-based search algorithm,
based on simple models of bird flocks. The fundamental principle of PSO is to
update the position of a particle based on: the momentum of the particle, the
cognitive component, and the social component. The momentum is a fraction
of the current velocity. The cognitive component attracts a particle to it’s best
found solution. The social component attracts each particle to the best solution
found by its neighbourhood.

PSO is formalised as follows: let lk (t) be particle k’s position at discrete time
step t (often called iteration t). A particle’s position and velocity update using

lk (t+ 1) = lk (t) + vk (t+ 1) (3)

vk (t+ 1) = wvk (t) + c1r1(t)(bk − lk (t)) + c2r2(t)(nbk − lk (t)) (4)

where w, c1, and c2 are the inertia weight, cognitive and social coefficients re-
spectively; r1, r2 : ∀i, r1,i, r2,i ∈ U (0, 1); bk is the best position obtained by
particle k; and nbk is best position obtained in the neighbourhood of k.

The neighbourhood of a particle is determined by a social network topology
[3].This paper uses the Von Neumann topology, where particles are connected to
form an multidimensional grid structure. The Von Neumann topology has been
shown in a number of empirical studies [3,4] to outperform other neighbourhood
topologies.
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2.3 Related Work

Many non-population based approaches to linear approximation exist, primarily
designed for application to digital curves [5,6]. Many of the classical approaches
to PWLA [7,8] either place requirements on the form of the function being ap-
proximated, and/or require an explicit definition of the function. As a result,
research is done on special cases. A recent example is the recursive descent ap-
proach of Imamoto and Tang [9], which, while highly efficient, requires knowledge
of the explicit function that is being approximated (to enable the derivation of
the actual derivative, not just an approximation of the derivative) in addition to
the requirement that the function is convex.

This paper assumes that the explicit function is unknown, and that no knowl-
edge of the function’s form is available. Research that has similar assumptions
is PWLA of digitized curves (DC). Some DC algorithms differ slightly from the
definition in that the line segments of the approximation need not join, i.e the
resulting PWL approximation is not guaranteed to be continuous on the function
domain. A well known example is the algorithm of Manis et al [10]. In contrast,
the objective of this paper is to obtain a continuous PWLA.

Some DC algorithms do closely match the assumption on the explicit function:
Horst and Beichl [11] designed their DC algorithm for efficiency with respect to
running time, and Pavlidis [12] and Dunham [13], focused on optimality of the
PWLA. These algorithms share the general approach to finding the optimal
PWLA: starting with a very high segment count and continually remove seg-
ments until a point is reached where any continued segment removal will push
the error over an acceptable threshold. This is very different from the approach
taken in this paper, where the number of segments must be specified by the user,
while no error threshold need be given. This is due to the fact that the approach
in this paper is to find an optimal segment arrangement, not to find the lowest
segment count possible while remaining above an error threshold.

3 Derivations of Analytical Component

The problem to be solved is that of PWLA of a n-dimensional parametric func-
tion. Specifically, the area between the target (though explicitly unknown func-
tion) and the approximated function must be minimized. This paper uses the
n-dimensional version of equation (2) to minimize the square of the area, MF,
between the two functions.

MF =

∫ ip

i0

( ‖f(t)− x(t)‖2) 2dx (5)

given

−→x (t) =

⎛⎜⎜⎜⎝
y1(t)
y2(t)
...

yn(t)

⎞⎟⎟⎟⎠ , yj(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
aj,1 + bj,1t for i0 ≤ t ≤ i1

aj,2 + bj,2t for i1 ≤ t ≤ i2

· · · · · ·
aj,p + bj,pt for ip−1 ≤ t ≤ ip

(6)
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Minimization of MF is done by finding optimal values for aj,k, bj,k∀k : 1 ≤ k ≤
p, ∀j : 1 ≤ j ≤ n and ik∀k : 0 < k < p. The minimum of the function MF is
where all of its partial derivatives are zero.

It was shown by Stone [14] that, for equation (2), if the partition points are
not fixed, a closed form solution does not exist in general, and more complicated
techniques for approximating the solution that require the explicit function have
to be used. Given that the closed form solution with non-fixed partition points
cannot be analytically solved in general, it is assumed that the partition points
are fixed. The system of partial derivatives can then be explicitly solved using
an extension of Stones approach:

∂MF

∂aj,k
= 0 = −2

∫ ik
ik−1

fj(t)dt+ 2aj,k(ik − ik−1) + bj,k(i
2
k − i2k−1) (7)

∂MF

∂bj,k
= 0 = −2

∫ ik
ik−1

tfj(t)dt+ aj,k(i
2
k − i2k−1) +

2
3bj,k(ik − ik−1) (8)

This results in nj simultaneous pairs of equations which are solved to obtain

aj,k =
3

(ik − ik−1)3
(
4

3
(i2k+ikik−1+i2k−1)

∫ ik

ik−1

fj(t)dt−2(ik+ik−1)

∫ ik

ik−1

tfj(t)dt) (9)

bj,k =
6

(ik − ik−1)3

(
2

∫ ik

ik−1

tfj(t)dt− (ik + ik−1)

∫ ik

ik−1

fj(t)dt

)
(10)

The above integrals are approximated using the composite Simpson rule[1]:

∫ b

a

g(x)dx ≈ h

3

⎛⎝g(a) + 2

n
2
−1∑

j=1

g(x2j) + 4

n
2∑

j=1

g(x2j−1) + g(b)

⎞⎠ (11)

h =
b− a

s
, xj = a+ jh (12)

and s is the sample count.

4 Particle Swarm Algorithm for PWLA

The ideal partition points can be found quite naturally with the PSO algo-
rithm. Using equation (9) and (10), only the values for the intervals are required,
and since the only independent variable is t, regardless of the dimensionality of
the space mapped to by the parametric function, the search space size remains
unchanged under dimension alteration.

Each particle represents a set of partition points between the two end points
i0, ip. If an approximation using N segments is required, then N − 1 dimensions
are used. The particle’s components are sorted in ascending order of value to
ensure that the resulting PWLA is in fact a function (each element of the domain
maps to only one element of the range). The update of a particle’s position
and velocity is different from the standard approach. Application of equation
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(3) on a particle’s position may alter the ordering of the particle’s position’s
components. This is rectified by sorting the position’s components after the
completed application of equations (3) and (4).

Particles often leave the search space in the initial iterations, and later move
back within the search space [15]. This behaviour results in the problem that,
if a particle leaves the boundaries of the search space, the resulting PWLA is
meaningless as the evaluation of equation (5) is potentially invalid as a dis-
tance measure cannot be defined if the values of the true function are un-
known. To rectify this problem, components of a particle position that violate
boundary constraints are removed. A new valid component is then randomly
generated and inserted into the particle position vector in an order preserving
manner.

The fitness function is MF as defined in equation (5), using the composite
Simpson rule in equation (11) to approximate MF . The PWLA approxima-
tion for a given partition point set is calculated using equations (9) and (10).
The stopping condition is to halt once a predefined number of iterations have
elapsed.

5 Experimental Procedure

The algorithm is evaluated on the six functions in Table 1. For each function, the
PSO was used to produce 5, 10, 20, and 30 line segments. The average fitness and
standard deviation of fitness are displayed for each segment number. Results are
given as average fitnesses over 30 independent runs of the PSO. The efficiency of
the PSO is analysed by comparing the median sampled PWLA obtained against
the actual function.

For each function, samples are computed as {xj = a+jh, j ∈ R : xj ≤ b}, h =
b−a
s where a,b are the left and right most end points respectively, and s is the

sample density. For all simulations, s = 1000. The PSO control parameter values
used on all runs for every function are population size=64, iterations used= 2000,
w=0.7, c1=0.6, c2=0.5. These settings have been chosen after extensive testing,
and performed well for all chosen functions.

Table 1. Test Functions

1 x(t) = cos(t) + sin(t), t ∈ [−4, 4] (13)

2 x(t) = sin(t) + tcos(t)sin(t), t ∈ [−10, 10] (14)

3
x(t) = 20e − 20e

−0.2
√

t2 − e
cos(2πt)

, t ∈ [−4, 4] (15)

4 f(t) =

(
x1(t)
x2(t)

)
=

(
tcos(2t)
tsin(2t)

)
, t ∈ [−3, 3] (16)

5 f(t) =

(
x1(t)
x2(t)

)
=

(
sin(t)
cos(t)

)(
e
cos(t) − 2cos(4t) − sin

5
( t

12

))
, t ∈ [0, 2π] (17)

6 f(t) =

⎛
⎜⎜⎜⎜⎜⎝

x1(t)
x2(t)

.

.

.
xn(t)

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

x

x + x2

.

.

.∑n
i=1 xi

⎞
⎟⎟⎟⎟⎟⎟⎠

, t ∈ [−1, 1] (18)
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6 Results

The PWLA obtained for function 1 to 5 are displayed in figure 1 to 5 respectively.
Table 2 contains all the fitness evaluations and standard deviations. Functions
2 to 5 required a higher segment count than functions 1 did to obtain a good
PWLA of the explicit function. Function 1 experienced negligible improvement
with increased segment count. This is illustrated in figure 1(a) for function 1,
where a good approximation was obtained using only 10 segments. No significant
improvement was obtained with more segments(see 1(b)).

However, on functions 2, 3, 4 and 5, when given a sufficient number of seg-
ments, the approximation accuracy increased drastically as show in figures 2
to 5. Function 2, when only 5 segments were used, is of particular interest: it

(a) 10 Segments (b) 30 Segments

Fig. 1. Function 1

(a) 10 Segments (b) 30 Segments

Fig. 2. Function 2

(a) 10 Segments (b) 30 Segments

Fig. 3. Function 3
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(a) 10 Segments (b) 30 Segments

Fig. 4. Function 4

(a) 10 Segments (b) 30 Segments

Fig. 5. Function 5

Table 2. Average fitness and deviations obtained using the PSO for PWLA

Segments 5 10 20 30
1 0.102738±0.0000710 0.003087±0.0000471 0.000408±0.0000283 0.000181±0.0000106
2 40.74514±3.0119749 7.209360±0.6965713 0.515423±0.0720595 0.143820±0.0095007
3 4.794305±0.0062657 2.450909±0.0935256 0.322576±0.0039322 0.128684±0.0042731
4 1.355459±0.0013390 0.082165±0.0001007 0.007494±0.0001478 0.007494±0.0000455
5 6.900478±0.0101289 0.535711±0.0081520 0.067585±0.0024342 0.017286±0.0009005
6(n=2) 0.000087±0.0000000 0.000067±0.0000001 0.000060±0.0000006 0.000058±0.0000015
6(n=3) 0.000874±0.0000000 0.000245±0.0000003 0.000223±0.0000008 0.000220±0.0000013
6(n=4) 0.002912±0.0000000 0.000600±0.0000006 0.000527±0.0000020 0.000521±0.0000023
6(n=5) 0.007547±0.0000002 0.001109±0.0000026 0.000926±0.0000032 0.000919±0.0000041
6(n=6) 0.014951±0.0000001 0.001872±0.0000053 0.001496±0.0000058 0.001486±0.0000056
6(n=7) 0.026646±0.0000011 0.002874±0.0000191 0.002179±0.0000073 0.002167±0.0000087
6(n=8) 0.041858±0.0000009 0.004162±0.0000274 0.003038±0.0000122 0.003013±0.0000098
6(n=9) 0.062087±0.0000013 0.005770±0.0000531 0.004022±0.0000157 0.003986±0.0000148
6(n=10) 0.083246±0.0000053 0.007678±0.0000696 0.005179±0.0000281 0.005129±0.0000232

illustrates a limitation in PWLA in general, which occurs when a function has
substantially more turning points than available segments. A poor approxima-
tion results, as shown in figure 2(a). This problem is alleviated with an increase
in segment count, specifically, doubling the segment count from 10 to 20 resulted
in a 92.9% fitness improvement.

The PSO also handled the increase in dimensionality effectively(refer to
table 2). The performance degradation on dimensionality increase on function
6 appears to be linearly. The PSO also exhibited small levels of performance
deviation over the 30 runs, implying that the approach used in this paper to
preform PWLA is quite robust.
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7 Conclusion

The aim of this paper was to design a way of using a PSO algorithm to solve the
problem of piecewise linear approximation of n-dimensional parametric curves.
The problem of finding line segment parameters aj, p and bj, p as defined in
equation (6) were solved analytically using the method described in section 3.
The remaining task of finding optimal partition points was achieved using a
PSO as described in section 4. The approach explained in this paper achieved
this aim, by obtaining very accurate PWLAs of the test functions.

Future work can include approaches to optimize the number of segments. The
approach can also be adapted to deal with multi-variate vector functions.
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Abstract. Stochastic Diffusion Search (SDS) is a population-based, nat-
urally inspired search and optimization algorithm. It belongs to a family
of swarm intelligence (SI) methods. SDS is based on direct (one-to-one)
communication between agents. SDS has been successfully applied to a
wide range of optimization problems. In this paper we consider the SDS
method in the context of unconstrained continuous optimization. The
proposed approach uses concepts from probabilistic algorithms to en-
hance the performance of SDS. Hence, it is named the Probabilistic SDS
(PSDS). PSDS is tested on 16 benchmark functions and is compared
with two methods (a probabilistic method and a SI method). The re-
sults show that PSDS is a promising optimization method that deserves
further investigation.

1 Introduction

Swarm Intelligence (SI) is the collective behavior of decentralized and self-
organized systems. SI systems are typically made up of a population of agents or
particles interacting with each other and with their environment. Interaction be-
tween agents yields collective intelligent behavior. Typical SI algorithms are ant
colony optimization (ACO), particle swarm optimization (PSO) and stochastic
diffusion search (SDS).

Stochastic Diffusion Search [2] is an efficient resource allocation algorithm
that has been applied to a wide range of applications [4]. However, there is little
work on using SDS to solve continuous nonlinear function optimization defined
as follows,

Minimize (or maximize)f(−→x )such that Li ≤ xi ≤ Ui, for i = 1, . . . , D.

Where f(−→x ) is the objective function, −→x is a candidate solution consisting of
D parameters (xi), and Li and Ui are the lower and upper bounds for each
parameter, respectively.

A new class of optimization methods is Probabilistic algorithms. Probabilistic
methods search a problem space using an explicit probabilistic model of candi-
date solutions. Thus, in probabilistic methods a population is approximated with
a probability distribution and new potential solutions are generated by sampling

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 300–307, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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this distribution. Two representative probabilistic algorithms are the Estimation
of Distribution Algorithm (EDA) [6] and the more recent Cross-Entropy (CE)
method [12]. Probabilistic algorithms have been successfully applied to a wide
range of optimization problems (see [11]).

In this paper, we propose a probabilistic SDS (PSDS) method that explic-
itly uses a probability distribution to tackle unconstrained continuous function
optimization. Several well-known benchmark functions are used to compare the
proposed method against CE and PSO.

The remainder of the paper is organized as follows: Section 2 provides an
overview of SDS. The proposed approach is presented in Section 3. Benchmark
functions to measure the performance of the different approaches are provided
in Section 4. Results of the experiments are presented and discussed in Section
5. Finally, Section 6 concludes the paper.

2 Stochastic Diffusion Search (SDS)

Stochastic Diffusion Search (SDS) [2] is a population-based, swarm intelligence
optimization algorithm that is based on direct (one-to-one) communication be-
tween agents. The SDS algorithm consists of two phases, a test phase and a
diffusion phase. In the test phase, each agent tests its hypothesis (a potential
solution to the problem). In the diffusion phase, agents share information about
hypotheses via one-to-one communication. The test and diffusion phases are
repeated until a swarm of agents converge to the optimum hypothesis. SDS con-
vergence to global optimum has already been studied by Nasuto and Bishop
in [8] and its time complexity has been analyzed by Nasuto et al. in [7]. SDS
has been successfully applied to a wide range of optimization problems (e.g.
object recognition [3], site selection for wireless networks [14], amongst others
[4]). Little work has been done in the context of continuous optimization. Two
recent attempts have been made in this area but by hybridizing SDS with other
methods (e.g. PSO [1], a local search method [10]).

3 The Proposed Method

In this paper, we propose a new variant of SDS that can be used as a continu-
ous global optimizer. In the proposed approach, each agent has hypothesis and
status. Hypotheses are defined as candidate solutions to a problem while status
is a Boolean variable used to distinguish between active and inactive agents.

The general algorithm of the proposed method is shown in Alg. 1. The algo-
rithm starts by initializing a population of N agents. The fitness of each agent
is then determined. As in the CE method, The Ne best performing agents (rep-
resenting an elite sample) are used to estimate the parameters of a probability
distribution. In this study, normal distribution is used, hence, the parameters are
μ and σ2. These two parameters are estimated (i.e. μ̂ and σ̂2) using the sample
mean and sample variance of the elite samples. In the test phase, each agent
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is compared against another randomly chosen agent. If it has a better fitness
function than the selected agent, it is set as active, otherwise it is set as inactive.

In the diffusion phase, if an agent, (−→xi), is inactive, a random agent, (−→xr), is
chosen. If (−→xr) is active, it communicates its hypothesis to (−→xi). This could be
done in many ways. In this paper, (−→xi) is set to a solution in the neighborhood
of (−→xr) as follows,

−→xi ∼ N(−→xr, k1.σ̂
2)

Where k1 is a user-defined constant.
On the other hand, if the selected agent, (−→xr), is inactive, (−→xi) is re-initialized.

Re-initialization can be done at random or in a more intelligent way. In this
paper, (−→xi) is set to a random sample generated from theN(μ̂, k2.σ̂

2) distribution
as follows,

−→xi ∼ N(μ̂, k2.σ̂
2)

Where k2 is another user-specified constant. Intuitively, k1 should be less than
or equal to 1 to intensify the search around an active (i.e. good) solution while
k2 should be greater than or equal to 1 to avoid premature convergence (i.e. to
improve diversification). A good balance between intensification and diversifica-
tion is needed for any search method and this balance is achieved by our PSDS.
After a fixed number of iterations PSDS terminates.

4 Experimental Setup

To test the performance of the proposed PSDS method, we have chosen 16 func-
tions (ten functions from the CEC 2005 benchmark set (namely, F1-F10) and
six canonical test functions). The ten CEC functions have different characteris-
tics (e.g. rotated, non-separable, shifted, unimodal, multimodal, etc.). For more
details about these functions, the reader is referred to [13]. The six canonical
functions are Rastrigin, Normalized Schwefel, Levy, Ackley, Shifted Griewank
and Step. Rastrigin, Normalized Schwefel, Levy, Ackley and Shifted Griewank
functions are difficult multimodal functions while the Step function is a discon-
tinuous unimodal function. The definition of these functions could be found in
many papers [9].

For the CEC functions we use 100,000 function evaluations (FEs), D = 10,
admissible error is 10−6 for F1-F5 and 10−2 for F6-F10 and run each method
for 25 independent simulations as suggested by Suganthan et al. in [13]. For
the canonical functions we use 100,000 FEs, D = 30, admissible error is 10−4

and we use 50 runs (to get more accurate statistical results). To measure the
effectiveness of a method we use two metrics:

1. The mean and the standard deviation of the best-of-run error which is defined
as the absolute difference between the best-of-the-run f(−→x best) value and the
actual optimum f(−→x ∗) of a given function. Avg. err. = f(−→x best)− f(−→x ∗)

2. 2) Success rate (SR): The number of successful runs (a run is successful if
avg. err. ≤ admissible error).
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Initialize agents and calculate their fitness;
repeat

/* Estimation of distribution */
Let I be the indices of the Ne best performing agents;
for j=1 to D do

μ̂j =
∑
j∈I

xij

Ne ;

σ̂2
j =

∑
j∈I

(xij−μj )
2

Ne ;

end
/*Test-phase */
for i=1 to N do

randomly choose an agent, (−→xr), from the swarm ;
if f(−→xi) ≤ f(−→xr) then

activei = true;
else

activei = false ;
end

end
/* Diffusion-phase */
for i=1 to N do

if activei = false then
randomly choose an agent, (−→xr), from the swarm;
if activer = true then

set (−→xi) to a solution randomly chosen from the
neighborhood of (−→xr) as follows,;
−→xi ∼ N(−→xr, k1.σ̂

2)
else

Set (−→xi) to a random sample generated from the
N(μ̂, k2.σ̂

2) distribution, i.e. ;
−→xi ∼ N(μ̂, k2.σ̂

2)
end

end

end

until Until a stopping criterion is met ;

Algorithm 1. The proposed PSDS algorithm

5 Experimental Results

In this section, PSDS is compared with the CE method and Standard Parti-
cle Swarm Optimization 2011 (SPSO2011) (http://www.particleswarm.info). CE
has been chosen as a recent example of probabilistic algorithms while SPSO as
a representative of SI methods. For CE and SPSO2011 we use the recommended
settings defined in [5] and (http://www.particleswarm.info), respectively. For
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PSDS, we set N = 100, Ne = 10, k1 = 0.5 and k2 = 1.5. To be fair, we did not
adjust each set of parameter to each problem.

All the tests are run on an Apple MacBook Pro computer with Intel Core i7
processor running at 2.7 GHz with 4GB of RAM. Mac OS X 10.7 (Lion) is the
operating system used. All programs are implemented using MATLAB version
7.11.0.584 (R2010b) environment. The statistically significant best solutions have
been shown in bold (using the non-parametric statistical test called Wilcoxon’s
rank sum test for independent samples [15] with α = 0.05).

The effectiveness of CE, SPSO2011 and PSDS is shown on Table 1 and Table
2 for the CEC and canonical functions, respectively. Table 1 shows that PSDS
performs better than CE and SPSO2011 on F4, F5, F6 and F9. SPSO2011 out-
performs the other methods on F3, F8 and F10. While CE performs better on one
function, F7. PSDS and SPSO2011 perform comparably on F1 and F2. An inter-
esting observation regarding F10 is that F10 is actually a rotated F9. SPSO2011
is rotationally invariant (”almost” since there is no 100% rotationally invariant
method unless the search space is a hyper-sphere), thus, its performance has not
deteriorated when rotation occurs. This is not the case for CE and PSDS (actu-
ally many popular metaheuristics are not rotationally invariant, e.g. SPSO2007,
GA, DE.) that treat each parameter independently. For the canonical functions,
Table 2 shows that PSDS performs better than CE and SPSO2011 on two func-
tions (i.e. Ackley and Step) while CE performs better on one function only (i.e.
Normalized Schwefel). For the Levy function, although SPSO2011 achieves the
smallest error, PSDS achieves the highest SR. Hence, the results of Tables 1 and
2 show that PSDS generally performs better than CE and performs comparably
to SPSO2011. However, PSDS is relatively easier to code than SPSO2011.

Table 1. Comparing the effectiveness of CE, SPSO2011 and PSDS on the 10 CEC
functions

CE SPSO2011 SDSP

Avg. Err.(SD) SR(%) Avg. Err.(SD) SR(%) Avg. Err.(SD) SR(%)

F1 1.20e + 00(3.68e − 01) 0 8.09e − 07(1.23e − 07) 100 7.89e − 07(1.83e − 07) 100

F2 6.95e + 01(2.00e + 01) 0 8.57e − 07(1.19e − 07) 100 8.81e − 07(1.20e − 07) 100

F3 2.00e + 07(1.11e + 07) 0 3.79e + 04(2.75e + 04) 0 1.15e + 05(9.69e + 04) 0

F4 1.05e + 02(3.07e + 01) 0 8.95e − 07(1.03e − 07) 100 7.92e − 07(1.48e − 07) 100

F5 6.21e + 02(1.57e + 02) 0 9.18e − 07(6.86e − 08) 100 8.52e − 07(8.73e − 08) 100

F6 9.05e + 02(3.17e + 02) 0 2.84e + 01(6.37e + 01) 0 9.93e + 00(1.87e + 01) 0

F7 8.30e − 01(8.34e − 02) 0 1.27e + 03(3.16e + 00) 0 1.27e + 03(3.97e − 02) 0

F8 2.03e + 01(8.03e − 02) 0 2.03e + 01(9.85e − 02) 0 2.04e + 01(5.44e − 02) 0

F9 2.25e + 01(3.07e + 00) 0 5.76e + 00(2.16e + 00) 0 2.31e + 00(1.37e + 00) 4

F10 2.37e + 01(2.95e + 00) 0 4.90e + 00(2.27e + 00) 0 2.40e + 01(7.69e + 00) 0

Table 2. Comparing the effectiveness of CE, SPSO2011 and PSDS on the 6 canonical
functions

CE SPSO2011 SDSP

Avg. Err.(SD) SR(%) Avg. Err.(SD) SR(%) Avg. Err.(SD) SR(%)

Rastrigin 2.92e + 02(1.66e + 01) 0 2.51e + 01(7.08e + 00) 0 4.16e + 01(3.68e + 01) 0

Normalized
Schwefel

8.24e − 03(8.08e − 03) 0 1.75e + 02(2.22e + 01) 0 1.11e + 02(4.42e + 00) 0

Levy 1.63e + 02(2.92e + 01) 0 7.55e − 01(4.93e − 01) 2 1.54e + 00(1.68e + 00) 8

Ackley 2.10e + 01(4.44e − 02) 0 1.07e + 00(6.76e − 01) 24 9.55e − 05(4.34e − 06) 100

Shifted
Griewank

1.69e + 02(2.04e + 01) 0 6.99e − 03(8.41e − 03) 46 1.36e + 00(9.50e + 00) 48

Step 1.84e + 04(2.14e + 03) 0 1.10e + 00(1.27e + 00) 38 0(0) 100
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Typical convergence curves for representative functions
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The convergence characteristics of a set of representative functions are de-
picted in Fig. 1 in terms of the average error (in logarithmic scale) vs. FEs.
For unimodal functions (i.e. F1 and F5), the convergence curves of PSDS de-
scend much faster and reach better solutions than that of CE and SPSO2011.
For multimodal function, PSDS has generally a slower convergence (compared
to SPSO2011) and it reaches better solutions.

6 Conclusions and Future Work

This paper presented a probabilistic stochastic diffusion search (PSDS) method
for solving unconstrained continuous optimization problems. A probabilistic
model (normal distribution in this study) was used to generate points in the
SDS diffusion phase. The parameters of the normal distribution were updated
in each iteration. The proposed method has been tested on 16 functions and has
been compared with CE and SPSO2011 with good results. Our future work will
investigate the performance of PSDS on constrained and real-world applications.
Moreover, the use of other distributions (e.g. beta, double exponential) needs to
be investigated. The effect of k1 and k2 needs also to be investigated. In addition,
the generalization of the proposed method to solve discrete and mixed problems
will be studied.
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Abstract. Object clustering is a widely studied task in which self-
organized robots form piles from dispersed objects. Although central
clusters are usually desired, workspace boundaries can cause perime-
ter cluster formation to dominate. This research demonstrates successful
clustering of square boxes—an especially challenging instance since flat
edges exacerbate adhesion to boundaries—using simpler robots than pre-
vious published research. Our solution consists of two novel behaviors,
Twisting and Digging, which exploit the objects’ geometry to pry boxes
free from boundaries. We empirically explored the significance of differ-
ent divisions of labor by measuring the spatial distribution of robots and
the system performance. Data from over 40 hours of physical robot ex-
periments show that different divisions of labor have distinct features,
e.g., one is reliable while another is especially efficient.

1 Introduction

Object clustering involves gathering spatially distributed objects into a single
central pile. This operation, akin to raking leaves, simplifies subsequent han-
dling and is useful within a longer manipulation pipeline. The task is ideal for
studying the role of physics and environmental interactions in producing com-
plex collective behavior. This paper is concerned with clustering square objects,
which is an important direction because (i) such objects have greater relevance
for applications (specifically construction involving bricks), (ii) radically different
packings result, which challenge existing geometry-based clustering theories, and
(iii) sensitivity to environment boundaries, which may cause existing approaches
to fail in forming central clusters, is exacerbated.

We introduce two simple behaviors Twisting and Digging exploiting objects’
shape to pry boxes away from boundaries. A group of robots executing mixture of
these two behaviors is able to repeatedly form central clusters. Through over 40
hours of experiments, we examined the effect of different numbers of twisters and
diggers on the system’s performance, empirically determining the most reliable
and most efficient divisions of labor. This paper’s primary contributions are:

• Assessment of Kazadi’s cluster growth theory [1]: Experimental data verifies
the theory, previously only validated with simulations of hypothetical robots.

• Division of labor: This is the first examination of the division of labor for
clustering tasks; this paper illustrates that it can play an important role.

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 308–315, 2012.
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• New way to address boundary effects: This paper describes an open-loop mo-
tion to limit cluster formation on the boundaries. The motion does not depend
on the robot disambiguating particular circumstances, but rather it is the con-
text within which the actions are executed that produces the desired outcome.
From a self-organization perspective, this is a particularly satisfying solution
to the boundary problem since it depends primarily on the physics of the
robot-environment interaction for its success.

• Illustrating that spatial distribution matters:While existing techniques for deal-
ing with boundaries, (e.g., using sophisticated rules for releasing objects [2]), our
approach simply modifies the spatial distribution of robots. Thus far, analysis
techniques (e.g., [1,3]) only consider spatially homogeneous distributions.

2 Motivation and Related Work

Multi-robot object clustering has been widely studied: Deneubourg et al. [4] pre-
sented an early distributed algorithm which achieved “sorting” with a local den-
sity sensor and no direct communication between agents. Inspired by biological
models, Beckers et al. [5] carried out the first physical robot experiments and
also demonstrated clustering without a density sensor. They gave an initial ex-
planation for the emergence of clusters on the basis of the geometry of the piles.
Martinoli [6] further quantified this geometric notion. Thereafter, Kazadi et al. [1]
introduced a model which gives conditions for cluster formation to occur.

Holland and Melhuish [2] extended the clustering task to include spatial sort-
ing. They conducted several experiments in which clusters formed at the edge of
their arena, since flat boundaries have geometric properties similar to very large
clusters. A similar “preference” for cluster formation along boundaries has been
noted within a biological system [7]. Some authors [4,5,2] explained clustering
through stigmergy [8], a process wherein the environment, modified by agents’
previous actions, affects subsequent task performance. More recent connections
between robot clustering and biological models have been published [9].

Almost all previously published work in robotic clustering considers cylindri-
cal pucks. However, square objects have flat edges which exacerbate adhesion to
boundary walls. It is particularly difficult for a cylindrical robot to move a box
positioned against a wall into the center of the workspace. This is observable
in the video posted by Vaughan’s Autonomy Lab1 in which 36 iRobot Creates
successfully cluster square objects; most of the clusters form on the boundary.

Table 1 is a comparative summary of robots’ capabilities and experimental
environments in the most closely related literature. Our robots are much simpler
than others, except for Vaughan’s demo. They recognize the existence of an ob-
stacle (via IR), but cannot ascertain its type. Interestingly, the rows in the table
with the simplest robots either produced boundary clusters or have a special
way of treating them, e.g., Maris and Boeckhorst [10] define objects to be “lost”
once they were pushed against a wall.

1 We thank Vaughan’s Autonomy Lab at SFU for posting this video as it inspired this
paper. The video can be seen at http://www.youtube.com/watch?v=b_kZmatqAaQ

http://www.youtube.com/watch?v=b_kZmatqAaQ
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Table 1. A comparison of robot capabilities for clustering tasks

Work
Pucks/Seeds/Cubes/Boxes Environment
Sensing Manipulation Sensing Boundary & Effects

Beckers
et al. [5]

♦Detect circular
pucks with force
sensor in C-shaped
scoop

♦Push circular ob-
jects
♦Control the num-
ber of carried pucks
with a microswitch

♦Two IR sensors
for obstacle avoid-
ance

♦A square arena
♦ Side-steps the effect of
boundary by using a de-
formable boundary

Note: The robots can push pucks trapped on the boundary due to a deformable wall.

Marti-
noli
[3]

♦Discriminate be-
tween circular seeds
and obstacles with
distinct IR sensor
signatures

♦Grasp, carry and
release seeds

♦ Six IR proxim-
ity sensors for de-
tecting obstacles

♦A square arena
♦Effect of the boundary
ignored

Note: The robots can recognize and access clusters geometrically.

Holland
& Mel-
huish [2]

♦Detect circular
pucks by sensing
backward force on
gripper

♦Grip, retain, and
release circular
pucks with semicir-
cular gripper

♦Four IR prox-
imity sensors
for sensing the
boundary

♦An octagonal shaped
arena with rigid boundary
♦Use the probability of
detecting a wall

Note: Robots cannot discriminate between other robots and the boundary.
The strategy of varying the wall probability introduces the false positive.
The robots overcome the effect of boundary with sensors.

Maris
et al. [10]

♦No sensing of the
cubes

♦Cubes pushed
until obstacle
detected

♦ Six IR proxim-
ity sensors for ob-
stacle detection

♦A square arena
♦Consider pushed cubes
against the boundary as
”lost”

Note: The robots manipulate cubes by only pushing behavior for clustering task.
Robots pass over cubes on the boundary.

Vaughan
[unpubl.]

♦Detect square
boxes with
bumpers

♦Push and leave a
box by a bumper’s
threshold

♦No sensor for
detecting objects
except for boxes

♦A rectangular arena
♦Effect of the boundary
ignored

Note: Several clusters formed on the boundary.

This
paper

♦Detect square
boxes with
bumpers

♦Push and leave a
box by a bumper’s
threshold

♦A single IR
proximity sensor
for sensing the
objects on the
right side

♦An octagonal shaped
arena with rigid boundary
♦Overcome the effect of
boundary using motion
strategies

Note: No puck manipulator.
Limited sensor information (1-bit IR sensor, 1-bit bumper).
Boundary effect overcome without explicit sensing of it (self-organization).

3 Materials and Methods

We used iRobot Creates robots having only two sensors: a bumper and a prox-
imity sensor. We consider 35cm×35cm square boxes as the objects to cluster;
although a box has an insufficient mass to activate the bump sensor, two or
more boxes together have adequate mass. Similar to Melhuish and his group
(e.g., [2,9]), we used an octagonal shaped workplace (4.5m×4.5m). Figure 1 (left)
shows the initial configuration. We used 5 robots and 20 boxes. Three trials, each
lasting 90 minutes, were conducted for each condition. All experiments were
videotaped and annotated by observing frames every 5 seconds. A cluster is a
group of more than three boxes, each touching at least one other. We distinguish
between boundary and central clusters, and the goal being to produce only the
latter. A boundary cluster is a group which has at least one box touching a wall.
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Fig. 1. (left) initial configuration, (center) an example final configuration using the
basic strategy, and (right) an example final configuration using the mixed strategy (2
Twisters and 3 Diggers). Video clips are available at http://students.cse.tamu.edu/
jnk3355/experiments.html.

Start

Bumper 
Pressed?

Make a 
Random Turn

Go Straight

Yes

No

Fig. 2. Flowchart show-
ing the basic behavior

4 The Basic Strategy

Based on the controllers in [5,2], we implemented the
simple algorithm shown in Figure 2. The robots move
straight but make a random turn when their bumpers
are pressed. All operations depend only on local infor-
mation. Figure 1 (center) shows the final configuration
of the first trial of the basic strategy. In all three runs,
the robots produced clusters of square boxes, but most
clusters formed on the boundary (cf. Experiment 2 in
[5]). The results underscore the earlier statement: the boundary influences clus-
ter formation since walls have the properties comparable to a large cluster. The
workspace walls buttress partial structures and the motion required to dislodge
boxes only occurs infrequently.

5 The Mixed Strategy

We propose two new behaviors to overcome the effect of the boundary and to
increase the formation of a single central cluster of boxes. Our approach exploits
the mechanics of square objects. As shown in Figure 3 (left), striking the corner
of a box can pry it loose from a tight packing. This reduces the area in con-
tact with the wall and makes subsequent separation more likely when repeated.
Using this prying motion, we introduce two complementary behaviors, twisting
and digging. We call a robot executing the twisting behavior a twister (T) and a
robot performing digging a digger (D). A group comprising both types of robots
is said to employ a mixed strategy. We stress the simplicity of both operations:
only one IR proximity sensor is added to the basic strategy’s requirements. Fig-
ure 3 (right) shows trajectories of both behaviors on the boundary after a bump
or time out (the latter, only for twisters). Diggers move along a curved arc to
find a wall, while twisters go into the central region, potentially pushing a box.
Intuitively, the twisters are more likely to convey objects, while the diggers form
gaps between boxes and the boundary.

http://students.cse.tamu.edu/jnk3355/experiments.html
http://students.cse.tamu.edu/jnk3355/experiments.html
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BoxBox BoBox

Detect
Box

45˚ Digger

Twister

To the central region

To the boundary

Boundary

Fig. 3. (left) prying boxes away from the wall, and (right) trajectories of the twisters
and diggers after the prying motion

Twisting Behavior. The prying motion shifts a box, and robots reaching the
twisted box subsequently butt and bring it into the center, as shown in Figure 4a.
To raise the probability of contact with boundary boxes, the robot operates in
a wall following mode when its IR sensor detects an object on the robot’s side.
However, a robot will keep pushing it if one boundary box exists. Since it can
be counter-productive to continue wall following, the robots only do so for 5 sec-
onds, then perform a prying motion. The robot’s motion in the center is the same
as the basic strategy. Figure 4b shows the flowchart of the detailed algorithm.

Digging Behavior. The digging behavior was developed to improve overall
performance, by increasing the chance to detecting a wall, and further separate
twisted boxes from walls. Unlike twisters, the robot remains in a wall-following
mode when its IR sensor detects an object. Also, the robot tries to find a bound-
ary with the movement in a curved path instead of a straight trajectory. Apart
from these two exceptions, the digging robots perform the same as the prying
motion as twisters. The behavior is depicted in Figure 5b.

Resulting Cluster Dynamics. We carried out experimental trials under the
condition identical to the basic strategy case in order to verify the clustering
performance of the mixed strategy. Five robots were used, two twisters and
three diggers. Although twisting and digging are complementary, the division of
labor affects the overall performance; we present the details in Section 6.

Figure 1 (right) shows the final configuration of the first trial in the mixed
strategy. Unlike to the basic strategy, a single large cluster emerged in the
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Fig. 4. (a) Motion on the boundary and (b) Flowchart of the digging behavior
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Fig. 5. (a) Motion on the boundary and (b) Flowchart of the digging behavior

middle of the arena in all three trials. Figure 6 shows the average size of the
biggest central clusters and their standard deviations through the time for the
basic and mixed strategies. The results verify that our proposed motion strategy
can successfully overcome the boundary effect and collect spatially distributed
objects into a single pile at the designated position, the center of the workspace.

Fig. 6. A comparison of clustering performance.
Vertical axis is the size of the largest central
cluster (essentially the same performance met-
ric employed by [5]). The horizontal axis is time
measured in minutes.

6 Analysis of Division of Labor

The most significant difference between twisting and digging behaviors is the
spatial distribution of robots. Figure 7 shows the averaged spatial distributions
of robots for particular divisions of labor (these data were collected without boxes
as a baseline). The numbers of robots for each case are normalized by area (via
basic case numbers). As the ratio of diggers increases, boxes on the boundary
are more likely to be separated from the wall. However, it does not guarantee
that the separated objects will be brought into central clusters since diggers will
remain along the wall after the prying operation. From this analysis, we consider
how differences in spatial distribution might affect clustering progress.

6.1 Clustering Performances of Differing Divisions of Labor

We conducted three trials for all possible combinations of the twister and the
digger. Only few trials succeeded in forming a single central cluster having all
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20 boxes within 90 minutes. Despite single central clusters not being completely
formed in all cases, it appeared as if the robots could achieve the goal if given
more time. We are interested in the question of whether, given unlimited time,
all combinations would form a single central cluster. This question is examined
using Cluster Growth Theory in the next section.

Fig. 8. Averaged performance of differ-
ent Divisions of Labor

Figure 8 shows the averaged size of
the largest central clusters for each case.
As a summary, showing means of the
three trials hides a few interesting facts.
For example, the 1T4D case appears to
perform poorly compared to 2T3D. In
fact, it was a very capable division of la-
bor and once formed a complete central
cluster in the shortest observed time of
25 minutes. However, 1T4D also failed
in one of its trials. This illustrates that
while 2T3D is to be preferred for reli-
able clustering, 1T4D may be preferred
for efficient clustering.

6.2 Cluster Dynamics under Differing Divisions of Labor

According to the theoretical dynamics of clustering systems, proposed by Kazadi
et al. [1], a sufficient condition for the convergence of puck clustering systems is
that the ratio of puck removal and puck deposit is monotonically decreasing.
The cluster formation function was defined as below,

g(n) =
Total number of box removal in cluster size, n

Total number of box deposit in cluster size, n
. (1)

To identify the effect of differing divisions of labor on generating a single central
cluster, we examine g(n) for the central boxes here. Except for the 0T5D case, all
values of g(n) for all cases are monotonically decreasing and are located below
1. On the basis of Kazadi et al.’s result, this would prove that each division
of labor guarantees forming a single central cluster if sufficient time is allowed.
The case of 0T5D can be explained by the spatial distribution of the robots: the
diggers effectively generate gaps between boxes and boundaries, but the objects
are rarely brought into the central region.
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7 Conclusion

This paper described a multi-robot system in which agents employ simple local
interaction rules to gather square objects into a single pile in the center of their
workspace. As an existence proof, the work has two important aspects: First,
we employ less capable robots than previous work. Secondly, the objects are
square, making them more challenging to cluster and more functional than pre-
vious cases. We examined cluster growth properties through theoretical model
of clustering of Kazadi et al. [1]. This work is the first empirical verification of
cluster formation functions for physical robots we are aware of.

Through physical experiments, we demonstrated that the combination of two
complementary behaviors, twisting and digging, allows robots to overcome the
influence of the boundary. Our approach uses mechanical interactions with boxes
on the perimeter, and emphasizes action rather than sensing. It is closer to
the spirit underlying the self-organized clustering process itself than previous
approaches to lessen formation of boundary clusters. This work also focuses on
managing the spatial distribution of robots rather than specialized manipulation
of the objects. In this regard, it is a departure from the focus within the literature,
which assumes a uniform distribution of robots. It suggests that one way to direct
such self-organized systems might be to influence where they spend their time.
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ciaux 6(1), 41–80 (1959)

9. Scholes, S.R., Sendova-Franks, A.B., Swift, S.T., Melhuish, C.: Ants can sort their
brood without a gaseous template. Behav. Ecology & Sociobiology 59, 531 (2005)

10. Maris, M., Boeckhorst, R.: Exploiting physical constraints: Heap formation through
behavioral error in a group of robots. In: Proc. of Conference on Intelligent Robots
and Systems (IROS), pp. 1655–1660 (1996)



Self-reproduction versus Transition Rules in Ant

Colonies for Medical Volume Segmentation

Robert Haase1, Hans-Joachim Böhme2, Rosalind Perrin1,
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Abstract. Target volume delineation in image stacks resulting from low
contrast positron emission tomography (PET) remains a hot topic in
the field of medical image processing. We propose an algorithm based
on artificial ants moving in three dimensional image space controlled by
transition rules which are able to self-reproduce. This investigation shows
by variation of the transition rules that the impact on segmentation
results is small because self-reproduction is the overwhelming effect in
the simulation.

1 Introduction

Diagnostic imaging increasingly includes modern data processing techniques to
support physicians in analysis of the resulting image data. In some specific ar-
eas, such as positron emission tomography (PET) development of specialized
segmentation algorithms remains a hot topic. While there is a number of auto-
matic segmentation algorithms available for PET in general, most of them were
developed for standard high contrast PET and to solve specific tasks, such as
target volume delineation in lung cancer [7] or head and neck cancer [6]. However
especially for low contrast PET there is currently a lack of automatic routines
for target volume delineation. Two example images of standard PET and low
contrast PET are shown in Figure 1. For the automatic segmentation of such low
contrast PET images we developed a segmentation algorithm based on virtual
ant colonies. This investigation focuses on variation of the ants’ transition rules
to determine the effects on segmentation results.

2 Materials and Methods

2.1 Related Work

The first utilisation of virtual ant colonies for solving combinatorical problems
[1] appeared in the early ninetees. Lately ant-based medical image processing

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 316–323, 2012.
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Fig. 1. Exemplary PET images of a head and neck cancer patient: a)
[18F]fluorodeoxyglucose (FDG) PET shows increased glucose metabolism in tumour
and brain in black. b) In the same spatial position as in the tumour in the
FDG PET image there is increased hypoxia expressed in black in a low contrast
[18F]fluoromisonidazole (FMISO) PET image.

was proposed for example to detect microcalcifications in digital mammograms
[5]. Another ant-based approach to image segmentation used self-reproduction
to automatically vary the colony population [3]. Our proposed algorithm, called
PETACS, is based on the same principle: ants in regions with high signal inten-
sity reproduce and thus ants accumulate inside the target object.

2.2 Proposed Algorithm

The proposed segmentation algorithm consists of two main procedures, shown
in figure 2. The ant colony of PETACS is separated in two castes: scout ants for
locating the target object in the PET volume (exploration) and worker ants for
segmenting the target object from the background (exploitation). At the begin-
ning of every iteration scout ants are seeded randomly on 4% of the voxels of
a spherical region of interest (ROI) manually defined by an experienced radiol-
ogist. Worker ants only appear through self-reproduction. After the simulation,
only the distribution of worker ants is analysed to determine the segmentation
of the target object. The randomly seeded scout ants do not influence the re-
sult directly. For a detailed report on how to extract the binary image from ant
distribution and pheromone field, the reader is referred to [4].

Fig. 2. Schematic overview of the proposed algorithm: Figure a) Shows the embedding
of PETACS in an image processing pipeline leading from the original PET image to
the target object delineation. Figure b) shows the sub procedures of the simulation
comprising of two loops.
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Ant Motion The motion of the ants is based on the transition rule proposed
for Ant Colony based systems [1] adapted to handle voxels of three dimensional
imaging data instead of edges and vertices in graphs:

pij =
[Aj ]

α · [τj ]β∑
k/M(i)[Ak]α · [τk]β

(1)

The probability pij that an ant moves from voxel i to j is calculated using grey
values A (a PET scanner measures activity A) and pheromone intensities τ of
voxels. The term

∑
k/M(i) expresses the fact, that the sum is calculated over all

voxels k in the Moore-neighbourhood of voxel i. If the sum is zero, the ant is
constrained to stay at its current location. The weighting exponents α and β are
used to make ants more attracted by either activity A or pheromone τ . Both
ant castes are algorithmically identical, but α and β may differ allowing to give
ants a different behaviour. Thus αscout, βscout, αworker and βworker are defined
to induce different behavior of the ants belonging to both castes. An example
for this implementation of division of labour is shown in figure 3.

Fig. 3. Division of labour: Figure a) shows an image with the target object in black.
Figure c) shows the corresponding pheromone field. Zoomed views in b) and d) show
an ant and its transition probabilities to neighbouring voxels expressed as thickness
of the arrows. If the ant only perceives activity (α = 1, β = 0) as implied in b)
transition probabilites to all directions are mostly uniform. If the ant only perceives
the pheromone (α = 0, β = 1) as implied in d) the ant is more attracted by the target
object.

Self-Reproduction As an approach for filling target objects with ants the
paradigms of ageing and self-reproduction as proposed by Fernandez et al. [3]
are introduced. The process of ageing describes the limitation of the life span
of ants. Every ant has an initial survival probability pS = 1, which is decreased
after every iteration by a given parameter 0 ≤ ΔpS ≤ 1. In our simulation
is ΔpS = 0.33. Respecting current pS values of every single ant, after every
iteration a number of ants are eliminated. The process of self-reproduction is the
only chance for the colony to grow. This effect seems to be decisive for image
segmentation by filling an object with ants. If the number of ants is defined a
priori, the size of the object that can be filled is limited. Thus the colony needs a
way to control the population size autonomously. Furthermore self-reproduction
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is an alternate approach for ant motion, because descendants are deposited in
neighbouring voxels and thus the relative position of the colony changes. An
exemplary simulation showing how an ant colony moves in space only by self-
reproduction is shown in figure 4. In PETACS self-reproduction is allowed for
ants occupying voxels i fullfilling the conditions

Ai − Āmax(1..t) > 0, with Āmax(1..t) = max(Ā1, ..., Āt) (2)

τi > P · tA,max · τmax. (3)

Condition (2) ensures that only ants on voxels with activity above a thresh-
old Āmax(1..t) are allowed to seed descendants. This threshold is calculated by
determining the maximum of the average activity Āt of all voxels occupied by
ants after any previous iteration t. Condition (3) further restricts the group of
self-reproducing ants to ants occupying voxels with pheromone intensity above a
certain threshold. This threshold depends on a constant P = 0.015, the number
tA,max of iterations passed by until the maximum average activity was reached
and the current maximum pheromone intensity τmax. This threshold ensures that
the ants can not spread over the whole ROI at the end of the simulation.

Fig. 4. Visualization of self-reproducing ants on a one-dimensional image during five
iterations (t = 1...5): Ants occupying voxels with activity above average seed descen-
dants (arrow). After two iterations every ant is eliminated (cross). In this example the
ant-density inside the target object stabilizes in iteration t = 4 and t = 5. Note that
none of the shown ants moves, the ’colony motion’ is a result of self-reproduction.

Pheromone Update The pheromone field, which is used for the transition rule
given above, is sampled onto a matrix of the same size as the processed PET
volume data set (512 x 512 x 50 voxels) and initialized with zeros. After every
iteration t all ants emit pheromone Δτi,t to the voxel i where it is located. The
amount of pheromone is calculated from activity Ai in the voxel and the average
activity Āt of all voxels being occupied by ants after iteration t:

Δτi,t = max(0, Ai − Āt) (4)
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τ ′i,t = (1− ρ)τi,t + ρΔτi,t (5)

τi,t+1 =
∑

k/N(i)

τ ′k,t/7 (6)

Equation 4 ensures that only ants on voxels with activity above the average
emit pheromone. The pheromone intensity τ ′ of voxel i after iteration t is then
calculated using the evaporation constant ρ = 0.1 in equation 5. This so called
local pheromone update is well established in Ant Colony System-based algo-
rithms [2]. Afterwards in equation 6 the pheromone intensity τi,t+1 of the next
iteration is calculated by blurring the pheromone field using a mean filter on
the von-Neumann-neighbourhood N(i) of voxel i including voxel i. Thus, after
several iterations all voxels in the pheromone field are assigned non-zero values
even if no ant has ever emitted pheromone on them. The result is a pheromone
field with a gradient in almost all voxels aiding the ant in finding regions with
high activity.

2.3 Experimental Setup

A collection of low contrast [18F]fluoromisonidazole PET images from 46 head
and neck cancer patients were further processed using the following procedure.
Three experienced observers delineated the PET data sets searching for pre-
sumptive positive regions. In 35 data sets all observers defined a target object.
The remaining 11 data sets were excluded for the further analysis. The PET data
sets were segmented three times by PETACS using varying α and β parameters.
Automatic and manual segmentation results were transformed to binary image
stacks afterwards. The Jaccard Index J , a degree of delineation overlap, was
then used as similarity metric for comparison of the binary image stacks:

J(A,B) =
|A ∩B|
|A ∪B| (7)

A and B represent the binary image stacks as sets. A is the set of all positive
segmented voxels of one segmentation result, B represents the set of positive
voxels of the other result. If J = 0, there is no overlap, if J = 1 the contours
match perfectly in three dimensions.

After segmentation, there were three manually generated contours for every
patient data set. These contours were compared to each other pair wise result-
ing in three JIOV measurements of inter-observer-variability. The average of
these measures is denoted as J̄IOV . Comparing the three automatically gener-
ated contours of every single α-β-configuration pair wise with each other resulted
in a measure of reproducibility J̄R. Segmentation quality J̄SQ is retrieved from
comparison of automatically generated delineations with manually generated de-
lineation. Analogously the symmetrical mean contour distance D̄ is determined.
Assuming the set C(A) ⊆ A contains all voxels on the boundary of A and the
Euclidean distance d(a, b) of two contour elements a and b is given in millimeters,
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the mean contour distance d̄ between sets A and B is given. Because this measure
is not commutative, the symmetrical mean contour distance D̄ is defined:

d̄(A,B) =

∑
∀a∈C(A)min(d(a, b))

|C(A)| , b ∈ C(B) (8)

D̄(A,B) =
1

2
(d̄(A,B) + d̄(B,A)) (9)

Seven different α-β-configurations for scout and worker ants were tested to sim-
ulate ant colonies with scouts and workers following the same transition rules
(αScout = αWorker and βScout = βWorker), ant colonies where ants used different
transition rules depending on which caste they belonged to, ants moving ran-
domly (αScout = αWorker = βScout = βWorker = 0) and ants which were not
allowed to move.

The Wilcoxon Matched Pairs Test was applied to the JSQ and DSQ values
of the tests pair wise. For example JSQ values of all data sets of test 1 were
compared to the corresponding values of test 2. The criterion for significant
differences between these values was p < 0.05.

3 Results

After execution of 735 simulations (35 patients, 3 times, 7 configurations) and
3045 contour comparisons the average J̄ and D̄ values were calculated. Compar-
ing the manually generated delineations resulted in J̄IOV = 0.46 and D̄IOV =
6.39mm. Exemplary contours from PETACS and observers is shown in figure
5. The resulting J̄ and D̄ measures of contour comparisons and corresponding
α and β values are shown in table 1. Firstly J̄SQ and D̄SQ values suggest that
the automatic segmentation results match the manual delineations slightly worse
than manual delineations match each other. Test 1 yielded the highest segmenta-
tion quality (J̄SQ = 0.43 and D̄SQ = 7.40mm) even though the ants are moving
randomly in image space (αScout = αWorker = βScout = βWorker = 0). The
highest reproducibility measures were observed in test 2 (D̄R = 1.16 mm) and
test 3 (J̄R = 0.70). Disabling ant motion (test 7) led to segmentation results
that were worst reproducible (J̄R = 0.72 and D̄R = 1.82 mm) compared to all
other tests. Figure 6 shows exemplary simulations of test 6 and 7 in comparison.
In both cases ants accumulated inside the target objects even though ants were
not allowed to move in test 7.

The Wilcoxon Matched Pairs Test on JSQ showed significant differences (p <
0.05) for test 3 versus 4 and test 7 versus 2, 3 and 6. The corresponding analysis
on DSQ values showed significant differences in the same cases and additionally
in tests 1 versus 2 and 3 and test 3 versus 4. In all other cases differences are
not significant (p ≥ 0.05), even though α and β vary.

4 Discussion

The presentend algorithm delineated target objects with a segmentation qual-
ity comparable to experienced observers, but did not outperform them in any
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Table 1. List of performed tests: Varied α and β parameters are given as well as the
resulting segmentation quality J̄SQ, D̄SQ and reproducibility J̄R, D̄R measures. Under-
lined measures highlight the best value of the corresponding metric in all experiments.
*In test 7 ant motion was disabled. Thus α and β are not given.

Test αScout βScout αWorker βWorker J̄SQ D̄SQ [mm] J̄R D̄R [mm]

1 0 0 0 0 0.43 7.40 0.76 1.60
2 1 0 0 1 0.40 7.61 0.79 1.16
3 1 1 1 1 0.40 7.65 0.80 1.17
4 1 0 1 0 0.41 7.54 0.75 1.52
5 0 1 0 1 0.40 7.64 0.78 1.31
6 0 1 1 0 0.41 7.55 0.79 1.21
7* - - - - 0.42 7.52 0.72 1.82

Fig. 5. ROI shown in a) was segmented. The resulting delineations of PETACS shown
in b) are compared to target object delineations of observers in c). The PETACS based
delineations match the manually generated delineations better (J̄SQ = 0.46) than the
manually generated contours match each other (J̄IOV = 0.43).

Fig. 6. Observing PETACS during a) test 6 and b) test 7 after 1, 3, 5, 10 and 20
iterations (from left to right) shows no obvious differences in development of worker
ant distribution (upper row) or pheromone field (lower row). Even though ant motion
was disabled in b), segmentation results (right) appear very similar.

case. Nevertheless, further improvement is needed before it can be applied in
clinical routine. Segmentation results of randomly moving ants compared to
ants controlled by transition rules show slightly increased segmentation quality.
This fact poses the question as to whether transition rules are needed in this
algorithm. The reason for the higher J̄SQ and D̄SQ values may be seen in the
gap-filling purpose of ant motion. Through elimination of ants after every iter-
ation, unoccupied voxels appear inside the target object. These voxels can be
occupied again by reproduction or by ant motion. If the algorithm provides both,
the probability of a gap being filled is higher and thus J̄SQ and D̄SQ may be
higher.
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5 Conclusion

The proposed ant based segmentation algorithm was able to delineate target
objects in low contrast FMISO PET data. Variation of the transition rules influ-
enced the segmentation results only to a small degree. Ants using transition rules
induced the best reproducible results and randomly moving ants induced results
best matching to experienced observers. However removing the transition rules
from the algorithm is not worthwhile, because an increase of segmentation qual-
ity should not be achieved by a method decreasing segmentation reproducibility.
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Abstract. In this paper, we describe a novel swarming framework that
guides autonomous mobile sensors into a flexible arrangement to inter-
polate values of a field in an unknown region. The algorithm is devised
so that the sensor distribution will behave like a Chebyshev distribution,
which can be optimal for certain ideal geometries. The framework is de-
signed to dynamically adjust to changes in the region of interest, and
operates well with very little a priori knowledge of the given region.

For comparison, we interpolate a variety of nontrivial fields using a
standard swarming algorithm that produces a uniform distribution and
our new algorithm. We find that our new algorithm interpolates fields
with greater accuracy.

1 Introduction

The capability for a swarm of robots for tracking the location of a contamina-
tion or other hazard has been well understood for some time [6] [4], but once a
primary body has been identified, or if its location is obvious from the start as
for a large oil spill, mapping out the distribution of the field, the swarm interpo-
lation problem is a different matter. Bertozzi et. al. presented a system for edge
tracking, using a linked chain of robots that shape themselves to the outside con-
tours of the region [2]. This method is sufficient for gathering information about
the shape of a contaminated region, but not about the distribution of contami-
nants within it. Turduev et. al. developed a system for coordinating movement
towards areas of higher concentration, but is designed more for identifing loca-
tions of maximum concentrations than for complete coverage of the region [10].
Cortes et. al. put forth a system for coverage via managing the configuration of
Voronoi partitions, but it is optimized to detect events rather than gather data
[3] . Finally, Krause et. al. presented an algorithm using the concept of mutual
information to optimize placement, but assumes a fixed network rather than a
mobile swarm [8] .

Kalentar et. al. proposed a solution involving dividing the robots present into
two mutually exclusive groups [7] . One group acts to orient itself with the edge
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of the region, in a manner similar to Bertozzi’s work. The second group acts to
fill out the middle of the group, using a more conventional swarming algorithm
to maintain a uniform distribution. The goal of this paper is to demonstrate a
technique for improvement upon the distribution of robots within such a region.

When interpolating fields with a large number of measurements, the distribu-
tion of interpolating nodes is crucial for minimizing error. An effective distribu-
tion for this is based on the roots of a Chebyshev polynomial. (See [1], [9], and
the references contained therein for a general discussion.) The following system
yields the roots of the desired Chebyshev polynomial.

T0(x) = 1, T1(x) = x, Tn+1(x) = 2xTn(x) − Tn−1(x) (n ≥ 1) (1)

Restricting the domain to [-1,1], for instance, Chebyshev polynomials can be
specified by

Tn(x) = cos(n cos−1 x) (n ≥ 0) (2)

where n is the desired number of roots for the polynomial. Using the positions of
the roots of a Chebyshev polynomial as interpolation nodes for a 1D field leads
to an error formula of

|f(x)− p(x)| ≤ 1

2n(n+ 1)!
max|t|≤1|f (n+1)(t)|, (3)

where f(x) is the function being interpolated and p(x) is the interpolation poly-
nomial based on the Chebyshev roots. This distribution is optimal for polynomial
interpolation. The distribution can be further extended from 1D into a 2D circle
by applying the Chebyshev distribution along the radial axis while distributing
points uniformly along the angular axis.

Aligning a swarm to a grid is a difficult problem when the area to be covered
is not known in advance, but generating a similar but meshless distribution is
a simpler matter. Typical swarming algorithms will produce meshless uniform
distributions of robots, so we finesse a standard swarming algorithm by altering
the distances measured between robots. If the perceived positions of the robots
are transformed such that a Chebyshev distribution appears to the robots to
be a uniform distribution, then the robots will naturally settle into an arrange-
ment which is extremely close to an appropriate Chebyshev distribution as they
swarm. In this paper, we present a model for achieving this distribution.

2 Force-Based Swarming Model

The simulation is carried out by a modified version of the Qualnet simulation
platform, which handles actions and communications as discrete events, and
simulates delay and signal loss in communications.

The algorithm utilizes a force-based model, where each robot has attractive
or repulsive forces exerted on it by other nearby robots. In order to simulate a
more realistic environment with limited communication ranges, and to limit the
amount of computation required, a cutoff based on physical distance is applied,
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with robots that fall outside that distance being ignored by each other when
forces are calculated. The overall force for a robot is given by

Fn =
∑

j∈rnear

Force(n, j) (4)

where Fn is the total force vector for robot n, rnear is the set of nearby robots,
and Force(n, j) is a function giving the force vector felt between two robots
n and j.

In order to allow the robots to rapidly spread across a region while being
constrained by its edge, we used an algorithm that alters the behavior of robots
based on the difference between their current sensor readings and a set field
strength, with the force felt by the robots directly proportional to that differ-
ence. Robots within the region thus feel repulsive forces and robots outside the
region feel attractice forces, which approach zero as robots approach the edges
of the region. In addition, a small field-independent repulsive force is included.
This serves both to prevent robots on the outside from overly converging, and
to prevent robots directly on the edge from becoming completely locked into
position. The equation for the forces is

Force(n, j) = (Fscalene
−Ffactor

√
(xn−xj)2 +Rscalee

−Rfactor

√
(xn−xj)2)

× (cos(arg(xn − xj)), sin(arg(xn − xj))) (5)

where Ffactor, Rscale, and Rfactor are scaling factors, and Fscalen is given by

Fscalen = a(φn − edgevalue) (6)

where a is a scaling factor, φn is the value sensed by robot n at its current
position, and edgevalue is the value that is sensed on the boundary of the region.

Unlike for physical forces, the net force does not indicate an acceleration, but
rather a target velocity. The equation for acceleration is

An = κ(Fn − Vn) (7)

where Vn is the current velocity of robot n as measured at the time of compu-
tation and κ is a factor determining the rate at which acceleration occurs.

This model will yield a uniform spread across the region of interest. The
modifications necessary to produce a Chebyshev distribution are described in
the next section.

3 Applying Chebyshev Distribution

In order to move from a uniform distribution to a Chebyshev distribution, the
coordinates can be remapped in such a way that they appear uniform when the
nodes are properly distributed. The equation for forces then becomes

Force(n, j) = (Fscalene
−Ffactor

√
(vxn−vxj)2 +Rscalee

−Rfactor

√
(xn−xj)2)

× (cos(arg(xn − xj)), sin(arg(xn − xj))) (8)
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while the formula for vx, assuming that the points lie along the x axis, is

vx =
xmax − xmin

2
(π − cos−1(x− xmax + xmin

2
)) (9)

where xmax is the high endpoint of the region, xmin is the low endpoint of the
region, x is the set of true positions of the robots, and vx is the set of virtual
positions of the robots, which will be used for generating forces.

The concept of a Chebyshev distribution can be extended to a circular region,
with a dense outer edge and a sparse middle. An example of such a distribution
is given in Figure 1. Extending a Chebyshev distribution in such a manner
requires a shift in the way coordinates are handled, above and beyond simply
adding an additional dimension. The same basic density distribution is present,
but rather than simply remapping both the x and y axes, the coordinates need
to be remapped along every line passing through the midpoint of the region.

(a) Circular Chebyshev Distribution (b) Starlike Chebyshev Distribution

Fig. 1. 2D Chebyshev Distributions

This can be accomplished by converting the coordinates of the robots from
Cartesian to polar, centered on the midpoint of the region. Once this is done,
the necessary coordinate shifts will all be parallel to the radial axis, and the
magnitude of the shifts will be based solely on the radial positions. The equations
for the shifts are

r =
√
(x− xmid)2 + (y − ymid)2 (10)

θ = tan−1((y − ymid), (x − xmid)) (11)

vr = redge cos
−1( r

redge
) (12)

vθ = θ, vx = vr cos(vθ), vy = vr sin(vθ) (13)

where xmid is the x coordinate of the midpoint of the region, ymid is the y
coordinate of the midpoint of the region, and redge is the radius of the region.

Perfectly circular regions are unlikely to exist under realistic conditions, but
the concept of a Chebyshev-like distribution can be extended by allowing the
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value of redge to vary across the region. As a result, each robot will have its
own idea of how its distribution should work based on its angular position. The
formula for this is

vr = rlocaledge cos
−1(

r

rlocaledge
) (14)

where rlocaledge is an array containing the local edge distances for each node. An
example of such a distribution is given in Figure 1.

Ideally, rlocaledge would contain the exact values for the edge distances, but in
this algorithm, the only information available is the reported positions and sen-
sor readings of the other nodes. In order to approximate the true distance to the
nearest edge, the nodes on the outside of the region are self-selected to act as rep-
resentatives for a section of the edge, based on whether there is at least a 90 degree
arc between any of the node’s neighbors. Nodes on the inside look for the edge rep-
resentative with the closest angular distance, and base their value for rlocaledge on
the distance between the representative node and the swarm, while nodes on the
outside adopt their own distance, canceling out any shift in position.

4 Experiment Design

Four sets of experiments were performed with the algorithm, each based on a
different sensed field. The equations for the four fields are given below, with
(15) generating a circular level set, (16) generating a square, (17) generating a
perturbed circle, and (18) generating a concave level set.

φ(x, y) = e−8((x−.5)2+(y−.5)2) (15)

φ(x, y) = e(−8max(|x−.5|,|y−.5|)2) (16)

φ(x, y) = (.05 ∗ (sin(15(x− .5)) + sin(15(y − .5))))

× e(−8((x−.5)2+(y−.5)2)) (17)

φ(x, y) = e(−8((x−.15)2+(y−.5)2))

+ e(−8((x−.85)2+(y−.5)2)) (18)

Each set consisted of multiple experiments, across which the number of nodes
varied, with each experiment run using 50, 100, 200, or 400. In addition, the
same configurations were used for a version of the algorithm with the virtual
coordinate remapping, yielding uniform distributions of robots across the region,
with the same exterior edge but different interior node density. Each set therefore
contained four Chebyshev runs and four corresponding uniform runs.

For all of the runs, the robots were initially placed in a uniform rectangular
grid spanning from the coordinates [0,0] to [1000,1000], though they flowed be-
yond those boundaries during the runs. The parameters used for the swarming
algorithm were Ffactor = .01, a = 200, Rscale = .02, and Rfactor = 100. The target
edge strength for all fields was edgevalue = .5. The scaling factor for acceleration
was κ = 1.
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5 Interpolation

In the kinds of applications we are envisioning, all the data we will have at
our disposal are measurements at the robots’ locations. Thus, our input is a set
{(x1, φ1), (x2, φ2)), . . . , (xN , φN ))}, where N is the number of robots, xn ∈ R

2

represents the location of the nth robot, and φn = f(xn) is the nth robot’s
measurement of the variable of interest (represented by the evaluation of the
function f , whose definition is not known). Our goal is to find a function g such
that g(x) = φ and that the difference between g and f at locations different from
xn, n = 1, . . . , N is as small as possible. This problem is known as scattered data
interpolation [5].

In this paper, we tackle this problem using radial basis function interpolation.
The goal is to find the values of the coefficients ck, k = 1, . . . , N such that

g(x) =

N∑
i=1

ciϕ(||x− xi||2) , (19)

where ϕ is a radial basis function, and ||·||2 is the Euclidean norm. The radial
basis functions used in our experiments are Gaussians of the form

ϕ(r) = e−(ar)2 , (20)

where a is a parameter called shape parameter. By enforcing the condition
g(xi) = yi, the coefficients ci, i = 1, . . . , N can be found by solving the linear sys-
tem Ac = φ where the entries Ajk of the matrix A are equal to ϕ(||xj − xk||2),
j, k = 1, . . . , N , c = [c1, c2. . . . , cN ]T , and φ = [φ1, φ2. . . . , φN ]T .

We use two error measures. The first measure is the root-mean-square error
(RMS-error) and is computed as follows

RMS-error =

√√√√ 1

M

M∑
j=1

(g(Ej)− f(Ej))
2
, (21)

where Ej , j = 1, . . . ,M are the evaluation points. The second measure is the
maximum error (MAX-error) and is given by

MAX-error = max{|g(Ej)− f(Ej)|} . (22)

6 Results and Conclusions

We generated a rectangular grid of 500 × 500 points to sample a function f ,
which represents the fields described in Section 4, in the region [−0.2, 1.2]2 and
selected the points where x ∈ [−0.2, 1.2]2 to compute the RMS and MAX errors.

The positions of the robots were rescaled so that the boundary of the swarm
matched the level curves corresponding to f(x) = 0.5 in all the tested fields, re-
sulting in a slightly smaller evaluation domain. The shape parameter of the radial
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Spatial error with 400 robots. Uniform (left), Chebyshev (right).

Fig. 2. Spatial distribution of the error on the irregular field (Eq. 17)

Table 1. Error Ratios

Robots
RMS Error MAX Error

Circular Rectilinear Perturbed Concave Circular Rectilinear Perturbed Concave
field field field field field field field field

50 6.28e−01 8.35e−01 7.78e−01 7.20e−01 7.36e−01 5.68e−01 1.15e+00 1.17e+00
100 1.21e+00 9.65e−01 1.29e+00 9.81e−01 1.47e+00 3.76e−01 2.30e+00 2.04e+00
200 7.00e−01 5.79e−01 1.08e+00 1.38e+00 8.59e−01 5.39e−01 2.36e+00 3.82e+00
400 1.11e+00 8.37e−01 2.36e+00 2.31e+00 2.06e+00 5.80e−01 2.98e+00 3.60e+00

basis function used in our experiments was set to 7. Videos and results of the exper-
iments can be found at http://degas.cis.udel.edu/SwarmInterpolation/.

Fig. 2, shows the spatial distributions of the error on the perturbed field with
400 robots. While the uniform distribution shows high error regions close to the
edges of the evaluation domain, which confirms the observation made in Section
1 about the tendency of the error to grow near the boundaries of the domain,
the Chebyshev-like distribution of robots results in the error being more evenly
distributed across the domain.

In Table 1, we report the ratio of the errors obtained with the uniform dis-
tribution to the Chebyshev-like distribution using RMS and maximum metics.
A ratio greater than one (highlighted in boldface) means that the error ob-
tained with the uniform distribution is greater than the error obtained with the
Chebyshev-like distribution.

In the majority of test cases, the RMS and MAX errors were greater than one,
meaning that the Chebyshev-like distribution outperformed the uniform distri-
bution. This effect was particularly pronounced for the more complex perturbed
and concave fields, and with greater numbers of robots within the fields. The
primary exception to this was the rectilinear field, which we assume is due to
issues our swarming algorithm has with reaching the corners of the level curves.

http://degas.cis.udel.edu/SwarmInterpolation/


Swarm Interpolation Using an Approximate Chebyshev Distribution 331

Spatial error with 100 robots. Uniform (left), Chebyshev (right).

Fig. 3. Spatial distribution of the error on the rectilinear field
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Abstract. In this paper we propose a multiobjective particle swarm
optimization (MOPSO) algorithm to solve bilevel linear programming
problems with multiple objective functions at the upper level. A strat-
egy based on an achievement scalarizing function is proposed for the
global best selection and its performance is compared with other selec-
tion techniques. The outcomes of the algorithm on some bi-objective
instances are compared with those obtained by an exact procedure that
we developed before. The results indicate that the algorithm seems to be
effective in solving this type of problems. In particular, the proposed se-
lection technique provides a good convergence towards the Pareto front.

1 Introduction

Bilevel programming is useful to model decentralized planning problems with
two levels in a hierarchy. In bilevel programs there are two decision makers, the
leader (in the upper level) and the follower (in the lower level), which pursue
different objectives in a non-cooperative manner and control different sets of
variables subject to interdependent constraints. Thus, the decision of each part
affects the decision space and the objective value of the other. A bilevel program
is very difficult to solve, even the linear case. Multiple objectives at one or both
levels add further complexities, thus posing new challenges in handling such
problems.

Although the bilevel programming problem has been widely studied, little
research has been conducted on multiobjective bilevel problems, either using
classical methods, evolutionary algorithms, swarm intelligence or other types of
approaches. Recent work on this field includes the developments of Eichfelder
[6] on the nonlinear multiobjective bilevel problem. Interactive algorithms have
been proposed, e.g. by Shi and Xia [13] and Alves et. al [2]. The latter is de-
voted to bilevel linear problems with multiple objectives at the upper level and
is based on the reformulation of the problem as a multiobjective mixed 0-1 lin-
ear programming problem. It can be used in an interactive way and can also
determine the whole Pareto front for bi-objective problems. A few evolutionary
algorithms have also been proposed, e.g. the co-evolutionary algorithm of Deb
and Sinha [4] and the genetic algorithm of Osman et al. [10]. In the context of
bilevel multiobjective optimization using particle swarm optimizers, a study of
a real-world application problem was carried out by Halter and Mostaghim [7].

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 332–339, 2012.
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In this paper we propose a Multi-Objective Particle Swarm Optimization
(MOPSO) algorithm to solve bilevel linear problems with multiple objectives at
the upper level and a single objective function at the lower level. This MOPSO
algorithm is intended to generate a good approximation set of the Pareto front
of the problem. We test and compare different techniques to select the global
best guides, which are used (together with the personal best guides) to define
the direction of movement of the particles of the swarm, at each generation.
This is a crucial step in a MOPSO algorithm as it affects both the convergence
and the diversity of solutions yielded by the algorithm [11]. We consider random
selection, selection based on crowding distance values using binary tournaments
[12] and a new selection scheme based on an achievement scalarizing function.
The results of the algorithm considering the different selection techniques are
compared with the exact Pareto optimal solutions yielded by the procedure of
Alves et al. [2] applied on bi-objective problems.

The remainder of this paper is organized as follows. In Section 2 we state the
problem, introduce the notation and some basic concepts. The proposed MOPSO
algorithm is described in Section 3. Computational tests and a discussion of the
results are presented in Section 4. In Section 5 we draw some conclusions.

2 Problem Formulation, Basic Concepts and Notation

Consider the following formulation of the bilevel linear programming problem
with k objective functions at the upper level:

Maximize
x,y

F (x, y) = (F1(x, y), ...., Fk(x, y)) = Cx+Dy (1)

Subject to x ∈ X

y ∈ argmax
y

{f(y) = dy : Ax+By ≤ b, y ∈ Y }

where x ∈ IRn1 and y ∈ IRn2 are the variables controlled by the leader and
by the follower, respectively. C ∈ IRk×n1 , D ∈ IRk×n2 , d ∈ IRn2 , A ∈ IRm×n1 ,
B ∈ IRm×n2 and b ∈ IRm. The sets X and Y place additional linear constraints
on x and y, in particular upper and lower bounds such that xL ≤ x ≤ xU and
yL ≤ y ≤ yU .

Let w represent a solution (x, y) to (1). A solution w′ dominates w′′ if Fj(w
′) ≥

Fj(w
′′) for all j=1,. . . ,k and Fj(w

′) > Fj(w
′′) for at least one j=1,. . . ,k. A

feasible solution w is called Pareto optimal if there is no other feasible solution
w′ that dominates it. The set of all objective vectors F (w) corresponding to the
Pareto optimal solutions is called the Pareto front (P*). In this paper we refer
to as nondominated solution any potentially nondominated solution found by
the algorithm and we denote by Q the corresponding set.

3 The Proposed MOPSO Algorithm

The MOPSO algorithm we propose herein is intended to approximate the Pareto
front of the multiobjective bilevel problem (1). A particularity of the algorithm
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stems from the fact that each particle of the swarm is composed by two different
parts: x and y. For each wi=(xi,yi), the position of xi is updated according to
the principles of particle swarm optimization, while y is given afterwards through
the resolution of the lower-level optimization problem with x fixed to xi.

The algorithm can be described in the following steps, where the nondomi-
nated archive Q is the final output of the algorithm. Different techniques for the
global best selection are discussed below.

Step 1. Initialization

t = 0
Initialize the swarm Pt: for each particle i=1,. . . ,N , randomly generate xi

t ∈ X
and solve the linear program (2) to obtain yi

t

max
{
f(y) = dy : By ≤ b− Axi

t, y ∈ Y
}

(2)

If (2) is unfeasible, generate another xi
t ∈ X and repeat the computation of

yi
t. Let w

i
t = (xi

t, y
i
t), i=1,. . . ,N

Initialize velocity vectors and the personal bests for all particles: vit = 0 and
pit = wi

t, i = 1, . . ., N .
Initialize the external archive Q with the nondominated solutions of Pt.

Step 2. New generation (generate Pt+1 and update Q)

For each wi
t ∈ Pt (i = 1, . . ., N) do:

– Select a global best among the particles in Q
git =Select gbest(Q, wi

t)
– Update velocity (which only concerns part x of the particle)

vij,t+1 = ω.vij,t + r1c1(p
i
j,t − xi

j,t) + r2c2(g
i
j,t − xi

j,t), j =1,. . . ,n1

with r1, r2 random values in [0,1] and ω, c1 and c2 constants.
– Update position of the particle i, first part x and then part y

Part x:
xi
t+1 = xi

t + vit+1

Apply turbulence (mutation) to xi
t+1 with a given probability

Push x up/down to limits, if necessary: for each j =1,. . . ,n1, if
xi
j,t+1 < xL

j then xi
j,t+1 = xL

j , and if xi
j,t+1 > xU

j then xi
j,t+1 = xU

j

Part y:
Solve (2) with xi

t+1 to obtain yi
t+1

If (2) is unfeasible, then xi
t+1 = xi

t, y
i
t+1 = yi

t and vit+1 = 0.
Let wi

t+1 = (xi
t+1, y

i
t+1).

– Update pi: if wi
t+1 dominates pit then pit+1 = wi

t+1; else if pit dominates
wi

t+1 then pit+1 = pit; else randomly select pit or wi
t+1 to assign to pit+1.

Update Q with Pt+1

Step 3. t = t+ 1
If t = T , stop. Else, go to Step 2.

Return archive Q.

We adopt a mutation rate (in step 2) of 1/n1 [12], with a maximum of 0.1.
Uniform mutation is applied, in which a random value for the variable is chosen
within its range of values.
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At each generation, the archive Q is updated. The procedure to update Q
aims to meet a principal goal of maintaining a diverse nondominated solution
set, while controlling the size of the archive. Archive size control is important
because the number of nondominated solutions can grow very fast, in particular
in multiobjective bilevel linear problems whose Pareto fronts are composed by
continuous solutions often distributed across disconnected regions. The technique
adopted herein to filter Q is based on the crowding distance in the objective
space [3], which has already been used in other MOPSO algorithms with good
results (e.g. [11]). Accordingly, after Q has been updated by inserting the new
nondominated particles of the swarm and removing the elements that became
dominated, if the size of Q exceeds a maximum size M , then the crowding
distances of all solutions in Q are computed. Then the most crowded solution
(the one with the lowest value) is eliminated until the limit size M of the archive
is reached.

During the algorithm, the maximum and the minimum values taken by each
objective function (Fmax

j and Fmin
j , j=1,. . . ,k) are also kept and updated. They

are used for normalization purposes in the computation of the crowding distances
and in the scalarizing function described below.

3.1 Selecting the Global Best for Each Particle

The procedure Select gbest(Q,wi
t) selects a member of Q to be the global best git

for particle i with current position wi
t. The selection of global best guides may

have a strong impact on both convergence and diversity of the solutions yielded
by the algorithm, thus a careful option must be taken. For this purpose, we try
three alternative techniques, which we call gRand, gCrowd and gScalarf.

– gRand : randomly choose a point from Q. Random selection is the simplest
strategy to select a global best and can provide some diversity.

– gCrowd : first, the crowding distances according to [3] are computed for all
solutions in Q; then, for each particle i, a binary tournament is run and the
least crowded solution is assigned to git [12]. Crowding distance has been
extensively applied in evolutionary multiobjective algorithms and also in
some MOPSO algorithms to promote diversity. The gCrowd scheme follows
the one used by [12] (one of the best MOPSO algorithms according to [5]).

– gScalarf : choose a point of Q according to the function (3) that uses F (wi
t) as

reference point. This does not minimize a Tchebycheff distance but rather
optimizes an achievement scalarizing function (in the sense of Wierzbicki
[14]) that aims at improving the reference point. Function (3) selects an
a′ ∈ Q that dominates wi

t, or is nondominated in relation to wi
t if the former

does not exist.

git ∈ argmin
∀a′∈Q

{
max

j=1,...,k

(
Fj(w

i
t)− Fj(a

′)
)}

(3)

In order to use equalized ranges, normalized objective values are used in (3),
so Fj(·) is replaced with Fj(·)

/(
Fmax
j − Fmin

j

)
.
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This new selection technique is intended to promote convergence. Note that solu-
tions in Q that dominate the current particle wi

t are always preferred to solutions
that are nondominated in relation to wi

t (a property already supported by [1]).
In our case, this preference exists because the operator max(.) in function (3)
gives negative value for any a′ that strictly dominates wi

t, zero for a′ that weakly
dominates (or is equal to) wi

t, and positive value otherwise. Then, the operator
min(.) selects the minimum among them. Figure 1 illustrates this technique:
a1 is chosen to be the global best for particle w because it dominates w and
a2 does not, although the latter is ‘closer’ to w. Note that it may happen that
git = wi

t more often than with the other selection techniques, and specially at the
beginning of the algorithm. However, a throughout monitoring of this situation
during experiences indicated that this did not happen too often. In addition,
excluding a′ = wi

t from consideration in function (3) did not lead to improved
results, so the formulation in (3) was kept. Finally, it should be remarked that
minimax (or maximin) functions have already been used in MOPSO, but in a
different way (e.g. [8]).

Fig. 1. Illustration of the gScalarf technique

The impact of these strategies is tested and compared in the computational
experiment reported in section 4.

4 Computational Experiment

The proposed MOPSO algorithm was implemented and tested on multiobjective
bilevel problems with formulation (1). It was implemented in Delphi for Win-
dows using the revised simplex method (by calling the free lpsolve) to solve the
lower level linear programs. To our knowledge, there is no standard set of test
problems for multiobjective bilevel linear optimization, so randomly generated
instances were used. The rules of [9] were applied to construct a bounded con-
straint region. Rational numbers with one decimal place were considered. The
elements of the matrices C, D, A and B were randomly generated in [−10, 10],
except the last row of the constraint matrices whose elements were required to
be positive, being generated in (0, 10]; the elements of d were also generated in
(0, 10]; bi =

∑n1

j=1 Aij +
∑n2

j=1 Bij +2μi, i=1,. . . ,m with μi ∈ [0,n1] random val-
ues. In addition, sets X and Y impose that 0 ≤ xj ≤ 1, j=1,. . . ,n1 and yj ≥ 0,
j=1,. . . ,n2.
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In this experiment we considered only bi-objective instances in order to com-
pare the algorithm’s outcomes with the true Pareto fronts obtained by the exact
procedure in [2]. That procedure can fully determine the Pareto front of bi-
objective problems, except for a gap (in objective space) between continuous
solutions, which can be set as small as the user wishes. Since we wanted to pro-
duce a thorough representation of the whole Pareto front (P*), and the exact
procedure is computationally expensive, we did not consider large problems. We
generated 7 instances (called P1 to P7) with 20 to 40 variables and 10 to 20 con-
straints. Information on the problem size of each instance is included in table 1
in the format n1−n2−m. For each instance we performed two scans (directional
searches) with the procedure of Alves et al. [2], one from the optimum of F1 to
the optimum of F2, and the reverse scan, both with a maximum gap of 1%. The
number of Pareto optimal solutions obtained for each instance varied from about
200 to more than 1000.

To assess the performance of the MOPSO algorithm and the techniques for the
global best selection we considered two unary and one binary measures of qual-
ity: Inverted Generational Distance (IGD), Hypervolume (HV) [15], which can
assess both convergence and spread of solutions, and Coverage of two sets (C)
[15] which compares two approximation sets. The IGD from P* to Q is defined as
in [12]: IGD(P ∗, Q) = 1

|P∗|
∑

p∈P∗
d(p,Q), where d(p, Q) is the Euclidean distance

(measured in the objective space) between p and the nearest element in Q. Lower
values of IGD are preferred. The HV measure considers the volume of the region
of the objective space that is dominated by the approximation set Q. It was com-
puted using the code from http://iridia.ulb.ac.be/~manuel/hypervolume,
setting the reference point to the true nadir point (which was determined by the
algorithm [2]). The higher the HV value, the better the approximation set is.
The set coverage measure C(Qa, Qb) gives the fraction of points in Qb that are
dominated or equal to points in Qa.

For each each problem, we made 30 runs of the MOPSO algorithm with each
selection technique (gRand, gCrowd and gScalarf ). We chose parameter values
for the swarm size (N), archive size (M) and number of iterations (T ) similar
to those chosen by Durillo et al. [5] in their comparison study of MOPSOs:
N = M = 100, T = 250. We considered c1 = c2 = 1 and ω = 0.4 (as in other
MOPSOs, e.g. [11]).

For each quality indicator, IGD, HV and C, the median and interquartile
range were computed, as measures of central tendency and statistical dispersion.
These values are presented in Table 1. For a better assessment of the quality of
the approximation sets, the HV of P* is also included. Table 1 only shows set
coverage values (C) between the approximations obtained with gScalarf and
gCrowd, the two variants that revealed better performance according to the
previous indicators. The best median value of each indicator in each problem is
in bold face. In addition, a best median value that is also better than 75% of
the values of that indicator in the other variants has gray background.

We believe that the MOPSO algorithm showed an overall good performance
in this set of problems. Although the indicator values do not differ very much

http://iridia.ulb.ac.be/~manuel/hypervolume
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Table 1.Median and interquartile range (in subscript) of the IGD, HV and C indicators

Problem
10-10-10 10-15-10 15-10-10 15-15-15 15-20-15 20-15-15 20-20-20

P1 P2 P3 P4 P5 P6 P7
gRand 2.34 0.52 0.72 0.22 0.28 0.08 4.18 0.73 14.15 7.14 4.26 1.71 10.19 3.49

IGD gCrowd 1.88 0.44 0.52 0.05 0.29 0.11 3.84 0.86 11.32 6.13 2.50 1.31 7.60 2.20

gScalarf 1.94 0.58 0.43 0.07 0.19 0.05 3.79 0.56 15.94 6.43 3.25 1.19 6.34 1.62

P* 5866 3517 580 8295 6401 1758 8094
HV gRand 5782 13.1 3470 10.5 576 0.6 7314 133.9 5663 164.2 1582 44.7 7383 102.3

gCrowd 5790 12.5 3480 6.9 576 0.7 7362 221.2 577979.3 1627 20.8 7543 139.1

gScalarf 5790 14.6 3489 2.7 577 0.7 7450 157.8 5500 174.5 1642 28.6 7655132.5

C (gCrowd,gScalarf ) 0.13 0.05 0.13 0.04 0.13 0.06 0.10 0.05 0.49 0.16 0.03 0.04 0.07 0.08

((gScalarf,gCrowd) 0.29 0.07 0.27 0.07 0.19 0.06 0.39 0.08 0.16 0.09 0.79 0.14 0.82 0.12

among the selection techniques, we can conclude that gRand was outperformed
by the other variants. In addition, gScalarf provided a particularly good con-
vergence to the Pareto front in most cases. gScalarf presented the best coverage
measure in all problems except in P5, with a great distinction in P6 and P7.
However, some IGD and HV values were better with gCrowd than with gScalarf.
Actually, we could better understand these values by observing the graphical
representations of the solutions in the objective space (omitted herein for space
reasons). They showed that the approximation sets were generally very close to
P* in a vast area of the Pareto front, but the algorithm sometimes had difficulty
to reach the extreme parts of the Pareto front. gScalarf could not overcome
this weakness better than the others, being still slightly worse in a few cases.
The worst performance case for gScalarf was problem P5. Nevertheless, it was
the only variant that could get very close to the extreme part of P* near the
optimum of F1.

5 Conclusions and Future work

In this paper we presented a specific MOPSO algorithm for bilevel linear pro-
gramming problems with multiple objectives at the upper level. A new technique
for the global best selection was proposed. This selection mechanism revealed a
good performance when compared with two other techniques usually used in
MOPSO algorithms (random selection and a crowding-based selection). It is
very promising because it showed better convergence features than the other
techniques. However, in some cases the algorithm had difficulty in reaching the
extreme parts of the Pareto front. As future work we intend to address this is-
sue, by exploring the combination of different selection techniques in order to
provide more diversity without destroying convergence. Properties of the lin-
ear constraints will also be exploited and computational experiments will be
performed on problems with more than two objective functions.
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Moodle1 is a virtual learning environment that keeps track of the activities of
students in the learning environment. The amount of data in Moodle is vast and
it contains, for example, the whole learning material, information on completed
assignments, and records of when a student accesses the learning material. By
clustering the students based on the material we can learn to understand the
different learning strategies of students in the virtual Moodle environment.

The idea of this article is to study the clustering problem via ant colony op-
timization (ACO) [2]. ACO has been used before in the context of clustering
(see eg. [4], [1]). In this article, we present a novel ACO approach to cluster-
ing based on a probabilistic clustering model. That is, we decided to choose a
probabilistic clustering framework based on the well-known naive Bayes model.
In order to avoid overfitting and underfitting, we use the minimum description
length (MDL) principle [3] as our model selection scheme.

Ant Colony Optimization

We try to minimize the MDL code length [3]. At each iteration, the ants build
solutions by adding one cluster label at a time to the data items. The local
probability models are learned from the previous solution of the ant and used
as heuristic information of the current iteration. After an ant has completed the
solution, an optimization step is performed: local probability models are learned
from the current solution and cluster labels are set again so that they maximize
the total probability of the data and the clustering. We use Bayesian predictive
probabilities as our probability models with all Dirichlet hyperparameters equal
unity. After the optimization steps the ants update the pheromone trails, and
after that the pheromones are evaporated. Only the three best scoring ants of the
iteration and the all-time best scoring ant are allowed to update the pheromones.

Experiments

We tested our algorithm with the Moodle data. The number of observation vec-
tors to be clustered was 178. We experimented with ten and twenty ants, and we
compared the results (see Table 1) with several alternative optimization meth-
ods: Expectation-Maximization (EM), Markov Chain Monte Carlo (MCMC),

1 http://moodle.org.
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Table 1. Comparison of our ACO algorithm with several different optimization
methods. The code lengths are measured in bits.

Method 2 clusters 3 clusters 4 clusters 5 clusters
ACO 10 2797.25 2771.71 2791.58 2816.01
ACO 20 2797.25 2770.92 2796.28 2824.52
EM 2801.15 2822.03 2878.93 2928.46
MCMC 2817.21 2991.20 3034.74 3101.19
GA 2852.46 2898.56 3067.43 3060.77
TS 2798.29 2771.54 2794.39 2824.32
SA 2797.25 2771.53 2813.09 2919.66

genetic algorithms (GA), Tabu search (TS), and simulated annealing (SA). In
the light of the results the optimal number of clusters was three and the MDL
cost kept on increasing after three clusters. The numbers in the table are bits,
and they represent the total code length with uniform code length for the mod-
els. We present only the results for the cluster numbers from two to five. The
code length for a one cluster model was 2933.98 bits.

When we examined the best clustering found we noticed that the students had
divided into the three clusters based on the following: the first cluster included
students who had not performed well according to their grade and were inac-
tive, the second cluster included mostly students who had performed mediocre
and vere moderately active, and the third cluster included students who had
performed well and were active.

Conclusions

The results show that the ant-based approach can compete with other optimiza-
tion methods. In fact, the ant-based approach achieved the best results with the
Moodle data compared to other optimization methods in terms of minimizing
the code length. Next, we will test our algorithm with artificial data and with
some existing databases. In addition, some more complex models and a factored
NML cost are worth examining.
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In natural flocks, individuals are often of the same species, but there exists con-
siderable variation in the traits possessed by each individual. In much the same
way as humans display varied levels of aggression, gregariousness and inquis-
itiveness, so do the animals on which PSO is based [1]. Recent research has
shown that this disparity of behaviour is very important in the ability of the
flock to solve problems effectively, which might have profound implications for
PSO. One of the key aspects is that although certain behaviour types (e.g. more
adventurous individuals) might individually be better at problem solving; se-
lecting for a group that all have adventurous traits has been shown to reduce
the performance of the flock as a whole [1]. Therefore a flock that has a variety
of behaviours leads to better performance in natural systems and it is this that
motivates the work here. This paper explores a variant of PSO known as Con-
tinuous Trait-Based PSO (CTB-PSO) where individuals within a swarm have
traits based on a continuous scale as opposed to discrete behaviour groupings.

There is a considerable body of work that explores behaviour variation
through the use of multiple species, but the most relevant single-species work is
that of Andries Engelbrecht [2] and the Heterogenous PSO algorithm(HPSO).
HPSO is similar in motivation to CTB-PSO but exploits intra-species variation
via a discrete ’behaviour’ pool. CTB-PSO differs from HPSO as it achieves het-
erogeneity through the generation of c1 and c2 coefficient values from a Gaussian
distribution with known mean and standard deviation to determine different be-
haviours for each of the particles in the initialisation stage, in line with what is
known about behavioural traits in animals. Once determined, these coefficient
selections remain constant for each particle for the duration of the optimisation
and the remainder of the PSO algorithm is then run in a standard fashion.

Method

CTB modifies standard PSO by varying the extent to which each particle is
influenced by the global and personal best positions within the group.

1. Generate a random population of particles.

2. For each particle, randomly select c1 and c2 coefficient values drawn from a
Gaussian distribution with a specified mean and standard deviation.

3. Execute remainder of PSO as normal.
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Experimental Setup and Results

The algorithm was run for 1000 generations with a swarm size of 50, and for
30 repeated trials to account for the effect of the random seed. CTB-PSO was
tested on four test functions taken from the literature: Absolute Value, Spherical,
Griewank and Ackley and results for 2 functions are shown below. For further
information on the functions see [2]. Experiments were conducted on problem
sizes from 10 to 100 dimensions. The mean and standard deviation of the Gaus-
sian applied to c1 and c2 was modified, with best performance observed with
mean=2.0 and stddev=0.5. The standard PSO operates with fixed c1 and c2
coefficients of 2.0 and HPSO results are taken from [2].

Table 1. Comparison with HPSO on Two Test Functions From the Literature

Dimensions HPSO-Griewank CTB-PSO-Griewank HPSO-Ackley CTB-PSO-Ackley

10 0.0782 0.130 3.99E-15 2.01E-18

30 0.0407 0.0085 1.20 0.27

50 0.154 0.0048 2.87 1.94

100 3.61 0.02 2.87 3.58

The results for all four functions (not shown) show that CTB-PSO improves
on our standard PSO formulation at smaller dimensionalities. The comparison
in Table 1 shows that in the majority of cases, CTB-PSO also improves on the
performance of HPSO in both functions indicating that trait-based PSO could
offer improved performance over homogeneous and discrete-heterogeneous PSO.
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Data mining is a process that supports knowledge discovery by finding hidden
patterns, associations and constructing analytical models from databases. Clas-
sification is one of the widely studied data mining tasks in which the aim is to
discover, from labelled cases, a model that can be used to predict the class of
unlabelled cases. Ant-Miner, proposed by Parpinelli et al. [3], is the first ACO
algorithm for discovering classification rules. Ant-Miner has been shown to be
competitive with well-known classification algorithms, in terms of producing
comprehensible model with high predictive accuracy. Therefore, there has been
an increasing interest in improving the Ant-Miner algorithm [1].

Otero et al. [2] presented cAnt-Miner as a variation of the original Ant-Miner
algorithm, which is able to cope with continuous-valued attributes during the
rule construction process through the creation of discrete intervals on-the-fly.
Salama et al. recently introduced an efficient version of the algorithm, μAnt-
Miner [4], based on selecting the consequent class of the rule before constructing
its antecedent and utilizing multiple pheromone types, one for each permitted
rule class. This idea gives the motivation of utilizing the pre-selected class in
term heuristic information calculation and continuous attribute discretization
using different measure functions.

In this paper, we utilize the μAnt-Miner idea of selecting the class before
the rule construction to extend cAnt-Miner in three essential aspects. First, we
use a class-based measure function to compute heuristic information for a term.
Second, we use this function as criteria to carry out the dynamic discretization
of the continuous attributes and select the best created interval with respect to
the pre-selected class. Third, we use the same measure function used for both
previous operations to evaluate the quality of the constructed rule for the sake
of pheromone update.

Since we evaluate the quality of a constructed rule with a given function fx,
there is no need to select terms that maximize another function fy. Intuitively,
the selection of terms that maximize fx should lead to construct a high qual-
ity rule with respect to fx. Moreover, using class-based evaluation function for
heuristic information and discretization leads to the selection of terms that are
relevant to the prediction of a specific class, rather than selecting terms simply
to reduce the entropy among the class distribution on the dataset as in the origi-
nal cAnt-Miner. Therefore, we use a unified quality evaluation function QEF to
compute the heuristic information of a term, to create intervals from continuous
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attributes in the discretization, with respect to the pre-selected class value, and
to evaluate the quality constructed rule as well.

First, in order to compute heuristic value for termij given class k, we construct
a temporary rule with only termij in its antecedent and labelled with class k,
and we evaluate the quality of this rule using the unified QEF .

Unlike cAnt-Miner, where the threshold value is selected only to minimize
the entropy among the classes, we aim to select a threshold value that generates
partitions with more relevance for predicting that class by taking the advan-
tage of the class pre-selection. In essence, we calculate the absolute difference in
quality (measured in terms of QEF ) between the upper and the lower intervals
for each candidate value vi. The idea is to select the threshold value vbest that
maximizes the quality discrimination—with respect to the current selected class
value—between the two intervals.

Finally, the QEF function is used to evaluate the constructed rules, where
the best rule created in the colony is used to update the pheromone.

We explore the use of 10 different functions—for heuristics information calcu-
lation, continuous attributes discretization and rule quality evaluation. The set of
functions is {Certainty Factor, Collective Strength, f-Measure, Jaccard,
Kappa, klosgen, m-Estimate, R-Cost, Sensitivity × Specificity, Support
+ Confidence}.

Concerning the predictive accuracy, there is no algorithm that performs abso-
lutely best. Our results show a great diversity amongst the performance of dif-
ferent quality evaluation functions. This suggests that combining the measures
of multiple quality evaluation functions can lead to improvements in the search
of the algorithm, since the use of different measures can capture different aspects
of the performance of a candidate rule and provide a more robust measure of
quality across multiple datasets. Moreover, different quality evaluation functions
can be used for each component of the algorithm—i.e., for heuristic, dynamic
discretization and rule evaluation. These ideas present research directions worth
further exploration.
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Aggregation is a widely observed phenomenon in social insects and animals
such as cockroaches, honeybees and birds. From swarm robotics perspective [3],
aggregation can be defined as gathering randomly distributed robots to form
an aggregate. Honeybee aggregation is an example of cue-based aggregation
method that was studied in [4]. In that study, micro robots were deployed in
a gradually lighted environment to mimic the behavior of honeybees which
aggregate around a zone that has the optimal temperature (BEECLUST). In
our previous study [2], two modifications on BEECLUST – dynamic velocity
and comparative waiting time – were applied to increase the performance of
aggregation.

In this paper, we proposed a fuzzy-based aggregation algorithm for cue-
based aggregation with a mobile robot swarm (AMiR [1] and simulation
software [6]). We compared the performance of our fuzzy-based aggregation
algorithm with the state-of-the-art cue-based aggregation strategy BEECLUST
and an extension of BEECLUST algorithm that we called the näıve method.
BEECLUST aggregation [4] follows a simple algorithm. When a robot detects
another robot in the environment, it stops and measures the magnitude of
the ambient audio signal and waits based on this magnitude. The higher the
magnitude is the longer the waiting time becomes. When the waiting time is over,
the robot rotates φ degree, which is a random variable drawn uniformly within
[−180◦, 180◦]. In the näıve aggregation method [5], we employ a deterministic
decision making mechanism based on both the intensity and the direction of
the sound signal. In the fuzzy method [5], which is the main contribution of the
paper, we calculate the waiting time using the same way as in the BEECLUST
and the näıve algorithms, whereas φ is estimated using the intensity of the sound
signals using a fuzzy logic controller. The fuzzy logic controller has four inputs
that are connected to the microphones and one output to estimate the direction
of the sound source, hence the turning angle of the robot.

Fig. 1 illustrates the results of experiments with real and simulated robots.
In general, when the number of robots increases, the aggregation time reduces
significantly, since increasing the population size increases the number of
collisions eventually causing faster aggregation. Results show that, fuzzy
aggregation is faster than näıve and BEECLUST owing to more precise estimates
φ values after each collision, which increases the performance of the aggregation.
In addition, the fuzzy algorithm is more robust to noise than näıve algorithm.

M. Dorigo et al. (Eds.): ANTS 2012, LNCS 7461, pp. 346–347, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Fuzzy-Based Aggregation with a Mobile Robot Swarm 347

Fig. 1. Aggregation
time and total
number of inter-robot
collisions as functions
of population size
for fuzzy, näıve, and
BEECLUST methods
with (a) real robot
and (b) simulated
robot experiments.
(c) Effects of different
noise values in
different populations
for (left) fuzzy
and (right) näıve
algorithms. Noise
is modeled as a
uniformly distributed
random variable
within range [−σ, σ].
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The PSO (Particle Swarm Optimization) algorithm is known primarily as a
stochastic algorithm which shows signs of intelligent behaviour. In this paper,
a maturity model of the particle swarm operational space as a metric for the
swarm intelligence is introduced and then, the swarm intelligence is assessed
according to this model.

The model is proposed as a combination of the Maturity Model of the C2
(Command and Control) operational space and the model of Collaborating Soft-
ware. The swarm particles are considered for a system’s software modules, and
the PSO algorithm for the system. Then, the whole particle swarm is assessed
according to generic characteristics of the collaborative behaviour. These at-
tributes are: (i) an appropriate representation of information, (ii) the existence
of awareness, (iii) investigation, (iv) interaction, (v) integration, and (vi) coor-
dination.

A three-dimensional maturity vector determines the resulting maturity of the
swarm operational space. The coordinates of the maturity vector determine the
degrees of allocation of decision rights, information sharing, and social interac-
tion among particles. Depending on the values of the coordinates, the result-
ing maturity of the operational space then takes one of the values (conflicted,
de-conflicted, coordinated, collaborative, agile).

While analyzing the maturity of the swarm, the cooperative swarming strate-
gies directly derived from the original version of the algorithm published in
1995 were examined. The subject of discussion was to determine what values
should take the coordinates in the maturity model so that the swarm could be
considered as coordinated or collaborative.

The highest achieved level of information sharing has been evaluated as shared
projection: While conducting its activity, each particle has an opportunity to
learn the accessible information about the global best position, to estimate the
situation and to update the shared information if it becomes the global best
particle, and to move in the estimated direction. The swarm particles control
their activities according to the best position yet discovered, i.e. they project
this global information into their activities.

In terms of social interaction as the particle’s ability to combine its own results
with the results of the other swarm particles, the swarm can be considered as
an integrated system, since the swarm particles in all examined variants of the
PSO algorithm are able to operate simultaneously and react continuously on the
intermediate results.
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In terms of allocation of decision rights, the particles are not completely au-
tonomous, since the particle’s velocity during its flight through the hyperspace
is artificially regulated from outside the system. It follows from the discussion
that the method of the particles’ coordination based on the application of tuning
parameters established externally, namely by external inertia weight and external
acceleration coefficients, is a way of control which is inconsistent with the princi-
ple of self-organization as an autonomous activity of the individual entities that
deal with their own individual tasks and communicate in order to coordinate
their activities while solving a common task.

The conclusion from the maturity assessment of the particle swarm is that
the swarm system as a whole is not mature enough: A swarm particle does not
have the ability of learning from its own experience or from the experience of
the other particles, or from some observer inside the search space, to get all
the information needed to update its velocity, and if a particle has a problem,
the other particles do not know about it. Lack of the system’s awareness seems
to be the main cause of the persistent unreliability of the PSO algorithm and
its variants in optimization of multimodal functions with many local optima.
In order to improve the system’s awareness, the decision making autonomy of
individual particles should be enhanced so that the swarm could be considered
as coordinated or collaborative, eventually.

A solution would be a continual adjustment of the particle’s velocity as a func-
tion of its level of confidence in its actual direction. However, such approach
involves adaptation of behavioural rules so that the particle could use only the
coefficients whose value would be provided from inside the system, without ex-
ternal control. It means to understand the meaning of the coefficients and the
objective function through the swarm operation. Stochastic stability analysis
has become a method to understand the PSO convergence properties from this
point of view. A study has been published in 2009 referring to previous studies
in this area showing that the PSO algorithm performs well in certain areas of
coefficient space. These regions are similar for different objective functions and
are dependent on the number of dimensions of the objective function. Given the
stochastic nature of the swarm, a more precise adjustment of particle’s velocity
according to the actual influence of the objective function in a particular location
of the search space thus requires continuing research for a deeper understanding,
from which the swarm derives its intelligent behaviour.
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Current researches are focusing on optimizing energy consumption in Grid com-
puting [1], being the job scheduling a challenging task. These researches reduce
the energy consumption by heuristics or greedy algorithms and some of them
try to balance this reduction regarding the execution time using weights for
evaluating these objectives. In this work, a new approach is studied related to
the multi-objective optimization for these two conflictive objectives, considering
them with the same importance. The obtained solutions show the suitable re-
sources for each job and their order of execution. This new approach is called
MO-FA (Multi-Objective Firefly Algorithm) and it is based on the recent FA
(Firefly Algorithm)[2] adding multi-objective properties to the preceding ver-
sions. The scheduler is implemented in the well-known grid simulator, GridSim
to recreate the performance of grid infrastructures and compare MO-FA with
other schedulers like Workload Management System (WMS) from the most used
European middleware Lightweight Middleware for Grid Computing (gLite) and
also the well-known Deadline Budget Constraint (DBC) from Nimrod-G.

MO-FA: Multi-Objective Firefly Algorithm

This multi-objective approach is defined as the minimization of two objective
functions. These functions represent criteria that are in conflict each other -
execution time and energy consumption-. Because of that, MO-FA returns not
only one solution, but a set of them, called non-dominated solutions. When
this set of solutions are represented in the objective function value space, they
form a Pareto front. MO-FA is an adaptation of FA designed to solve multi-
objective problems. FA is based on the fireflies behaviour which its location
represents a solution. The main feature is the attraction among fireflies due to
their brightness. Fireflies with more intensity of brightness attract with more
force other fireflies with less brightness, causing their movement to the first
ones. Fireflies with major brightness represent the best solutions for the problem
and their location is represented by the union of two vectors, indicating the
job allocation in the available grid resources and the order of their execution.
Execution time and energy consumption compose the main firefly properties.
In the adaptation of FA to MO-FA, fireflies need to be compared each other
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according to the dominance. Once all the fireflies are compared and the updated
movements are carried out, a stagnation checking method is applied to the new
firefly population. This method is an improvement with respect to the original
FA in order to avoid the population stagnation in case that MO-FA suffered
it along several iterations. Finally, when the time limit comes the fireflies are
classified per Pareto fronts and the first Pareto front is returned as the set of
best solutions for the tackled problem.

Results and Conclusions

The obtained results are divided into two complementary studies. On the one
hand, the behavior of MO-FA, as a multi-objective algorithm, is studied. Ref-
erence point, average hypervolume and its standard deviation [3] are calculated
in order to consider them in future improvements from this algorithm or oth-
ers. These results show that hypervolume percent arises more than 50%, thus
it is a good point with respect to the solutions found. Standard deviation also
presents a minimum value, so it might be considered that the solutions are quite
reliable. On the other hand, MO-FA, WMS and DBC are compared and eval-
uated. The results prove that MO-FA solutions always dominate the solutions
offered by the WMS and DBC reducing their energy consumption around a 50%
and 30% respectively, obtaining MO-FA always better response time than the
real schedulers. In addition, WMS and DBC algorithm reports unsuccessful jobs
when the deadline is more restrictive. While, MO-FA always executes all the
jobs required. In conclusion, it might be said that MO-FA is a good competitor
respect to WMS and DBC in all the cases. Also, due to their multi-objective
qualities, MO-FA offers a good range of solutions for decision support.
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Particle Swarm Optimization (PSO) is a bio-inspired evolutionary meta-heuristic
that simulates the social behaviour observed in groups of biological individuals
[4]. In standard PSO, the particle swarm is often attracted by sub-optimal so-
lutions when solving complex multimodal problems, causing premature conver-
gence of the algorithm and swarm stagnation [5]. Once particles have converged
prematurely, they continue converging to within extremely close proximity of
one another so that the global best and all personal bests are within one minus-
cule region of the search space, limiting the algorithm exploration. This paper
presents a modified variant of constricted PSO [1] that uses random samples
in variable neighbourhoods for dispersing the swarm whenever a premature
convergence state is detected, offering an escaping alternative from local optima.

PSO-RSVN Algorithm

The Variable Neighbourhood Search (VNS) is a simple and effective meta-
heuristic for combinatorial problems and global optimization [2] which is based
on the systematic change of the neighbourhood in the search process. Inspired
by this idea, we present a procedure called Random Sampling in Variable Neigh-
bourhoods (RSVN) which aims to disperse the swarm when it detects the pre-
mature convergence state. The main idea of this procedure is to restructure the
particle swarm from the selection of random samples uniformly distributed in
several neighbourhoods generated around the global best particle of the swarm.
In this procedure m neighbourhoods with parameters ξj ∈ (0, 1] are computed;
where the neighbourhood factor ξj is used for controlling the j-th neighbourhood
proportion to the size of the search space. After collecting the samples in each
partition, a selection process of the particles takes place. These agents will form
the new swarm as shown below:

β = Φ1 ∪ Φ2 ∪ ... ∪ Φm =

m⋃
j=1

Φj |Φj ⊆ Ψj , ∀j . (1)

where β represents the particle swarm and Φj is a subset of good enough par-
ticles compared to all samples Ψj using an elitist criterion. In this procedure
each generated particle is a candidate to replace the best global particle, which
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complements the swarm dispersion process. The diversity introduced by the dis-
persion mechanism ensures the exploration of new areas of the solution space,
increasing the possibility of escape from sub-optimal solutions. Moreover, due to
the elitist replacement, simplicity and low computational cost the RSVN proce-
dure could be adapted and integrated into several evolutionary paradigms.

Performance Study

We compared PSO-RSVN against five approaches evaluated in [3]: constricted
PSO, Gaussian Mutation based PSO (GMPSO), Hybrid PSO and Simulated An-
nealing (HPSO-SA), Quadratic Interpolation based PSO (QIPSO), and Attrac-
tion Repulsion based PSO (ATREPSO) by using nine well-known benchmark
function taken from [3]. These functions are minimization problems including
unimodal, multimodal and noisy functions that helps in deciding the credibility
of an optimization algorithm. In each simulation we used 30 particles and 300.000
objective function evaluations in a 20-dimensional search space. In addition, we
used two variable neighbourhoods with factors ξ1 = 0.05 and ξ2 = 0.1. Finally,
the fitness value for each algorithm was averaged over 30 independent trials.

From the numerical results of the experiments some conclusions came out:
PSO-RSVN always finds the global optimum satisfactorily for Sphere, Rastri-
gin, Griewank, Himmelblau and Shubert functions, whereas for Rosenbrock and
Quartic it provides acceptable estimations. For Schwefel function, HPSO-SA lo-
cates the best solutions; however, PSO-RSVN finds better approximations than
the others. Finally, QIPSO has the best results reported for Ackley function,
followed by PSO-RSVN. These results reveal that PSO-RSVN is a competitive
and very promising approach for solving global optimization problems. Future
work will incorporate a more rigorous statistical analysis to explore significantly
differences among these approaches and there will be studied the algorithm
performance using other well-known benchmark functions.
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